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CHATTER T
INTRODUCTION

1. Résumé.

The following describes an experimental study
of the energy loss in thin carbon films of light
(Zz X 12) atoms of low energy (<150keV). In most of
the cases studied, the projectiles lost energy not
only to the electronic structure of the stopping
medium but also through "nuclear collisions", i.e.
elastic encounters with the stopping atoms themselves,
The physically Interesting quantities involved in the
process are the electronic stopping cross-section (S¢)
and the nuclear (elastic) stopping cross-section (S,).
In order to reduce our data to thése quantities, a
Monte Carlo calculation was performed to determine the

)

which was due to nuclear collisions. This procedure

portion of the observed stopping cross-section (SO

yielded, by subtraction, the electronic stopping cross-

section for the projectiles studied.

2. Theoretical Considerations.

The theoretical treatment of the stopping pro-
cess can be divided into two related but distinct
parts - the nuclear contribution from the elastic
encounters with the stopping atoms and the electronic
contribution from charge-exchange effects, excitation

and ionization of the stopping atoms. Ve shall first



summarize the theory egoverning the nuclear stopping
process, and then do the same for the electronic
stopping process.

At high energies, elastic scattering is des-
cribed by the well-known Rutherford formula, This
formulation is only applicable when the interacting
particles can be treated as point charges. 1In the
energy interval which we are considering, the pro-
jectile is surrounded by most of its planetary
electrons and, for any given nuclear collision, the
penetration into the electronic cloud of the scatter-
ing centre is only partial. Hence, the description
of the scattering must include the screening effects
of the electrons.

Bohr (R-48) published the first detailed
analysis of the nuclear stopping of low energy atomic
particles in matter., Several authors have subsequent-
ly introduced refinements, the most significant con-
tribution being that of Lindhard and Scharff (L-61).

Bohr used a Thomas-Fermi type model of the
atom to describe the nuclear collisions. A screening
parameter "a" (for a particular pair of atoms) is
defined by the potential energy when the two particles

are separated by a distance "r",

2
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where & = elementary charge
Z = atgmic number
By = ﬁ%g = Bohr radius for hydrogen

The notation used throughout the thesis is
that the subscript 1 refers to the projectiles while
the subscript 2 refers to the stopping atoms. Also,
the subscript & refers to electronic collisions while
the subscript 2) refers to nuclear collisions,

The distance of closest approach in the un-

screened case, "b", is defined by

2R E”
m,v?2

b=
eoo (I-3)
where the new symbols introduced are
mo= the reduced mass of the system
v = the velocity of the projectile relative to
the struck atom.

Bohr then made the extremely simplifying
assumption that for b/ajrl, the energy loss 1is com-
pletely described by centre of mass isotroplic scatter-
ing. Ve ignored electronic effects which are small
compared to nuclear effects in this interval, This

analysis yielded a stopping cross-section (S) which is

independent of energy, in quite good agreement with
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experiment. The stopping cross-section "S" is

defined by
1 dE
5 = "N dx
cor (I-4)
where N = the number of stopping atoms per unit volume
gg = differential stopping power.

Bohr also analyzed the region b/a<1 in which
the nuclear stopping process is in the transition
region between Rutherford type scattering and the iso-
tropic scattering assumed for b/a>1l, Instead of his
treatment, however, we shall consider the more
sophisticated approach developed by Lindhard and
Scharff (L-6la). In the experiments to be described,

b/a is always less than unity. For example, b/a =1
for HL at 0.4keV and for VMg2* at 17keV.

In the same paper, Bohr showed that in a
certain energy interval, the problem of nuclear colli-
sions could be described classically. All of our
experiments are within this interval,

The description of nuclear collisions was
further refined when the differential scattering cross-
section for a screened coulomb field was calculated.

In doing this, Fverhart et al (E-55) used the potential
suggested by Bohr (Equation I-1), while Firsov (F-58)
and Lindhard et al (L-6la) used the Fermi function
(instead of exponential screening) to derive numeri-

cally the differential cross-section for scattering as



a function of energy.
The energy.loss ZXE for a single elastic colli-

sion can easily be shown to be

AT, = 2m, PALLLLY E(;-—cos@)

= (m,+m,)
e. (I-5)

where my (no)= mass of the projectile (stopping atom)

E laboratory energy of the projectile

©)

The nuclear stopping cross-section can be cal-

relative deflection angle.

culated by integrating Equation I-5 over all values of

O.

fAT de(0)
¢ cen (1-6)

The results of such a procedure are shown in
Figure 1 (reproduced from (L-6la) with the kind per-
mission of Frof. J. Lindhard) where the nuclear
stopping cross-section is plotted against Ek. The
integration in Equation I-6 would, of course, have to
be done numerically since the differential cross-
section dao (O) is not known analytically.

In turning now to the electronic stopping pro-
cess, we first note that the familiar Bethe formula,
f;é oC -é-,ﬂnzf? , for the electronic stopping cross-
section is not valld in the energy interval which we
are considering because we are well below the adia-

batic limit (i.e. the projectile velocity is lower



than the orbital velocity of the electrons). Termi
and Teller (T7-47) have calculated the rate of energy
loss for a meson helow the adiabatic limit, and their
approach can be extended to heavier particles (W-49).
Their argument i1s summarized.

The stopping medium is approximated by a
degenerate electron gas. Because of the Tauli
exclusion principle, only those collisions can occur
which result in the final velocity of the struck
electron being greater than the maximum velocity of
the electrons in the gas, ve. Hence, the number of
electrons available for a collision is limited to
those havine initial velocities (before the collision)
between vy and ve-v, where v is the profjectile velo-
city (v{vp). The result of this is that the number
of electrons available for collisions is proportional
to v. The average energy exchange per collision is

proportional also to v. Wence,

Eﬂg oC IFZ
dt
and
I
dx eee (I=7)

Lindhard and Scharff (L-6l) have extended this
type of analysis using the Thonas-Fermi model to
determine the dependence of the electronic stopping
cross-section on the atomic numbers of the interacting

particles. They find
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where the new symbols introduced are
s % -
v, = /% = the velocity of the electron in
the first Bohr orbit in hydrogen
"
and §; is of order of 1-2, but may vary with 2,

4/ A\
approxinately as 66:: Z," "

This equation is valid for velocities below v,= VOZlZ/3

From a consideration of Equation I-7 and
Figure 1, we see that as a projectile slows down in
this energy interval, it is subjected to a monotonic-
ally decreasing electronic stopping cross-section and
a monotonically increasing nuclear stopping cross-
section, The total stopping cross-section (SL) is
simply the sum of the electronic and nuclear com-
ponents:

i Ml cen (1-9)

3., Description of Apparatus.

FTour types of sources were used to produce the
projectile ions. An electron bombardment source was
used when a convenient gas was available, Ions of
the alkali metals were obtained from a single filament
surféce ionization source. Beryllium ions were
obtained from a crucible source and magnesium ions

from a Shaw source., Descriptions of these sources
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can be found in (D-60).

The accelerating voltage was supplied by a
Rrandenburg High Voltage Generator Type MR 100/R/1.
This was continuously variable from 10-80kV.

The accelerated ions were dispersed in a
10-inch 90° magnetic analyzer which had a mass resolv-
ing power greater than 200. The stopping material,
in the form of a carbon film, was situated at or near
the principal focus of this analyzer, behind a suit-
able slit system. Any one of three experimental
arrangements could be attached to the basic unit:

1) A 7-inch 90° electrostatic analyzer,
operated symmetrically, which was used to scan the
energy spectrum of those ions which emerged from the
film after suffering a net deflection of less than
.02T, This unit had an energy resolving power of
approximately 160, This equipment, along with the
magnetic analyzer, has been described by Van Wi jngaarden
and Duckworth (V-62).

2) A low divergence collimator (circular slits)
and bellows arrangement, which was used to measure the
angular distribution of all particles that emerged
from the film., This is a modified version of the
apparatus described in (V-62). See Figure 2-b.

3) A T-inch 90° electrostatic analyzer operated
asymnmetrically and mounted on a bellows arrangement,

which was used to scan the energy spectrum of those



ions which emerged from the film having suffered a
net deflection of © ¥ ,02T, The range of © was
limited to .23r. In this arrangement the illuminated
portion of the film acted as the principal slit for
the electrostatic analyzer,

In all three cases, an electron multiplier
was used to detect the ions, and each event was
registered on a scaler,

The geometry of both electrostatic analyzers
was so arranged that the ionic charge multiplied by
the voltage across the plates was one-tenth of the
energy of the transmitted beam, A Beta Electric
Model 2069 high voltage power supply was used as the
accelerating potential to check this ratio. It was
chosen instead of the regular accelerating unit
because of its stability and very low ripple. The
ion energies as determined by the two methods (i.e.
accelerating voltage and voltage across the analyzer
plates) agreed to within one part in three thousand,
well within experimental error.

The voltage for the plates of the electrostatic
analyzers was supplied by two Fluke Nodel 408A power
supplies. The stated calibration accuracy of these
instruments was better than 0,25%.

The significant energy differences in the
experiments to be described were determined as

differences in two voltage measurements, These, on
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first sight, might appear to have a large possible

error, However, the measurements were made in such

a manner that the 0,257 applied to the difference.
The working pressure in the apparatus was

approximately 3 x 10'6 torr.

4, ¥xperimental Procedure and Analysis of the Data.

The 10-inch 90° magnetic analyzer was used to
define the mass and energy of the projectiles
incident on the film, Then, using one of the electro-
static analyzers, the energy profile at © = 0 was
measured, Figure 3 shows two such distributions
which will henceforth be designated as AE curves.

We define the observed stopping cross-section (So)

at energy E = E; -3A% by

5 =N 5%
... (1-10)
where Ein = energy of projectile entering the film
N = 1.13 x 10°%atoms/cc (for carbon)
Ax = film thickness
AE = most probable energy loss.

Two different techniques were used to define
the most probable energy loss. When the AE curve
is symmetrical, as is the case for hydrogen in
Fipgure 3, the most probable energy loss and the mean
energy loss are coincident. 1In such cases, the most

probable energy loss is taken as the difference
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between the incident energy and the centre of the AE
curve at half height. In cases where the AE curve
is asymmetrical, as is the case for krypton in

Figure 3, the experimental points were joined to form
a smooth curve and the peak of this curve used to
define AE.

An experiment with a particular ion consisted
of performing measurements of this type over as wide
an energy range as practicable, In the cases where
doubly-charged ions could be produced, the energy
range was correspondingly extended. When doubly-
charged ions were used as projectiles, doubly-
charged ions were also analyzed in the electrostatic
analyzer, This procedure was adopted to minimize
effects arising from the acquisition of electrostatic
charge by the film. It was found that the film did
charge up to a potential of one or two hundred volts
and that, if charge states different from the incident
charge state were analyzed, a considerable error was
introduced. This error is quite negligible if the
incident and emerging ions have the same charge.

Figure 4 shows two AE curves for Nez0 through
the sare carbon film, Three points should be noted:

1) The curves are both asymnetrical, consist-
ing of a definite peak and a pronounced tail,

2) The magnitude of the tail is greater for

the lower incident energy.
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5) The nmost probable energy loss is greater for
the higher incident energy.

We see that the peak behaves in the manner expected of
electronic energy loss and the tail in the manner
expected of nuclear energy loss.

The symmetrical profile of hydrogen (Figure 3)
represents the case where the average energy loss (AE)
is equal to the most probable energy loss. b/a is so
small that the nuclear contribution is negligible (V-62)
VWence, we have a direct measure of the electronic
stopping cross-section and By = Sge

For the heavier projectiles, the transmitted
beam is asymmetrical. AT cannot be associated with
St because the acceptance angle of the electrostatic
analyzer excludes many of the projectiles that have
suffered wide-angle collisions. AE behaves in the
general manner expected of electronic collisions but
there i1s surely a nuclrar contribution to the peak as
well as to the tail, with the result that we cannot
associate AE directly with S.. In such a case, we
must sort out the nuclear contribution from the elec-
tronic. We do this with a Monte Carlo calculation.

The purpose of the Monte Carlo calculation is to
determine the energy lost by the projectile to nuclear
collisions in the film, This calculation 1is quite
straigcht-forward, using Equation I-5 and the differen-

tial scattering cross-section, We know the total
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energy loss in the film experimentally, and if the
calculation gives the nuclear energy loss, the differ-
ence must be attributed to electronic effects.

The results of the Monte Carlo calculation
were first compared with the angular distribution
measurements, henceforth referred to as N(6) curves.
(See Fifure 5). These measurements were made with
the experimental arrangement shown in Figure 2-b,

The slit arrangements in the apparatus are such that
the experimental curves are directly proportional to
N(6)dw. These distributions are due to nuclear colli-
sions only, since a collision with an electron would
not appreciably deflect the relatively massive pro-
jectile. It should be noted that the N(O) curves are
the results of multiple collisions..

Originally, only those results of the Monte
Carlo calculation which described ions emerging from
the film within the angular aperture accepted by the
fixed electrostatic analyzer were compared with the
experimental AF curves., However, the calculation
itself had been arranged in such a manner that the
energy distribution at all angles was calculated., 1In
order to provide a much more convincing check on the
validity of the calculation, the apparatus shown in
Tigure 2-a was constructed. This permitted the calcu-
lation to be compared with experiment at all angles

up to .23 radians.
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CHAPTER II
THIN FILMS

1. Introduction.

The targets used in the experiments were carbon
films, ranging in thickness from somewhat less than
1002 to somewhat greater than SOOR. The films were
vacuum-deposited with a carbon arc onto microscope
slides, using an Edwards Model 12EA coating unit,

The helium-flush technique (S-61) was used, The films
were removed from the slides by inmersing them in
water and they were then mounted on a fine nickel mesh
(1000 1ines per inch, 47% transmission) supported on a
brass frame,

Many carbon filns were used in the course of
the experiments., Thls was necessitated by the fact
that the thickness of the films increased with time,
This phenomenon was not investigated in detail, but
accepted as a necessary evil, To minimize this growth,
the diffusion pumps were trapped continuously and the
machine was vented with dry nitrogen when shut down.

A film was discarded when it increased in "thickness"
by 57.

One might ask if such thin films are representa-
tive of the bulk material, Some of the films had
properties that differed from others, and a consistent

and reasonable criterion had to be established to test
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the acceptability of any given film,

One method attempted was to measure the resis-
tivity of the films along thelr greatest dimension while
they were still on the glass substrate, The resistivity
of carbon is ~ 3500()-cm and graphite is ~800l-cm
(F-59). The measured resistivities ranged from 10 fl-cm
to 30,000()-cm. The stopping cross-sections as measured
with these films, however, gave consistent results,
Since the resistivity had no relation to either the
thickness or the stopping characteristics of the film,
this method was abandoned. The reasons for thils odd
behaviour remain unexplained.,

The criterion finally used to determine the
acceptability of any given film was the ratio of the
observed stopping cross-sections for Hl and 016. Two
distinct groupings of films were evident. Films of lOOX
or less gave one set of consistent results, and those
above 1402 gave @ different set of consistent results,
For ion velocities above Xg, the results were the same
for both sets of films., This behaviour was checked with
Hl, He4, Li7, 012’ Nl4, Olband Nezo in the energy
interval 10 to 70keV,

Again, the phenomenon was not investigated in
detail. The thicker films were chosen for the experi-
ments because it seemed likely that the thinner films,
if any, would be the anomalous ones,

As a final argument, the results obtained with

the thicker films agreed well with other experiments
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wherever a comparison was available,

2. Thickness of Carbon Films,

The energy loss of protons passing through the
carbon films was used to measure their thickness, To
calibrate this method, the mass deposited on a cover
flass was weighed, the film removed, and the energy
loss measured. Table II-1 shows the results of the
six runs made. SO is the observed stopping cross-
section at 30keV as determined from several measure-
ments,

TABLE IT -1

Run Welght tw(X) sox10M  5,/5,
{pe) (eV-cmE/atom)
1 105 434 1.24 . 968
2 98 409 1.37 1.070
3 117 494 1.28 .996
4 93 388 119 « 231
] 127 535 Ls3l 1,028
6 131 557 1.28 1.003

ty is the thickness as determined with the micro-
balance, (Vettler Micro Cram-atic) assuming.a density
of 2,25 gms/om3. The mean stopping cross-section,
(50) was determined by statistically weighting each
run by the weight of the deposit.

From the six runs, the standard deviation of

SO was calculated to be .053, This amounts to a
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probable error of 2.87. The accuracy of the micro-
balance is given as *2ug which, when taken with the
average weight results in an error of 1.87, We
estimate the error in determining S, to be 17, since
it was determined from several runs. If each of
these errors is treated as a probable error, the

probable error for the film thickness is

re. = Ve.82+ 1.8%+ 12 = 3.5

3, Uniformity of Carbon Films.

The films were deposited on microscope slides
supported 8cm from the arc. One cause of non-
uniformities was the variation in distance from the
arc, a difference of 107 from the centre of the slide
to the extreme edge. (The area of film illuminated
by the ion beam was lem x ,5mm, however, so that the
effect in any one film was much less than 107). This
variation could have been reduced by supporting the
slides a greater distance from the arc, but this would
lead to a lower rate of deposition and consequently a
greater impurity content. Two other sources of non-
uniformity were local irregularities of the surface of
the glass substrate and statistical fluctuations in the
deposition of the carbon films. This latter effect was,
of course, subsequently reduced as the deposited atoms
sought positions of minimum potential energy.

The uniformity of the carbon films was never
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measured. However, with a few assumptions, we can get
an estimate of the non-uniformities from the proton
strageling curves. The experimental full width at
half height ([(),) of these curves is due to three
phenomena:

1) the electronic straggling ((),)

2) the instrumental resolving power ((),,)

3) the film non-uniformities (()[)

We assume that

nZ=0,, +0; + 0
eoo (II-1)
) pp=kKiEy,, Where k] can be measured experi-
mentally.

To find a relationship between .rlé and experi-
mentally observed quantities we use a very simple model
of the stopping process; viz. each electronic colli-
sion results in the same energy loss. If the proton
suffers N collisions in passing through the film,

AE o< N
and 0. <IN
i.e. _()_2 = szE

To determine kp, thick films were used (~500%),

for which {) could be assumed to be negligible. Hence
we now have an expression relating ()-to observed

quantities,
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a2 = (kE) + kAE + 0,

vas (TI=2)
where k; is a constant of the instrument and k, is a
function of the energy. For the thinner films used in
the experiments, we can now calculate the non-

uniformities in a film of thickness t from

ees (II-3)

The results of these calculations yielded a
mean variation in film thickness of £ 14&, increasing
slightly for the thicker films and decreasing slightly
for the thinner films., It was assumed, however, that
the 1AR figure was independent of film thickness. The
films with the least non-uniformities were used in the
final experiments.

It was also important that the films be free of
pinholes, in order to prevent the appearance of satel-
lite peaks. The satellite peaks appeared when the
voltage across the electrostatic analyzer was such that
the ion beam transmitted by the pinholes struck the
outside plate of the analyzer at a point in line with
the final slit system. Some of the photons so produced
released photo-electrons at the conversion dynode of
the electron multiplier and registered as counts, Films
used in the actual experiments were chosen to be free of

pinholes.
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CHAPTER III
MONTE CARLO_ CALCULATION

1. Description.
The purpose of the Monte Carlo calculation

is to determine which portion of the observed energy
loss as measured with the electrostatic analyzer is due
to nuclear collisions. Such an analysis 1s necessary
when the asymmetry in the energy profile of the trans-
mitted beam becomes pronounced.
The calculation takes an incoming pro-
Jectile and allows it to suffer collisions until it has
a Z-co-ordinate equal to the thickness of the filmj then
the computer types out the polar angle, final energy and
total nuclear energy loss of the particle.
At some point in tﬁe ion's trajectory, let
it be travelling with polar angle éiq and let it suffer a
collision which deflects it through a relative angle ) .
&) yields 4) , the angle of scattering in the laboratory
co-ordinate system. The resultant direction of the ion,
(9m, lies between O, *+ ¢ and &, - ¢ since the
scattering event has equal probability everywhere on the
cone of half angle qb e IfX 1s defined as the azimuthal
angle at the base of the cone of half angle (P s then
cos &, = cos O, cosd + sin G, sin ¢> cosoC
evs (III-1)
where o{ has equal probability for all angles.
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Tre distribution in @ comes from the differen-
tial cross-section for a screened coulomb field.
Everhart et al (E-55) have calculated ¢ (@) for
different values of b/a using the exponential atomic
model suggested by Bohr (B-48). Firsov (F-58) and
Lindhard et al (L-6la) have calculated o (0) from the
Thomas-Fermi model of the atom, We use the results of
Lindhard et al (L-6la) in our calculations,

The angular deflection e for each collision is
determined in the following manner, The plot of the
differential cross-section versus &) is divided into
sections, and the area Ai and the mean scattering angle

Zi calculated for each section, The probability of
the collision having () = Zi is proportional to the
area of the 1%l section. The total area represents 0 ,
the total cross-section. 1024 memory locations in the
computer are used to store J° (@), the number allotted

to C} corresponding to the area under the ith

section.

For each collision a random number is generated which
modifies the command to pick up C), each of the 1024
memory locations having equal probability of being chosen,
This provides a random variation of &) weighted to corres-
pond to the shape of the differential cross-section curve,
The differential cross-section is a function of energy

as one can see from Figure 6, which shows 0 (&) for

84 12 o
Kr°% colliding with C-< (abbreviated Xr —C) at 30 and

64keV, While the total cross-section has changed by
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almost a factor of two, the relative cross-section
(i.e. the shape of the curve) has not changed appreci-
ably. Thls variation is easily accommodated by allow-
ing the total cross-section to be a function of energy.
What one stores in the computer is the relative cross-
section, which is reasonably constant over the energy
interval involved in any given calculatioa.

The term total cross-section' used in the pre-
cedins discussion differs somewhat from the accepted
meaning of the expression, We use it to denote the
cross-section for collisions that result in a relative
deflection angle greater than ()min' In actually
passing throueh the film, individual projectiles will,
of course, experience collisions less than C)min'
However, from the point of view of both the energy
loss and scattering angle, it is very difficult to
differentiate between a particle that has suffered one
or several extremely gentle nuclear collisions and one
that has suffered no collisions at all. By ignoring
these gentle collisions, we derive two main advantages.
Computing times are shortened because Uy is smaller,
yielding a longer mean free path; hence fewer collisions
occur in passing throueh the film, We are not concerned
with nuclear collisions that require description by the
Born approximation, since in every case Eamin is chosen
to be well within the bounds required for the classical

description of the collisions. In choosing C)min' care
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must be exercised so that neither the N(6) distribution
nor the energy profile are affected.

Figcure 7 is a flow diagram of the computer
procram., A Bendix G-15 general purpose computer was

used. Approximately 20 hours of computer time were

required at each energy studied.

2. Comparison with Experimental Results

Most of the calculations were performed for neon
projectiles, However, we shall show in the next section
that the results can be extended to neirchboring ions,

The calculated results were compared with both
the 11(A) measurements and the AE curves for different
angles of emergence. We shall first consider the com-
parison with the N(6) measurements and some tests that
were performed to check the validity of our assumptions,

We assume that @i can be chosen to have a
negligible effect on both the N(H) distribution and the
energy spectrum of the transmitted projectiles., This is
plausible if one considers that as C)min is decreased,
the total cross-section is increased, resulting in more
collisions with a smaller average scattering angle.

The whole problem is further complicated by the
fact that the differential cross-section has been calcu-
lated for free scattering centres, while the carbon
atoms in our experiments are bound in some sort of
structure, This fact imposes an immediate lower limit

on éamin‘ What meaning can be ascribed to a collision
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with impact parameter greater than half the lattice
spacing? An even more severe restriction is the effect
of the lattice binding. Seitz (S-56) has estimated the
displacement energy (i.e. the energy required to disrupt
completely the bonds holding an atom in its lattice site)
to be 25eV., Tor conllisions resulting in an energy
transfer much below this limit, one might expect the
differential cross-section to deviate appreciably from
that for a free scattering centre.

To determine how these effects influence our
results, three calculations were performed for the
same experimental conditions, differing only in the value
for Eamin used in the differential scattering cross-

section., The values chosen were ()mi = ,038%, .027%

n
and .019¥ which correspond to minimum energy transfers
of 12eV, 6eV and 3eV. The results of these calculations
and the comparison experimental curve are shown in
Tigure 8. The experimental curve has been folded at
O = 0 and averaged to eliminate any asymmetries due to
stray magnetic fields, It is drawn as the solid line.
The results of the calculations, which would normally be
shown as histograms, are here represented by individual
points for greater clarity.

The calculated N(B) distribution is in each case
normalized to the experimental result for best fit.

Actually, they should be normalized to equal areas (i.e.

the same number of ions). This method is not used because



25.

the calculation determines N(©)d© while the experi-
ment measures N(©)dw . If we normalize to equal areas,
the sin@ factor (NOBdO o< SinON(O)dw ) gives a dis-
proportionate weight to those results near O = 0 and
we lose the advantage of the better statistics at
larger o

The general agreement of all three calculations
with the experiment is good. The calculated points
at the smallest value of & are all low., This was
found to be the case in general, apparently eliminating
the possibility of a statistical fluctuation accounting
for the discrepancy. We interpret the consistent |
difference as being due to either a weakness of the
calculation or an error in the differential cross-section.
In either case, the effect on the results should be
small., It should also be noted that the film used in
the experiment was of the anomalous variety, but this
should have no effect on the nuclear component of the
energy loss since the anomaly is an electronic phenomenon,.
Figure 9 compares the calculation and experiment at a
hisher energy.

Fipure 10 shows the experimental and calculated
AE curves at four values of ©. There is no comparison
at 6= 0 because the statistics fron the calculations
are poor. The calculated curves are normalized to the
same areas as the experimental curves. The peak of the

calculation is gfenerally more pronounced than that of
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the experiment. This is to be expected gince the experi-
ment includes two phenomena not incorporated in the
calculation - electronic strageling and strageling due
to film non-uniforrities, The calculated AX distribu-
tions also display a marked granularity. We believe
this is caused by the fact that O () is stored in the
computer as a group of delta functions instead of a
smooth continuous distribution. We have already inter-
rreted the tail as a nuclear phenomenon. Since the
calculation is intended to reproduce the nuclear colli-
sions in the film, we should expect good agreement
between the calculated and experimental tails, which

is indeed the case. It should also be noted that as O
increases, the calculation follows the experinmentally
determined decrease in energy of the peak.

In the computation, we approximate the electronic
energy loss by assuming it to be given by a constant
multiplied by the path length. The value assigned to
the constant is regarded as a first apprroximation to it.
The only quantity of importance derived from the calcu-
lation is the nuclear energy loss, inasmuch as we
determine the electronic energy loss by subtracting the
nuclear component from the total energy loss. Therefore,
we must adjust the position of the calculation along the
energy axis for the best fit. This, in effect, amounts
to ad justing the constant to its proper value.

As mentioned previously, the experimental peak
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is less pronounced because of electronic straggling
and strageling caused by film non-uniformities. To
account best for these phenomena, the calculated and
experimental curves are adjusted by eye so that a
uniform spreading of the calculated peak would best
repeat the experimental curve. This is done independ-
ently for each value of © . The final ad justment is
an average of the four independent results. The
average absolute difference from the mean is chosen
as a measure of the error in this matching.

To determine S, from the calculation, the
total nuclear energy loss (= AT,) corresponding to
the peak of the calculation is subtracted from the
total experimental energy loss to give the electronic
energy loss. The errors in determining S, for the
calculation shown are listed below:

1) Probable error in determining AE

(estimated) = 39
2) Probable error in film thickness = 3.5%
3) Probable error in matching calcu-

lation and experiment .2/3.88 = 3.1%
P.E. tn s, =V3%+ 3.52 + 3.1° = 5.61

The Vonte Carlo calculation was performed for
Ne20 onto carbon at four different energies - 20, 35,
60 and 100keV. Above 100keV, the correction is
sufficiently small that Sj is practically identical

with S¢ - The results of these calculations are shown
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in Fipgure 20. We assume that in this energy interval
S

¢ can be represented by

§ = kE"
eos (TII-2)
At least two Justifications exist for such an assump-
tion, Theory predicts such an equation with P = 0.5.
Experimental results where no correction is required
display such a form, althougsh the exponent, in general,
is slightly less than 0,5.

The calculated points were fitted to such a
curve by eye, This method is preferable to a least
squares fit since S, must approach S, asymptotically.
The value of P is .47, in reasonable agreement with
the values of the exponents found for other cases where

no correction is required.

3, Yxtending Results to Other Ions.

Lindhard et al (L- 6la) have shown that nuclear
stopping can be completely described by the parameter,
b/a. (See Figure 1). At constant b/a, the nuclear
stopping in carbon for atom A is related to that for
atom B by

Su(Mat)2) = Sy (Me+12)

—

2417€%a, Za M, 24re’ay 2y M,

) (III—B)
where all symbols are as previously defined. This

equation follows directly from the co-ordinates of
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Tigure 1.

*
We now define S,, for any element as

RN ] (III-4)
S; is that portion of the nuclear stopping cross-
section seen by the electrostatic analyzer. We assume

that at constant b/a

* *
S:m = 81)6
Swa Sa

ess (III-5)
This equation states that in comparing atom A with atom B
the ratio of the energy loss of the forward scattered
atoms is directly proportional to the average energy loss,
This is plausible, since the differential cross-section
in both cases is identical.

If the observed stopping cross-sections through
the same film are known for any two elements, and the
electronic stopping cross-section is known for one of
these elements, then the electronic stopping cross-section
for the second element can be determined by using

Equation II1T-4 and

S* -~ 08 ZB MB (MA+IZ)
V8 GAZ&A/&(AAB+’29

e o0 (III-é)
This procedure was used to extend the caleculation for
neon to the other nearby elements that were studied.

The points calculated by this technique give electronic
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cross-sections whose exponents, I', are closely similar
to those found for atoms that have a negligible nuclear
component., TFor decreasing Z, the magnitude of the
correction decreases, and we apply this technique with
confidence, UYor increasing Z, the magnitude of the
correction increases quite rapidly, and an extension
beyond V¢ may introduce errors. For elements with
higher Z, further calculations are required,

As a check on this technique, a Monte Carlo
calculation was performed with Na. The calculated point
apreed within experimental error with S, as determined
from the extrapolation procedure. This is shown in
Figure 21.

One might object to the procedure of extending
the results for S:, to low Z projectiles on the grounds
that the Thomas-Fermi model is not applicable. However,
the magnitude of the correction decreases as Z decreases,
and for low Z projectiles the electronic stopping cross-
sections are essentially determined in a region where

no correction is required.
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CHAPTER 1V
EXPERIMENTAL RESULTS

l. Hydrogen, Helium and Lithium,

These three elements form a natural grouping
because, in the energy interval considered, the nuclear
contribution to S, 1is negligible; this results in the
simplifying approximation that S, = S, . Although the
nuclear contribution to S, 1is negligible, the total
nuclear stopping cross-section is not. For hydrogen,
Sy 1s two orders of magnitude below S, . For helium
the total nuclear stopping cross-section at 10keV is
171 of S, and, of course, decreases as the energy in-
creases., For lithium, S, and S, are of equal magni-
tude near 6keV.

The hydrogen and helium results are an extension
of the relative measurements of Van Wijngaarden and
Duckworth (V-62). The two sets of results display the
same energy dependence in the region where they overlap.

The observed stopping cross-sections for hydrogen
are shown in Figure 11. This curve represents an
absolute determination of S, since some of the experi-
ments were performed with weighed films. (See Section
II-2)., This curve was used as a standard to measure the
film thicknesses.,

The hydrogen ions were produced with an electron
bombardment source, using the residual water vapour in

the ion source as the gas. This ready availability of
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hydrogen ions was particularly convenient since it
permitted the film thickness to be monitored, even
when other samples were in the gas system.

The observed stopping cross-sections in carbon
for He? are shown in Figure 12, and for the two lithium

isotopes in Figure 13,

2. Beryllium, Boron, Carbon, Nitrogen, Oxygen,

Fluorine, Neon, Sodium and Magnesium,

The stopping cross-sections in carbon for these
atoms are shown in Figures 14 to 22, SO cannot be
associated directly with S, over the complete energy
interval, as was the case with the lighter projectiles.
The difference between S, and S, was determined with
the Monte Carlo calculation as outlined in Chapter III.

At any given energy, the nuclear stopping cross-
section increases with increasing mass., The same is
true for that portion of the nuclear stopping cross-
section observed by the electrostatic analyzer. TFor
all projectiles up to neon, the Monte Carlo correction
is quite small near the upper energy limit, and the
coefficient for the electronic stopping cross-section
(Equation III-2) is almost completely determined by the
experiment alone, TFor sodium, however, where doubly-
charged ions were not used, a correction of ~15% was
found at the highest energy studied.

Three curves are drawn for each atom studied.

The observed stopping cross-sections are shown for a
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particular carbon film., The electronic ercss-sections
shown are determined from the observed stopping cross-
sections with the corrections from the Monte Carlo
calculation. The nuclear stopping cross-sectiuns are
from the theoretical predictions of Lindhard et al
(L-6la). These are just explicit solutions of the
universal curve shown in Figure 1. To minimize crowding
on the graphs, the total stopping cross-sections are not

plotted.

3. Summary.

The experiments were performed on at least two
films for each of the atomic projectiles studied. 1In
isolated instances, a set of results disagreed by as
much as 3% with the final value adopted for the stopping
cross-sections.

The results for the electronic stopping cross-
sections are tabulated below, assuming an equation of
the form

S, = kE" eV-cm%atomn
eeo (IV-1)
where E 1s expressed in kilovolts. The values for k

and P are the averages of several sets of data.



TABLE TV-1

Atom kx1015 P Energy Interval
(keV)
nl 3.5 .40 10-25
Het 3.7 .43 10-80
14° 3.0 .45 20-170
L1’ 3.0 .43 15-70
Be” 3.3 .48 12-130
pll 4.4 .47 12-140
cl2 5.9 .43 12-140
N14 6.2 .44 15-140
olé 6.2 .42 20-140
rl? 4.9 .45 20-140
Ne<0 3.8 .47 20-140
Na®22 2.9 .48 20-170

Mg 4 2.5 .50 20-130
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CHAPTER V

DISCUSSION AND CONCLUSIONS

1. Comparison with Other Experiments

The existing data on stopping cross-sections
in this energy interval are meagre and only three com-
parisons are available. Furthermore, these comparison
results differ in nature from the present ones in that
they are either range measurements or stopping cross-
sections measured with gaseous targets. Two of these
comparisons will be made now, and the third later.

Phillips (P-53) has reported the electronic
stopping cross-sections for protons in carbon in the
energy interval 10 <E< 80keV. He measured the energy
loss of protons passing through a gas cell enclosed by
thin Si0 windows. The geometry of the exﬁeriment was
such that only the electronic stopping cross-section
was measured.

The stopping effect of carbon was not
measured directly, but found from the stopping charac-
teristics of CO2 and 0o, assuming the stopping power
of a molecule to be equal to the sum of the stopping
powers of the constituent atoms. To Justify this
assumption in this energy interval, the stopping power
for water vapour was compared with the stopping power
calculated for hydrogen and oxygen. The agreement
was good.

There are reasons for not placing too much
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emphasis on the comparison between the present results
and those of Phillips. Whaling (W-58) is reluctant to
accept Phillips' values in view of thelr disagreement
with measurements made at higher energies. One might
also object to a comparison of stopping cross-sections
obtained in one case from a gas and in the other from
a solid (P-53). Nevertheless, both sets of results are
plotted in Figure 11l. They agree everywhere within 2%.

We may also compare our results with the
range measurements of Powers and Whaling (P-62). Their
results include the ranges of nitrogen and neon in car-
bon. Thelr experiment consisted of bombarding the car-
bon target with ions of the projectile under considera-
tion, and then bombarding the target with protons in
order to scatter them elastically from the atoms now
imbedded in it. The protons were momentum analyzed at
a laboratory scattering angle of 1290. For a given
analyzer setting, the incident proton energy was varied
and the resulting profile of the elastically scattered
protons recorded. Using the known stopping power for
protons in the target material and the mass of the
imbedded scattering centres, the range of the latter in
the target was computed.

Since we do not know the stopping powers down
to zero energy, we cannot obtaih ranges from our data.
We can, however, obtain range differences. To determine the

range difference (AR) for two energies from our data,
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the total stopping cross-section must be integrated,

viz.,

E
| -l
AR =7 | S dE
E,
) (V-l)

Normally, such an integration must be
performed numerically. A considerable simplification
is introduced if one approximates 5S¢ by an equation of
the form

Sp = kE

oo (V=2)
If such an equation does not fit the range of energy
required, one can break the differential stopping curve
into energy intervals and fit such an equation to each
interval. Allowing such a form for S, the integral

in Equation V-1 can be easily solved to yield

- -P
zspiz:In%ﬁjﬁa (E; P Efl )
eos (V=3)

The result of such an integration ylelds the
range difference, while an experimental range difference
determination measures differences in the projected
range. The difference arises from the increased path
length traced out by the projectile on the crooked
trajectory caused by nuclear collisions. We have

ignored this correction but we shall compare only the
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range differences above 50keV, thus eliminating the
energy interval where the correction is most important.
Both sets of results are listed in Table V-2. For
both nitrogen and neon we have extrapolated S, from
140keV to 200keV to permit the comparison to be made
at the higher energy. The values for k and P used to
describe S; are listed in Table V-1l. The coefficient
k displays what might appear to be a marked discontin-
uity in S; at 100keV. For nitrogen at 100keV with
k = 1.0 and P = ,22, Equation V-2 yields Sy = 2,75keV
cm?/pg, while using k = .62 and P = .32, S, = 2,71keV
cm?éhg, a difference of less than 1.5%.

The range differences determined by the two
experiments agree everywhere within the experimental
error. The effect of the projected range should be
negligible in all except the 50-100keV Ne results,
where it would tend to increase somewhat the small dis-
crepancy between the results listed in Table V-2, It
should be noted that our nitrogen range differences are
derived much more from experimentally measured quantities
than are the corresponding values for neon. For example,
at 100keV, S, (from Lindhard's calculation) accounts for
13% of St for N* and 374 of st for Ne20, We have not
quoted errors in the range differences calculated from
our experimental results since the total stopping cross-
sections include the theoretical S» values. Where the

total stopping cross-sections are due mainly to our
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results, the errors are of the order of 5%.

Pro jectile

N1k
N1
Ne20
Ne20

Pro jectile

N

Ne 20

TABLE V-1
Energy Interval k P
( keV ) (kchmzéﬂg)
50-100 1.0 22
100 "200 062 .32
50-100 2.6 0
100-~200 1.4 15
TABLE V=2
Energy Range(P=62) AR(P-62) AR(This_exp't)
(keV% (ug/cm?) 5pg/bm2) Spg/bm2§ ¥
49.9 24,0 = 3,6
19.% 19.5
99.7 B34 £ 3.2 0.3 13.0
199.6 75.7 ¥ 6.7 ) .
50.1 17.9 ¥ 2.1
" 20.4 18.9
99.6 38.3 = 2.7 5,5 1
200.2 75.2 ¥ 4,1 ) |

2. Comparison with Theory.

Although we did not attempt a detailed study

of the nuclear stopping cross-sections, our N(8) measure-

ments afford a somewhat crude comparison with the theory.

A study of the nuclear stopping process would be best

achieved by a study of the differential scattering cross-

sections, and the nuclear stopping cross-sections would

follow with the aid of Equation I-6.
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The N(6) distributions are the result of
multiple collisions, and, of course, are no substitute
for the single collision type of measurement. However,
the Monte Carlo calculation acts as a bridge between
the two and it 1s apparent in Figures 8 and 9 that the
differential cross-section proposed by Lindhard et al
(L-61a) agrees well with the experimental results.

Besides the Ne20 results, calculations and
experiments were also performed for A&O at 50 and 100keV,
and for Krd% at 64keV. These situations correspond to
b/a values of 0.8, 0.4 and 3 respectively. In all
these cases, the calculated and experimental N(O)
results agreed quite well.

For these heavier ions, it was found that
the N(O) curve was more sensitive to the discriminator
setting of the counting equipment. For higher dis-
criminator settings, the counting rate was relatively
smaller at the larger scattering angles. This suggests
a lower average pulse height at these angles, a fact
verified visually with an oscilloscope. This effect
could well be caused by the fringing field of the
magnet. To minimize such effects, the electron multi-
plier was housed in a soft iron jacket and the whole
N(©) apparatus mounted on an extension as far from the
magnet as beam intensity would allow., At the higher
magnetic fields required for these heavier ions,

however, these precautions may not have been sufficient.
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In general, the agreement between the theory
governing S, and our experiment is good. It must be
realized, however, that this experimental confirmation
is only a rough one.

Our determination of 5, was considerably
more accurate than S, , and we can make a much more
critical comparison with the theory.

Hydrogen was the only projectlile studied
beyond the velocity limit of the theory of Lindhard and
Scharff (L-61). They predict S, to be directly pro-
portional to the velocity up to 25keV (see Equation I-8).
Beyond this energy, S should approach a maximum and
then decrease with increasing energy according to the
Bethe stopping formula. Our experiments indicate that
such a maximum has been reached at approximately 70keV
(see Figure 11).

Equation I-8 predicts that when different
isotopes have the same velocity, their electronic
stopping cross-sections should be equal. This pre-
diction was experimentally verified with the lithium
isotopes. As a more illustrative representation of
this isotope effect, we have plotted the observed
stopping cross-sections of both Li6 and Li’ against
velocity. This plot is shown in Figure 23 where the
two sets of results do lie on a common curve. Phillips
(P=53) also found such a velocity dependence for the

hydrogen isotopes in wvarious stopping gases.
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There are two points to consider in com-
paring the main body of our data to the theoretical
electronic stopping cross-sections expressed by
Equation I-8. First, there is the velocity depen-
dence and second, the coefficient's Z dependence.
Again, one might object to applying the Thomas-Fermi
arguments implicit in Equation I-8 to low Z projectiles.
However, Equation I-8 represents the only treatment
available on electronic stopping in this energy
interval, and the results should be at least indica-
tive of the Z dependence.,

The energy dependence for the projectiles
is listed in Table IV-1l. The exbonents (P) range
from 0.40 to 0.50, whereas a velocity dependence
would have an exponent (P) of 0.50. In the light of
the model used, the agreement must be regarded as
quite reasonable.

A graphical comparison of the experimental
and theoretical electronic stopping cross-sections as
a function of Z, is shown in Figure 24. The velocity
used (9 x 107cm/sec) has no particular significance.
It was chosen because all projectiles except Hl and
Na3 were studied at this velocity. The values used
for H1 and Na23 are extrapolations using Equation IV-1
and the coefficients and exponents listed in Table IV-l.

In the case of hydrogen, we know from previous work
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(Vv-62) that the extrapolation is valid. For sodium,
our only Jjustification is that adjacent ions continue
to higher energies in the manner expressed by
Equation IV-~1l, and it 1s not unreasonable to expect
the same of sodium.

The three lines drawn on the graph are the
theoretical values of Lindhard and Scharff (L-61)
corresponding to §. values of 1, 21/ana 2, respect-
ively. All of the atoms studied with the exception
of N* f£all within the probable limits, i.e. 1< §.< 2,

Taking the central (§ = 21y theoretical
curve as a base line, one sees that the theoretical
stopping cross-sections proposed by Lindhard and
Scharff certainly predict the trend of the experimental
results, There is, however, the additional feature of
a superimposed periodic dependence on Z. This differ-
ence betweeen the experimental and theoretical values
of S, 1is not surprising. One would not expect a
treatment based on Thomas-Fermi arguments to show any
effects attributable to an atom's electronic structure
because of the model's statistical nature. On the
other hand, the outer electrons in the atoms will
greatly affect the electronic stopping at these
energies and one would expect the latter to display a

corresponding periodicity. It is just this type of
periodicity that is displayed by these results.
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A non-monotonic dependence on Z, of the
ranges 1n air of light atomic pfojectiles has been
observed by Teplova et al (T-62). The minimum veloc-
ity used in their experiments was 2.6 x 108¢m/sec
(above the adiabatic limit). They found range
maxima at Z, = 34 and Z, = 11-13, whiceh correspond
roughly to minima for S, in our experiments. At
greater velocities, they found the ranges became
more monotonic with Z,, indicating that the elec~-
tronie structure for an individual atom becomes less
important at higher velocities.

As stated previously, the electronic
stopping cross=-section is the conglomeration of all
the inelastic processes occurring in the film,

Consider charge exchange alone. Lindhard (L-54) states
that the theoretical treatment includes charge ex-
change to the extent that such a phenomenon can be
described by linear field equations. However, in

this energy interval, it is the last electron (or two)
which participates in the charge exchange process - the
electron that displays the greatest periodic dependence.
One would not expect a Thomas-Fermi treatment to reveal
any effects due to the binding of these last electrons.
An explanation of the details of this periodicity ,
including the positions of the minima, will presumably

take into account the several charge states that a



45.
projectile assumes during its passage through the film.
In summary, the theoretical analysis of
Lindhard and Scharff (L-61) adequately predicts the
electronic stopping within the limits imposed by the

model used.

3., Conclusions.

The observed stopping cross=-sections in thin
carbon films for atomic projectiles with Z$12 have been
measured in the forward direction for energies ranging
from 10 to 14OkeV.

An absolute measurement of the electronic
stopping cross-sections for protons in carbon has been
made. This result is used to determine the thickness
of the films used in the experiments.

A Monte Carlo calculation has been developed
to determine the extent that nuclear collisions affect
the observed stopping cross-section. This permits the
separation of the electronic stopping from the observed
stopping by subtracting the nuclear componént. The
electronic stopping cross-sections so determined are
listed in Table IV-1. |

The results have been compared with the
theoretical analysis of Lindhard and Scharff (L-61).
The agreement hetween their predictions and our results
is good. One feature of the experimental electronic
stopping cross-sections not predicted by the theory

is a periodic Z dependence.
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SYMBOLS

A - screening parameter

Ao~

2
(13/475) Bohr radius for the hydrogen atom

distance of closest approach in the collision
of two charged particles

2.718
laboratory energy of the projectile

most probable energy loss of projectiles after
traversing a particular film

differential stopping power
coefficient of energy dependence of stopping

. cross-sections

reduced mass

mass of projectile

mass of scattering centre
stopping atoms/cc

number of collisions a projectile suffers in
passing through a film

fV(évcku angular distribution of ions emerging

from the film per unit solid angle
exponent in energy dependence of S

potential energy of two charged particles
separated by a distance r

separation distance

range difference

observed stopping cross=-section
total stopping cross=-section
electronic stopping cross=-section
nuclear stopping cross-section

nuclear stopping cross-section in the forward
direction



48

Symbols = cont'd

Aly-

VUV -

energy loss for an elastic collision

projectile velocity

Uy = (éyqf) velocity of the electron in the first

Bohr orbit of hydrogen
atomic number of projectile

atomic number of stopping atom

azimuthal angle at base of cone

- elementary charge

coefficient in electronic stopping cross-section
formula

(T(Cﬂ-dwﬂ?%-differential scattering cross-sections

cross-section for a scattering event with
deflection angle greater than O,

relative deflection angle in a nuclear collision
smallest angular deflection considered 1n<r(9)
polar angle of projectile when leaving the film

laboratory angle corresponding to a centre of
mass angle @

unit solid angle

full width at half height of energy profile of
transmitted ions

contribution to {1, from the finite resolving
power of the instrument

contribution to (), from the electronic straggling
contribution to (), from the film non-uniformities
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