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SCOPE AND CONTENTS: 

This thesis is concerned with the energy loss 

of light atomic projectiles in thin carbon films. 

Chapter I gives a brief theoretical description of the 

processes involved and an outline of the experimental 

procedure. Chapter II deals with the thin carbon films 

used as targets in the experiments. Chapter III describes 

the Monte Carlo calculation used to reduce our data to 

information of a general form. Chapter IV contains the 

experimental results and Chapter V compares the results 

with existing data and theory. 
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1. tl "" Resume. 

CHATTEH I 

INTRODUCTION 

l. 

The followinf describes an experimental study 

of the energy loss in thin carbon films of light 

(Z ~ 12) atoms of low energy (<150keV). In most of 

the cases studied, the projectiles lost energy not 

only to the electronic structure of the stopping 

medium but also throuph "nuclear collisions", i.e. 

elastic encounters with the stopping ato~s themselves. 

The physically interesting quantities involved in the 

process are the electronic stoppinr cross-section (SE) 

and the nuclear (elastic) stopping cross-section (Sv). 

In order to reduce our data to th~se quantities, a 

Monte Carlo calculatjon was performed to determine the 

portion of the observed stoppine cross-section (S
0

) 

which was due to nuclear collisions. This procedure 

yielded, by subtraction, the electronic stopping cross-

section for the projectiles studied. 

2. Theoretical Considerations. 

The theoretical treatment of the sto~ping pro-

cess can be divided into two related but distinct 

parts - the nuclear contrjbution from the elastic 

encounters with the stopping atoms and the electronic 

contribution from charge-exchange effects, excitation 

and ionization of the stoppinr atoms. We shall first 



2. 

summarize the t heory governin~ the nuclear s to pp ine 

process, and then do the same for the e le ct r onic 

stopping proce s s. 

At hi ph energi es, e lastic scatterinf is des

cribed by the wel l-kn own Hutherford fo rmula. This 

formulation is onl.v applj cable when the interacting 

particles can be treated as point charges. I n the 

energy interval which we are considerin~, the pro-

jectile is surrounded by most of its planetary 

electrons and, for any given nuclear collision, the 

penetration into the electronic cloud of the scatter

ing centre is only partial. Hence, the description 

of the scatterinp, must include the screening effects 

of the electrons. 

Bohr (B-48) published the first detailed 

analysis of the nuclear stoppin~ of low energy atomic 

particles in matte r . Several authors have subs equent

ly introd uced r ef inements, the most ~ i~nifi cant con-

t r ibution beinf t hat of Lindhard and Scharf f (L- 61). 

Rohr used a Thomas-Fermi type model of the 

atom to describe the nuclear collisions . A screening 

parameter "a" (for a particular pair of a toms) is 

defined by the potent ial energy when t he t wo particles 

are separated by a d i stance "r". 

P(r) = 

2 
Z,Zz E 

r . • • ( I - 1) 
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• • • ( I-2) 

where E = elementary charge 

Z = atomic number 
2. 

a
0 

= ~ :: Bohr r adius for hydrogen 

The no t a tion us ed throughout the thesis is 

that the subscript 1 r efers to the pr ojectiles while 

the s ubs.cri pt 2 refers to the stopping atoms. Al so, 

th e subscript E refers to electronic collisions while 

th e subs cri pt y refers to nuclear col lisions. 

The di s tance of closest approach in the un -

screened case, "b", i s defined by 

where t he new symbols in t roduce d a re 

m = the reduced mass of the systen1 
0 

••• (I-3) 

v = the velocity of the pro j ectile relative to 

the struck atom. 

Bohr then made the extremely simplifying 
"-' 

assumpt ion that for b/a) 1, the energy loss is com-

plet e ly described by centre of mass isotropic scatter

ing. He ignored electron ic effec ts which are small 

compared to nuclear effect s i n this interval. This 

ana l ysis yielded a stopping cross - se ction (S) which is 

independent of energy, in quite rood agreement with 



experiment. The stoppine: cross-section "S" is 

defined by 

s 1 dE 
-N dx 

4. 

•• • ( I-4) 

where N = the number of stopping atoms per unit volume 

dE = differential stop~ing power. ai 
Bohr also analyzed the region b/a < 1 in which 

the nuclear stopping process is in the transition 

region between Rutherford type scattering and the iso

tropic s ca tterlng assumed for b/a .3' 1. Instead of his 

treatment, however, we shall consider the more 

sophisticated approach developed by Lindhard and 

Scharff (L-6la). In the experiments to be described, 

b/a is always less than unity. For example, b/a = 1 

for H1 at 0.4keV and for Mg24 at l?keV. 

In the same paper, Bohr showed that in a 

certain energy interval, the problem of nuclear colli

sions could be described classically. All of our 

experiments are within this interval. 

The description of nuclear collisions w~s 

further refined when the differential scattering cross-

section for a screened coulomb field was calculated. 

In doing this, Everhart et al (E-55) used the potential -- --
suggested by Bohr (Equation I-1), while Firsov (F-58) 

and Lindhard ~~ ~! (L-6la) used the Fermi function 

(instead of exponential screening) to derive numeri

cally the differential cross-section for scattering as 
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a function of energy. 

The enerp:y loss Lrfv for a single elastic colli-

sion can easily be shown to be 

..• (I-5) 

where m1 (m2 )= mass of the projectile (stopping atom) 

E = laboratory energy of the projectile 

0 = relative deflection angle. 

The nuclear stopping cross-section can be cal-

culated by inte~ratin~ Equation I-5 over all values of 

G. 

. • • ( I-6) 

The results of such a procedure are shown in 

Fi~ure 1 (reproduced from (L-6la) with the kind per

mission of r rof. J. Lindhard) where the nuclear 

stopping cross-section is plotted against El. The 

integration in Equation I-6 would, of co~rse, have to 

be done numer1cally since the differential cross

section dcr (G) is not known analytically. 

In turning now to the electronic stopping pro-

cess, we first note that the familiar Bethe formula, 

for the electronic stopping cross-

section is not valid in the energy interval which we 

are considering because we are well below the adia-

batic limit (i.e. the projectile velocity is lower 
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than the or hi tal velocity of the e lee trons) . 1i'ermi 

~:tnd Teller (F-47) have calculated the rate of energy 

loss fo~ a meson helow the adj.abatic limit, and ~heir 

approach can be extended to heavier particles (W-49). 

Their arr,urnent is surr..marized. 

The stoppinr medium is approximated by a 

de(l'enerate electron e:ras. necause of the rauli 

exclusion principle, only those collisions can occur 

which result in the final velocity of the struck 

electrorr bein~ preater than the maximum velocity of 

the electrons in the gas, vf. Hence, the number of 

electrons available for a collision is linli ted to 

those having initial velocities (before the collision) 

between Vf and vf-v, where v is the projectile velo

cjt.v fv (vr). The result of this is that the nurrber 

of electrons available for collisions is proportional 

to v. The average energy exchange per collision is 

proportional also to v. Hence, 

and 

dE 
dt 

dE 
dx 

2 oev-

oe: u 
••• (I-7) 

Lindhard and Scharff (L-61) have extended this 

type of analysis usinG the Thon.as-Ferrni model to 

determine the dependence of the electronic stopping 

cross-section on the atomic numbers of the interacting 

particles. They find 
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• • • (I-8) 

where the new s ymbols introduced are 

v 
0 

= E/f/ = the velocity· of the electron in 

the first Bohr orbit in hydrogen 

and St. ''is of order of 1-2, but may vary with Z1 
~ \\ 

aprroxiiLa tely as st" ~ Z, (, . 
2/3 

This equation is valid for velocities below v1= v0 Z1 

From a consideration of Equation I-7 and 

Figure 1, we see that as a projectile slows down in 

this energy interval, it is subjected to a monotonic

ally decreasinf, electronic stopping cross-section and 

a monotonically increasing nuclear stoppinr cross

section. The total stopping cross-section (St) is 

simply the sum of the electronic and nuclear com-

ponents: 

• • • ( I-9) 

3. Description of Apparatus. 

Four types of sources were used to produce the 

projectile ions. An electron bombardment source was 

used when a convenient gas was available. Ions of 

the alkali metals were obtained from a single filament 

surface ionization source. Beryllium ions were 

obtained from a crucible source and magnesium ions 

from a Shaw source. Descriptions of these sources 



can be found in (D-60). 

The accelerating voltage was supplied by a 

Brandenburg Bi~h Voltap,e Generator Type VR 100/R/1. 

This was continuously variable from 10-SOkV . 

8. 

The accelerated ions were dispersed in a 

10-inch 90° mae;netic analyzer which had a mass resolv

ing power greater than 200. The stopping material, 

in the form of a carbon film, was situated at or near 

the principal focus of this analyzer, behind a suit

able slft system. Any one of three experimental 

arrangements could be attached to the basic unit: 

1) A 7-inch 90° electrostatic analyzer, 

o·perated symmetrically, which was used to scan the 

energy spectrum of those ions which emerged from the 

film after suffering a net deflection of less than 

.02r. This unit had an energy resolving power of 

approximately 160. This equipment, alonr with the 

magnetic analyzer, has been described by Van Wijngaarden 

and Duckworth (V-62). 

2) A low divergence collimator (circular slits) 

and bellows arrangement, which was used to measure the 

angular distribution of all particles that errerged 

from the film. This is a modified version of the 

apparatus described in (V-62). See Figure 2-b. 

)) A 7-inch 90° electrostatic analyzer operated 

asymmetr:ically and mounted on a bellows arrangement, 

whjch was used to scan the energy spectrum of those 



ions which emerged from the film havin~ suffered a 

net deflection of 8 :!: • 02r. The range of 8 was 

9. 

r limited to .23 . In this arrangement the illuminated 

portion of the film acted as the principal slit for 

the electrostatic analyzer. 

In all three cases, an electron multiplier 

was used to detect the ions, and each event was 

registered on a scaler. 

The geometry of both electrostatic analyzers 

was so ai-ranged that the ionic charge multiplied by 

the voltage across the plates was one-tenth of the 

energ,v of the transmitted beam. A Beta Electric 

Model 2069 high voltage power supply was used as the 

accelerating potential to check this ratio. It was 

chosen instead of the regular accelerating unit 

because of its stability and very low ripple. The 

ion energies as determined by the two ruethods (i.e. 

accelerating voltage and voltage across the analyzer 

plates) agreed to within one part in three thousand, 

well within experimental error. 

The voltage for the plates of the electrostatic 

analyzers was supplied by two Fluke Nodel 408A power 

supplies. The stated calibration accuracy of these 

instruments was better than 0.251.. 

The significant energy differences in the 

experiments to be described were determined as 

differences in two voltage measurements. These, on 
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first sir,ht, might appear to have a large possible 

error. However, the measurements were made in such 

a manner that the 0.251 applied to the difference. 

The working pressure in the apparatus was 

approximately 3 x 10-6 torr. 

4. Experimental Procedure and Analysis of the Data. 
0 The 10-inch 90 magnetic analyzer was used to 

define the mass and energy of the projectiles 

incident on the film. Then, using one of the electro

static analyzers, the energy profile at 8 = 0 was 

measured. Fi~ure 3 shows two such distributions 

which wi 11 henceforth be designated as ~ E curves. 

We define the observed stoppin~ cross-section (80 ) 

at energy E = Ein-1.61£ by 

So -~ L'lE 
- .dX 

••• (I-10) 

where Ein = energ.v of pro,1ectile entering the film 

N = 1.13 X lo23atoms/cc (for carbon) 

.1x • film thickness 

~E = most probable energy loss. 

Two different techniques were used to define 

the most probable energy loss. When the ~E curve 

is symmetrical, as is the case .for hydrogen in 

Figure 3, the most probable energy loss and the mean 

energy loss are coincident. In such cases, the most 

proba,ble energy loss is taken as the difference 
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between the incident enerp:y and the centre of the tlE 

curve at half height. In cases where the ~E curve 

is asymmetrical, a s is the case for krypton in 

Figure 3, the experimental points were j oined to form 

a sreooth curve and the peak of this curve used to 

define LlE. 

An experi~ent with a particular ion consisted 

of performing measurements of this type over as wide 

an energy range as practicable. In the cases where 

doubly-charged ions could be produced, the energy 

range was correspond inp-.ly extended. When doubly

charged ions were used as projectiles, doubly-

charr,ed ions were also analyzed in the electrostatic 

analyzer. This procedure was adopted to minimize 

effects arising from the acquisition of electrostatic 

charge by the film. It was found that the filffi did 

charge up to a potential of one or two hundred volts 

and that, if charge states different from the incident 

charge state were analyzed, a considerable error was 

introduced. This error is quite negligible if the 

incident and emerging ions have the same charge. 

Figure 4 shows two .1E curves for Ne 20 through 

the sarre carbon film. Three points should be noted: 

1) The curves are both asy~retrical, consist

ing of a definite peak and a pronounced tail. 

2) The magnitude of the tail is greater for 

the lower incident energy. 
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j) rrhe most probable energy loss is p-reater for 

the hi ~her incident energy. 

We see that the peak behaves in the manner expected of 

electronic energy loss and the tail in the manner 

expected of nuclear energy loss. 

The s .vmme tri cal profile of hydrogen ( Fi£Sure 3) 

represents the case where the average energy loss (~E ) 

is equal to the most probable energy loss. b/a is so 

small that the nuclear contribution is neg ligible (V-62) 

Bence, we have a direct measure of the electronic 

stopping cross-section and 8
0 

= St. 

For the heavier projectiles, the transmitted 

beam is asymmetrical. LlE cannot be associated with 

St because the acceptance anele of the electrostatic 

analyzer excludes many of the projectiles that have 

suffered wide-angle collisions. 6E behaves in the 

general manner expected of electronic collisions but 

there is surely a nucl~ar contribution to the peak as 

well as to the tail, with the result that we cannot 

associate 6E directly with St:. In such a case., we 

must sort out the nuclear contribution from the elec

tronic. We do this with a Monte Carlo calculation. 

The purpose of the ~onte Carlo calculation is to 

deter~ine the enerey lost by the projectile to nuclear 

collisions in the film. This calculation is quite 

straipht-forward, usine Equation I-5 and the differen

tial scattering cross-section. We know the total 
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energy loss in the fjlm experimentally, and if the 

calculation ~ives the nuclear energy loss, the differ

ence must be attributed to electronic effects. 

The results of the W.onte Carlo calculation 

were f1rst compared with the angular distribution 

measurements, henceforth referred to as N(S) curves. 

(See Fir,ure 5). These measurements were made with 

the experimental arrangement shown in FiP,ure 2-b. 

The slit arrangements in the apparatus are such that 

the experimental curves are directly proportional to 

N(G)dw. These distributions are due to nuclear colli

sions only, since a collision with an electron would 

not appreciably deflect the relatively massive pro

jectile. It should be noted that the N(9) curves are 

the results of multiple collisions. 

Originally, only those results of the Jvfonte 

Carlo calculation which described ions emerging from 

the film within the angular aperture accepted by the 

fixed electrostatic analyzer were compared with the 

experimental ~ E curves. However, the calculation 

itself had been arranged in such a manner that the 

energy distribution at all angles was calculated. In 

order to provide a much more convincing check on the 

validity of the calculation, the apparatus shown in 

Figure 2-a was constructed. This permitted the calcu

lation to be compared with experiment at all angles 

up to .23 radians. 
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1. Introduction. 

CHAPI'ER II 

THIN FILMS 

14. 

The targets used in the experiments were carbon 

films, ranginr in thickness from somewhat less than 

100R to somewhat greater than 500X. The films were 

vacuum-deposited with a carbon arc onto microscope 

slides, using an Edwards Ivtodel 12EA coating, unit. 

The helium-flush teohni~ue (S-61) was used. The films 

were removed from the slides by irrilllersin€.~ them in 

water and they were then mounted on a fine nickel mesh 

(1000 lines per inch, 471o transmission) supported on a 

brass frame. 

Many carbon filn.s were used in the course of 

the experiments. This was necessitated by the fact 

that the thickness of the films increased with time. 

This phenomenon was not investigated in detail, but 

accepted as a necessary evil. To minimize this growth, 

the diffusion pumps were trapped continuously and the 

machine was vented With dry nitrogen when shut down. 

A film was discarded when it increased in "thickness" 

by 51o. 

One might ask if such thin films are representa

tive of the bulk material. Some of the films had 

properties that differed from others, and a consistent 

and reasonable criterion had to be established to test 
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t he acceptability of any given film. 

One method attempted was to measure the resis-

ti vit.v of the films alone their greatest dimension while 

they were still on the glass substrate. The resistivity 

of carbon is rv 3500fi-cm and graphite is ""'800Il- cm 

(11- 59). The measured resistivities ranged frolL lO..Q-cm 

to 30 , 00011- cm. The stopping cross-sections as measured 

with t hese films, however, gave consistent results. 

Since the resistivity had no relation to either the 

thickness or the stoppinp, character1stics of the film, 

this method was abandoned. 'I'he reasons for this odd 

behaviour remain unexplained. 

The criterion finally used to determine the 

acceptability of any given film was the ratio of the 
1 16 

obs erved stopping cross-sections for H and 0 Two 

distinc t groupings of films were evident . Films of 100i 

or less gave one set of consistent results, and t hose 

above 140R gave a different set of consistent results. 

li'or i on velocities above vo the results were the same -, 
2 

f or bot h sets of films. This behaviour was chec ked with 

Hl 4 
Li 7 , cl2 Nl4 16 20 . 

' He , 
' ' 

0 and Ne in the energy 

interval 10 to 70keV. 

Again, the phenomenon was not investigated in 

de tail. The thicker films were chosen for the experi-

ments because it seemed likely that the thinner films, 

if any , would be the anomalous ones. 

As a final argument, the results obtained with 

the thicke r f i lms agreed well with other experiments 



16. 

wherever a comparison was available. 

2. Thickness of Carbon Films. 

The energy loss of protons passing throueh the 

carbon films was used to measure their thickness. To 

calibrate this method, the mass deposited on a cover 

glass was weighed, the film removed, and the energy 

loss measured. Table II-1 shows the results of the 

six runs made. S is the observed stoppine cross
o 

section at 30keV as determined from several measure-

ments. 

TABLE II - 1 

0 
S0 xlo14 S0 /S0 Run Weight tw(A) 

yg) (eV-cm2/atom) 

1 105 434 1.24 .968 

2 98 409 1.37 1. 070 

3 117 494 1.28 .996 

4 93 388 1.19 • 931 

5 127 535 1.31 1.028 

6 131 557 1.28 1.003 

tw is the thickness as determined with the micro-

balance, Otettler Micro Gram-a tic) assuming .a density 

of 2.25 e~s/cm3. The mean stopping cross-section, 

(S0 ) was determined by statistically weig,hting each 

run by the weifht of the deposit. 
~ 

From the six runs, the standard deviation of 

S0 was calculated to be .053. This amounts to a 
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probable error of 2.81. The accuracy of the micro

balance is given as ±2_)lg which, when taken wl th the 

average wei ght results in an error .of 1.8~. We 

estimate the error in determining S0 to be 1'1,, since 

it was determined from several runs. If each of 

these errors is treated as a probable error, the 

probable error for the film thickness is 

3. Uniformity of Carbon Films. 

The films were deposited on microscope slides 

supported Scm from the arc. One cause of non

uniformities was the variation in distance from the 

arc, a difference of 101o from the centre of the slide 

to the extreme edge. (The area of fi~ illuminated 

by the ion beam was lcm x .5mm, however, so that the 

effect in any one film was much less than 101). This 

variation could have been reduced by supporting the 

slides a greater distance from the arc, but this would 

lead to a lower rate of deposition and consequently a 

greater impurity content. Two other sources of non

uniformity were local irregularities of the surface of 

the glass substrate and statistical fluctuations in the 

deposition of the carbon films. This latter effect was, 

of course, subsequently reduced as the deposited atoms 

sought positions of minimum potential energy. 

The uniformity of the carbon films was never 
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measured. However, with a few assumptions, we can get 

an estimate of the non-uniformities from the proton 

stragp,ling curves. The experimental full width at 

half heir ht ([2 0 ) of these curves is due to three 

phenomena: 

1) the electronic straggling ({lf) 

2 ) the instrumental resolving power ( n.R-P.) 

3) the film non-uniformities (flF) 

We assume that 

••• (II-1) 

fl_R·P. = k1 E in, where k1 can be measured experi

mentally. 

To find a relationship between 11~ and experi

mentally observed quantities we use a very simple model 

of the stopping process; viz. each electronic col li -

sion results in the same energy loss. If the proton 

suffers N collisions in passing through the film, 

and 

i.e. -

LJE oc N 
Jl~ (£ -{iJ 

.n._ 2 = kz flf 
~ 

To determine k2 , thick films were used (~500R), 

for whichflFcould be assumed to be negligible. Hence 

we now have an expression relating JlFto observed 

1uantities. 
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. . . ( II-2 ) 

where k1 is a constant of the instrument and k2 is a 

function of the energy. For the thinner films used in 

the experiments, we can now calculate the non-

uniformities in a film of thickness t from 

L1t 
t 

p. ( II-3) 

The results of these calculations yielded a 

mean variation in film thickness of ! 14R, increasing 

slightly for the thicker films and decreasing slightly 

for the thlnner films. It was assurr.ed, however, that 

the 14~ figure was independent of film thickness. The 

films with the least non-uniformities were used in the 

final experiments. 

It was also important that the films be free of 

pinholes, in order to prevent the appearance of satel-

lite peaks. The satellite peaks appeared when the 

voltage across the electrostatic analyzer was such that 

the ion beam transmitted by the pinholes struck the 

outside plate of the analyzer at a point in line with 

the final slit system. Some of the photons so produced 

released photo-electrons at the conversion dynode of 

the electron multiplier and registered as counts. Films 

used in the actual experiments were chosen to be free of 

pinholes. 
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CHAPTER III 

MONTE CARLO CALCULATION 

1. Description. 

The purpose of the Monte Carlo calculation 

is to determine which portion of the observed energy 

loss as measured with the electrostatic analyzer is due 

to nuclear collisions. Such an analysis is necessary 

when the asymmetry in the energy profile of the trans-

mitted beam becomes pronounced. 

The calculation takes an incoming pro

jectile and allows it to suffer collisions until it has 

a z-co-ordinate equal to the thickness of the film; then 

the computer types out the polar angle, final energy and 

total nuclear energy loss of the particle. 

At some point in the ion's trajectory, let 

it be travelling with polar angle Bn and let it suffer a 

collision which deflects it through a relative angle ~ • 

e yields 1Y ' the angle of scattering in the laboratory 

co-ordinate system. The resultant direction of the ion, 

em' lies between e,.., +- ¢ and e,.., - ¢ since the 

scattering event has equal probability everywhere on the 

cone of half angle ~ • IfOC is defined as the azimuthal 

angle at the base of the cone of half angle ¢ , then 

cos etn • cos en cos¢ t- sin en sin ¢ coso( 
• • • ( III-1) 

where o( has equal probability for all angles. 
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'T'r' e dlstribution in e comes from the differen-

tial cross-section for a screened coulomb field. 

Everhart ~~ ~! {E- 55) have calculated cr- (8) for 

different values of b/a using the exponential atomic 

model suggested by Bohr (B-48). Firsov (F-58) and 

Lind hard ~~ ~1 { L-6la) have caicula ted cr- {e) frorr. the 

Thomas-Fermi model of the atom. We use the results of 

Lindhard ~~ ~! (L-6la) in our calculations. 

The ane;ular deflectlon (9 for each collision is 

determined in the following manner. The plot of the 

differential cross-section versus 8 is divided into 

sections, and the area Ai and the mean scattering angle 

6)i calculated for each section. The probability of 

the collision havinp, EY • tvi is proportjonal to the 

area of the ith section. The total area represents crT, 

the total cross-section. 1024 memory locations jn the 

co~puter are used to store ar(8), the number allotted 

to 6.t correspond in€' to the area under the i th section. 

For each collision a random number is generated which 

modifies the command to pick up f9, each of the 1024 

aemory locations having equal probability of being chosen. 

'l'his provides a random variation of e wei ghted to corres-

pond to the shape of the differential cross-section curve. 

The differential cross-section is a function of energy 

as one can see from Figure 6, which shows cr (e) for 

Kr8 4 colliding with c12 (abbreviated Kr84~c) at 30 and 

64keV. While the total cross-section has changed by 
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almost a factor of two, the relative cross-section 

(i.e. the shape of the curve) has not changed a.pp.rec i

ably. rrhis variation is easily accommodated by .allow

ing the total cross-section to be a function of e~ergy. 

What one stores in the computer is the relati~e orcas

section, which is reasonably· constant over the energy 

interval involved i.n any given calcula t io~n. 

The ter:m total cross-section' us.ed ;tn .the pre

cedinr discussion differs somewhat from the accepted 

meaning of the expression, We use it to denote the 

cross-section for collisions that result in a relative 

deflection anv.lc greater than EYmin' In actually 

passing throuRh the film, individual projectiles will, 

of course, experience collisions less than f9min• 

However, from the point of view of bqt~ the energy 

loss and scattering angle, it is very difficult to 

differentiate between a particle that has suffered one 

or several extremely gentle nuclear collisions and one 

that has suffered no collisions at all. By ignoring 

these gentle collisions, we derive two main advantages, · 

Computing times are shortened because (J:f- is smaller, 

yielding a longer mean free path; hence fewer collisions 

occur in passing through the film. We are not concerned 

with nuclear collisions that require description by the 

Born approximation, since in every case ~min is chosen 

to be well within the bounds required for the classical 

description of the collisions. In choosing ~min' care 
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must be exercised so that neither the N($) distribution 

nor the energy profile are affected. 

Figure 7 is a flow diagram of the computer 

pro~ram. A Bendix G-15 general purpose computer was 

used. Approximately 20 hours of computer time were 

required at each energy studied. 

2. Comparison with Experimental Results 

Vost of the calculations were performed for neon 

projectiles. However, we shall show in the next section 

that the results can be extended to nei~hboring ions. 

The calculated results were compared w:ith both 

the N (B) measurerr ,ents and the ~E curves for different 

angles of effiergence. We shall first consider the com

parison with the N(S) measurements and some tests that 

were perforn:ed to check the validit.v of our assumptions. 

We assume that 8 min can be chosen to have a 

ne gligible effect on both the N(9) distribution and the 

energy spectrum of the transmitted projectiles. This is 

plausible if one consi derf3 that as 8min is decreased, 

the total cross-section is increased, resulting in more 

collisions with a smaller average scattering angle. 

The whole problem is further complicated by the 

fact that the differential cross-section has been calcu

lated for free scatterin~ centres, while the carbon 

atoms in our experiments are bound in some sort of 

structure. This fact imposes an immediate lower limit 

on 9 min. 'What rueanine: can be ascribed to a collision 
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with impact parameter greater than half the lattice 

spacing? An even more severe restriction is the effect 

of the lattice binding. Seitz (S-5£) has estimated the 

displace~ent energy (i.e. the energy required to disrupt 

completely the bonds holding an atom in its lattice site) 

to be 25eV. For collisions resulting in an energy 

transfer much below this liffiit, one might expect the 

differential cross-section to deviate appreciably from 

that for a free scatterinr, centre. 

To determine how these effects influence our 

results, three calculations were performed for the 

same experimental conditions, differing only in the value 

for 8 min used in the differential scattering cross

section. The values chosen were tJmin= .038r, .027r 

and .Ol9r which correspond to minimum energ,v transfers 

of 12eV, 6eV and 3eV. The results of these calculations 

and the comparison experimental curve are shown in 

Fi~ure B. The experimental curve has been folded at 

e = 0 and averaged to eliminate any asymmetries due to 

stray· maenetic fields. It is drawn as the solid line. 

The results of the calculations, which would normally be 

shown as histograms, are here represented by individual 

points for greater clarity. 

The calculated N(6) distribution is in each case 

normalized to the experimental result for best fit. 

Actually, they should be normalized to equal areas (i.e. 

the same number of ions). This ffiethod is not used because 
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the calculation determines N(6)d 8 while the experi

ment measures N (8) dw • If we normalize to equal areas, 

the sin8 factor (NB dB oc Sin8N(B)dw) gives a dis

proportionate weight to those results near e = 0 and 

we lose the advantage of the better statistics at 

larger e . 
The general agreement of all three calculations 

with the experiment is good. The calculated points 

at the smallest value of 8 are all low. This was 

found to ' be the case in general, apparently eliminating 

the possibility of a statistical fluctuation accounting 

for the discrepancy. We interpret the consistent 

difference as beinf due to either a weakness of the 

calculation or an error in the differential cross-section. 

In either case, the effect on the results should be 

small. It should also be noted that the film used in 

the experiment was of the anomalous variety, but this 

should have no effect on the nuclear component of the 

enerf!y loss since the anomaly is an electronic phenomenon. 

Firure 9 compares the calculation and experiment at a 

hipher energy. 

Fifure 10 shows the experimental and balculated 

Ll E curves at four values of 8 . There is no comparison 

at e = 0 because the statistics fron. the calculations 

are poor. The calculated curves are normalized to the 

same areas as the experin.ental curves. The peH.k of the 

calculation is fenerally more pronounced than that of 
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the experiment. This is to be expected since the experi

ment includes two phenomena not incorporated in the 

calculation - electronic strag~,. linF and strafpling due 

to film non-uniforrrities. The calculated ~X distribu

tions also display u marked granularity. We believe 

this is caused by the fact that cr (6) is stor·ed in the 

computer as a [roup of delta functions instead of u 

smooth continuous distribution. We have already inter

preted the tail as a nuclear phenomenon. Since the 

calculation is intended to reproduce the nuclear colli

sions in the film, we should expect good a~reement 

between the calculated and experimental tails, which 

is indeed the case. It should also be noted that as 9 
increases, the calculation follows the experirrentally 

determined decrease in enerpy of the peak. 

In the computation, we approximate th e elec tronic 

energy loss by assuminf it to be Riven by a constant 

multiplied by the path length. The value assi pned to 

the constant is regarded as a first approximation to it. 

The only quantity of importance derived from the calcu

lation is the nuclear energy loss, inasmuch as we 

determine the electronic energy loss by subtracting the 

nuclear component from the total energy loss. Therefore, 

we must ad,1ust the position of the calculation alonv the 

enerpy axis for the best fit. rrhi s, in effect, an,oun ts 

to adjusting the constant to its proper value. 

As mentioned previously, the experimental peak 
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is less pronounced because of electronic straggling 

and straggling caused by film non-uniformities. To 

account best for these phenomena, the calculated and 

experimental curves are adjusted by eye so that a 

uniform spreading of the calculated peak would best 

repeat the experimental curve. This is done independ

ently for each value of E1 • The final adjustment is 

an average of the four independent results. The 

average absolute difference from the mean is chosen 

as a measure of the error in this matching. 

To determine St_ fron1 the calculation, the 

total nuclear energy loss ( 2. ~T-v) corresponding to 

the peak of the calculation is subtracted from the 

total experimental energy loss to give the electronic 

energy loss. The errors in determining Sl: for the 

calculation shown are listed below: 

1) 

2) 

3) 

Probable error in determining L\E 

(estimated) 

Probable error in film thickness 

Probable error in matching calcu-

latlon and experiment .2/3.88 

= 3"/o 
- 3.51. -

= 3.11, 

= 5.61., 

The Nonte Carlo calculation was performed for 

Ne 20 onto carbon at four different energies - 20, 35, 

60 and lOOkeV. Above lOOkeV, the correction is 

sufficiently small that s
0 

is practically· identical 

with S( • The results of these calculations are shown 
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in Fi~ure 20. We assume that in this enerpy interval 

St can be represented by 

• . • ( II I -2 ) 

At least two justifications exist for such an assump-

tion. Theory predicts such an equation with P = 0.5. 

F.xperirnental results where no correction is required 

display· such a form, althour: h the exponent, in general, 

is sli~htly less than 0.5. 

The calculated points were fitted to such a 

curve by eye. This method is preferable to a least 

squares fit since St must approach S0 asymptotically. 

The value of Pis .47, in reasonable agreement with 

the values of the exponents found for other cases where 

no correction is required. 

3. Extendin~ Hesults to Other Ions. 

Lindhard et al (L- 6la) have shown that nuclear 

stopping can be completely descrjbed by the parameter, 

b/a. (See Figure 1). At constant b/a, the nuclear 

stoppinp in carbon for atom A is related to that for 

atom B b,V 

S-vA (MA + }2) 
24rrt2

0A ZA MA 

••• (III-3) 

where all symbols are as previously defined. This 

equation follows directly from the co-ordinates of 



29. 

Fie:ure 1. 

* We now define Sv for any element as 

• • • (II I -4) 

"* Sv is that portion of the nuclear stoppinr: cross-

sect:ion seen by the electrostatic analy·zer. We assume 

that at constant b/a 

* 
= S-va 

S-va • • • (II I-5) 

This equation states that in comparing atom A with atom B 

the rat:io of the energy loss of the forward scattered 

atoms is directly proportional to the average energy loss. 

This is plausible, since the differential cross-section 

in both cases is identical. 

If the observed stoppinr, cross-sections through 

the s ame film are known for any two element s , and the 

electronic stoppinG cross-section is known for one of 

these elements, then the electronic stopping cross-section 

for the second element can be determined by using 

Equation III-4 and 

••• (III-6) 

This procedure was used to extend the calculation for 

neon to the other nearby elements that were studied. 

The points calculated by this technique give electronic 
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cross-sections whose exponents, r, are closely similar 

to those found for atoms that have a ne~ligible nuclear 

component. For decreasinf, Z, the maf,nitude of the 

correction decreases, and we apply this technique with 

confidence. For increasin~ Z, the ma gnitude of the 

correction increases quite rapidly, and an extension 

beyond r ,~ f!. may introduce errors. For elements with 

higher Z, further calculations are required. 

As a check on this technique, a Monte Carlo 

calcula tl.on was perforrr.ed with Na. The calculated point 

arreed within experimental error with S~ as determined 

from the extrapolation procedure. This is shown in 

Figure 21. 

One might object to the procedure of extending 

• the results for S-v to low Z projectiles on the grounds 

that the Thomas-Fermi model is not applicable. However, 

the magnitude of the correction decreases as Z decreases, 

and for low Z projectiles the electronic stopping cross-

sections are essentially determined in a region where 

no correction is required. 
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FLOW DIAGRAM OF 
MONTE CARLO PROGRAM 
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CHAP!'ER IV 

EXPERIMENTAL RESULTS 

1. Hydrogen, Helium and Lithium. 

31. 

These three elements form a natural grouping 

because, in the energy interval considered, the nuclear 

contribution to S 0 is negligible; this results in the 

simplifying approximation that S 0 = Se • Although the 

nuclear contribution to S
0 

is negligible, the total 

nuclear stopping cross-section is not. For hydrogen, 

Sv is two orders of magnitude below S~ • For helium 

the total nuclear stopping cross-sectitin at lOkeV is 

17~ of S~ and, of course, decreases as the energy in

creases. For lithium, S.,; and St: are of e<lual magni

tude near 6keV. 

The hydrogen and helium results are an extension 

of the relative measurements of Van Wijngaarden and 

Duckworth (V-62). The two sets of results display the 

same energy dependence in the region where they overlap. 

The observed stopping cross-sections for hydrogen 

are shown in Figure 11. This curve represents an 

absolute determination of s0 since some of the experi

ments were performed with weighed films. (See Section 

II-2). This curve was used as a standard to measure the 

film thicknesses. 

The hydrogen ions were produced with an electron 

bombardment source, using the residual water vapour in 

the ion source as the gas. This ready availability of 



hydrogen lo~s was particularly convenient since it 

J>·ermi tte·d the film thickness to be monitored, even 

when other s·amples were in the gas system. 

Th& observed stopping cross-sections in carbon 

for He 4 are shown in Figure 12, and for the two lithium 

isotopes in Fi gure 13. 

2. Beryllium, Boron, Carbon, Nitrogen, Oxygen, 

Fluorine, Neon, Sodium and Magnesium. 

The stopping cross-sections in carbon for these 

atoms are shown in Figures 14 to 22. s
0 

cannot be 

associated directly with sf over the complete energy 

interval, as was the case with the lighter projectiles. 

The difference between S
0 

and S~ was determined with 

the Monte Carlo calculat1on as outlined in Chapter III. 

At any given energy, the nuclear stopping cross

sec t ion increases with increasing mass. The same is 

true for that portion of the. nuclear stopping cross

section observed by the electrostatic analyzer. For 

all projectiles up to neon, the Monte Carlo correction 

is quite small near the upper energy limit, and the 

coefficient for the electronic stopping cross-section 

(Equat i on III-2) is almost completely determined by the 

experiment alone. For sodium, however, where doubly

charged ions were not used, a correction of ""151.. was 

found at the highest energy studied. 

Three curves are drawn for each atom studied. 

The observed stopping cross-sections are shown for a 
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particular carbon film. The electronic cress-sections 

shown are determined from the observed stopping cross

sections with the corrections from the Monte Carlo 

calculation. The nuclear stopping cross-sectivns are 

from the theoretical predictions of Lindhard !~ al 

(L-6la). These are just explicit solutions of the 

universal curve shown in Figure 1. To minimize crowding 

on the graphs, the total stopping cross-sections are not 

plotted. 

3. Summary. 

The experiments were performed on at least two 

films for each of the atomic projectiles studied. In 

isolated instances, a set of results disagreed by as 

much as 31o with the final value adopted for the stopping 

cross-sections. 

The results for the electronic stopping cross

sections are tabulated below, assuming an equation of 

the form 

s~ = k E p eV- cm'la+orn 

where E is expressed in kilovolts. 

• • • (IV .... 1) 

The values for k 

and P are the averages of several sets of data. 
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TABLE IV-1 

Atom kx1ol5 p Energy Interval 
(keV) 

H1 3.3 .40 10-25 

He 4 3.7 . 43 10-80 

Li
6 3.0 .45 20-70 

Li 7 3.0 .43 15-70 

Be9 3.3 .48 12-130 

Bll 4.4 .47 12-140 

ci2 5.9 .43 12-140 

Nl4 6.2 .44 15-140 

016 6.2 .42 20-140 

F19 4.9 .45 20-140 

Ne20 3.8 .47 20-140 

Na23 2.9 .48 20-70 

Mg24 2.5 .50 20-130 
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CHAPTER V 

DISCUSSION AND CONCLUSIONS 

1. Comparison with Other Experiments 

35. 

The existing data on stopping cross-sections 

in this energy interval are meagre and only three com

parisons are available. Furthermore, these comparison 

results differ in nature from the present ones in that 

they are either range measurements or stopping cross

sections measured with gaseous targets. Two of these 

comparisons will be made now, and the third later. 

Phillips (P-53) has reported the electronic 

stopping cross-sections for protons in carbon in the 

energy interval 10 < E < 80keV. He measured the energy 

loss of protons passing through a gas cell enclosed by 

thin SiO windows. The geometry of the experiment was 

such that only the electronic stopping cross-section 

was measure'd. 

The stopping effect of carbon was not 

measured directly, but found from the stopping charac

teristics of C02 and 02, assuming the stopping, power 

of a molecule to be equal to the sum of the stopping 

powers of the constituent atoms. To justify this 

assumption in this energy interval, the stopping power 

for water vapour was compared with the stopping power 

calculated for hydrogen and oxygen. The agreement 

was good. 

There are reasons for not placing too much 
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emphasis on the comparison between the present results 

and those of Phillips. Whaling (W-58) is reluctant to 

accept Phillips' values in view of their disagreement 

with measurements made at higher energies. One might 

also object to a comparison of stopping cross-sections 

obtained in one case from a gas and in the other from 

a solid (P-53). Nevertheless, both sets of results are 

plotted in Figure 11. They agree everywhere within 2%. 

We may also compare our results with the 

range measurements of Powers and Whaling (P-62). Their 

results include the ranges of nitrogen and neon in car

bon. Their experiment consisted of bombarding the car

bon target with ions of the projectile under considera-
' tion, and then bombarding the target with protons in 

order to scatter them elastically from the atoms now 

imbedded in it. The protons were momentum analyzed at 
0 

a laboratory scattering angle of 129 • For a given 

analyzer setting, the incident proton energy was varied 

and the resulting profile of the elastically scattered 

protons recorded. Using the known stopping power for 

protons in the taraet material and the mass of the 

imbedded scattering centres, the range of the latter in 

the target was computed. 

Since we do not know the stopping powers down 

to zero energy, we cannot obtaih ranges from our data. 

We can, however, obtain range differences. To determine the 

range difference (~R) for two energies from our data, 
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the total stopping cross-section must be integrated, 

viz., 

Ez 

~R =-~ f St1
dE 

f, 
• • • (V -1) 

Normally, such an integration must be 

performed numerically. A considerable simplification 

is introduced if one approximates St by an equation of 

the form 
p 

St = kE 
• • • (V -2) 

If such an equation does not fit the range of energy 

required, one can break the differential stopping curve 

into energy intervals and fit such an equation to each 

interval. Allowing such a form for St, the integral 

in Equation V-1 can be easily solved to yield 

I (E.(I-PJ- E,(•-P) 
LJR = kN(I-P) ' 

• • • (V ~ 3) 

The result of such an integration yields the 

range difference, while an experimental range difference 

determination measures differences in the ~9jected 

range. The difference arises from the increased path 

length traced out by the projectile on the crooked 

trajectory caused by nuclear collisions. We have 

ignored this correction but we shall compare only the 
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range differences above 50keV, thus eliminating the 

energy interval where the correction is most important. 

Both sets of results are listed in Table V-2. For 

both nitrogen and neon we have extrapolated S€ from 

140k~V to 200keV to permit the comparison to be made 

at the higher energy. The values for k and P used to 

describe st are listed in Table V-1. The coefficient 

k displays what might appear to be a marked discontin

uity in St at lOOkeV. For nitrogen at lOOkeV with 

k = 1.0 and P = .22, Equation V-2 yields St • 2.75keV 

cm2~g, while using k = .62 and P = .32, st = 2.7lkeV 
2 

em ~g, a difference of less than 1.5%. 

The range differences determined by the two 

experiments agree everywhere within the experimental 

error. The effect of the projected range should be 

negligible in all except the 50-lOOkeV Ne results, 

where it would tend to increase somewhat the small dis-

crepancy between the results listed in Table V-2. It 

should be noted that our nitrogen range differences are 

derived much more from experimentally measured quantities 

than are the corresponding values for neon. For example, 

at lOOkeV, S~ (from Lindhard's calculation) accounts for 

13% of St for N14 and 37% of St for Ne20 • We have not 

quoted errors in the range differences calculated from 

our experimental results since the total stopping cross

sections include the theoretical S~ values. Where the 

total stopping cross-sections are due mainly to our 
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results, the errors are of the order of 5%. 

TABLE V-1 

Projectile Energy Interval k p 
( keV ) (keVcm2 jJg) 

Nl4 50-100 1.0 .22 

Nl4 100-200 .62 .32 

Ne20 50-100 ' 2.6 0 

Ne20 100-200 1.4 .15 

TABLE V-2 

Projectile Ener'y Range(P262) LlR( P-62) t1R(This2exp't) 
(keV ~g/cm ) yg/cm2) ~/em) 

Nl4 49.9 24.0 ! 3.6 
19.4 19.5 

99.7 43.1+ = 3.2 

199.6 75.7 ± 6.7 
32.3 33.0 

Ne20 50.1 17.9 + - 2.1 
+ 

20.4 18.9 
99.6 38.3 - 2.7 

:t 4.1 
36.9 35.0 

200.2 75.2 

2. Comparison with Theory. 

Although we did not attempt a detailed study 

of the nuclear stopping cross-sections, our N(B) measure

ments afford a somewhat crude comparison with the theory. 

A study of the nuclear stopping process would be best 

achieved by a study of the differential scattering cross

sections, and the nuclear stopping cross-sections would 

follow with the aid of Equation I-6. 



lt-0. 

The N(B) distributions are the result of 

multiple collisions, and, of course, are no substitute 

for the single collision type of measurement. However, 

the Monte Carlo calculation acts as a bridge between 

the two and it is apparent in Figures 8 and 9 that the 

differential cross-section proposed by Lindhard et al 

(L-6la) agrees well with the experimental results. 

Besides the Ne20 results, calculations and 
lt-0 experiments were also performed for A at 50 and lOOkeV, 

and for Kr8lt- at 6lt-keV. These situations correspond to 

b/a values of 0.8, o .. lt- a.nd 3 respectively. In all 

these cases, the calculated and experimental N(e) 

results agreed quite well. 

For these heavier ions, it was found that 

the N(G) curve was more sensitive to the discriminator 

setting of the counting equipment. For higher dis

criminator settings, the counting rate was relatively 

smaller at the larger scattering angles. This suggests 

a lower average pulse height at these angles, a fact 

verified visually with an oscilloscope. This effect 

could well be caused by the fringing field of the 

magnet. To minimize such effects, the electron multi

plier was housed in a soft iron jacket and the whole 

N(B) apparatus mounted on an extension as far from the 

magnet as beam intensity would allow. At the higher 

magnetic fields required for these heavier ions, 

however, these precautions may not have been sufficient. 
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In general, the agreement between the theory 

governing Sv and our experiment is good. It must be 

realized, however, that this experimental confirmation 

is only a rough one. 

Our determination of S€ was considerably 

more accurate than s~ , and we can make a much more 

critical comparison with the theo~y. 

Hydrogen was the only projectile studied 

beyond the velocity limit of the theory of 1indhard and 

Scharff (1-61). They predict St to be directly pro

portional to the velocity up to 25keV (see Equation I-8). 

Beyond this energy, Se should approach a maximum and 

then decrease with increasing energy according to the 

Bethe stopping formula. Our experiments indicate that 

such a maximum has been reached at approximately 70keV 

(see Figure 11). 

Equation I-8 predicts that when different 

isotopes have the same velocity, their electronic 

stopping cross-sections should be equal. This pre

diction was experimentally verified with the lithium 

isotopes. As a more illustrative representation of 

this isotope effect, we have plotted the observed 

stopping cross-sections of both 1i6 and 1i7 against 

velocity. This plot is shown in Figure 23 where the 

two sets of results do lie on a common curve. Phillips 

(P-53) also found such a velocity dependence for the 

hydrogen isotopes in various stopping gases. 
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There are two points to consider in com-

paring the main body of our data to the theoretical 

electronic stopping cross-sections expressed by 

Equation I-8. First, there is the velocity depen

dence and second, the coefficient's Z dependence. 

Again, one might object to applying the Thomas-Fermi 

arguments implicit in Equation I-8 to low Z projectiles. 

However, Equation I-8 represents the only treatment 

available on electronic stopping in this energy 

interval, and the results should be at least indica

tive of the Z dependence. 

The energy dependence for the projectiles 

is listed in Table IV-1. The exponents (P) range 

from 0.40 to 0.50, whereas a velocity dependence 

would have an exponent (P) of 0.50. In the light of 

the model used, the agreement must be regarded as 

quite reasonable. 

A graphical comparison of the experimental 

and theoretical electronic stopping cross-sections as 

a function of Z1 is shown in Figure 24. The velocity 

used _(9 x 107cm/sec) has no particular significance. 

It was chosen because all projectiles except H1 and 

Na23 were studied at this velocity. The values used 

for H1 and Na23 are extrapolations using Equation IV-1 

and the coefficients and exponents listed in Table IV-1. 

In the case of hydrogen, we know from previous work 



(V-62) that the extrapolation is valid. For sodium, 

our only justification is that adjacent ions continue 

to higher energies in the manner expressed by 

Equation IV-1, and it is not unreasonable to expect 

the same of sodium. 

The three lines drawn on the graph are the 

theoretical values of Lindhard and ~charff (1-61) 
1/6 corresponding to 5f values of 1, Z and 2, respect-

ively. All of the atoms studied with the exception 

of N14 .fall within the probable limits, i.e. 1< St( 2. 
1/6 

Taking the central <§~= z ) theoretical 

curve as a base line, one sees that the theoretical 

stopping cross-sections proposed by Lindhard and 

Scharff certainly predict the trend of the experimental 

results. There is, however, the additional feature of 

a superimposed periodic dependence on z. This differ

ence betweeen the experimental and theoretical values 

of SE is not surprising. One would not expect a 

treatment based on Thomas-Fermi arguments to show any 

effects attributable to an atom's electronic structure 

because of the model's statistical nature. On the 

other hand, the outer electrons in the atoms will 

greatly affect the electronic stopping at these 

energies and one would expect the latter to display a 

corresponding periodicity. It is just this type of 

periodicity that is displayed by these results. 
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A non-monotonic dependence oh Z 1 of the 

ranges in air of light atomic projectiles has been 

observed by Teplova tl al (T-62). The minimum veloc

ity used in their experiments was 2.6 x 108cm/sec 

(above the adiabatic limit). They found range 

maxima at Z1 = 3-4 and z, = 11-13, which correspond 

roughly to minima for SE in our experiments. At 

greater velocities, they found the ranges became 

more monotonic with Z1 , indicating that the elec

tronic structure for an individual atom becomes less 

important at higher velocities. 

As stated previously, the electronic 

stopping cross-section is the conglomeration of all 

the inelastic processes occurring in the film. 

Consider charge exchange alone. Lindhard (L-54) states 

that the theoretical treatment includes charge ex

change to the extent that such a phenomenon can be 

described by linear field equations. However, in 

this energy interval, it is the last electron (or two) 

which participates in the charge exchange process - the 

electron that displays the greatest periodic dependence. 

One would not expect a Thomas-Fermi treatment to reveal 

any effects due to the binding of these last electrons. 

An explanation of the details of this periodicity , 

including the positions of the minima, will presumably 

take into account the ' several charge states that a 



projectile assumes during its passage through the film. 

In summary, the theoretical analysis of 

Lindhard and ~charff (L-61) adequately predicts the 

electronic stopping within the limits imposed by the 

model used. 

3. Conclusions. 

The observed stopping cross-sections in thin 

carbon films for atomic projectiles with Z~l2 have been 

measured in the forward direction for energies ranging 

from 10 to 140keV. 

An absolute measurement of the electronic 

stopping cross-sections for protons in carbon has been 

made. This result is used to determine the thickness 

of the films used in the experiments. 

A Monte Carlo calculation has been developed 

to determine the extent that nuclear collisions affect 

the observed stopping cross-section. This permits the 

separation of the electronic stopping from the observed 

stopping by subtracting the nuclear component. The 

electronic stopping cross-sections so determined are 

listed in Table IV-1. 

The results have been compared with the 

theoretical analysis of Lindhard and Scharff (L-61). 

The agreement ietween their predictions and our results 

is good. One feature of the experimental electronic 

stopping cross-sections not predicted by the theory 

is a periodic ~dependence. 
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C)YMBOLS 

Q- screening parameter 

Go- ( 11/m E) Bohr radius for the hydrogen atom 

b - distance of closest approach in the collision 
of two charged particles 

e- 2.718 

E - laboratory energy of the projectile 

~E - most probable energy loss of projectiles after 
traversing a particular film 

dE -- - differential stopping power dx 
k - coefficient of energy dependence of stopping 

cross-sections 

hlo- reduced mass 

tvtm,- mass of projectile 

M2 ,m2 - mass of scattering centre 

~ - stopping atoms/cc 

~ - number of collisions a projectile suffers in 
passing through a film 

N(tJ)- N (9) dw angular distribution of ions emerging 
from the film per unit solid angle 

P
Pcr)-

r
t1R-

5o

St
Sf
Sv-
S;-

exponent in energy dependence of S 

potential energy of two charged particles 
separated by a distance r 

separation distance 

range difference 

observed stopping cross-section 

total stopping cross-section 

electronic stopping cross-section 

nuclear stopping cross-section 

nuclear stopping cross-section in the forward 
direction 
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Symbols - cont'd 

11Tv-
lJ-

~-

t., -

z2 -

energy loss for an elastic collision 

projectile velocity 

(E/~2 ) velocity of the electron 
Bohr orbit of hydrogen 

atomic number of projectile 

atomic number of stopping atom 

azimuthal angle at base of cone 

elementary charge 

in the first 

coefficient in electronic stopping cross-section 
formula 

cr(G)- d<r(G)- differential scattering cross-sections 

Clr-

8-

e-
1-

cross-section for a scattering event with 
deflection angle greater than Gmin 

relative deflection angle in a nuclear collision 

smallest angular deflection considered in ~(e) 

polar angle of projectile when leaving the film 

laboratory angle corresponding to a centre of 
mass angle e 
unit solid angle 

full width at half height of energy profile of 
transmitted ions 

contribution to ilo from the finite resolving 
power of the instrument 

contribution to 11. 0 from the electronic straggling 

contribution to flo from the film non-uniformities 
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