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The feasibility of wusing a partial response-encoded
single-sideband (SSB) modulated signal for transmission of
digital data in a radio system is considered. The principal
methods of SSB signal generation and demodulation are
examined, and the effects of carrier synchronization are
determined. The effect of steady-state carrier rphase errors
on the error rate of an SSB partial response receiver is
analyzed theoretically and by means of computer simulation.
The analysis o¢f a decision-directed SSB <carrier phase
tracking loop is presented and its performance is evaluated
using computer simulation. The performance of the SSB
partial response system after amplification by means of
travelling-wave-tube (TWT) amplifiers is analyzed by using
computer simulation. Finally, a comparison of an SSB
partial response system and a quadrature partial response

system (QPES) is made.
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CHAPTER 1. INTRODUCTION

1.1 The Case for Digital Radio

Since the early 1950's, analog microwave radio systems
have been extensively used to provide high capacity links
between major urban centres. This wvidespread use is due to
the fact that under many conditions, analog microwave radio

is the most economical form of long-haul transmission.

In these analog systems, +the 1input signals consist
mainly of frequency division nmultiplexed telephone channels
and television signals. The amplitude, frequency or phase
of the carrier 1is modulated according to +the input signal.
Since the input signals to be modulated are in analog form,
the use of analog modulation techniques follows gquite

naturally.

In recent years, however, digital micrcwave radio
 systems have bLecome increasingly attractive. There are

numerous economic and technical reasons for this trend [1].



Increased use of digital switching techniques has
necessitated the provision of digital trunks between tandem
and toll digital switches. This, combined with new digital
data serVices, has significantly increased the volume of
digital traffic between centres. Digital transmission
performs better than analog modulation because the ause of
regeneration at each repeater site permits transmission over
very long distances with negligible degradation of the
original signal. The 1lo¥ cost and high performance of
digital devices allow a more efficient use of available
channels and equipment through time. division multiplexing.
This results in substantial savings imn cost, space, and
wiring. Finally, a single digital network can be used to
provide a variety of services, and new growth can easily be
acconmodated. The motivation for digital radio systems is
not difficult to understand given the aforementioned

benefits. .

1.2 ZThe Need for Efficient Modulation

While the advantages of digital modulatiom are
numerous, they are obtained at the expense of a greater
bandwidth requirement for transmission of the sanpe

information digitally than in analog form. The



proliferation o¢f digital transmission combined with a
general increase in the number of users, each with a greater
amount of information to be transmitted, has resulted in a

severe crowding cf the available electromagnetic spectrum.

A variety of <complementary solutions exist for this
problem [2]. As microwave and signal processing technology
advance, allocations in new, higher (> 10GHz) frequency
bands can te made while frequency reuse and better spectrunm
management cah relieve <congestion in existing bands. A
proper choice of modulation format, hcwever, 1is the most
important consideration for any given system, and we shall

concern ourselves with this solution in this thesis.

The primary objective of an efficient modulation schenme
is to maximize the transmitted data rate through a given
bandwidth. A measure of this bandwidth efficiency 1is the
ratio of data rate to bandwidth wused which has the
dimensions of bits/S/Hz. 1In many situations, the modulaticn
scheme to be used must meet certain legal minimum efficiency
requirements. For example,. the FCC requires that a digital
radio operating in the 11 GHz band have a minimum efficiency
of 2 bits/S/Hz, while cperation in the more crowded 4 GHz

band requires a minimum efficiency of 4 bits/S/Hz {1].



A graphical comparison of several modulation schemes
is shown in Fig. 1.1. The ordinate 1is the bandwidth
efficiency in bits/S/Hz while the abscissa is the average
signal to noise Gpower ratio (SNR) required +to obtain an
average error rate of 10—+, This value is considered the
highest error rate permissible for digitally encoded voice
transmission [3]. In the figur2 we have included the
Shannon capacity of the <channel, which defines the upper
bound for the data rate through a channel of a given
bandvwidth, and hence the bandwidth efficiency, at a given
SNR for an arbitrarily low error rate. Also shown are some
of the better known modulation schemes. Specifically, we
have included: (i) M-ary coherent phase shift keying (CPBESK),
in which the carrier phase takes one of M values depending
on the modulating data sequence; (ii) M-ary freguency shift
keying (FSK) where the carrier frequency takes one of
values [4]; and (iii) the guadrature modulation schemes such
as quadrature amplitude modulation (QAM) or amplitude-phase
keying (APK) where the inphase and quadrature components of
the <carrier are modulated by separate, independent data
streams ([5]. Single-sideband (SSB) modulation can be
considered as a particular case of QAM. The numbers in the
diagram refer to the number of discrete amplitude levels. A
basepand or SSB system with L amplitude levels would

transmit data at the same efficiency as a QAM system with L
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Figure 1.1 Comparison of Several Digital Modulation Schemes



levels in =sach component of the carrier, or L2 %*otal signal

levels.

At low efficiencies (< 2 bits/S/Hz), the QAM schemes
and PSK provide ccmparable efficiencies at roughly the same
SNR. However, PSK has been chosen over QAM for most systenms
for its ease of implementation and its excellent performance
over non-linear channels. In particular, 8-PSK has been
used extensively in existing radio systems [6] - ([8] and

bandwidth efficiencies up to 3 bits/S/Hz have been reported.

At high efficiencies, ESK is no longer competitive with
the quadrature schenes. For example, a 4 bits/S/Hz QaH
system regquires about 18 dB SNR for a 10-% error rate
whereas a 16-PSK system at the same efficiency requires 4 4B
more SNR for the same error rate. This difference becomes
even dgreater when higher efficiencies are required. It
becom2s attractive, therafore, to examine the feasibility of
these quadrature modulation formats, and SSB in particular,
as a possible solution to the problem of high efficiency

digital communications.

1.3 The Elements ¢of a Digital Radio Systenm

The composition of a typical digital radio transmitter



and receiver is shown in Fig. 1.2. Saveral 1lcw speed data
streams are interleaved tc provide a single high speed
stream typically of the order of 90 Mb/s. This data streanm
is scrambled to break up any periodic sequences of data
which can resul:t in spikes in the output spectrum of the
signal, and parity bits are 1inserted to provide bit error
rate monitoring capébilities at the receiver. The actual
digital modulation occurs at intermediate frequencies (IF)
with a carrier of about 70 MHz. The digitally modulated
signal is then shifted into the microwave frequency band by
the upconverter where it is amplified and filtered. It is
this RF filter which determines the bandwidth efficiency of
the system. The amplified and filtered signal is then
passed by means of wavequides to the antenna, where the

signal is radiated into the atmosphere,

Due to reflection and refraction in the atmosphere, the
original transmitted signal, may in fact follow several
different paths before arriving at the receiver. These
paths are in general of different lengths, so that each
version of the signal will arrive with a different phase
shift resulting in partial cancellation of the signal. This
effect is kpown as multipath fading [9] and can result in a
significant increase in the error rate of the receiver. To

combat this degradation, a second receiver antenna,
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Figure 1.2

Typical Digital Radio Transmitter and Receiver



physically separated from the main antenna, is used. As the
fading on the méin antenna 1is generally uncorrelated with
the fading on the diversity antenna, there is almost always
a usable signal rresent at one of the <%wo antennas. A
combination of these ¢two signals before demodulaticn
therefore greatly improves the reliability of <the systen.
In practical radio systems, these reliability requirements
can be guite stringent: for the Northern Telecom RD-3 radio,
for example, only two hours of outages per year are allowed
[3]. This outage time is further broken down into one hour
due to equipment failure, and one hour due to fading. This

translates into an availability requirement of 99.98%.

Both the diversity and main receivers have an input
bandpass filter which has a bandwidth large enough to pass
the received signal with a minimum of distortion but swmall
enough to limit the noise entering the receiver. After down
conversion, the main and diversity signals are combined in
~ some optimum fashion and then filtered at IF to further
reduce the effects of noise and interference from adjacent
radio channels. An automatic gain control (AGC) minimizes
the variation in signal level, so that an essentially
constant signal is available to the rest of the systen.
After equalization to compensate for the various degradatory

effects accumulated up to that point, the signal is
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demodulated to baseband. This requires a local source of
the «carrier frequency and phase, In addition, the
demodulatcr comprises a symbol timing recovery system, an
additional baseband filter, a baseband equalizer, and a
decision device which regenerates the criginal data strean.
After regeneration, the data stream is descrambled and the
parity bits inserted at the transmitter are used to test for
outage conditions. The recovered high speed data stream can
be demultiplezed into the original low speed streams so that
channels can be dropped or inserted at different stations
along the route, cr the high speed stream can be directly
fed into another digital modulator. The station ¢then acts

simply as a regeater.

1.4 Single-Sideband Modulation

For analog signals, SSB is the most efficient form cf
modulation in that the modulated signal bandwidth is the
same as the ©baseband signal bandwidth, and the transmitted
power is the nminimum possible. Consequently, SSB has been
extensively used in frequency-division multiplex (FDM) voice
transmission systems such as found in the telephone network
{101, [11]. For the same reasons, SSB has found widespread

application in bthigh frequency radio [12].
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Microwave transmission of FDM signals, however, dges
not in general make use of SSB. Rather, frequency
modulation (FM) is used because of its greater tolerance of
the non-linearities encountered in RF amplifiers.
Technological ad vances and spectral crowding have
nevertheless resulted in the development of several SSB-FDHN
microwave radio systems [13], [ 14] operating im the 2 and 6

GHz bands.

For digital data transmission, SSB has been used mainly
over telephone voice channels [15] where the 1limited
bandwidth necessitates the use of high efficiency multilevel
modulation. Similarly, SSB has also been used for data
transmission over FDM groups at a rate of 48 Kt/s [ 16], and
a 576 Kb/s system using a 300 MHz carrier has been developed
[17 ]« 1In general, the use of SSB for data transmission over

channels other than voice channels has been rather limited.

1.5 Scope of the Thesis

In this thesis, we shall attempt tc analyze the
feasibility of using SSB modulation in a high <capacity
digital radio system. We shall initially address ourselves

to the problems involved in the generation and demodulation
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of the SSB signal. We shall illustrate the need for sharping
the modulating signal spectrum, and hence shall make use of
partial response encoding., Two major areas of concern will
be examined: the effects of carrier synchronization errors
and the effects of the non-linear RF amplifiers used in most
digital radio systems. The degradations due +o these
effects will be guantified and solutions for overcoming
these degradations will be proposed and analyzed. Both
theoretical and computer simulation methods will be used in
the analysis, and in the majority of cases, the bit error

rate (BER) will be used as the criteriorn of comparison.
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HAPTER 2. GENERAL SSB CONSIDERATIONS

2.1 Intreduction

In this <chapter we shall introduce some of the more
important properties of SSB modulation-democdulation systems.
The discussion will focus on the operation of the various
modulators and demodulators that may be used as well as the
complexity and implementability of each configuration. 1In
addition, the performance of the various demodulators in the
presence c¢f both +ime-variant and steady state receiver
phase errors will ©be analyzed. Finally, the properties of
the noise encountered in SSB systems will be discussed and
the differences with other forms of modulation outlined.
Unless otherwise noted, the discussion will be valid for

both analog and digital systenms.
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2.2 Physical and Ma*thematical Formula*ion

If a lowpass signal a(t) 1is multiplied by a carrier
cos wct, then the spectrum of a(t) 1is shifted to = w, as
shown in Fig. Z2.1(b). It can be seen that the resulting
signal requires twice the bandwidth of the original baseband
sideband This is referred tc as a double-sideband (DSB)
modulated signal. Due to the symmetry of the sidebands
about wc' one cf them can be eliminated with no 1lcoss of

information as shown in Fig. 2.1(c). This is the underlying

principle of SSE modulation.

The mathematical description of the —resulting SSB

waveform 1is

s (t)

fi

a(t) cos yt + 2y sing t (2. 1)

it

e (a(t)—-j 2(t)) educt 3 (2.2)

where Q(t) is the Hilbert Transform of a(t) and is given by



A(w)

- w

(i) Baseband Signal

(ii) DSB signal

pd N

T N L
- , w
C C

(iii) SSB Signal With Lower Sideband Retained

Figure 2.1 Baseband, DSB and SSB Signals
in the Frequency Domain
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4(t) 8 —lf ale) g

(2.23)

where the integral is interpreted in the Cauchy principal

value sense.

In this case the lower sideband was retained but the
upper sideband <could equally well have been retained

instead. The resulting SSB waveform in this case is

syt a(t)cosuct - ﬁ(t)sinwct (2. 4)

= Re[ (a(t) + js(t))ej“,’ct] (2. 5)

with a(t) deofined as before. Rewriting (2.2) and (2.5) in

polar form gives

Ju t-0(t))

Refr(t)e ] (2. 6)

s (8)

Re[r(t)e j(“’étw(t))] (2.7)

sy (£)

where

r(t) 2 (az(t) + B2(t))1/2 (2. 8)
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A
o (t) = tan—1[q(t)/a(t) ] (2.9)

and the subscripts L and U denote the’ lover and upper
sideband signals respsctively. We see that the «carrier is
simultanecusly amplitude modulated by r (%) and phase
modulated by g (t). We also note that for a lower sideband
signal the carrier phase is delayed by the modulating signal
while the carrier phase is advanced for the upper sideband
signal. In both cases, the bandwidth of the modulated

signal is the same as that of the original baseband signal.

In order +to generate an SSB signal, one of the two
sidebands must ke removed. This sideband elimination can be
accomplished by filtering, by quadrature processing, or by a
combination of both. In quadrature processing, the sideband
to be removed undergoes two successive 909 phase shifts
resulting in a polarity opposite of the sideband to be
retained. Simrle addition with an ordinary non-phase
shifted version of the signal results in cancellation of the
unwanted sidetand and reinforcement of +the other. The

Hartley modulator [ 18] utilizes phase shifting alone while
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the Weaver wmcdulator ({[19] relies on a combination of

filtering and phase shifting.

2.3.1 Filter HMethod

The filter or frequency discrimination methed (20] is
the simplest way of producing an SSB signal., The modulator
is shown in Fig. 2.2(a) while the frequency domain
representation of the modulation process 1is shown in Fig.
2.2(b). Here a DSB signal a(t)COSu%t is passed through a
bandpass filter which is designed to attenuate the unwanted
sideband while passing the desired sideband undistcrted.
This requires a very small filter transition region so that
all of +he unwanted sideband 1is removed. Presence of
significant energy near zero frequency - (i.e. DC) in the
spectrum of the baseband signal a(t) makes *the filtering
very difficult to realize physically. The filter cutoff at
the other tand edge need not be so steep. This method is
commonly used in FDM systems where the stringent filtering
requirements are met with high Q crystal filters [10]. Lack
of energy below 200 Hz in voice signals greatly simplifies

the filtering task.
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Sideband
a(t) Isolation p—» SSB Signal
Filter

cosw _t
o]

Figure 2.2a Filter Method of SSB Signal Generation

(i) Spectrum of a(t)
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(ii) Pilter Input Spectrum

Filter Attenuation

\ /
\‘ /
1 v

L
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(iii) Filter Output Spectrum
(Lower Sideband Retained)

Filter Attenuation

(iv) Filter Output Spectrum
(Upper Sideband Retained)

Figure 2.2b Frequency Domain Representation
of Filter Method
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2.3.2 Hartlsy Method

The Hartley or phase shift method 1is a direct
ipplementation c¢£ (2.1). The modulator is shewn in Fig.~
2.3(a). The baseband signal a(t) is passed through a filter
which effects the Hilbert Transform of the signal. This

filter has a frequency resgcnse

A

Hw) = + j w < 0
=0 w =0 (2.10)
= =3 w > 0

Thus the positive frequencies undergo a —90° chase
shift while +the negative frequencies are shifted by +9009.
Further multiplication by sin mct results in an additional
-90° phase shift of the upper sideband thereby reversing the
polarity of the sideband. Addition with the output
a(t)coswct of the 1inphase arm of the modulator cancels the

upper sideband while subtraction cancels the lower sideband.

The time responsa corresponding to the filter



coswct
a(t) —- SSB Signal

Hilbert
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wct

Figure 2.3a Hartley Modulator
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Figure 2.3b Frequency Domain Representation of
Hartley Modulation Process
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function of (2.70) 1is

=
Aty = - (2.11)

In this form, +this filter 1is <clearly not realizable.
However, in digital systems where the spéctrum of the signal
is shaped, use of certain techniques permit an approximation
that is sufficiently close for most applications. This is
discussed further in Chapter 3. Once again, presence of lbw
fraquency energy creates prcblems in sideband separation as
the practical realization of the Hilbert transformer cannot

phase shift these components properly.

The final and 1least known SSB modulation method is
the Weaver modulator illustrated in Fig. 2.4. The unique
feature of this method is the premodulation of the baseband
signal by coswmt and sinwmt where o is usually taken at the
midpoint -of the passband of a(t). That is, 1if a(t) 1is

bandlimited to [~-W, W] HZ, then

w_o = W (2.12)
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m c
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The premodulator outputs are then lowpass filtered.
The cutoff frequency of the filter is selected once again as
Wy, # creating a sideband overlap in the band {_wm"%g rad/s

as shown in Fig. 2.5.

The frequency domain output of +the inphase 1lowpass

filter is
Xotw) =B (uty ) * A o) (2.13)
while the quadrature lowpass output is
Y = jA - 3j A - 2.14
@) = 3A whe ) =3 A (wma) (2.14)

wvhere A, (w and A _(v) are the positive and negative

frequency fportions of a (t).
Further multiplication by COSth and sinuzt gives
= + - + — -
X(w A_,_(w W u)c) A (w W wc)

"‘A+(m*wm*wc) tA (w-w *’wc) (2.15)

m
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w
C

(ii) Inphase Premodulator Output

> | ]

-w w
c c

(iii) Inphase Modulator Output

(iii) Quadrature Modulator

Output
!l\ | '/I
e (iv) Summed Output Yo
1 ‘ T
e (v) Subtracted Output e

Figure 2.5 Frequency Domain Representation of
Weaver Modulation Process



and

Y{w) = A+ {w +wm"wc) -2 (w "wm-wc)

- A+(m ’mm *wc) + A (w W ‘*wc)

as the inphase and quadrature outputs respectively.

26

(2.16)

It can

be seen, therefore, that the Weaver modulator processes the

gquadrature signal 1in a fashion similar to the
modulator in that one of the sidebands undergoes

phase shifts.
Addition of the branch outputs yields
35 (w) = A (wtop=w) * A_(w"wm*wc)
which in the time domain is

s1(t) = a(t)cos (s ~uwt - g(t)sin(wcﬂﬁn)t

Hartley

two 90¢°

(2.17)

(2.18)

This is a conventicnal SSB signal with a carrier W T Wy

Similarly, subtraction of the *two tkranch outputs gives

Sz(w) = A_(w‘wm-wc) + A+(w*wm+wc)

(2.19)
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or

S,(t) = alt)coshk *y )t + 2(t) sin (we*tu )t (2.20)

which is a conventional SSB signal with a carrier wc+wm'
Note that in both cases, the sideband occupies the same
bandwidth [“%.wm' mc+wm] rad/S while the carrier <changes
value, whereas in the Hartiey modulator the carrier remains

the same and the sideband position is changed.

The advantage of the Weaver modulator 1is that
sideband cancellation is much more readily accomplished than
with the other twvo modulators. Also, the sideband
cancellation cccurs in the passband of the other sideband
rather than outside, However, the out of band signal
components are determined by howv well the 1lowpass filters
attenuate the premcdulated signals. This means that filters
with steep cutoffs are still required; morecver, these
filters must be closely matched to ensure maximum sideband
cancellatiocn. Use of the premodulator requires that an
additional stable reference source be supplied. Use of
digital signal processing can overcome the filtering and
matching requirements [21], but for most applications, the
Weaver modulator presents no advantage over the Hartley or

filter methods.
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2.4 SSB Demodulation Methods

————

Due to the guadrature component inherent to the SSB
signal, simple envelope detection cannot be wused for
demodulation. Rather, the signal must be demodulated
coherently by multiplying the received signal with a local
estimate of the «carrier. An SSB signal can also te
demodulated using a Weaver demodulator. In the following
sections, each of these demodulaticn schemes will be
presented. Also, since the exact carrier frequency and
phase are usually not known at the receiver, the effects of

such synchronization errors will be examined.

2.4.1 Coherent Demodulation

Consider a receiver lower sideband signal:
s(t) = a(t)cos(u t + o ) * @(t)sin(wct + o) (2.21)

where ¢c is the phase of the received carrier. The inccming

signal is multiplied with a local estimate of the carrier

Z (¥) = 2 cos (4 t + $C) (2.22)

Ve

where $c is the local estimate of the carrier phase. The
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resulting signal is then lowpass filtered as in Fig. 2.6 to

give:
£y (t) = a(t)cos a¢ + 2 (t)sin a4 (2.23)
where
é ~
N (2.24)

is the phase error between the received signal carrier and

the local carrier estimate.

We see that a quadrature channel dependent
distortion term is added to the desired signal. Alsc, the
desired signal component decreases With increasing rhase
2rror so that the signal is degraded further. This

underlines the importance of a good carrier tracking systen.

Suppose that the phase error is of the form

Ad = Awt + q;o (2.295)

so that the phase error 1is dynamic. We find that 1in the

case of the lower sideband signal, the frequency error Aw
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causes the recovered taseband signal sidebands to shift
towards each other when Aw is positive causing the sidebands
to overlap. Ccnversely, a negativedAw spreads the sidebands

further apart.
If the incoming signal is multiplied by
Zqt) = 2 sin(ut + ¢, ) (2.26)
and then lowpass filtered, the output is
A 3
rQ (t) = a{t)cos Aj~a {t)sin Ad (2.27)
with 'A¢ defined as before. An effect similar to that of the
inphase channel occcurs. In the case of no frequency or
phase errors (A¢ =0), the quadrature output is simply 2,

the Hilbert transform of the baseband signal.

2.4.2 Heaver Demodulation

1

The Weaver demodulation process is similar to the
Weaver modulator in reverse crder. The demodulator is shown

in Fig. 2.7.

Consider a Weaver lower sideband signal:
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s(t) = a(t)cos[(wc+“h)t+¢h)+a(t’81n[(wc+wm)t+¢c] {2« 28)
The inphase lowpass filter output after
multiplication with 2 cos(ukt+¢]) is
X1(t)= a(t)cos (u t+s = ¢;) +a (t) sin (£ +6.-6,) (2-29)
Similarly, the quadrature filter output is
y ()= -a{t)sin (wmt g, ¢2)+3(t)cos (o t+ b ) (2-30)
Note that the receiver lowpass filters act only to
remove the double frequency terms resulting from the first
multiplication, and hence do not require the steep cutoffs
of the modulatcr filters. After multiplication with

2 cos((%$+¢3) apd 2 sin (%nt+¢4)' the inphase and quadrature

branch outputs are, respectively,

X, (t) = a(t)[cos (2u ¥ g +oy=¢)) +COS (4917 99 ]

+ & (Y [sin (20t o +63=01) +sin b =91 = 03] (2.31)



7, (t) =

+

Sukbt

output gives

ro(t) =

in
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a{t)fcos(2 wmt+¢c-¢2+¢4 y-cos (¢C—¢2—¢4) ]
n - - —-=i - -
a(t){51n(2wmtwk ¢2+¢4) 51n(¢c ¢2 ¢4) ] (2.32)

racting the gquadrature output from the inphase

a{t){cos (2 wmt+ ¢C—¢] + ¢3)-cos (2 wmt+ ¢:C-¢2+¢4 )
+ cos (9.~ 9y™ 99 *+ COS (. ~0,~ ¢p) ]
+ A (t)[sin (2w, t+0.= ¢1*¢5) ~ Sin (2w t+o = ¢,44,)
+ sin(e . ~¢1793) + Sin(d. —¢,= ¢, ] (2-33)

order that the time varying sinuscidal terms

cancel, we must have <b] = q>2 and ¢3= ¢4. This gives

Further setting ¢.| =¢3 S0 that all the oscillators

are synchronized gives
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A -
o (t) = aft)cos(¢~2¢7) + a(t)sin (9.-297) (2.35)
where the factor of 2 has been neglected for conveniencs.

Thus, a behaviour similar to that of +*he coherent
demodulator is obtained with t*the exception that the
distortion in the Weaver demodulator depends on twice the
lccal carrier phase estimate ¢1. This means that the Weaver
demodulator with a lower Weaver sideband input degrades more
rapidly with carrier misalignment and is therefore infericr

o the coherent demodulator.

We shall now desvelop the equivalent expression for

the Weaver upper sideband input,

s(t) = a(t)cos{ (w mw )t+o ] - 3 (t)sin[ e —ug) t*+4. 1 (2.36)

Proceeding as before, the 1inphase and gquadrature

lowpass filter cutputs are

X, (8) = a(t)cos(u t=o %) * g(t)sin(wmt-cpC*- 57) (2.37)

y](t) a(t)sin(wmt—¢c+¢2) - a(t)cos(wmt-¢c+¢2) (2.38)

The output of the second set of multipliers becomes



x2(t) = a(t)[cos(Zwm t—¢c+¢]+¢3 ) +cos (¢C- ¢]+¢3) ]
I\ . - - * -
+ a(t)[sxn(z%]t ¢c+¢1+¢3) s;n(¢c ¢]+¢3)] (2.39)

Yz (t) = a(¥v) {"COS (2 wmt—¢c *¢2 + ¢4) + cos (q)C— ¢2+¢4 ) ]

-3 (t)[sin(2 wmt-q;c *o,%, ) +sin (¢C— ¢2+¢4 ) ] {(2.40)

Addition of these two signals gives the demodulated signal

o (8) = a(t)[cos (2u =g t9; +45)=COS (24 t=¢ *¢,*¢,)

+ COS (4.~ d1+95) +COS (0,74, +¢,) ]
Y3 (%) [Sin (2w t=¢ + ¢+05)~ Sin(2y t=¢_+¢,*+¢,)

- Sin(¢c‘¢] +¢3) - sin (¢C— ¢2+¢4)] (2'41)

As in the lower Weaver sideband case, setting ¢] =
sz and ¢3 = ¢4 is required in order to eliminate the time

varying sinusocids. Hence

— — — A 3 o
L) = a(r)oos{s = ¢1*ey) — al(¥)sinly ~¢; *¢,) (2.42)

If, in addition, 07 T bp7 We obtain
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r;(£) = a(t)cosg - 'S(t)sinq)c (2.43)

In this case, the errors introduced by each
oscillator cancel. These errors are not necessarily static
in that a frequency error may have to be included. This
implies that the effect of a frequency misalignment of the
two receiver oscillators would be reduced if they were both
misaligned in the same wvaye. However, 1if the first
oscillator freguencyU% was greater than the corresponding
transmitter oscillator while the second oscillatcr frequency
W was lowver than the corresponding transmitter oscillator,
or vice versa, then the frequency error would be increased,

and not decreased.

The primary disadvantage of the Weaver demodulatcr
is the <complexity of the implementation. Two receiver
frequency sources are needed, as well as four multipliers
and a sumper. Phase matching of the two channels 1is once
again a problenm. While the upper Weaver sideband
demcdulator shows an error cancellation behaviour, the
problem of frequency misalignment becomes crucial. Use of a
central freguency reference could alleviate this. Any drift
in the central reference would result in a drift in the sanme
direction of both oscillators. The cancellation effect of

the demodulatcr wcould then reduce the overall freguency
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2LT0r .

As a final comment, it should be noted that a Weaver
modulator signal could also be demodulated coherently in one
step if the carrier frequency is properly chosen. For a
lower Weaver sideband, this means usinguk + w_ while for an

m

upper Weaver sideband, we ™ Wy must be used. Ccnversely, a
conventional SSB signal <could be demodulated wusing the
Weaver method if the receiver frequencies are correctly

chosen.

Consider now an SSB system with noise present. We
assume that the noise 1is additive white Gaussian noise
(AWNGN) of zero mean and tvwo sided spectral density NO/Z. A
lower sideband SSB signal of bandwidth W Hz extends frcnm
mC-ZwW to“% rad/S. Since the signal tandwidth, and hence
the noise bandwidth is small compared to the <carrier
frequency, the narrowband representation [22] of the input

noise process n{(t) may be used. That is, the input noise is

of the forn

n(t) = n](t)cos(wc-nﬂ)t+n2(t)sin(u5-wﬂ)t (2.44)
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where n](t) and nz(t) are independent AWGN processes of zero
mean and two - sided spectral density N0/2, anduk - oW is the
centre frequency of the input signal and of the input

bandpass filter used to limit the input noise.

After ccherent demodulation with cosukt and sinmct
the noise rrocesses in the inphase and quadrature channels

are, respectively,

i

nI(t) 2, (t)coant-nz(t)sinnWt (2.45)

]

nQ(t} n (t)sinth+n2(t)coant (2.46)

Both nI(t) and n(ﬂt) are AWGN processes of zero mean
2

and variance ¢ <= 2(§ﬂ{2)w=ﬁoi since the noise is bandlimited
to W Hz. The autocorrelation function of the inphase noise

is defined as [23].

EnI (1) = E[nI (t) nI (t+71) ] (2.47)

where E[.] denotes the expectation over time. Substituting

for nI(t) and nI(t+1) gives
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Rn {(t) = E[n](t)q1(tﬁ)c09n Wt cos oW {t+ 1)
I

+

n, () n, {(t+ 7)sinqg¥t sinnaW (t+1)

n](t)nz(t+T)c05nﬁt sinwW(t+1) {2.48)
- nz(t)nl}t+r)sin1ﬁt cost¥W (t+1) ]
= E[n (t)n (t+r) ] E[cosmHt cosm (t+1) ]
+ E[ n, (t) n, (t+ 1) JE{sinm Wt sinm (t+1) ]
- E[n](t)nz(t+t)ﬂ E[cosnWt cosmW(t+t)] (2.49)
- E[nz(t)n1(t+r)]E[sin1ﬁt costW (t+1) ]

Since nl {(t) and n2 (t) are independent Gaussian
processes, the expectations involving products of n] (t) and
nz(t) are always zero. Alsc the expectations in n](t) only
and nz(t) only are recognized as the autocorrelations of

91 (t) and n 2(t). Hence ve may simplify (2.49) to obtain
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R {t) = R {t) E{costNt cosqW(t+1) ]
Ny N

+ (1) E[sindt sinmW (t+1) ] (2.50)
2

where Eh { ) and Rn (t) are the autococrrelations of n](t)
1 2
and nz(t) respectively. These two autoccorrelations are in

fact equal since n_ (t) and nz(t) are processes of the sanme

1
type. Thus we bave

B ft) = R (¢)[E[costWt cosnW (t+T)
nI n]

+ sinr Wt sinqW (t+ 1) ])] (2.51)

Expanding the angles and performing the indicated

expectations, we get

RnI(T) = Bh] (t) cosqit (2.52)

Now, o (t) is AWGN bandlimited to W Hz, 1its

autocorrelation is therefore given by {19]

=

= 0 g
Rn] ) = 5t sinmWc (2.53)
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Substituting this into (2.52) gives

2
= _O :
BnI {(t) = gy Siny Wrcos qW T {(2.55)
02 :
m}- sin2 ¥t (2- 56)

Computation of the autocorrelation of the guadrature

noise nQ(t) yields the same result.

We shall now calculate the cross-correlatior of the

inphase and guadrature noise,

Rnlnq&) = E{nI(t)nQ(uT)] (2.57)
Sukstituting once again for nI (t) and nQ (t+t) , we
have
R (1) = E[nl (t)q1(t+r)cosnwt sinp W {t+r) ]

nInQ

- Ef n2 (t) @nz {(t+ 1) sin Wt costW (t+1) ]
+ E[ n] (t) n2 (t+1)cosqaWt cosqW (t+7) ]

= E{n,(t)n, (t+ 1) sin Wt sinnW(t+1)]

(2.58)
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= E{n] (t)n ](t+r) JE{cos it sinnW (t+1) ]
- E[n2 (t)nz(t+ 1) JE[sinnWt cosaW(t+ 1) ]
+ E[n] (t)-nz(t+ ) JE[cosnWt costW (t+ 1) ]
- E{nz {t)n ](tﬁ) JE[(sinnWt sinnW(t+r) ] (2.59)
Once again the first two noise expectations are the

autocorrelations of n](t) and nz(t) and the last two are

zero because n.‘ {t) and n 5 (t) are independent. Also, R n (™)

1
= R (1, and soc (2.59) simplifies to

"2
R (1) = RB_ (t) {E[cosnWt sinp W (t+r) ]
n.n n
I'Q 1
-~ E[sim Wt cosqW (t+ 1) 1} (2. 60)
Expanding the angles and performing the expectations
gives

R (1) =R (c)sinp W< (2.61)
ning ny

Substituting for Rn (1) from (2.54) gives
1

2

- O ;
RnInQ&) = sSin2gW 1 (2.62)
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= _G__.%.. (1-cos 2qWT): (2.63)

This cross—-correlation is plotted in Fig. 2.8 along with the
autocorrelation (2.56). We see that successive samples of
the inphase (or quadrature) noise are independent if the
noise is sampled at the Nyquist frequency 2W. As for the
autocorrelation, we see that samples taken from the ingphase
and quadrature channels at the Nyquist rate are correlated
if the offset between the two sampling instants is an odd
nultiple of the sampling period. When +the channels are
sampled at the same time (1=0), the two noises are

uncorrelated.

A double sideband signal +transmitting the same
signal requires a bandwidth of 2W Hz. For the DSB signal,
the noise <centre fregquency and the carrier are the sanme.

The narrowkand noise at the receiver ingput would then be
= ] ] : + -
I:DSB(t) 0 (t)COSmCt+n2 (t)SIBQk‘ (2.64)
where ni (t) and né (t) are independent AWGN processes of
zero mBean and spectral density NO /2 W/Hz. Coherent

demodulation gives

ni:._ (t) = n]' (t) {2.65)
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nQ'(t) = n2'(t) (2.66)

as the inphase and gquadrature nocise procasses. The

corresponding autccorrelations are

Rp (9 =R, (9

I "q
o’ 2 2.67
= sin2qW .
2t mr (2.60
which are the =same as for the SSB noise. By contrast, the

cross-correlaticn of the DSB inphase and quadrature noise is
zero for all wvalues of 1 since n]I {t) and n; (t) are
independent. The unusual crocss-correlation of the SSB noise
is a conseguence of the noise centre frequency not having

the same value as the signal carrier frequency.

Several methods of modulating and demodulating an
SSB signal were considered. It was =shown that no matter
what modulation mathod was used, generation of +the SSB
signal is much easier when no 1low frequency energy is
present in the baseband signal. Thus the baseband signal
should be fprocessed to remove the low fregquency components

before modulaticn.
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It was also shown that from the point of view of
complexity, the filter or Hartley modulators should be us=d
while coherent detection should be used in the receiver to

demodulate the signal.

The autocorrelation and cross-correlation of the
inphase and gquadrature noise in the SSB receiver were
derived. Since the cross-correlaticn is «significantly
different - from the cross-correlation of noise in a DSB
syst2m, care should be exercised when both the inphase and

quadrature chanrels of an SSB receiver are sampled.
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CHAPTER 3. DIGITAL SSB TRANSMISSION

3.1 Introductiocn

In this chapter we shall discuss the implications of
SSB for digital communication. To make the task of sideband
isolation easier, we shall need to shape the spectrum of the
data signal through the use of partial response encoding.
The consequences of this shaping will be presented and the
performance o¢f the resulting system 1in a Gaussian noise
environment will be analyzed. The possibility of extracting
the data sequence from the quadrature channel will te
discussed and a novel methocd of demodulating an SSB data

signal will be presented.

3.2 Partial Response Signalling

Partial response signalling is a technique wherety
it is possible to signal at a rate of 1/T symbols/S through
a bandwidth 1/2T Hz using realizable and perturbation
tolerant filters, The partial response ccncept was
originally introduced by Lender [24] and then extended by

Kretzmer [25]. It may be viewed either as a coding
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operation or as a filtering operation. A comprehensive

performance comparison of various partial response codes is
contained in [2€]. The technique has fcund application in a
variety of transmission systems ranging from baseband to

microwave [27] - [29].

In pulse—amplitude modulation (PAM) systems [30], it
is undesirable to have intersymbol interference (ISI)
present as this leads inevitably to performance degradations
and PAM systems are designed to minimize the amount of ISI
present. In partial response (PR) systems, this ISI is
introduced intentionally with the ratiocnale that if the ISI
is known, it can be much more easily controlled. Additional
benefits such as signal spectrum shaping and a decreased
sensitivity to symbol timing errors also result. These
benefits are ottained at the cost of a slight SNR penalty in
the receiver.

A partial response symbol a is obtained from a

k
superposition of the N previous input symbols ck. That is
N-1
a, = z f_ ¢ (3.1)
k n___o n k-n

where the fn are the weighting coefficients of the nth

delay. The ccde may also be characterized by the systenm
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polynomial F (D) where
N-1

£(0) = ¢ f0" (3.2)
n=0

where D is the unit delay operator. The frequency response
of the encoder 1is then
N-1

Flo) = 2 fne'anT Yo (3.3)
n:

where T is the symbol period. If the encoder is followed by
a filter G( w) 1restricting the signal to the Nyquist

bandwidth 1/2T with

!
3

Glw) = T lo| < 7/7T (3.14)

0 elsewhere

i

then the overall encoder/filter combination of Fig. 3.1 has

a frequency response of

N-1 .
Hw) = T ZO fne—JmnT lw| < n/T (3.5)
n:

=0 elsewhere

and an impulse response of
N-1
h(t) = £ f_sinn(t-nT)/T
n=0 " T r(t-nT)/T (3.6)
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By varying the weighting cocefficients [fn} different
pulse shapes and frequency characteristics can be obtained.
The number of cutput levels 1is no longer the same as the
number of input levels but 1is also a function of the
weighting coefficients. Table 3.1 illustrates the frequency
response of several partial response codes. The
corresponding impulse responses as well as +the Hilbert
Transforms of the imﬁﬁlse responses are shown 1in Table 3.2

{see Appendix A for details of the pertinent derivations).

It can be seen from Table 3.1 that the 1+D or Class
1 pulse is unsuitable for SSB applications because it
concentrates the signal enerqgy in the neighbourhood of DC.
The 1-D pulse bas the DC null required for easy sideband
isolation but cannot be used in the minimum bandwidth (i.-e.
it cannot be bandlimited to the Nyquist bandwidth) because
of the discontinnity at , =4 /T. The remaining pulses are
all suitable for use in an SSB system due to their spectral
shapes. However, the 1-D-D2+D3, 1+D-D2-D3 and 1-2D2+D*
polynomials all produce 4L-3 output levels for an L level
input while the 1-D2 code produces only 2L-1 levels. Since
the susceptibility of the receiver to make errors is greater
when the naumber of levels it must distinguish between
increases, the 1-D2 code will perform better than the other

three., Thus we select the 1-D2 or Class 4 code as the cods



SYSTEM NUMBER OF FREQUENCY
POLYNOMIAL OUTPUT LEVELS RESPONSE |H (w) ]
1 + D 2L - 1 2TcoswT/2 l“/-r
1 - D 2L ~ 1 j2TsinwT/2 Y
2 i . \

l1 - D 2L - 1 J2TsinwT |

1 -D - 4L - 3 ~4TsinwTsinwT A
2

1 +D - 4L - 3 j4TcoswTsinwT A
2

1 - 2D2 4L -~ 3 —4Tsin2wT LL

TABLE 3.1 CHARACTERISTICS OF SEVERAL MINIMUM

BANDWIDTH PARTIAL
RESPONSE SYSTEMS

Zs



SYSTEM NUMBER OF IMPULSE HILBERT TRANSFORM

POLYNOMIAL OUTPUT LEVELS RESPONSE OF IMPULSE RESPONSE
1 +D 2L - 1 47 cosmt/T 4T 2t-Tsinmt/T
T op2ogi? T 4tlop
1 ~D 2L - 1 8T tcosat/T 4T 2tsinmt/T-T
T gelon? T 4e2oq?
1 - D2 2L - 1 2_22 sinnt/T —2T2 l+cosnt/T
il t2_T2 T t2—T2
1 -p - p% + p? 4L - 3 167° (at?-37%) cosnt/T 167° art+ (4t-37%)sinnt/T
m (at-12) (at?-91%) T (at%-7%) (at’-97%)
1 + D -~ D2 - D3 41, - 3 --64T3 tcosnt/T , 16T2, 3T2—4t2-—4Ttsin1rt/T
2
T (at?-1?) (at-or?) " (at?-1?) (at?-91?)
1 - 2D2 + D4 41, - 3 8T3 sinmt/T 8T3 l-cosnt/T
T p(t?-ar?) T e(t?-ar?)
TABLE 3.2 IMPULSE RESPONSES OF SEVERAL MINIMUM

BANDWIDTH PARTIAL RESPONSE SYSTEMS AND
THEIR HILBERT TRANSFORMS

€S
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which provides the reguirasd spectral shape with the mipimum

number of output levels.

3.2.1 The Class 4 Partial Response Code

We shall noy consider the Class 4 (PR4) pulse in more

detail. The imfpulse response of the system is

2 .
h(t) = 21, SLS"ZT (3.7

and the Hilbert Transform of this pulse is

A _ 2T 1+cosnt/T
h(t) = - 5 212 (3.8

These two rulses are plotted in Fig. 3.2.

The output of a mwminimum bandwidth PRY4 encoder is

then

i
™

a (t) ¢y h (£-1T) (3.9)

while its Hilbert Transfcrm is

A
2(t) = * g h(t-nT) (3. 10)
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A
where h(t) and h(t) are defined by (3.7) and (3.8 and the

{ﬁr} are L level equally likely input symbols

+

1, i'3' - e 2y t (L"")-

The operation o¢f the non-minimum bandwidth Class 4
encoder in the frequency domain is shown in Fig. 3.3. The
encoder input consists of a sequence of rectangular binary
pulses normalized to unit power and unit symbol ©period
(T=1). According to Nyguist, this signal could be
transmitted in a Lkandwidth equal to half of the data rate (£
= 0.5). This would require a filter with an infinitely
Steep <cutoff. Also, the spectral densi*y attains 1its
maximum value at DC which would require another steep cutoff
filter for sideband isolation in order %o utilize SSB

modulation for transmission of the data.

The encoded spectrum, however, has nulls at DC and
at the Nyguist tandwidth. Thus the signal can be limited to
the minimum bandwidth through use of a filter of only mcdest
rciloff. The same is true of the sideband isolation filter.
The net effect of the encoding operaticn is +tc introduce a
correlation betwes2n output symbols which concentrates +the

signal energy in a region around £ = 0.25 rather than at DC.

Sappling the minimum bandwidth encoder ocutput (3.9)



a{kT) = Cr+1 = € k-1 (3.11)

For uniformly distributed input symbols {1, the
output leval distribution is no longer uniform but

triangular with a rrobability distribution

Bla,=2m] = (L -|m /L2 (3. 12)
for m = 1, %2, ..., * (L-1) vhere P{.] denotes the
probability cf the quantity contained within +the brackets.

Such an L level baseband system operating in a bandwidth W

Hz sends data at a rate [30].

The pandwidth efficiency n is the ratio of data rate

to bandwidth or

3
1]
=|>0

2 logzL (3. 14)
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A tkinary input system (L=2) would have an efficiency
of 2 bits/SyHz while a 4 1level system would have an
efficiency of 4 bits/S/Hz. These correspond to 3 and 7
levels at the cutput of the encoder. Since an SSB signal
occupies the same bandwidth as the baseband signal, +he RF
efficiency is also given by (3.14). In our study, ve shall
be concerned primarily with the L=2 and L=4 cases.

If we sample the Hilbert Transfcrm pulse of (3.8) at

t=kT, we have

A
h (kKT)

]
|
&
w
]

0, k odd (3.15)

=0 otherwise

This suggests that the Hilbert Transfcrm of the
partial response encoded data signal can be implemented in a
fashion somewhat similar to the generalized partial response
encoder of Fig. 3.1, using a delay 1line structure followed
by a filter 1limiting the spectrum to the Nyquist bandwidth
as shown in Fig. 3.4. The 1individual top weights are the
sanpled quadrature impulse response values %k = %(kT). In a
strict sense, the quadrature pulse is not realizable as amn

infinite number c¢f delays must be used to synthesize the
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waveform exactly. However, since the pulse decays as 1/t2,
a reasonable approximaticn can be obtained with a finite
number of delays. Had +the 1-2D2 + D% code been used
instead, even fewer delays would be necessary as this pulse
decays as 1/t3. An ordinary bandlimited PA¥ pulse decays as
1/t so that a very large number of delays would be required
for a reasonable sideband rejection. Th2 gquadrature shaping
would be wused in conjunction with a Hartley modulator as

shown in Fig. 3.5.

Up to this point, generation of the partial resgonse
signal in baseband only has been considered. Since the
encoding is a filtering operation, it may be done at RF as
weall. Although design of the filter would be much more
difficult, there are instances where such an approach has
been used to byrass non—linear amplifiers [29]. A possible

implementation using this approach is shown in Fig, 3.6.

3.2.2 SSB-PR4 Eye Diagram and Signal Stace
A useful concept in the study of digital
transmissicn systems is the eye diagram [28]. The eye

diagram is obtained by triggering an oscilloscope at the
symbol rat= 1/T. What appears on the screen 1is a

superposition of a largs number of pulses. From this
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diagram, certain important parameters can be ob*ained. The
system's sensitivity to noise can be determined from +the
vertical height or eye opening; the optimum sawmpling point
occurs when the ey= opening is at its maximum. The ortimunm
receiver decision threshold may be determined and the
sensitivity of the system to timing error can be seen frcm

the slope c¢f the eye boundary at the sampling instant.

Figs. 3.7 and 3.8 are the eye diagrams correspcnding
to the output of a minimum bandwidth PR4 encoder for binary
and four level inputs. W®He see that the eye opening is
maximized if the signal is sampled at the nominal sampling
instant t=kT. The multilevel ocutput of the encoder is very
well illustrated as is thes non-uniform distribution of the
output levels. A close examination of the +transitions in
the eye diagram reveals that «certain output seguences are
nct present. Several transitions are not allowed in the PRY
output seguences so that if these sequences are detected at
the receiver, it 1is known that an error has occured. This
permits receiver error rate monitoring [32] and, to 2

limited extent, receiver error connectiocn [27].

Another useful concept in digital communicatiorns
systams is *hat of the signal space [33]. This is simply a

plot of the locus of the inphase and guadrature compcnents
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of the transmitted signal for all possible data seguences.
For a binary input PRY4 signal, the inphase ccmponent has
three possible values: 0, t2. The quadrature compohent is
not as easily derived. However, sampling (3.10) at t = kT

and making use cf (3.15), we have

A _4 4 z c
a(kT) = ¢ =7 1 even —%ﬂn
m -1
4 4 T |
TT kT L Ske2e ” Ck-2e (3.16)
4021

Since this expression depends on an infinite number cf
symbols, evaluation of all values of a(kT) 1is not possible.

However, it 1is —rossible to develop a bound for this

r + . =3 i = = = -1
gquadrature comfpcanent Setting ck +1 and ck+2€ cl@QZ
for £ # 0 we have
3 (kT) ¢ 1420 "’2“'] (3-17)
a(KT) ¢ 21 42%-1 -

L
™
=8
m
where we have used the fact +tha*t the series converges

uniformly to 172 ([34]). If vwe next set ¢, = -1 and ¢

c = +1 we obtain
k=22 :
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[+l

2(kT) 3 4 <1 + 22—%——) (3.18)
m £=1 4£=-1
= 8
T
Thus we have [3(kT)|$ 8/m.
The corresponding signal space 1is plotted in Fig.
3.9. The gquadrature component is shown as having a

continuous value ranging
remembered that the quadrature

of an infinite number

values.

3.3 Partial Response Decoding

Equation (3.11)

recovery c¢f the original L

received partial response

a value for c
k-1
the current received

bol
symbol a,

« This is known as

k+1
isplementation of such

symbol ¢
and the

3.10. An L level decision is

periods and then added *o the

which point another

from -8/n7 to 8/ 7 but

of discrete points

suggests
level data
encoded symbols.

has been decided,

decision is made,

it should be

component actually consists

between these

a direct method for

sequence from the
We see that if
then it may be added to
to yield the original L-ary
"decision feedback decoding®
a

decoder is shcwn in Fig.

made, delayed Lty 2 symbol

current received symbol at

The disadvantage of



Input
PR
Symbols

Figure 3.

Precoded
PR

Symbols

-

Decoded

L-Level Slicer

2T

™ pata

10 Decision Feedback Partial Response Decoder

_,.JJJJ’._____..

Modulo L
Mapper

2L-1 Level Slicer

Decoded
Data

Figure 3.11 Precoded Symbol Partial Response Decoder

69



70

this decoder is that once an error 1is made, subsequent

decisions are likely to be in error as well.

Lender [24] devisaed a method for eliminating this
error propagation effect by precoding the input sequence

{c k } according to the rule

bk = Ck + bk_z I3 mod L (3.19)

The transmitted PR symbol is then

ak = bk"'] - bk_] (3-20)

For binary inputs, L = 2 and the precoding operaticn
is a modulo 2 addition. If ¢ = -1 then b, = b, _, so that
a . will always be zero. Alternatively, if Cy = 1, then hk
is the reverse of b , and a2 ¢ will be + 2. Therefore,

decoding can be accomplisha2d according to the rule

1+
N

(3.21)

Ck +1 if a1 =

A binary version of this deccder can easily be



71

implemented by means of a full-wave rectifier £g¢llowved by a
threshold detector. For an L 1level input signal, the
received symbols are decoded modulc L to recover the
original sequence f{c k}+ The received symbols are sliced to
one of 2L-1 1levels and then mapped into the original

sequence as shgwn 1in Fig. 3.11.

Maximum-likelihood seguence (MLS) éecoding can also
be used to dzcode PR codes [35]. These decoders utilize the
Viterbi Algorithm {36] for the decoding process and can
perform much better than the +two simple decoders which have
just been ocutlined as they examine a received sequence of
symbols 1in order to make a decision rather than raking
decisions on a symbol by symbol basis. This improved
performance 1is ottained at the expense of a significant

increase in circuit complexity.

3.3.1 Performance in Gaussian Noise

We shall now analyze the performance of the precodad

and decision feedback decoders in Gaussian noise.

The inphase output of a perfectly synchronized SSB

demodulator is
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rp(t) = a(t) + np (%) (2.22)

where
By (t) = n;(t)cos /2T + nz(t) singt/2T {3.23)

is AWGN of zero mean and variance ¢ 2 and a(t) is defined by

(3.9). Sampling this output at t = kT gives

r(kT) = R, + 1, (3.24)
where
R, = a(kT) (3.25)
n, & n (k7) (2.26)
K -9

From (3.11), we have

R.=c¢ - C (3.27)

with ¢ = +d, +3d, ..., *{L-1)4d

Since the ¢ are 1in odd increments of 4, the

k

received PR symbol RI = ck+] - ﬁoJ will always be an esven
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mualtiple of 4,
RI =2rd, n = 0, 21, +2, <ea, £(L-1) {3.28)

We shall first consider the precoded receiver.
Let*ing ) K =r I(kT) denote the decision device input, the
decision bcundaries for a correct decision for the received

syabol R I are

(m-1d < ) < (2¢1)d (3.29)

for all received symbols except the ocuter levels (lml #
1-1). Therefore, the probability of error for any of the

inner levels is

n

PLE[R; = 2md, |m] £L-1] =1 - P[(2m-1)d <1, < (2m+1)d]

1 - P[-d <n <d] (3.30)

where P[{.] denotes the probability of .. Since the noise is

AWGN of zero mean and variance g2, we have

d
2
P[-d <ny <d] =u/, 1 exp 327- dZ (3.31)
-d /21 20
=1-20 (9 (3.32)

where Q{x) is a normalized fcrm of the complementary error
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function defined by

0 2

A 1 Z
2 - d 3.33
ORI (3.33)

Thus, we have after substitution,

PLEIR, = 2nd, [m| # L-11 = 20 (D) (3.34)

For the outer 1levels, the decision regions are

different. An incorrect decision is made for RI = 2(L-1)4d
if
M < 2(L-1)d-d = (2L-3)4d (3.35)
so that
BIE |R | = 2{(L-1)d] = P N < (2L-3)4 ]
= P[nk < -d]
= Q(g-) (3.386)
Similariy for R = -2(L-1)d, an error occurs wh=n

I
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A, T-2(L-1)d+d = -(2L-3)a (3.37)

Hence

PE | B = -2(L-1d] = B[\ k>-(2L—3)d]

= P(n,> 4]
= d .
o (4 (3.38)

The average probability of error is then

L-1

F[E] = Z Pl[E|R7=2md JP[R = 2md 3.39
() = % [PUE|R=20d1p[H = 2nd] (3.39)

The second probability in the summation is the
probability density of the PR4 encoder output levels and is
given by (3.12). Substituting for this gquantity and

performing the summation, we obtain

d
pe] =2 (0 -1 30 (3) {3.40)
L2
as the expression for the average error rate at the ocutput
of the slicer. Hovwever, this is not the error rate for the

entire decoder as the modulo L mapper has yet to te
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considered. Ccnsider a binary input system where R 1 = -2d
is transmittsd. Suppose that the noise 1is such that the
symbol is sliced as +2d. This symbol is incorrect at the
slicer output but would be corractly decoded by the mod 2

mapper. The prcbability of this event occuring is

+ >d =— = > »
P[RI B | RI 24] P[nk 3d4] (3.41)
- o (3d
Q (G
Similarly, R = 2d may be sliced as =24 and then

I
correctly mapped into the original binary symbol. The errcr

rate at the output of the mod 2 mabper is then

PLE] = 30
2

aja

— = - = =L 1.
) P[RI+nk }d[RI 2d ]P{RI 24] (3.42)
-P[RI+nk<-d[RI =2d]P(EI= 2d]

= 30(9) -1/2089)
"2' g g

The correction term due to this level <coalescion

affect is very small when ccmpared to the error rate at the

slicer output. We concluds that +this effect may be ignored

when Gaussian ngise 1s the only form of interference

present. A similar analysis for an L level signal would



77

yield a comparakle result.

In Appendix B, the parameter d/¢ is derived for the
two spectral shaping mcdels. We find that the ratio d/o
depends on how the partial response shaping is split be<vween
the transmitter and receive filters, When all of the signal

shaping is done at the transmitter, we have

P (12

d . <_;i___ £ ) (3-43)
o 2(L%-1) P

Wwhere PC /PN is +the received ({channel) SNR. When the
spectrum shaping 1is split equally between the *ransmitter

and the receiver, we have

p 1/2
9=1<23 P_C) (3. 44)
AR N

The two models for the spectrum shaping split are shcwn in

Fig. 3. 12.

For L-level PAM operating in the minimum bandwidth

with no spectrum shaping, the average error rate is [30].

PLE] = 2(0-1)2Q (

ala

(3.45)

™l

Wwith
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d _(_3 EQ 1/2
(o) - 2 P (3:“6)

In Fig. 3.13 we have presented a dgrarhical
comparison of +the error rate performance of a binary PAM
system, a binary input PR4 system with split shaping, and
the same PRY4 system but with full transmitter shaping. The
split shaping PR4 system requires 2.1 dB more SNR than the
uncoded binary system while the full transmitter shaped PR4
signal needs 3 dB more than the binary PAM system. This
extra SNR is required because the receiver must distinguish

betvween 3 levels rather than 2.

Frcm (3.40) and (3.43), doubtling +the bandwidth
afficiency of the PRY4 system by using a 4 level input signal
instead of a binary input signal requires an additional 7 dB
SNE for the same error rate. Combined with a 3 dB loss due
to full transmitter shaping, this means that a 4 level input
PR4 encoded system with full transmitter shaping requires 10
dB more SNR than a binary PAM system for the same error

rate.

We shall now turn cur attenticn to the error rate
performance of the decision feedback decodzr. Tha sampled

received signal at t = kT is
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rI(kT) = ck+]-ck_]+nk (3.47)

The slicer input signal is

= + o o U4
A I, (kT) 1 (3.48)
vhere 6k 1 is the estimate of the symbol ¢ el We may
rewrite (3.48) as
= + + 3.49
SRS R B (3-49)
where AkJI 4 E -C represents an errcr propagation term.
k=1 “k-1

Whan the previous decision is correct, this term 1is zero.
The error propagation effect makes an exact analysis of the
decoder performance very difficult. However, a lower Lkound
is readily obtained by assuming that all previous decisions

are correct i.e.Ak 1 =0. Thus we hava

K c K+ + n K ({3.50)

We now have an L level slicer with decision
boundaries set at 0, 24, #44, ..., *(L-2)d. As for the
precoded receiver, the probability of error for an ianer
level (c|?7 +({L-1)d) is 2¢({ g. )y and for an outer level

(c.x=t(L-1)4d), Q(Q_). The average ¢procbability of error
o
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with no error proragation is [26]

e =2 (1 Dad (3.51)

This is the probability of error for a PA¥ system with dfp
changed to that of a PR4 system. Once again, this parameter

depends on the shaping split.

An upper Lkound on the performance of a decision

feedback equalizer with N feedback inputs is developed in

{37]. This bound, extendad to include L-ary input symbols

[26] is
N p
L | (3.52)
P S ——
e LP N :
U -L-'_'-TeL(L -1) +1
where Pe is the error rate with no error propagaticn and
L

is given by (3.51). For a PR4 decoder, N = 1, and so (3.52)

reduces to
: L PeL
& T TP I (3.53)
&

P

Thus the error rates is increased by at most a factor

of L due tc error propagation. The two decoders presented



MODEL 1 MODEL 2

SPLIT SHAPING

FULL TRANSMITTER SHAPING

PRECODED DECISION FEEDBACK PRECODED DECISION FEEDBACK
SNR
DEGRADATION 2.3 2.1 3.2 3.0 - 3.3
(dB) (LOWER BOUND)

TABLE 3.3 SNR DEGRADATION (dB) OVER PAM AT
5

P = 10" ° FOR PR4 ENCODED BINARY

SYMBOLS

€8
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here are ~compared in Table 3.3 A more comprehensive

ccmparison of the cther PR codes is found in [267.

3.4 The guadrature Channel

Single sideband modulation differs from cther foras
of mecdulation. in that the same signal is used to produce
both the inphase (I) and gquadrature (Q) components of the
modulated signal. Consequently, it 1is possible to derive
the origipal data sequence from either the I cr Q
demodulator output. The Q output of a coherent demodulator

with no receiver phase error is
el
rq(t) = a(t) + nq(t) (3.54)

with g(t) given by (3.10) and =n Q(t) given by (2.u46).

Sampling this signal at t =kT gives

r\‘Q(kT) =?L:_ck + Zk + nk {3.55)
where
T S
S S A ) (3-56)
4021

and
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A
n K= nQ (kT) (3.57)

The 2 , term 1is an intersymbol interference term
resulting from the overlapping of tails and heads from other
Hilbert transform pulses. For binary inputs (c K =+d), the
receiver sets € K’ the receiver estimate of Cp ¢ to + d
if T g(kT) > 0 and sets?, = -d if r Q kT) < 0. The tuo

possible error events are defined by

44 + Zy *tn k< 0 for ¢ K = +d

=5

i
|
[}

f%g + Z k + nk >0 for ¢ K

The probability of these two error events are,

respectively,
PLE| 2, cp=d] = Q[ ( 4442 )) /0] (3.58)
it
PfElzk: Ck ==d] = Q[ (44 ‘Zk)/o] (3.59)
™

so that the average probability of error conditioned on the

F[E lzk] = P[E ]zk,c k=d]P[ck=d]
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+ P[E]Zk 'C = -d]P[ck=—d]

h

17200 (4d+Z) /6] + 1/2 QL (4d-3 ) /0]  (3.60)
™ m

where we have assumed that both error events are equally

likely.

A lower bound is obtained by setting 2 K 0, so

that

P[E] > (4 4d (3.61)
T G

which is 2.1 dB better than the inphase <channel with

precoding. An upper bound is obtained by setting c =

k+24
ck-Z@ = -d in (3.56) so that the ISI has the maximum value
Zy - -5 -déd
“max T 2=1 4£°-1
. Ad (3.62)
T
Subkstituting this maximum value into (3.60) gives an
upper bound of Q(0) = 12 for the error rate, Actual

performance 1s between these +two bounds, and computer
simulation was used to measure the real error rate

performance of the «channel. The simulation results are
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shown in Fig. 3.14, Clearly the large amount of SHR
degradation over <this inphase channel makes direct use of

the Q channel undesirable.

Tc reduce +the ISI and decrease the error rats, an
2qualizer, shcwn 1in Fig. 3.15 was developed. I%t 1is a
feedforward-feedback [38] structure in which previous
decisions are fed back and future samples are fed forward in
order to cancel +he tails and heads of the interfering

pulses. The decision device input is

NF
Ak =r (kT) + £ g r ((k+22)T) (3.63)
Q =1 "2¢ Q
NR ~
*ot%-2m Sk-2m

where the {92k } are the equalizer tap weights and NF and NR
are the number of equalizer feedforward and feedback tars
respectively. Simulation results showthat the best
performance is obtained for 2 forward and 2 <reverse tars

vith the fcllowing values:

g,= 1/15

g2~= 1/3
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473 w

Q
H

g = 4,715 7

These values are obtained from the quadrature pulse samples.
The performance of this receiver is shown in Fig. 3.14.
Although a sigrificant improvement was obtainesd over the
unequalized Q channel, the performance was still several 4B

worse than the inphase channel.

Attenticn was then turned to the possibility of
combining <+he I and Q channels since the same data 1is
present in both channels., Sampling the inphase output at t

= (k=1) T gives
Lq (k-1 T) = ¢ Kk = € k-2 + ng ((k=-1) T) (3.54)
wvhile sampling the gquadrature output at t = kT gives

= - 5

rQ(kT) ?uck'rz C nQ(kT) (3.65)

A ra2ceiver combining both channels is shown in Fig.

3.16. The Q signal is equalized as just outlined and then
added to the output of a d=cision feedback equalizer for the

inphase channel. A decision 1is made based on the sum of the



ro((k+4)T) rq(kT)
2T | 2T

g, 9, 1
y
1 Binary 9g_, 9.,
Slicer
e ((k-1)T)

— 2T 2T

n, n n

Ck Ck-2 Cy-u
Y

Figure 3.16 Receiver Using Inphase and Quadrature Information

L6
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unguantized egqualizer outputs. Since the desired signal
component ¢, is ncw multiplied by the factor (1+4) a better
performance should be obtained. However, this"is not the
cas2. As the quadrature noise is the Hilbert +transform of
the inphase noise, the noise sanmples nI {(kT) and n I((k—!)’l‘)

ar no longer independent. Setting W = 1/2T in (2.63) gives

the noise cross-correlation as

R, (9 = Too (1;co‘slf-§|; (3.66)
I'Q Tt
For our case t = I, so that
R (T) = 202 (3.67)
nInQ -

Thus the two noise samples are correlated., Furthermore, the
inphase noise sample and the feedforward tap signal samples
rQ {((k+2)T) and r Q((k+u)r) would alsc be correlated. The
implication of this result is that while the desired signal
component 1s increased through the processing of the

receiver, the ncise component is also increased.

The performance of the receiver of Fig. 3.16 is
shown in Fig. 3.17. Also shown 1is the simulated error rate
performance of an ordinary decision feedtack deccder

operating on the I component only. There is no significant
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difference betw2en the twc receivers due to +he noise
cross—correlaticn just outlined. Thus we <conclude <that
while the modulating data sequence can be obtained fron
either the I or the ¢ <channel, any attempt to combine the
two channels will not result 1in a significant improvement

over the inphase channel alone.

3.5 Heaver Demcdulation

The I and ¢ outputs of the first stage of a Weaver

demodulatcr are, respectively

Xx(t) = a(t)cosy t + a(t)singt (3.68)

y(t) a(t)sinwmt - a(t)coswmt {3.69)
where an upper Weaver sideband input is assumed. If a (%)

is a PRY4 encoded data signal then wp= g /27T.

In the normal Weaver demodulation process, +these
signals would t= multipli=2d by cosnt/2T and sinq /2T and
then added as described in arn earlier chapter., Sampling and
gquantizaticn wculd +then follow. However, under certain
conditions, the signals x{(t) and y(t) may be sampled and

gquantized directly after the first stage of demodulation.
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X(t) 1s sampled at t = 2kT while y(t) is sanmpled at t =

+1)T, the sampler outputs are
X (2KkT) = a (2kT)coskm + 3(2kT)sin knm
= (--1)k a {3.70)
2k °
(2k+1)T) = a((2k+1) T) sin (2k+1) 1/2-2 ((2k+1) T) cos (2k+ 1) 7 /2
= (—‘l)k a (3.71)
2k+1 *

If the a vere binary symbols, then the data could

not be recovered directly due to the multiplicative factor

(-1 . Suppose, however, that the a K are precoded PRY

sym

bols. Since the recovery of the original binary data

from a precoded PRY4 seguence is done according to the rule

arm
The
dia

sho

= w4 jf a K= 0 and ¢ Kk = nin jif a K = +2d, we see that

factor (—1)k

has no effect on the decoding process and
data is recovered as usual. The binary outputs of each
would ke interleaved %to reconstruct the original signal.
complete demodulator 1is shown in Fig. 3.18 while the eye

gram of the output of one branch of the demcdulator is

wn in Fig. 3.19.

This demodulation method 13 somewhat similar +o an
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offset gquadrature partial response system (QPRS) rTec=iver
axcept for the (—1)k factors. digh performance carrier
phase tracking loops for such receivers are well known [39]
On the other hand, it may be difficult to obtain symbol
timing using this method, and the effects of symbol timing
error may becore important as the steep slope of the eye
diagram boundary indicates. Another disadvantage is that
this scheme wcrks only for binary input precoded PR4
symbols. Use <c¢f L level inputs may not be possible., For
these reasons, this methcd of demodulation will no*t be

considered further in this report.

I
[ ]
o

Conclusion

tn

The partial response signalling conce2pt was outlined
and the Class 4 partial response pulse was selected for our
systen tecause it satisfies the desired spectral
requirements with the least number of output levels. The
performance of this code 1in AWGN was analyzed, and the
possibility of wusing quadrature channel information fcr
decreasing the error rate was discussed. It was shown that
the performancs of a receiver using inphase charnel
information alone could not be improved by using gquadrature
information as well as due to the cross-correlation of the

noise in the twc channels. A novel method of demodulating a
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deaver SSB signal was presented but due to its inherent lack
of flexibility with respect to the type of signal that may
be used in the system, it was not <considered a viable
alternative to the standard SSB coherent demodulator.
Further investigation of this method wmay reveal ways of

circumventing the flexibility problen.
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CHAETER 4. CARRIER SYNCHRONIZATION

4.1 Introduction

The protlem of carrier frequency and phase reccvery
in a coherent receiver 1is crucial for satisfactory operation
of the receiver, The 1local reference must be strong and
noise-free, and must be able to track any variations in the
received <carrier phase so that the signal 1is correctly
demodulated and the [probability of error minimized.
Furthermore, the receiver reference signal coherance must be

independent of the data mcdulating the carrier.

Carrier rescovery in SSB systems 1is particularly
difficult due to the suppressed carrier nature of the
signal. In addition, since SSB may be viewed as a comtined
form of amplitude-phase modulation, the carrier phase is
modulated by the data. Unlike APK or PSK, this phase
modulation varies over a range of values which mus*t be
removed in order that the recovered carrier be useful for
demodulaticn. It 1is for this reason that 1linear tracking
loops such as the Costas locp [40] ave inadequate fcr SSB

applications.
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A simple soluticn tc the carrier recovery problem is
to transmit a pilot tone with the required carrier frequency
along with the SSB signal. A local oscillatcr would be
phaselocked to the output of a narrowband filter centered at
the carrier frequency. The lack of low fregquency compcnents
in the SSE-PR4 signal makes it ideal for the insertion of
such a pilot tone because there would be a minimum of
interference between the pilot and the data signal. Such a
tracking system 1is described in [41]. From *he point of
view of transmitter power utilization, a pilot tone systen
is wasteful in that power that could be used for
transmission of the data signal is instead used for pilot
transmissicn. In addition, use of a pilot would put a spike
in the tramnsmitter output spectrunm which may nct ke

permitted ty regulatory todies such as the FCC.

An alternative structure which has been used for a
variety of modulation schemes 1is the decision-diracted
carrier tracking loop (42]-[44]. The carrier frequency and
phase are derived from the data-bearing signal itself and no
pilot need be used, although the two methods may be combined
if desired [42]. Kcbayashi has developed a combined carrier
phase and symbcl +iming <recovery circuit for use in an
SSB-PR4 receiver [45]. The design of such locps 1is also

considered in [46].
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In the first part of +this chafpter, we shall examine
the effects of a steady state phase error on the error rate
performance of the receiver. Upper and lower bounds cn the
arror rate will be developed and ccmpared to simulatica
results. This will be done for both binary and 4 level
input signals. In the second part, a decision directed
SSB-PR4 carrier tracking system similar to Kobayashi's is
proposed and analyzed for binary input symbols. The
theoretical results obtained are compared with simulaticn to

verify the analysis.

4.2 Effects of Steady State Phase Errors

4.2.1 Error Rate Effects

The inphase output of a <coherent demodulator with a

steady state phase error ¢ |is
rI(t) = aft)cosy + 3(t)sin¢
+ n.ﬂt)cos¢ + nQ(t)sin¢ (4. 1

with a(t), a(t), R (t) and n (t) defined by (3.9), (3.10),

Q
(2.45) and (2.46) respectively. Letting
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N(t,¢ ) = nI(t)cos¢ + q)(t)sin¢ {4a2)
then
r; () = a(t)cos¢ + A(t)sin ¢+ N(t, o ) (4.3)
Since nI(t) and nQ(t) are AWGN processes of zero mean and

variance g2 = No /2T, N(t, ¢ ) is also a zero-mean AWGN

process of variance

of = EL¥(t,0)N(t,9) ] (4. 4)
= E((nltt)cos¢ + nQ(t)sin¢)2] {(4.5)
= cos2 ¢ E{n f(t)] + sin2y E[nQZ(t)]

+ 2 sin¢cos ¢ E{n(8)ng(¢) ] (4. 6)

The last expectation 1s zero since n I(t) and nQ(t) are

uncorrelated for zero time shift. Thus we have

= 2 (4’7)
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Samplin¢ the inphase output at t = kT gives us the

decision device input

Ak = BIcos¢ + RQsin¢ + nk (4. 8)
where
x&é T (kT) (4.9)
aIé a (kT) (4.10)
RQQ a (kT) (4.11)
"k & N (kTs) (4.12)
with
a(ky) = ck+] - ck_] (4.13)
akn) =4 (Ck“ ;ﬁo] Ck+2!,; Ck-2¢ )
42=-1 (4.14)
Denoting the gquadrature distortion term R Q sing¢ by
2 we have

k I
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K = (Ck+1 - C k_])cos¢ + Z K + Dy (4.135)

The Cp T +d, +3d, <.., ¥+ {(L-1)4 so that RI = 2nd
for |m/= 0, 1, 2, ..., L-1. Since we are considering the
precoded receiver only, the decision thresholds will be set
at +d, .*3d, #5dy ..., x(2L-3)d. For a transmitted symbol RI =
2md, a correct decision occurs if

(2m-Nd €& A, € (2m+1)d {(4.16)

k

for the inner levels (|m| # L-1). Substituting (4.15) into

{4.16) shows that a correct decision is made if
d(2m(1-cos¢)—1)—zk £ n

£ d(2m (1—-cos¢) +1)~Z {4.17)

k k

Hence the rprobability of error for an inner level is

i

P(E| 2, ,8 2md, |m| ¥ L-1]

I

1-P{d (2m (1-cos ¢) -} I—Zk S

< d(2m(1-cos¢)+1)-§(] (4.18)



For ﬁI

or

d{2m {1-cos ¢) +1) -2 K

2
f ! exp - 5—§ dx

o 20
d(2m(1—cos¢)-1)—zk

]
-—
1

]

Cl{d(1-2m(1-cos¢)) + Zk)/g]

+ Qf (d(1+2m(1-cos¢)) - Zk)/d]

The decision regions are different at

2{L-1)d, an error occurs if

< (21L-3) 4
A K ( )

n k< d((21-3)—2(L_1)cos¢)°Zk

The prokability of this event is

PLE[Z 0 B (= 2(L-1)d]

I

i

Pn < d((21L-3) - 2(L-1)cos¢) ~ 7y ]

of (d(2{L-Tjcos ¢ (21-3)) + 2, ) /0]

106

{(4.19)

(4.20)

edges.,

(4.271)

(4.22)

(4.23)

(4.24)
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Similarly, at the other edg=s, R I = - 2(L-1Yd and an

error occurs if

N > - (2L-3)a (4.25)

or

n, > d(2(L-1)cosy - (2L-3)) - Z (4. 26)

The probability of this event is

PIE|Z,, B, = -2(1-1)4d]
= B[n, >d@2(L-Tcosy= (2L-3)) -z ] (4.27)
= Q[ (A(2(L-1)cos ¢ - (2L-3)) - Z ) /o] (4.28)

k

The total average error probability conditioned cn

the phase errcr and the quadrature distortion Zk is

L-1
E{E]¢,zk]= s P{E|¢,2 ,RI=2md]P{RI=2md]
m=-(L-1)

L-1
= 5 P(E|$ .2, ,R =2nd ] ('-_-IL"_L) (4.29)
; k'°1 2
m==(L-1) L
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Substituting for the conditional probabilities from
(4.20), (4.24) and (4.28) gives

L-2

P(E |2y 1= Z(L (1~ [m [y €O (d (1-2m (1~cos ¢) ) +Z ) /o ]
m=={L-

+0 (A (1+2m (1-cos$) ) =2 ) /o 1} (4.30)

+ 1—2 {QL(d(1-2(L-1)(1-cos6)+Z, )/c]
+QL(d(1-2(L-1)(1-cos¢))-Z, )/c]}

Setting ¢ = 0 (and hence Zk = 0) gives
L-1 d
P[E[¢=0]1=2  (-fmDo (7) (4.31)
2 m=-L+1]
L
- 1 d
= 200 () (4-32)

which is the result obtained =arlier.

4 lower bound for a given phase error may be
oktained Ly setting 2 K T 0 which gives
-l L—2
PIE[$] 3= £ (L-|m] (o (@ (1-2m(1-cos$)) /0]
L m=-L+2
+ o[ d (1+2m (1-cos ¢)) / ol} (4.33)

+ %2 QLd(1-2(L-1)(T-cos¢))/c]

An upper bound 1is obtained by setting 2 K equal to
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its worst~case value. This occcurs when

Ckr2e = Ck-20
= -(L-1)a (4.34)
and
= (L-1 d {4.35)

in (3.16). This gives the worst-case value of Z K as

z, = [ L-1)d+ ; (I-1)d+ (L-1)d]siny

.
T £=1 422_1

= 8 (L-1)dsing (4. 36)
™

Thus the average error rate conditiocned on a steady

state phase errcr ¢ is

L-2
P{E|¢] < —% T (L—Im[)[Q ng1-2m(1-cos¢){§JL-1)sin¢)]
L™ m=-L-2 ol T
+ Q{d(1-2m(1-cos¢) — 8 (L-1)sin¢) }} (4.37)
o} T

+ lle[%u-z(L-l)(]-cow) + %-(L-] )sing)]
L

B(L-1)sins) 13

m

+ QLH(1-2(L-1) (1-coso)

This upper bound is plotted for several values of
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phase error in Fig. 4.1 for binary inputs while Fig. 4.2
illustrates the bcund for a 4 level input. Simulation
results for thsse two cases are shown in Figs. 4.3 and 4.4.
Finally, the SNR degradation at an error rate of 10-5 as a
function <c¢f ©phase error obtained from both simulation
results and the upper bound of (4.37) is shown in Fig. 4.5.
We see that the bound is guite tight for a small phase errcr
or a small number of inrut levels but when large amounts cof
intersymbol 1interference (ISI) due to a large number of
input levels arnd/cr a large phase error are present, the
bound's usefulness becomes limited. The lower bound (4.33)
is not shown as it does not deviate significantly frcm the
probability of error with nc rhase error present (i.e. 0 4B
degradation) until the phase error beccmes larger than 10°.
Full transmitter shaping was used, so d/¢g was calculated

according to (3.43).

As expected, the binary input system tolera*es phase
errors much better than the 4 level inpu%t sys*en. A 100
error in the binary case results in only a 3.3 4B
degradation while such a phase error in the 4 level systen
would be intoleratle. To keep the SNR degradation less than
3 dB, the phase error must be kept less than 9.3% for the
binary system and less than 3.8° for the 4 1level systen.

The degradation of the SNR with phase error illustrates the
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need for a good carrier tracking systen.

Once again, it should be no*ted that the 1lavel
ccalescion phencmenon was ignored in the deriva*tion of the
upper and lower bounds. A general +reatment of the
probability of coalescion is difficult, but we shall derive

an expression for the binary input case.

The two possible ccalescion events are: (i) R I =

-2d transmitted, and sliced as 2d and (ii) R = 24

I
transmitted, and sliced as -24. The probability of the

first event cccuring is

Py > d|‘zk, ¢» B = -2d]
= P[(n k>d(-2cos o+ 1) —Zk ]
= Q[ (d(2cos ¢ + 1) -Z k)/o] (4.38)

while the probability of the second event is

PLA, < =d |2, 406, B= 2d]

= P[nk < -4 (2cos ¢ + 1).-zk]
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= Q (d(2c0os¢ + 1) + 2 )/0] (4.39)
Thus the probability of coalescion is

P =p{,\k>dlzk,¢, R, = -2d] P{R, = -2d]

+ B —dlzk, ¢ B =241 B[ R = 2d] (4.40)

Substituting (4.38) and (4.39) into (4.40) and noting that

P{RI = -24 ] = P[RI, = 2d] = 1/4, vwe get

B, = 174 {Q[ (@ (2cos ¢+1)-Zk)/o]
+ Q[ (d(2cos¢+1)+zk)/g 1 (4. 41

If w2 now set zk to its maximum value 8d/r , we find that

the upper bound on th2 probability of ccalescion is

Pc < 1/4(C[ (d (2cos ¢+ 1 +isin¢) ]
i T

+ Q[g (2cos ¢ + 1 - '?r sin ¢ ) 1} {(4.42)

The wupper bound on the error rate including the
effects of <coalescion is sirply the error rate neglecting

coalescion (4.37) for L = 2 minus the probability of
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coalescion (4.42). This gives

PX[E[¢ ] < /72 0[d(1+8sin ¢ ] + o[d(1-8sin¢ ]}

o] T o m

+ 1/4({Q[d(2cosp—1+8sing¢) ] + Q[ d (2cos¢—1-8sing) 1}
o T o m

- 1/74{Cf d(2cosp+148siny) ] +Q{g(2cosp+1-§sin¢)]}
g T o T
(4.43)

The additional terms due to coalescion dc not bscone
significant until the phase error becomes gquite large. They
may therefore e neglected for the value of phase errors

considered earlier (¢ < 109).

The function (4.43) 1is plotted as a function of
for various values of SNR in Fig. #4.6. This once again

illustrates the need to keep the phase error small.

4.2.2 Eye Diagram Effects

Several eye diagrams were generated *o examine the
effect of a constant phase error on the partial response
eye. Figs. 4.7 and 4.8 show the resulting eye diagrams for
a binary dinput system with a 59 and 10° phase error

respectively. Figs. 4.9 and 4.10 show the eye diagrams fcr
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a 4-level system with phase errors of 3° and 5°, We notice
that the eye clcoses somewhat at the nominal sampling instant
t = k¥ for both the binary and 4 level systems. A 5° phase
error in the 4 level case causes a significant eye clecsure,
which confirms the degradations obtained in the previous
section. Even for a 10° phase error, the binary input eye

is still more than 50% open.

An additicnal effect which manifests itself 1in the
eye diagrams is that the optimum sampling instant where the
eye has its maximum opening no longer occurs at t = kT, the
optimum sampling instant for no phase error. This effect
was predicted by Smith in [47], and it shows that &by
changing the sampler phasa slightly, the effects of a rhase
error may be compensated resulting in only a small
performance degradation rather than the large values shown
in Fig. 4.5, If the phase error is kept small through
proper design of a phase tracking lcop, however, there is no
need for shifting the sampler instant and hence no need for

the additicnal complex timing circruitry.

4.3 An SSE Carrier Tracking Loop

The SSB carrier phase tracking loop *o be considered

is shown in Fig. 4.11. Both the 1inphase and gquadrature



e=kT

; : 3 Level

Slicer
SSB-PR4 Receiver .
Signal —»{ Bandpass VCOo - LOO{FD(Filte
+ Noise Filter P
90°
t=kT
?<; Hold
.
T

Figure 4.11 Decision-Directed SSB Carrier Tracking Loop

Gcl



126

channels are sampled at the nominal sampling time + = kT. A&
3-level decisior 1is made in the inphase channel and then
cross-multiplied by the quadrature sample to provide an
error signal tc the loop filter and voltage controlled
oscillator (VCO) . The multiplication operation is
effectively the cross-correlation between the local estimate
§I of the transmitted PR symbol and the guadra*ure sample.

The loop acts to drive <*he cross-correlation tc zero, which

cnly occurs when there is nc phase error present.

In the following analysis we shall assume perfect
symbol timing and amplitude control (AGC) but the means for
providing such are outside the scope of this thesis and will

not be considered.

4.3.1 Eguation of Loop Ogeration

The received SSB-PE4 signal at +the dinput of the

bandpass filter in Fig. 4.11 can be written as
s{t) = a(*)coslw dt*a(t)]-g(t)sin{w ++ 6 (%) ]
o

+n 5 (t) (4.44)

=
[~
i3
4
1]
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PR - Ty & : s
n () 2 n_(z%)cos + ——)Yt+n (%) sin t— )t 445
1,( ) ]( ) (wc b )t 2( ) mc T ) ( )
is a narrow-band noise of zero mean, spectral density Y, /2
and csantre fxequencyuJC +r/4T for a PR4 upper sideband signal

input, and where

e

6{t) 2.t + g (4.46)
with 2, the Doppler shift of the carrier frequency from 1its
nominal value cf we and eo a uniformly distributed phase

angle, and where a({t) and 3 (t) are given by {3.9) and {3.10).

The input signal 1is wmultiplied by +*he 1lecally

generated signals

i

2y (z) =/2Kjcos [w t + b ()] (4.47)

it

Zq (x) =/ 2K;sin [u  t + 8 (t) ] (4.48)

where K1is the VCO EMS amplitude and &t) is the 1local
estimate of 6 (t}). The inphase and quadrature outputs after

mul+iplication are

T (5) = K K {2 (t)coss (t) -a (t) sin ¢(t) + N lte(t) ) (4.49)
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rQ(t) = KK fa(t)sing(y +a () cosg () + NQ[*:, odE) I (4.50)
m

where K, is the gain of the multiplier, ¢ (t) ] 8 (%) —‘g(t)
1s the 1lcop phase error and where the two noise processsas

are given ty

NI[t,¢(t)] 2 nI(t)cos¢(t) - nQ(t)sin¢(t) (4.51)

lie>

NQ[t,¢(t)] nI(t)sin¢(t) + ﬁ)(t)cos¢(t) (4.52)

with % {t) and n . (t) defined as in (2.45) and (2.46).

Q

I 4 a (kT) and RQ 4 a(kT), the error signal

e(t) at the 1loop filter input af+ter the sampling and

Denoting R

decision operation is

e (t) K]ﬁngltﬁl sin ¢(t) + Bocosg(t) + Nl t,e(t) 1}

K K {§IRI sin g(t) + §IRQcos¢ (t) + EI Nl tr 4 () 1
for KT < t < (k+1)T (4.53)

Now the instantaneous frequency of the VCO ocutput is
related to the loop filter cutput according to the relation

Q%ﬁt) = K F(ple(t) (4.54)
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whare KV is the VCO gain in rad/V/S and F(p) is *he transfer
function of the lcocp filter written in differential notaticn

with p = dyd4dt.

Sincea ¢ (%) = g(t)- 5Yt), wve may rewrite the

instantanecus frequency difference as

3(t) =8 (t) - KF(p)e(t)
= a -k F(pX R‘IRIsin¢(t) + EIRQcos¢(t)

+ 'ﬁINQ[t, ¢(t)]} (4.55)
é . .
Awhere Ko = K]Kmﬁl is the cpen loop gain.

In order +*o proceed further, we must make several
assumptions concerning the nature of the loop. We assune
that the loop filter bandwidth is small compared to the data
bandwidth and that the noise process correlaticn time is
small compared to the sigrnalling period T. We may thern
consider the two baseband noise processes NI and N Q as
essentially white noise Gaussian processes independent of
the phase errcr ¢ (t). Also, ¥we assume that the rphase error
varies much more slowly than the data or noise.
Consegquently, we may take the statistical average of (4.55)

as in [43 ] to cbtain the stochastic differential equation of

loop operation.

(t) = = K F(p) (G(9) + HI/2(§) X, ()} (4.56)
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where Ne (t) 1is approximately white Gaussian noise of

two-sided spectral density Ngo/2 W/HZ and
() = E{§IRI|¢(t)}sin¢(t) + E{EIRQ | 6 (%) Jcosy (%) (4.57)
H(o) = E(R 2]¢ (2)] (4.58)
where E {.} denctes the expectation operator.
The function G( ¢ ) 1is the phase deteactor
characteristic cr S-curve of the loor and determines the

locking properties of the locp while H(¢) is the so-called

ncise function of the loop. We normalize G(g) to unit slope

at¢ = 0 and H(gp) *to unit amplitude at g¢= and define the
functions
g(s) & G(s)/6%(0) (4.59)
h(s) & H(s)/H(o) (4.60)

The eguaticn of loop operation (4.55) can *then te

written in canonical form as

° = - g / o
o(t) =aq, KKF(P) {Ag(¢) + h1/2(y) Ne (*) 1 (4a6 1)
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where

A .
K £ K H1/2 (0 4.6
¢ o (0) (4.62)

A

A G 1(0) s/HLI/2 (D) (4.63)

In the following sections, we esvaluate the functions

g{¢) and h{y).

4.3.2 Loop Phase Tracking Characteristic Evalua*ion

The phase characteristic G (¢) may be written as

G(¢9) = G] (p)sing + G2 {¢)ccsy (4.64)
where
A - ~
~ A ~ .
G,(¢) = E(R IBQM} (4.66)

For convenience, we have dropped the time dependence of 9.

The first expectation will now be evaluated. VNoting
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that § = (0, +2d4, we have

E{EIBIM} E(2d R P(R = 2d]+ (R PE = 0]

~J
-2dR B[Ry = 2473

i

24 E{RI{Q(EI = 24] - p{%’l = =241 (4-67)

where the expectation is evaluated over all values of RI and

R From (4.49) the decision device input at + = kT is

Q"

A, = R.cos¢ - R

K I Sing + NI(k) {(4.68)

Q

with

N (k) 4 N [KTpp (KT) ] (4.69)

For RI= 2d, we must havexk >4 or

NI(k) > d - % cos ¢ + %Jsin¢ (4.70C)

so that the probatility of the received symbol being +24

conditioned on the transmitted symbol R the quadrature

II
signal sample R., and the loop phase error 4 is

Q
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P{EI= ZdIRI, RQ,¢} = Q{(d-% cos ¢t RQsin¢)/g} (4.71)
Similarly
P[§I=—2d| B +Bgs 9] = QI (d+R cosp =B sing) /o ] (4.72)

The expectation of (4.67) <can be expanded to the

following double summation:

~n ~
E{RIRI|‘¢} =24 3 g RI{P[RI= 2d|RI, Rq, o ]

{RQ]{RI}
-P{ R =-2d|R , By 7 ¢ 1} PLR, ]P(BQ] (4.73)

with the summations evaluated over all possible values of RI

and R The quadrature distortion *erm R is given by

q Q
(3.16) and 1is dependent upcn an 1infinite number of input
¢ Furthermore, the probability dis%tribution Piﬁq}

of this guantity is unknown for the same reason. Therefore,

symbols ¢

to permit further analysis, we approximate (3.1€) by
retaining the first two terms in the summation:
Q k k+2 k-2

R, =8(c - 1/3 (c + C D) (4~7“f
™

This effectively assumes that the ISI 1in the gquadrature

channel 1is dominated by the neighbouring pulse values.
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Since the ¢ i are identically distributed binary symbols, we
have eight ©possitles cases for RQ which are summarized in

the following table:

Ry PR ]

20/37 1/8 ﬂ
4/m /4
4/3n 1/8

=4/ 37 1/8

-4/q 174

-20/3 1 1/8

We are now 1in a position <to evalute (4.73).
Substituting (4.71) and (4.72) into (4.73) and then summing

over Ry and R Qs ¥e gat
E{gIBILﬁ= Q?{S— {2C¢{d(2cos¢-1+4sing) J+2Q[ d (2cos¢—T-4sing) ]
4 g m c T

+Q[d (2cosp~1+4sin¢) J+Qf d (2cosb~1-4sind) ]
o] 37 o 3
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+0[ d (2cosp— 1+§051n¢)]+Q[d(2cos&-1 -20sin¢g) ]
o T 3

+2Q[ d(2cos ¢+ 1+4sin ¢ J+2Q[ d (2cos¢+T-4sing) ]
[0) ™ [0) m

+Q[ d (2cos¢+t1+4sing) J+Q[ d (2cos¢+ 1-4sin ¢) ]
o 3m o 3m

+Q[d(2cos¢+1+2051n¢)]+Q[d(2cos¢++-20§1n¢)ﬁ} (4.75)

o 3T o 37

We now turn our attention to the evaluation of

Go(¢)» Again, since RI = 0, +2d, we have
E{B R ]¢ } = 2d E{R [P[R = 24) -P[R =-2417

=28 2R I (PLR=2a|R[ Ry ¢ ;e[ R =-2d BpsR ol
{RQ} {RQ}

*PL B 1P[R (] (4.76)

The conditional probabilities in the summation are
given by (4.71) and (4.72) and R(Jis approximated as in
(4. 74) . Substitution for RI and RQ and percforming the

required summations give

E{RI RQ]@ 32 {120[ d (1+4sin¢) J-120[ d (1-4siny) ]
61 o T o T
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+2Q[d (1+4sing ) 1-2Q(d (1-4sing) ]
o] 3m o 3w

+10Q[§(1+2_Osin¢) J-100[ 4 (1-20sin¢) ]
o 3m o 3n

+6Q[ d (2cos¢p~1+4sin ¢) ]-6Q[d (2cos¢~1-Usin¢) ]
g T g T

+Q[d (2cos¢=1+4sinp ) ]-Q[ d (2cos ¢~ 1-dsiny ) ]
o 3 o 3

+5Q[ d (2cos¢-1+20sin¢) ]-5¢[d (2cos ¢—1-20sinp) ]
o 3w o 3n

+6C[d (2cosgp+1+4sing) -6Q[ d (2cos¢ +1-Using) ]
o T o 1r

+0[d (2cosg+1+4siny ) ]-Q[ d (2cos ¢.+1—_u_sin¢ Y ]
o 3r El 3

+=Q[d(2cos¢+1+2051n¢) - SQ{d(Zcosq; +1- 20=1n¢) 13

3T 3
(4. 77)
The slcpe of the S curve at ¢= 0 is
G'(0) = G (0) + GZ’ (0) (4.78)
From (4.75), we have
Gq(0) = 2d2 (-0 (4 )- o(3d)) (4.79)

o a



while differentiating (4.77) and then satting ¢= 0, we
obtain
2 2
G,(0) = - — 176 42, (3 exp - é§-+ exp - 9 éf,)
Onve g
(4.80)

with 4 8d/0.  Making use of (4.59), (4.75), (4-77), (4.78)
(479), and (4.80) we may calculate the normalized S-curve
of the locp. This functicn is plotted in Fig. 4.12 for
various values of SNR, with A = d/0 related to the SNR by

means of (3.43) since full transmitter shaping was assums=d.

The normalized S-curve is an cdd periodic function
of ¢ with pericd ¢ radians. Since the SSB signal space is
unchanged after a rotation of y radians, we would exrpect a
two-fold rhase ambiguity, as 1s 1indeed the case. This
ambiguity does not affect the performance of a precoded
partial response system as the precoding 1is a form of
differential encoding which makes the data signal
independent of the absclute phase of the carrier. Since a
received symbol 0 1is mapped into bipary "-1" and the
received symbols *2 are mapped into a binary "1", a change
in signal polarity (and hence carrier phase) does not affect

the decoder performance.
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The S—-curve indicates the presence of several false
lcck points Dbetween 0¢ and 909°. The precoding operation
cannot eliminate these lock points so that transmission of a
prefix sequence is necessary to ensure that the receivsr is
locked at the point = 0. This would be necessary at

startup and wherever phase lcck is lost.

4.3.3 Noise Function Evaluation

The noise function is defined as
Hi) 2 E(RZ |o} (4-81)

where the expectation 1is once again performed over all

values of R _ and R.. Expanding (4.81) as for the S-—curve

I Q

evaluation, we have
E (R §|¢}=udz {p['filzzd [¢]+P[§I=-2d ls 1}

= u4d2y 5 (P[R =2d[R R
{RQ} Ry} 0

, ¢J+Pt§1 ==2d [F /R 4 ¢ ]}

QI

o P[RI]P[BQ] (4.82)

Proceeding as before, we approximate R Q as 1in

(4.74) and perform the required substitutions to obtain



i)

=2d2+d2{4C[d(T+4sing) ]+4Q[d (1-4siny) ]

4 c T o} T

+2Q{d (1+4sing¢) ]+20[d (1-4sin¢) ]
o 3 o 3

+2Q[d(1+20sin¢) J+2Q{d (1-20sing) ]
o 3m g 3

-29[d (2cosp ~ 1+4sing) J-2Q[d (2cos ¢~ 1-4siny) ]
o T E Tn.-

-Q[ d (2cos¢-1 +_usin¢ ) o[ d (2cos¢-1-4d4sing) ]
c 3r El 3

-Q[d (2cos¢=-1+20sing) ]-Q{d (2cos¢-1-20sin¢) ]
o 3 o 3

+2Q[ & (2cosb+1+4sin¢) J+20[ d_(2cos<l> +1-4sin¢) ]
a T g ™

+Q[d (2cos¢+t1+4sinp ) ]J+Q[ d (2cosyti-Using) ]
o 3 o 37

+Q[ 4 (2cos ¢+1+£gsin ¢) ]+Q[d(2cos¢+1—2051n¢) 1} (4.83)
o 3n c 3

(4.74) and perfcrm the required substitutions to obtain

Setting ¢

= 0 in this expression gives

H{0) = 2d2[1+Q(d)+Q@d) ] (4-84)
o) g

Substituting (4.83) and (4.84) into (4.60) gives the
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normalized noise function h(¢) which is plotted for various

values of SNR in Fig. 4. 13.

4.3.4 Prolrability Density Function of the Phase Error

The assumptions made in the derivation of the
equation of lcop operation permit the use of Fokker-Planck
methods [ 48] to obtain the steady state probability density
function (pdf) of the phase error process. To allow a
tractable analysis, we assume a first—-order loop filter
(F(p) = 1) and =zero frequency detuning ( QO = 0). Under

these conditions, the equation of loop operation becomes

N 1/2
¢(t) = —K,[Ag(q + h/ ) N, (1)} (4.853)

Since the noise Ne(t) is approximately Gaussian, the
steady state pdf of the phase error p(y ) satisfies the

differential eguation

A (9ply) 1= 1/2482 [B (hpk) ] (4.86)

where

B,00) £ - K, Ag(s) (4.87)
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K2 h(9) (4.88)

B, (9) = i

to
2
The soluticn of this differential equation is [43]

!
p(6) = qexp [ [ 2200 - B (0 ax] (4.89)

0 BO(X)

wvhere <, is a normalization constant for unit area under the
pdf and the prime denotes differentiation. Substituting for

AO {x) and EO {(x) gives

)
p(6) = ¢ exp{-I ag(x)+h'(x) dx 1} (4.90)
0 g h(x

where

0L (4.9 1)

is the loop SNR as defined by Simon and Smith [437.

Now the noise variance at the decision device input

is o2 = NO/2T S¢ we may resrite (4.91) as

4 2A
2 (4.92)

o TKK

o

Defining the twc side loop bandwith W| as
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a2 MKy .9

L = — (4.93)
the loop SNE becomnss

a = A (4.94)

- UZTWL )

The two-sided data bandwidth is 1/T, so that the

data-to-loop bandwidth ratio may be defined as

5 i‘ 1 (4.395)
S wLT
which gives
A%s
a = 3
02
(4.96)

Substituting for A2 from (4.63), (4.78) and (4.81)

the loop SNE becomes
o =282 5.8 (4) (4.97)

where

2

2
8(a) = [1-Q(4) -Q(38) - 38— A(3 exp - & +exp-22- )72
= 5 > 117 (4.98)

1+Q (a) + Q(38)
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where A= d/0 1is computed according to (3.43) *o0 rela*e it

to the SNR.

Egquation (4.90) can ke readily evaluated numerically
and the pcf related to the 1locp rparameters via (4.97) and

(4.98) .

4.3.5 BRMS Phase Error

Once the pdf has been obtained, the variance cf the

phase error process 02 can be derived using

¢

/2

2
% = ?/ p(e) 6% do | (4.99)
-r/2

where resolution of the phase ambiguity has been assumed.

Fig. 4.14 illustrates the RMS phase =rror as a
function of SNR calculated using (4.90), (4.97) and (4.98)
for a data—to-loop bandwidth ratio ( GS) of 100. Also shown
are the EMNS rphase =error values ofttained by computer
simulation of the loop for the same set of parameters. We
observe that there 1is close agreement betwz2en the twc
curves. Thke highar values of BRMS phase error obtained in
the simulation are due to the effects of da*ta noise which we

neglected in the loop analysis. As the loop error signal
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depends on the received data sequence the 1loccal phase
estimate jitters about i*ts mean value when the received data
changas., For certain sequences, the loop phase error can
become quite large due to this effect. Data nois2 will be

discussed in greater detail in Section 4.3.7.

verage Eit

(e}
a}
o}
lo
i
’m
m
le+
10}

Since the pdf of the phase error process can ke
easily evaluated, we may determine the average bit errcr
rate of a receiver using this particular tracking 1loop.
Once the phase ambiguity has been resolved, the average

error rate is

/2 ‘
e =2/ PLE |9 p(s) s
-1/2

(4.100)

where P[E|¢ ] is the probability of error conditioned on the
phase error. This conditional error probability was bounded
by (4.43). Thus, the upper bound for the average error rate

is defined by

/2

_U
n
V)

P*[E|¢] p(o) do (4.101)
-1/2
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with P*[ E|l¢ ] given by (4.43). In this case, the effects of
level coalescion have been accounted for as large amounts of

phase error can make this phenomenon significant.

Once again, recourse is pade to numerical
integration. The bound on the error rate (4.101) is plotted
in Fig. 4.15 along with the measured error rate obtained by
computer simulation for 65 = 100. There is c¢lose agreement

between theory and simulation.

4.3.7 Data Noise Effects

While data noise has a minor effect on the 1loop
performance for the loop parametérs used 1in the previous
sections, this is not always the case. Fig. 4.16
iliustrates the RMS phase error as a function of
data-to-loop bandwidth ratiod% obtained by simulation of the
tracking loop at an SNR of 100 dB. Under such conditions
the effects of Gaussian noise are negligible. For values of

GS < 40, the BEMS phase error is quite large and the error
is so large for ds< 10 that the loop could be considered
unstable. Thus a large value of ssis needed +to alleviate

the data noise problem. In an actual system, the value of
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RMS phase error due to data noise would be traded off
against the transient behavicur of the loop as a large Gs
implies a poor transient response since the open loop gain
Ky would becomz srall (see (4.62),(4.93) and (4.95)).

The large amount of data noise in this particular
loop is due to its asymmetrical structure. In an equivalent
QAM tracking locp, there would be another decision device in
the gquadrature channel, the output of which would &Le
multiplied by a sampls of the unquantized inphase output and
then subtracted from the inphase decision-quadrature sample
product. At large SNR, the two cross-multiplier outputs
would be apprcximately the same so that the loop -errcr
signal would be small since it is formed from the difference
of the multiplier outputs. Since there is no 3 level data
signal in +*he SSB guadrature channel, such suktraction is
not possible. PBowever, 1if a loop structure using a binary
decision device such as a decision feedback decoder in the
inphase <channel were to be devised, then a quadrature
decision-inphase sample multiplier stage «could be added
since it was shown earlier that the data sequence could be
extracted frcm the gquadrature channel. Since the signal
samplers would be offset by one symbol period, the noise
cross-correlaticn would have to be considered in +the loop

analysis.
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4.4 Conciusions

The performance of an SSB-PR4 system in *he presence
of a steady-state carrier phase error was analyzed and
simulated. To limit the SKNR degradation at PE = 10-S5 to
less than 1 dB requires that the steady state phase error be
no greater than 59 for binary inputs and 2° for 4 level
inputs. For an SNR degradation of 3 dB, the phase errcr
must be limited to 9.3° for the binary case and 3.8°2 for the
4 level systen. The performance o¢f a decision-directed
tracking loop was analyzed and simulated. Data noise was
found to be a rroblem with the particular 1loop in questicn
and other tracking loop cornfigurations which reduce the data
noise should be investigated. Nevertheless, i+t was shown
that carrier tracking loops for SSB which reguire no pilct
tone transmission can in fact be designed. As an extension
of +this work, the corresponding 4 1level input symbol

tracking loop should be analyzed.



CHAPTER 5. DPERFORMANCE OVER NON-IINEAR CHANNELS

Itn

-1 Introduction

In order to transmit the data signal over 1large
distances power amplification at the +transmitter is
necessary so that a usable signal 1level is present at the
receiver input. For  nmost microwave and satellite
applications, these RF amplification regquirements are met
through the use o¢f travelling-wave-tube (TWT) amplifiers
[49]. Transistor amplifiers may also be used but *he TWT is
superior in terms of efficiency, bandwidth and range of
operating frequencies. To maximize +the amplifier output
power, these devices must be operated in the saturaticn cr
non-linear regicn of their characteristics. Since SSB is a
form of 1linear modulaticn, such non-linear distortion will
inevitably degrade the rerformance of the systen. In this
chapter, we shall determine the extent of +his degradation

and shall suggest mreans of overcoming it.

Several digital radio systems using partial resgonse
encoding ccmbined with QAM (QPRS) do exist [29], [31], but

the encoding 1is don2 by filtering the signal after RF



amplification, thus bypassing the non-linearity. In [507,
the PR filtering 1is done before amplification and the
performance measured. The effects of SSB and PR encoding
together through a radio <channel are 1largely unknown,

however.

The presence cf the ncn-linearity creates a
significant mathematical obstacle in that an axact
theoretical sclution 1s difficult to obtain. By contrast,
use of ccmputer simulation technigues provides a very
efficient means of obtaining useful results. Also, changes
in the system can easily be accomodated. It is for these
reasons that computer simulation will be used as the primary
tocol for measuring the - performance of the SSB-PR4 systenm

over a TWT channel.

5.2 The Travelling-Wave-Tube Amplifier

The TWT is basically a device designed for the
amplification of weak RF signals. A simplified
representation of a typical TWT is shown in Fig. 5.1. The
helix and collector are given a positive bias which attracts
the electrons emitted by the cathode. An axial magnetic
field supplied by an external magnetic coil focuses this

electron beam dcwn the centre of the %tube.
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The signal to be amplified is fed in*o the so-called
slow-wave structure which cften consists simply of a tightly
wound wire helix. The RF signal +travels through the
slow-wave structure at *he speed of light but due to the
helical path it follows, i%s velocity in the axial direction
is much lower. If the helix is designed such that the phase
velocity of the RF wave is the same as the velocity of the
electron tLteam, interaction between +the beam and the EF
signal occurs and the electrons form bunches as they travel
down the length of the +tube. These electron bunches induce
electric fields in the helix which further intsract with the
RF wave. The net effect is that the electron beam energy is
transferred to the RF wave resulting in amplification of the

BF signal.

The power +*ransfer charactesristic of a Hughes 261H
THT 1is shown in Fig. 5.2. We note that at 1low input power
levels, the output power is approximately a linear function
of input power. As the input drive level is increased, the
output power nc longer increases linearly bu% begins *tc
level off wuntil a <certain point where a <change in input
power gives no change in output power. The davice is then
said to be in saturaticn. For maximum output power, it is
desirable %o operate 1in this region. The non-linear power

transfer behaviour is known as amplitude



Output Power (dBm)

40

35

30

25

35

Output Power

Output Phase Shift

~ 30

- 25

~ 20

- 15

T T T T
-40 -35 -30 -25 -20

Input Power (dBm)

Figure 5.2 Power Transfer Characteristic of
Hughes 261H TWT With Single Carrier Input

157

Output Phase Shift (degrees)



158

modulation-to-amplitude modulation conversion (AM/AM).

An additional effect which manifes*s i%tself is *hat
the output phase shift of the device depends on the input
power level. This effect is known as amplitude
modulation-to-phase modulaticn conversion (AM/PM) and occurs
in a TWY? primarily because the average elactron bean
velocity decreases as the input signal is amplified due *o
the ‘energy exchange between the beam and the RF wave. This
decrease in beam velocity implies that a large input signal
will take longer to travel through the tube than a small

input signal.

Sinc2 SSB is a form of combined amplitude-phase
modulation, both <the AN/AY and AM/PM effects will have a

degradatory effect on the signal.

It should be noted that the TWT charac+teristic cf
Fig. 5.2 is a single carrier characteristic in +hat only a
single sinusoidal «carrier 1is used as the input. The
non-linear nature of the TWT creates output harmonics at
multiples of the input carrier frequency. When multicarrier
input signals are present, additional frequency compcnents
depending cn the frequency differences between the various

harmonics and the fundamental result. These intermodulation
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(IM) products can distort the individual signals much more
than indicated in the figure particularly when the device is
operating in the non-linear region. In this study, we shall
only consider a singls carrier input. We shall also assune
that zonal bandpass filtering takes place after
amplification sc that signal components at harmonics of the
carrier frequency may be ignored.

5.2.1 Modelling of the TRWT

For the purpose of analysis, we have to develop a
mathematical model for the THWT. This model must accurately
describe both the AM/AM and AM/PM characteristics of the
device. One pocssible approach, develcped in [51], is to
consider the TWI as a cascade of an amplitude non-linearity
and a phase ncn-linearity. We shall not make use of this
approach; rather, the TWT will be modelled with an inghase
nonlinearity 2 p and a quadraturs nonlinearity 2g operating
on the input envelope R (t) as in Fig. 5.3 [52].

For a general input signal
s{t) = R(t)cos[p t + 6(%t)] (5. 1
C

the TAT output may be written as



Input Signal
Rcos(wct+e)

——— Zq(R)

Figure 5.3

- Zp(R)

Quadrature Model of TWT

Zp(R)cos(wct+e)

Output Signal
f(R)cos (w_t+e+g(R))

Zq(R)sin(wct+6)

09T
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v(t) = + - i t+ .
(t) %}(R)cos(mct 8) Zq(a)51n(wc ) (5.2)
where the time dzpendence of R and ¢ has been supprassed for
clarity. Use of trigncmetric idantities permits us +*o
rewrite the outrut as
V(t) = £(R)cosfw t+6+g(R) ] {5. 3)
where

\ |
£(B) = [2p2 (R) +242 (7) 1172 (5. 4)

is the AM/AM distortion term, and

Z (R)

A -1
g(R) = tan Zz_(R)
(5.5)
corresponds to the AM/PM conversion. For a linear
amplifier, £(R) = KR where K 1is the applifier gain and g(R)

is a constant phase shift.

The individual ncn-linearities ZP(R) and Zq (R can
be modelled 1in various ways. We shall use the model
developed by Hetrakul and Taylor [52] where the

non-linearities *ake the form
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—C2R2
= 2 -
Z_ (R) Re IO[CZR ] {5.6)
—SzR2
= a 2 .
z_(R) 5 B2 I,[S,R2] (5.7)

whers I,0) is the modified Bessel function of order n. The
coefficients Cl v C2 ’ Sl and 52 ar2 obtained from a
least-squares fit to the actual tube characteristics. Fcr

the Hughes 261H tube, thesé coefficients are

C. = 1.61245 C_ = .053557
1 2
S, = 1.71850 S, = .242218
1 2

The actual tube characteristics are compared to the
model in Fig. S.4. The advarntage of this model over, say, a
polynomial approxima*tion of ;p (R) and Zq (R) is that* only
focur coefficients are required to conpletely specify the

tube characteristics.

5.2.2 INWT Lipearization TI=schnigues

Clearly, a typical TWT characteristic would severely
distort an SSB signal. It would be desirabls then to modify

the characteristic so +*hat the TW®T behaves 1n a fashion
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approaching that of a linear amplifier. There exists a
variety of linearization technigues [13] of which we shall
discuss only two: feed-forward compensa*tion and signal

predistortion.

The application of feedforward to micrcgwave
amplifiers was axtensively studied by Seidel in {53] ard has
also been <considered for satellites in [54]. The systen
requires two TWT's as shown in Fig. 5.5. The input signal
is split between two paths, one of which consists of a THT
while the cther consists of a delay line which matches the
TWT transit time. The amplified (distorted) signal and the
undistorted delayed signal are then fed intc an errcr
determining coupler. This coupler 1is essentially an
interferometer with twc outputs: the amplified output of
TWT1, and the difference between this outpu*r after
attenuation and the undistorted input. This difference
signal forms an 2rror signal which 1is amplified by TWT2 and
then subtracted from the amplified input signal after a
delay corresponding to <+the transit +time through +the second

THT.

This methed 1is attractive for saveral reasons.
First of all, since no feedback 1is used, +the system 1is

absolutely stable. Secondly, the distortion can be reduced
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to arbitrarily small values by using a mul tistage
confiquration 1in which each amplifier is embedded in another
two-loop correction stage. As the original input signal is
used as a reference for each additiocnal stage, there is no

cupulative error.

For proper operation, a precise knowledge of the TWT
gains and transit times 1s necessary. Also, the two TWT!s
must be closely matched and the TWT helix voltages closely
regulated. Tc¢ compensate for any variation in the device
characteristics with time, complex «circuitry must be
introduced. The degree of complexity required is 1in fact

the greatest disadvantage of feed-forwvard compensation.

In the Bell System AR6A SSB-FDM radio systenm [14],
predistortion was selected as the more econcmical
linearization techhigue. In this method, an additional
amplitude and phase non-linearity is cascaded with the TWT.
The non—-linearity 1is carefully chosen so that the
combination of distortion due to the TWT and that of the
predistorter apprcximates a piece-wise linear amplifier with
no amplitude-dependant rphase shift, Once again, a precise
knowledge of the TWT characteristics is reguired. Since the
pradistorter operates on the signal envelope, it may be

implemented at bassband, IF or RF. An additional advantage
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is that only a single TWT 1is required.

The predistorter tc be used here was developed in
[52]. Two separate envelope non-linearities are used in the
configuration of Fig. 5.6. Denoting these non-linearities
as Gp(B) and Gq(R) w2 may write the conmpensator output after

zonal filtering as

V (£) =G (R)cos(w t+8 - G _{(R)Sin (w t+6)
¢ p c q c
= G'(R)cos[wct+e+¢(a)] (5.8)
where
G' (R) £ [ G2_(R) +G2 (a)]l/2 (5.9)
p q
M
o (B) = tan—1 G, (R) (5.10)
G_(R
p( )
The TWT acts on the new envelope G '(R) tc give the
output

Volt) 2 p{G ' (R) Jcosfy  t+0+¢(R) ]

- Z [G'(R)}sin[ ¢ tte+ ¢(R) ]
[ef C

£'(R)cos[ w_t+6+a(R) ] {5.11)



Rcos(wct+e)

G, (R)

90

Gq(R)

-+

Vc(t)= G'(R)cos(mct+e+¢(R))

Predistorter

Figure 5.6
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where
A A CHC PRI CH U S R (5.12)

and
A Z {G'(R)}
a{R) = ¢{(R) + tan—1 9 (5-13)
zp {G'(R)}

We must find GP(R) and Gq(B) such that the following

conditions are satisfied:

' (R)

i
=¢]
[~e}
()
A
>3]
N
=}

= R R > R, (5-14)

and

I
(=]

o (R) , ¥R (5.15)

where RO is the output voltage at saturation, and R, is the
1

input voltage which saturates the device.

Clearly an exact solution wculd be difficult to
derive, but appreoximating Gp(R) and G (R) as  finite order
q

rolynomials can lead to a result which is sufficiently close
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for our purposes. That is, we let

G (R 5.1¢€
p() ( )

It
Ntz
m
vl

G (R) (5.17)
q

i

[T o -
o
5¢]

where the polyncminal coefficients a and bk ara chosen such
that (5.14) and (5.15) are satisfi=d according to sone

criterion cf gocdness of fit.

The compensator coefficients with N = 6 for a Hughes
261H tube, derived in [52], are shown in Table 5.1. The
corresponding compensatcr non-linearities are shown in Figq.
5.7 and the overall characteristic of both the compensated
and uncompensated tube are shown in Fig. 5.8 The
linearized TWT closely approximates a piece-wise 1linear
amplifier and the AM/PM effect has been reduced considerably
as well. Use of a higher order predistorter polynomial
would result 4in an even Dbetter approximation. A detailed
discussion of the implementation of the compensa*tor is found

in [52].
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1.00184

1.53746E-1

1.64945E-2

4.53263E~4

1.84654E-8

9.50101E~8

1.06837E-2

1.76412E-1

1.88326E-2

7.70929E-4

1.31815E-5

7.35811E~8

TABLE 5.1 PREDISTORTION COMPENSATOR COEFFICIENTS

TLT
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fen

-3 System Model

The system model used in the simulation is shown in
Fig. 5.9. The binary input data is PR encoded at baseband
with full +transmitter shaping. After SSB modulation, the
signal is passed through *he TWT amplifier. Three possible
amplifiers were ccnsidered: (i) a Hughes 261H TWT operating
in the normal mode (ii) a Hughes 261H TWT with no A¥/PM and
{iii) a Hughes 261H TWT linearized using the predistorter of
the previous section. The bandpass +transmit and receive
filters were assumed 1ideal rectangular filters which
restrict +the amplified sigmnal to the same bandwidth as the
amplifier input signal. The system considered 1is an 80

Mbit/s system operating in a 40 MHz bandwidth.

The TWT operating points were selected so that the
TWT was saturated for an input envelore of 2. From Fig. 5.8
we see that this corresponds to an input voltage of 4.5mV
and an output voltag2 of 3.5V for (i) and (ii) while for
(i1i), saturaticn occurs at a 2.5mV input, with an cutput
voltage of 3.5V. These points were defined as 0 dB input
backoff. A 1 dB input backoff would then mean that an input
envelope cof 2 ccrresponds to 4.5 x 10—1,20 = 4,24 nV for (1)
and (ii), and 2.5 x 10—1t1,20 = 2,35 mV for (iii). A precoded

PRY receiver was used for simplicity and ease of simulation.
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5.4 Effects of the Nor-Linear Channel

S5.4.1 Signal Space Effects

Consider an upper sideband input to the TWT.

s(t) = a(t)cosy t - A(t)sinw t
C C
= R{t)cos[w_t +6 (t) ] (5.18)
wvhere
A A 1/2
R{t) = [az(t) + a2 (t) ] (5.19)

o>
N
o+

6 (t) & tan—t (5.20)

]
+

with a(t) and Q(t) defined by (3.9) and (3.10) respectively.
The TWT output is then given by (5.2). ©Neglecting noise and
the effects c¢f the transmit and receive filters,

demodulation with cos wt and sing tgives
C C

L |
—
ot
S

i

f (R) cosfg +g (R) ] (5.21)

o]
—
ot
A
"

f (R) sinfe +g (R) ] (5.22)

as the I and Q outputs of the demodulator. Expanding the



177

angles gives

[
[
ot
—
i

f(R)cos g(R)cecse- £ (R)sin g{(R)sine {(5.23)

+

o~
¢t

g
1]

f(R)cos g(BR)sine+ £(R)sin g{(R)coss {(5.2%)

From (5.18), (5.19) and (5.20), +*he follcwing

identities may tke deduced:

cos 64 a(t)/R(*) (5.25)
sin 64 4 (+)/R (%) (5. 26)
cos g(Rr) 2 Z,(R) /£ (R) | (5.27)
sin g(R) = Z (R)/£(R) (5.29)

Substituting these results into (5.23) and (S5.24)

gives as the demodulator outputs

ro(t) = Z_(R) a(t) - z_(R) A(%) (5.29)
p R(t) d R(t)

r (t) = Z (R) a{t) + Z_(R) A (t) (5. 30)

Q ! R(t) P R(t)
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Sampling these outputs at t = kT and rlotting the
locus of (rI(kT), rQ(kT)), we obtain the signal space after
amplification. The signal space corresponding tc the TWT in
the normal mode of operation at 0 dB backoff is shown in
Fig. 5.10. The TWT output voltage was normalized so that
there was no average power gain through the device. ¥When
compared with the undistorted signal space of Fig. 3.9, we
se2 that the AM/AM warps the lines while +the AM/PM rotates
the space in tha countar-clockwise direction with respect to

the original axes.

The demcdulator outputs for a TWT with no AM/FEM can

be obtained by setting g(R) = 0 in (5.21) and (5.22) to
oktain
II {t) = £(R) a(t)/R(t) (S.37)
(8 = £®) 2 (t) /R (%) (5.32)

The signal space for no AM/PM at 0 dB input backoff
is shown in Fig. 5.11. Since there is noc AM/PM, there is nc

rotation, only warping of the ocuter lines.

Similarly, for the lineariz=d TWT we have
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rp(e) = 2 {G' (R)ja(t) - Z_ (6" (R)}E () (5.33)
R(t) 4 R(t)

I, () = 2 (G' (B)}a(t) + Z_(G' (R)}E (%) (5-34)
q R(t) P R(t)

The corresponding signal space at 0 dB input backoff
is shown 1in Fig. 5.172. Since the AM/PM effect 1is greatly
reduced, there is cnly a slight rotation of the space, and a
slight bending of the central portion corresponding tgc ak =
0. The warping of the outer porticns occurs despite the
linearization of the arplifier because it is operating in

the saturation re=gion (R > %. in (5.14)).

In simulating the systen, certain assumrtions
concerning the <carrier tracking mechanism in the receiver
must be made. <Clearly if the original reference axes in
Fig. 5.10 were to be used as the basis for decisions in the
I channel, an unacceptable amcunt of degradation would cccur
due to the rotation of the space. This is no* a realistic
model of what the receiver wculd do given the signal of Fig.
5.10. On the cother hand, we could assume *+hat *the receiver
could instantaneously track any variations in phase due to
AM/PM conversion. The receiver would then behave exactly as

the system with no AM/PM present. However, this assumpzicn

is not realistic eithar; the real answer liss between these
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two extremes. As a compromise it was assumed that the
carrier tracking lcop would track around a certain "mean®"
value of carrier phase 5, and then jitter about this value
due to the AM/PH. This correspeonds to defining a new
reference axis at an angle 6 tc the old axis as shown in Fig.
5.13. The carrier loop would attampt to select the value of
in such a way that the signal space would become symmetric
about this axis. In the figure, rotating the space by 61,
would make the portion of the signal space corresponrnding to
+2 symmetric akout the new axis whils rotating by 6, would
make the portion corresponding %o a, = 0 symmetric. In

general, ’81#62 so their mean value 3§ = (ef-GQA/Z was

selected tc define the new reference axis.

Since there is no signal spacs rotation when there
is no AM/BM present, such an approach was not necessary for
the TWT with no AM/PM. The new reference axis was used with
the linearized TWT as w2ll although its effect 1is minimal

due to the small amount of rotation.

5.4.2 Eye Liagram Effects

The simulation program was designed to generate eye
diagrams if desired, several of which are shown 1in Figs.

5.74-5.19. 7The bandpass filters in Fig. 5.9 were excluded

D)
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in the eye diagram g2neration. The first +wo correspond to
a TWT with both AM/AM and A¥/PM a%t 0 and 10 dB backoff,
while Figs. 5.1€ and 5.17 are the eye diagrams with no AMN/PM
present at the same input backoffs. The signal space was
rotated as described in the previous section. The
saturation effect of the TWT is very clear while the AM/EN
has two major effects on the eye: firstly, the z2ero
crossings no lcnger occur at a single point, and secondly,
the ey2 is warped towards the directicn of increasing time.
The latter phenomenon is consistent with the AM/PM =2ffect as
large input signals take 1longer tc pass +through the
amplifier. With no AM/PM present, the zero crossings are
well defined and the2 ey2 1is symmetric about the nominal
sampling pcint t = kT. 1In both cases, it can be seen that
the eye orpening is more or less maximized a* the nominal

sampling instant. Alsc, at 10 dB input backoff, the two

signals resemble the undistorted eye of Fig. 3.7.

Figs. 5.18 and 5.19 are +the eye diagrams of the
linearized TWT at 0 and 6 dB backoff. The latter eye is
practically indistinguishable from the eye of Fig. 3.7, The
predistorter improves the symmetry of +he eye as well as the

tightness c¢f the zero-crossings.

We shall now derive expressions for the ey2 openings
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for the three cases with no filtering after amplification.

With the signal space rotated as 1in *the previous

section, the inthase demodulator output is

£ (t) = f(R)cos [e+ g(R) -6 ] (5.35)

where 6 is the angle of rotation. Expanding the cosine tern

in {(5.35) and using *the definitions in (5.25) and (5.28), we

obtain
I (t) = a(t)[Z2 (R)cosp + Z (R)sing ]

rR(t) * 4
- 2(t)[Z (B)sinf + Z (R)cosd ] (5.36)

R(t) P 4
To determine the vertical eye opening (VED), we must
determine the wminimum value of rI(kT) when a (kT) = 2 is
transmitted, andé the maximum value of rI(kT) when a (kT) = 0

is transmit+tsd. Denoting these values as Aland Az' we have
VEO = A - A

where

2
A ; e A - F— A 2 . =
s v/ 2 + + 6
Al gln { Q+3k§ (Zp( 4+ak )cos6 Zg( 4 ak })sin®)

k
2
-k (zp(/4+3k2)sin5+zq(/4+£k2)cos"é)}
A 2
4+ak
0< A < 8/7 (5.37)

k
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and

S pax {Z (3 )sing+ 3 )cosd
v b omex 2, () sin ez, &) cost)
k

0 <& « 8/n {5.38)

The case for no AN/PM 1is somewhat simpler. Setting

g(R) = 0 in (5.21) gives

rI(t) = f(R)cosb
: 2 2 1/2 a(t)
= (2% (R) + Z° (R))
P 4 (a2(t)+32(t))l/2 (5.39)
For a(kT)y = 0 ,rI(kT) = 0, so that the vertical eye

orening 1is

VEO = min {2 2 (/448 2)+z 2 (Jash 2)y1/?
A p k q k 5,40
. (5. 40)

_‘—‘g——_“_ } 0 <:gk§ 8/m
Ja+3 2

For the linearized THT, we have

wherse



194
My 4 min { — (2 {G'(\/4+$k ) }cos®
Sk ¢4+3kZ P

+ 2 {6 (/4+ak2)}sin'5) (S.41)
A
a

- -——————-—/k_AT (zp{ G' (»/4+’a*k21 }sin®
4+3

k

+zle (/4+ak§) } cos6)},0 sa, <8/m

M, A /ranax{ Zp{ G!' (Sk) } sin§+zq{ G' ('a\lk) } cos® }

K (5<42)

N
<
0 ak< 8/m

Here 8is the rotation angle of the predistorter -

TWT combination and is usually small.

The solutions to these egquations for various
backoffs were ottained using a searching type program. The
VEO's obtained were scaled so that thare was no net average
power gain through the amplifier. The ocutput eye opening as
a function of backoff is shown in Fig. 5.20. As expected,
the TWI with both AM/AM and AM/PM distorts the signal th=
most. BRemoval of the AM/AM effect improves the eye ofening
somewhat, while the lirearized TWT distorts the signal the
least. ©Even at large backoffs (> 10dB), +*he AM/PM effect in
the normal mode TWT i3 still present as the eye 1s still
partially closed while <£for the other two cases, the eye

is effectively cpen completely.
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The prcobability of error curves obtained for the
three cases under consideration for various input backoffs
are shown 1in Figs. 5.21-5.23. These curves have been
corrected to remove a 0.8 dB simulaticn error. Fig. 5.24
shows the SNBR degradation over a linear channel at an earror
rate of 10-5 as a function of backoff. At 0 4B backoff, a
very large amcunt of degradation is present, particularly
for the TWT operating in the normal node. Removal of the
AM/PM results in about a 2 dB improvement in SNR while
linearization improves performance by about 6 dB at O dB
backoff. For a 1 dB SNE degradation the TWT with both AM/AX
and AM/PM requires a backoff greater than 11 dE, while the
TWT with AM/AM only reguires a 7 dB 1input backoff. The
linearized TWT requires an input backoff of only 4 dB for a
1 dB SNR degradation. At large input backoffs (> 8 dB), the
AM/PH effect still has a significant effect on the SKE
degradation, which is consistent with the eye opening
results obtained earlier. The reason for this effect is
that at high tackocffs, the ocutput phase shift changes more
rapidly with input amplitude in Fig. 5.8. Thus there is a
non-negligible amount of jitter about the angle 9 due to the
AM/PM phencmencn, evan though the amplitude characteristic

is more or less linear.
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5.5 System Gain Considerations

An 1important parameter in digital radio systen

design 1s the system gain which is defined as

G = P - D (5.43)

whers Poyr is the TWT output power in dBm and PT is the
required «raceived RF signal achieva2 a «certain bit error
rate. We shall novwproceed to calculate the sys+tem gain for

the 80 Mbys, 40 MHz system, making use of *he recsults

cbtained in the previous saction.

The thermal noise power is a bandwid*h of B EHz is

given by [ 12]

= -
%q kTB (5. 44)
where kK = Boltzmann's constant = 1.3803 x 10—23 J/°K and T

is the absolute temperature of the ncise source. The noise
power in a 1 Hz band is then kT wa*ts which has the value
-174.0 dBm at Z999°K (17°C). Our receiver bandwidth is 40

MHz = 76.02 dBHz. Thus the receiver input noise power is

PN<= ~-174.0 dBm + 76.02
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= -97.98 dBm (5.45)

Assuming a front-end amplifier noise figure of 8 4B,

the nois2 power at the decision device input is

p! -97.98 dBm + 8 4B

-89.98 dBm (5.46)

From Fig. 3.13 we see that an SNR of 15.8 dB 1is
required fcr a BER of 10—S over a linear chann<el, so that

the required recaived signal level for a BER of 10-S is

o
i

-89.98 dBm + 15.8 dB

i

-74.18 dBm (5.47)

Making use of the SNE degradation curvas Fig. 5.24,
we may compute the received signal level for a BER of 10-S
as a function of input backoff. Letting P, denote *the SNR

degradaticn a*t a particular value of input backoff, we have
P

Pp = -T4.18 + P, (5.48)
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Thus the system gain can be computed according *o the

relation
G = P - P + 74,18 5.49
SYS ouUT D (5-49)
where EBUT is the TWT output power in dBm a+ a particular

value of input backoff. This parameter can be obtained frcm
Fig. 5.25 which <shows the TWT output power for various
values of 1input backoff as obtained by simulation. Since
changing the phase angle dces not change +he output power,
both the TWT with AM/AM and A¥/PM and the TWT with AH/ANM
only are described by the same curve in Fig. 5.25. Frcnm
this curve, the TWT output backoff can be related to the T¥WT

input backcff.

The system gain plotted as a function of 1input
backoff for the three cases under consideration is shown in
Fig. 5.26. Also shown is the extrapolated bshaviour of a
linear chaanel to provide a reference for comparison. The
TWT operating in 1its normal node has tha lowest overall
gain, with a rmaximum value of 106.6 dB at 7 dB input
backoff. The maximum syst=am gain for the TWT with no AM/EH
has a maximum at 6 dB input backoff of 108.3 dB. The
linearized TWT has a maximum gain of 108.5 4B a* 4 dB input

backoff. The presence of these maxima is a consequence ct
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two behaviours in the system. On the one hand, changing the
TIWT operating point changes the SNR degradation in the
receiver; on the other hand, changing the operating point
changes the TWT output power. When backing off from 0 4B,
the SNR degradation decreases much more rapidly than the THT
output power, so that it is to be expected that there would
be some optimum operating point where the difference between

these two parameters is maximized.

Another striking feature of Fig. 5.26 is that the
maximum linearized TWT sSyStem gain is not significantly
higher than the maximum system gain for the TWT with no
AM/PM. This would suggest that an eguivalent system gain
performance could be obtained if a TWT with only amplitude
distortion were to be wused rather than a linearized TWT.
The reason for this apparent anormaly is that «hile the TWT
distorts the signal more thal the linearized T¥T, the THT
has a higher output power which overcomes the degradaticn,

at least under the conditions described here.

Fig. 5.27 illustrates the system gain degradation
vs. output backoff for the 3 cases of our study. The systemn
gain degradation was obtained from the difference between
the actual system gain and the linear channel systemn gain in

Fig. 5.26 while the output backoff was related to the input
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backoff via Fig. 5.25. W2 see that by backing off the THT
cutput by 1 dB results in a much smaller degradation with
respect to a linear chann=1l. In an actual system design,
however, the most important parameter is the actual valua cof
the system gain rather than the degradation with respect to

a linear channel.

Tygpically, most digital radio system regquire a fade
margin of about 40 4B [3]. Subtracting 40 4B from +the
ordinary TWT maximum sSystem gain leaves 66.6 dB from which
additional degrading effects due to carrier phase error,
+iming error and so on, must be subtracted. If +he
transmitting and receiving antenna gains are kncwn, then the
maximum spacing between repeaters can be de*ermined from the

maximum allowables fre=2 space loss.

2.6 Multilevel Sigpalling

If a multilev2l signal wer= us=2d as +*he TWHT input,
the output would be severely distorted to the point of being
unusable. An alternative method of producing a multilevel
signal must be found. Such an altsrnative for a 4-level
signal, shcwn in Fig. 5.28, is a variation of a multilevel

CAM transmitter developed in [55].
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A 4-level signal y(t) may be generatzd at basaband
from a linear combination of two binary signals xl(t) and

X, {t) according to the relation

5 (

y(t) = x; (%) + 2%, (t) (5.59)

If X (%) and %, (t) are independent binary data streans
taking on the values +1, then v (t) will be a U4-level data
signal with values +1, +3. 1In Fig. 5.28, the comkinaticn of
the two streams occurs at RF rather than at baseband, so
that the amplifier distcrtion is reduced. The receiver
would +treat the signal as a 7-level PRY4 encoded signal.
While this system is not analyzed here, it is proposed as a
possible scluticn to the problem of generating a 4 bits/S/Hz

digital radio signal.

5.7 Congclusions

The performance of an SSB-PR4 signal when appliad to
a typical digital radio channel was considered. It was
shown *that linearizing the TWT used in the radio *ransmitter
was an effective way of reducing *he signal distorticn of
the amplifier., From *he point of view of systam gain,
however, it was shown that a linearizad TWT performed only

marginally better than a TWT with amplitude distortion only.
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Finally, a solution to *the problem of generating a 4-levsl
input SSB-FR4 signal was proposed, which deserves +o bhe

given further ccnsideration and analysis.
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CHAPTER 6. CCNCIUDING EBEMAEKS ANL SUGGESTIONS FOR FUKRTHER

RESEARCH

In this thesis, we have examined the f2asibility of
using single-sideband mcdulation in conjunction with partial
response encocding for a high capacity digital radio systen.
Three different aspects were examined: implementability, the
effects of <carrier synchronization errors, and the effects
of non-linear amplifiers. It was shown tha* while the
latter two effects can seriously degrade the performance of
the system, they can be overcome if additional complexity is

not a design issue.

The proktlem of generating a 4-level input SSBE-PR4
signal shculd be investigated further, as should carrier
tracking loops which reduce data noise. Also, in a real
system design, a multiplicity of issues must be considered
in addition to what was discussed here, namely the effects
of fading, bandlimiting, adjacent <channel interference, and

cochannel interference.

The original reason for using SSB in digital

modulation was that higher capacities could be obtained in
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the same Landwidth than with PSK systems. We have indeed
shown that this is true and that the implementation protlenms
associated with SSB can be overcome, given enough
complexity. During the 1initial discussion of types of
modulation, it was also mentioned that +the bandwidth
efficiency of SSB was the same as that of a QAM system. We
must now determine the relative advantages and disadvantages

of using SSB and (AM,

The QAM equivalent of SSB-PR4 is QPRS, where two
duobinary encoded data streams indepsndently modulate the
inphase and quadrature components of the carrier. Each of
the two streams would have a rate of one half the data rate
of the SSE-PR4 system sc that the combination of the two
streams yields the same data rate in the same bandwidth, and
hence the same kandwidth efficiency. Implementation of two

such systems are described in [29] and {31].

The first point to be notad is that QPRS has ncne of
the generazion problems that SSB has. No additiornal
processing is necessary to generate the QPRS signal other
than the PR encoding while ocne of the sidebands must be

zliminated in SSB.

Secondly, the two systems are equivalent from the



point of view of SNR performance,As the spectral densities
of the two signals are almost identical, we would expect the
two systems tc perform similarly under fading conditicns.
For the same reason, bandlimiting the two signals would have
the same effect on both systems. The carrier tracking loop
for the CERS signal would have the symmetric structure
discussed in Chapter 4 so that the data noise problem would.

be much less severe than for 5SB.

In [31] the QPRS signal 1is generated ty duockinary
filtering a QPSK signal after amplification. Since the QPSK
signal has a constant envelope, *here 1is no signal
distortion due to the RF amplifier. Such a technique could
be used to prcduce an SSB-PR4 signal but two stages of
filtering wculd be needed. To e@liminate one of the
sidebands, a 3 dB 1loss in transmitter output fpower would
occur, and additional losses would occur when PR4 filtering
the signal. The CPRS signal would lcse several dB of signal
power due to the duobinary filtering cnly so that *he QPRS
signal would be 3 dB higher at +*the transmitter output.
Summing twc of these signals in a fashion analagous tc Fig.
5.28 would produce a 4-level input QPRS sigrnal with a 4
bits/S/Hz efficiency without the nead for linsarizing *the
TWT. The SNR degradaticn wculd be independent of the TWT

operating rpoint and the system gain would vary only with th

1]



TIWT output power for a fixed bandwidth systen.

We conclude from the points just outlined that, at
best, the SSB-PE4 system performs as well as *the QPRS. In
the arsas where QPRS is better, additicnal complexity in the
SSB system can covercome the performance deficiency but will
not make SSB perform better than (FES. While SSB can
produce higher efficiencies than PSK, QPRS can produce the
same efficiencies as SSB, but with much lower complexity.
It would sesm, then, that QPRS would be the superior overall
for digital radio applications. SSB-PR4 could still have
applications in areas where SSB is already used such as in
FDM groups. However, for the design of new systems, SSB-PRY

is not competitive with (PRS.
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APPENDIX A. HILBERT TRANSFORMS OF PARTIAL RESPONSE

PULSES

From (3.6), the impulse response cf a minimum

bandwidth partial response encoder is

sinm (t-nT) /T
n mT(t=nT)T (A.])

The corresponding Hilbert Transform pulse is

A _ - sinm (t=nT)/T
ht) = H [ nEO fn T(t-nT) /T ]
N-1
_ sinm (t~nT) /T
B niO R e SV B (A.2)

where H {.] denotes the Hilbert Transform of the
guantity within the Dbrackets. The Fourier Transform of

g{t) = sinmnz/T /7t/T is



G (f)

i
-

JE <1 g2t (A.3)

= 0 ) elsewvhere

The Hilber+ Transform of the Fourier Transform

is
G(f) = -3 sgn(£)G(£) (A.4)

Hence, the EBilkert Transform of the Fourier Transform of

the pulse g (t) is

A
G(f) = -7 ,0 < £ <1721
=g ) f =0
= +7 ) =1/2T < £ < 0 (3. 5)

Taking the inverse Fourier Transform of (A.5) we have

T (t) =U/’ &(g)ed 2™t 4

l-cosmt/T (A 6)
Tt/T :

The Hilbert Transform of a generalized PR pulse 1is

therefore
Aley = zh g lmcosm(t-nT)/T
n=0 =M T(t=-nT)/T
_r Mt . 1-(-1)"cosmesT
m o, n t-nT (A.7)
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In order to obtain the responses of Table 3.2,
we simply shift the time origin in (A.7) by (8-1)7T/2 so

as to make the pulse symmetric about t = 0.
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APEENDIX E. DERIVATION OF PARAMETER ds/c FOR TWGC

e e s oo o E o

SPECTRAL SHAPING MCDELS

MODEL 1: SPLIT SHAPING

Dencte the average symbol power at the shaping
filter input as PS . For L input amplitudes td, +34,

eeasy t{(L-1)d with a symktol period T, we have
L/2

1 1 R 2
p =11 7% [(2i-1)4]
s TTL I,
2
= %5 (L2-1)
(B 1)

The power input to the channel, P_ , is given by

P
_ _S 2
Pc = E;gﬁIHT(w)I dw

7/T
= ig Jﬂ 2Tlsianl dw
ZW-H/T

4PS

T
g2 (B. 2)

- 4a 2

Rearranging (B.2) gives the decision distance as
a function of channel input power and <hs number of

levels L, as shown by
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1/2
d=( 3TP > (3. 3)
a(n%-1)

The ncise power at the input of +he receiver is

2 (o) (1)

&

e/
li

NO
- 52 (B.4)

because the ncise is AWGN over a bandwid+th 1/27T.

Th2 noise pow=r at the recsiver filter output is

No N 2 dw
2 fing "

o)
No T dw
= 3= 2Tl51an 5o
~T/T
(B. 5)
= -2— N
7 o

This is the varianceug2 of +he noise at the
decisicn devicz input. EKewriting (B.5) we may =2¥press
the output noise variance in terms of the raceived noise

power at the filter input as

2 4
° = Py (B.6)

Compining (B.3) and (B.6), w2 obtain
1/2

é=_7r_(3 ig) (B.7)
o 4 2 P
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where the ratic PC/PN is the r=ceived (channel) av=srag=s

signal to noise ratio.

MODEL 2 3 FULL TERANSMITTER SHAPING

The average symbol power Pg is *he same as fcr
the first mcdel. However, the channel input power for

P i

T/T

2
4T25in wT dw

= 2TP
S

(3. 8)
= —i a2 (%-1)

Therefora, the decision distanc2 as a funczion

o]
[ 1}

channel inpa* pow=er is

AR e

2(n%-1)

For this model, the noise power at +the outpu+t cf
the receiver filter is the same as the nolse power az
the receivszsr filter input. Hence

P =P
N N

_ N | (.10)
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which gives, for this model,

1/2

o 2
o 2(12-1) Py (B.11)

g



Several differsnt simulation programs were used
d2pending o¢n the type of simulation done. Certain
features are common <%¢c¢ all the prrograms and will be

discussed ncw.

All simulations were done in FORTRAN on a CEC
6400 ccmputer. Baseband simulatiocn techniques were used
since RF sirulaticns are highly impractical. all
opsrations ware performed on the complex frre-envelops
{20] of the signal rather than on the signal itself.
Thesa pre-envelopes were readily represented using the

COMPLEX variakls type in FORTRAN.

Pseudo-randcm binary data segu

)]

nces were
generated by producing an array of pseudo-randon
variables uniformly distributed between 0 and 1 using
the IJASL sutroutine GGUB. During the initial =ntry to
the subroutine, an integer seed number mus%t be supplied

but the subroutine genserates its own seeds for
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[

subseguent calls. Each element of *the array suppli=d bty
the subroutine is assigned the value 1 or -1 depending
upon whether the random variable is grea*ter or less <han

0.5. Four 1=2vel ssguences w=2re produced through a

linear combination of independent binary seguences.

Filtering operations were parformed using +he
Fast® Fourier Transform (FFT). For 1linear channel

-

simulations, a 256 pcint FFT was used with

—

sample/symbol so that the program processes an array of
256 symbols at any one time. When non-linearities are

present, the fregquency spectrum of the signal spreads

h

and spaczs must b2 allocated 1n the requency domain to

accomodate this Spread. This is accomplished by
oversampling in the +time domain. For the non-linear
channel sipmulations used here, 16 samples/symbol were

used with a 256 point FFT so that the signal was

synthesized over 16 symbocl periods. However, 1n +*he

-t

frequency domain, 16 times the fkandwidth of th=
sample/synbol signal is available «which is ample roon

for the frequency srread.

Secticning of the data 1is nscessary to simulate

a continuous system on a discre<e machins. The binary

data is prccessed in 256 element blocks, £fas*t Fcurisr



transferm=d, @multiplied by the appropriats filter
functicn, and inverse transformed. To pravent
wraparcund cf *th2 filtered signal in *+he *ime domain due

+0 the pericdic nature of the FFT, zeros are inserted 1in

the input data blocks so +tha*t the transient response of

{

the filter can b2 accomodatad. In +these simulat+tions,
128 =zeros were inserted in*to *the 256 eleament filter

input blocks. The filter output 1is spli* intc +two

o]

arts: the portion corresponding to t+the head of the
filter-data convolution, and *he portion ccrrespcnding
to the *ail. The tail of +the previcus filter output
calculation is added +o the head of +the current filter
output block and the current tail saved for the next
calculation. The filtering and tail addition are
perform2d by two subroutines FILTER and ADDTAIL. In
“his fashion, we create a continuous stream of filtersed

data which can be used in subsequent processing.

Two possible apprecaches exist for the simulaticn
itself: the Monte Carlo method and the calculated noise
method {56 j. In the Honte Carlo method an actual noise
sample (i.e. a pseudo-random Gaussian number is addsd
to the sigpal and a decision is mads based or the
received signal plus noise. The decision result 1is

compared to *hs original symbol and =srrors ccunted. The



advantage of this method is its flexibility in tha< any
theory of ncis2 may be accomodated. The rimary
disadvantage 13 *hat a* high SNR's, error events occur
infrequently and 1large numbers of symbols wmust te
processed fcr a small simulation error. The standazd
d2viation of an error rate P obtained from a Honte

Carlo simulaticn is given by [ 56]

1/2
o ={p(1-P) /] (Ca )
P
where N 1is the number of symbols process=d4. Suppos=
that we require that P = 1ng i.e. tha*t there only be a

10% simulation error. We would then need to process

N = 100{1-p) /P {C.2)

symbols for the resgquirad accuracy. In order to measure
an error rates of 10—4% wi*th an error of 10%, w= must then
process 106 symbols, which clearly requires an

inordinate amount of computing <time.

To reducs the time2 required for a given
simulation, particularly at high S¥R's, a computed noise

approach is required. Here *ha noise variancs g% at
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the dscisicn device 1input is calcula*ed according *o
theory, that is acccrding to the noise spectral density
and receivear input tandwidth. For example, for a binary
PAM syster in a Gaussian noise environment, 1f the
received signal level is V; and the receiver threshold
is T, then thes probakility of errcr for that particular

signal level is

PLE[Vy J= ¢l (Vi-T)/0] (C.3)

if V; is ocn the correct side of the threshcld. Under
certain conditions, the signal may be so distor+ed that
errors ar= made 2ven when noise is not presen%t. Drder

these condicions, V; is on +the incorrzect side c¢f the

L]

~hreshcld so that the probability of errcr for that

signal level is

PLE|Vi1=1- Q0 (Vy -T) /o] (C. %)

By averaging cver all the received signal
levels, the average probability of error can be compnuted
using

P [E] PIE|V,] (C.5)

1}
2=
12



233

where N i1s th2 number of symbols processed. To ob*ain
an accurate measure cof the error rate using this method,
enough symbcls nust be processed so that all possible
signal levels are considered and are present 1in thneir
correct distribution. Once this requirement is nmet,
error rates can be determined just as sasily at high
SNE's as at low SNR's as the signal lavel distribution
is independent of SNR. In most cases, though, due to

“he large number of possible signal levels, +the use of

b

calculated noiss at high SNR's is limizted.

Calculated noise 1is used whenever possible 1in
conjunction with a precoded PR receiver. Uss of a
receiver with any sort of a decision feedback mechanism
dictates the use of Hdonte Carlo methods, howsver, as
srror propagation effects cannot be simula%ed using a

calculated noise approach.

In +*he design of the simulation programns
themselves, top-dcwn techniques waera us=4d, which
involves decomposing *he program into a hierarchy c¢f
subroutines. This deccmposition 1is accomplished with
relatively little difficulty as the various simulation
functicns such as data generation, filtering, tail

additicn, etc. are already logically distinct.



Y%
(7%
&=

Correctness of the software was verified using bottcm-ugp
tasting, where =2ach of the individual subroutines 1is
tested from the lgow=2st level up <o ensur2 that the

particular function 1s question wcrks correctly. Th

[\

correctness of +the ensemble of subroutines 1is verified
by compariscn of simulaticn results with well-defined
theoretical results. For example, the correctress of
the phase errcr simulation was verified by running the
System with no phase arror and then comparing with the

theoretical resul: (3.40).

C.2 Egualizer and I-C Receiver Simulation

Since a decision fesdback equalizesr was used, a
Monte Carlo simulation was required. Input parameters
to *he simulation consist of (i) +the number of SNR
points to be simulated and +their values (ii) the number
of squalizer taps and their values (iii) a weighting
coefficient for the inphase channel (iv) the number of
points to Lbe consider=zd and (v) seed numbers for the
data seguence and nolse2 generation routines, For lower
SNR's only saveral thousand points (symbols) were
12cessary tut higher SNR values (> 13 dB) required the

use of up %o t2n thousand points. Computing *ime



restrictions limited the number of poin%ts to this value

30 *hat error rats measurements below 1)9—3 were not

1)}

possibla.

The <equalizer coefficients are s*cred in an
array COEFF with the corresponding sigrnal valuss 1in an
array EgIN. Multiplication of 2ach element of CCEFF
with each e€lement of ECIN and *hen summing +*he result
provides the new decisicn variable upon which <+he next
decisicn is based. The higher order locaticns of EQIN
contain the previocus decisions «corresponding *c the
feedback pecrticn of the eqgualizer, while ths lower crder
locaticns ccntain the signal plus noise samples of the
teedfcrward pcrtion. The exact proporticn of =sach
feed

crward/ feedback zarcs

tt

o]
th

depends on the numbar

Lig]

specified a* run tim=. Cnce a new decision is made, the
previous decisions arzs shifted by cne element with the
n2w decisicn occupying the first fesdback pcsition. The
signal plus noise samples are also shif+ed and a new

value entered into *he lowast order elem=nt.

At the start of the prcecgram, *th2rs ar2 no

decisicns *to k2 f=d back and the initial decisions made

[#3]
O
3
i)

by the 2qualizer are 1likely to tc be in =rror.

[
]
o J
vt

provisicn nrust be wmade <for this equalizer transi
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rasponse s£0 the equalizer was allowed to run fcr 500

symbols befcre error counting began.

When +the inrhase-quadrature raceivsr of Figqg.
3.16 was simulat=d, it was nec=sssary *o g=2nsrate noise

descriked by (2.45) and (2.46). Since nl(t) and nz(t)

ars narrowband processes of one half the Dbandwid*h of
the Ltaseband data signal, *they are generated by
filtering TWo arrays of independen* Gaussian

pseudo-random variatles generated by subroutine GGNOR.
After transforma<=ion intc the freguency domain by means
of the FFT, the two arrays are limited to one half their
original bandwidth and then inverse transformsd.
Multiplication by sin wt/2T and cos wt/2T in their
appropriate sampled form provides the reguired noise
pPLroCesses. The accuracy of this noise generator was
determined by measuring +he autocorrelation of +the
noises, as well as the «cross—-corr=2lation of *he inrhase
and quadraturs ncisa fer various offsets. Close
agreement between the measured valuses and the valuss of

Fig. 2.8 was cbtained.

The simulation flowchar* is shown ian Fig. C.1.
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START
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! ~—
Generate array of
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Multiply by
SSB-PR4 filter

Add tail of previous
filter operation

Y

Generate array of
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!

Add noise to signal

©

Figure C.1 Flowchart of Quadrature Channel
Simalation
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@
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Form equalizer
decision variable
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Make decision
Shift equalizer
* by 1

Update error, symbol
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NO

Last symbol

in current section

Maximm number
of symbols
exceeded

Figure C.1 (cont.) Flowchart of Quadrature Channel
Simulation
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C.3 Phase Error and Tracking Loop Simulation

C.3.1 P2hase Error Simulation

A precoded receiver was usa2d in conjunction with
a calculated nois=z simulation. Simula+iocn input
parameters include: (i) number of SYR points and their
values, (1i) number of symbols +tc be processed, ({iii)
steady-state phase error to be simulated, and (iv) seed

number for the data generator.

The SSB-PR4 <filter output is sectioned as
outlined earlier t¢ rprovide a stream of filtered data.
The demodulator inphas2 output component is formed from
<he SSE I and Q signal <components and the ©phase error
via (4.8). For the binary input case, +h2 demodulatcr
output is rectifisd as would be in a precoded receiver.
The distance %o the binary decision +*threshold is
calculated and the protabili*y of =rror <calculated for
all supplied values of ¥B using (C.3) or (C.4) as
appropriate with +the value of computed from +th= SNR
via {3.43). The simulation flowchart for Dbinary input
signals is shown in Fig. C.2. For the 4 1level input
case, the rrobabili+y of coalescion was assumed
n2gligible so that the recesiver simulated was simply a 7

level decision device. Procassing of on2 +thousand

i

symbols was found adegquate for convergance of th
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1

Campute error
probability for SNR

©

Figure C.2 Flowchart of Steady-State Phase Error
Simulation
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Figure C.2 (cont.) Flowchart of Steady-State Phase
Error Simulation
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measured error probabilities to stable values.

C.3.2 Tracking Loop Simulation

A Monte Carlo simulation was necessary due to
the decision feedback nature of the 1loop. After
generation of the SSB-PR4 signal, independent Gaussian
noise samples are added to the I and Q signal
components. Since no samnpler offset between the I and Q
channels is involved, and since the I and € noises are
uncorrelated for =zero offset, adding such independent
samples is justified. The received carrier phase was
assuned constant ({i.e. 0 ©9) and the Jjitter of the

receiver oscillator phase about this value was measured.

The receiver decision device input was
caiculated from the current received <signal and the
previous carrier phase estimate. A three level decision
1s made and ther cross-multiplied with the quadrature
receiver output. The new phase estimate is calculated
according to the relation
b - 'iiIrQ(kT)/é (C.6)

Pp+1 s

with QI ,PQUdﬂand 65 defined as in Sections 4.3.1 and
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4.3.4. The mean and variance of *the phase error wers

m2asured tc provide the RHS phase error of +the loop.

Five +housand symbols were us=4.

|

he receiver =rror rate can easily be measured

e

by mod 2 mapping the 3 level symbols into binary symbols
and <then cecmparing with the criginal transmitted
symbols. At large SNR's few errors occur, however, and
computation time Dbeccmes excessive. To eliminate this
problem, calculated noise was used for the purposes of
the error rate mesasurement. The I and @ components of
the SSB-PRY4 signal and the previous phase astima*e are
used tc generate the dscision device input with no noise
samples added. Af*er rectification, the dis*tance *¢ the

binary threshold is calculated and the prcbabilizy of

D
g}

v

T for t

t

0 a

[a!
[ &)

raceived signal valus comput2d as £or +he

w0
ot
1]
(oY)

ady-stats phase error simulation.

The tracking loop simulation flowchart is shown

in Fig. C.3.

C.4 Ngp-Linear Channel Simulation

d

t

The system model of Fig. 5.9 was used 1in the

non-linear channel simulation, Simula%icn input
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Figure C.3 (cont.) Flowchart of Tracking Loop Simulation



parameters are (i) number of SNR points amd their values
{ii) mode of TWT operation ie. normal, AM/AX only, or
linearized (iii) TWT input Dbackoff (iv) number of
symbols to be processed and (v) seed number for the data
generation routine. The simulation floswchart is showun

in Fig- C'u'

The SSB-PR4 signal is generated as before and
then passed to the TWT subroutine. During the £first
entry to the subroutine, the TWT input voltage scalimng
factor is computed from the imput backoff. The mean
angle of rotation is thenh computed to realign the signal
space as outliped in Section 5.4.1, if AM/PM is to be
included. These paraBeters remain constant throughout
the rest of the simulation. Subsequent values of input
envelope are converted to input voltages using the
voltage scaling factor. These input voltages are used

in subroutine DISTORT to compute the TWT output\envélope
| and phase shift using the Bessel function model of the
THT, (5-6) and (5.7). The signal is resolved imnput
inphaSe and gquadrature components before passing the
amplified signal to the postfiltering subroutine

POSTFIL.

Use of the linearized THT necessitates a
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Simulation



sligatly different procedure. The input eanvelope
voltage is calculated as before, but using a different
value of peak input voltage. The signal is predistorted
in subroutine PREDIST using the polynomial model of
(5.16) and [5.17). The predistorter output voltage is
then used as the TWT input voltage in DISTCRT, and the
corresponding output voltage and phase shift computed.
The overall phase shift is the sulR ©Of the predistorter
phase shift and the TWT phase shift. Once again, the

signal is resolved into its I and Q components.

OCnce passed through the THT, the distorted
signal is postfiltered in subroutine POSTFIL. An ideal
rectangular filter was used to restrict the output
spectrum to the same bandwidth as the input spectrum but
other filter responses could easily be substituted.
After use of the inverse FFT, tail addition is again
necessary to provide a continuous section of filtered

data. This is done in subroutine ATAIIL.

The signal is now ready to be demodulated and
the error rate determined. Since the received signal
level depends on the TWT backoff, the optimum receiver
thresholds also become backoff-dependent. Due to the

action of the postfilter, it becomes extremely difficult
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to theoretically determine the optimum receiver
threshold. However, it is possible to determine this
gquantity during the simulation itself. This was done by
measuring the upper and lower eye boundaries after
rectification at the nominal sampling instant. The
difference bhetween these two values is the vertical eye
opening while their mean gives the optimum threshold.
The first 175 symbols generated during the simulation
are used towards this end, they are not used for error
probability calculations. Once the threshold is
determined, it remains constant for the remainder of the

simulation. An additional 1000 symbols were used for

error rate Measulements, Pertinent information printed
during the simulation includes the SNR's and
corresponding error probabilities as well as the

measured THT output power in dBm and watts, THT voltage
scale factors and angle of signal space rotation for the

supplied value of input backoff.

A simulation error of 0.8 dB was determined frcm
the simulation results obtained at 20 dB backoff. Under
such a condition, the channel 1is essentially linear and
thus should exhibit the error rate performance of a
linear channel. 1In reality, the measured curve was 0.8

dB worse than the theoretical linear channel behaviour.



This value was used to correct the curves shown in Figs.
5.21 - 5.23. The simulation error is due primarily to
the use of a rectangular postfilter response and also to
the fact that tle PR filter respomnse was synthesized

over 16 symbol periods only.

C.5 Eye Diagram Generation

Eye diagrams were denerated on a VERSATEC
plottelr using modified versions of the aforementioned
simulation programs. Data generation and filtering were
identical, W¥ith the exception that all filtering was
done using a 16 sample/symbol FFT to provide increased
time domain detail. Also, postfiltering of the TWT
output was not done. Rather than passing the processed
symbols to an errcr probability calculation subroutine,
the symbols are given to a plotting subroutine EYE whicCh
partitions the data into 32 element arrays (i.e. two
symbols) and then calls the VERSATEC software for the
actual line drawing. A Jjudicious selection of vertical
and horizontal scales produced <curves sufficiently
smooth without need for a spline or interpolating

polynomial.

To produce the TWT output eye diagrams of Figs.
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5.14-5.19, the TWT output voltages were scaled using a

normalization factor obtained fronm the

channel error rate simulation. This factor
the TWT output power to the same value as
power. Use of this scale factor is also made

opening calculations of Section 5.4.2.

non—linear
normalizes
the input

in the eye
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