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ABSTRAQ 

The feasibility of using a partial response-encoded 

single-sideband (SSB) modulated signal for transmission of 

digital data in a radio system is considered. The principal 

methods of SSB signal generation and demodulation are 

examined, and the effects of carrier synchronization are 

determined. The effect of steady-state carrier phase errors 

on the error rate of an SSB partial response receiver is 

analyzed theoretically and by means of computer simulation. 

The analysis cf a decision-directed SSB carrier phase 

tracking loop is presented and its performance is evaluated 

using computer simulation. The performance of the SSB 

partial response system after amplification by means of 

travelling-wave-tube (TWT} amplifiers is analyzed by using 

computer simulation. Pi~ally, a comparison of an SSB 

partial response system and a quadrature partial response 

system (QPBS) is made. 
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1·1 The ~~~ fa£ Digital Radio 

Since the early 1950's, analog microwave radio systems 

have been extensively used to provide high capacity links 

between major urban centres. This widespread use is due to 

the fact that under many conditions, analog microwave radio 

is the most economical form of long-haul transmission. 

In these analog systems, the input signals consist 

mainly of frequency division multiplexed telephone channels 

and television signals. The amplitude, frequ~ncy or phase 

of the carrier is modulated according to the input signal. 

Since the input signals to be modulated are in analog form, 

the use of analog modulation techniques follows quite 

na1:urall y. 

In 

systems 

recent years, however, 

have become increasingly 

digital micrcwave 

attractive. There 

radio 

are 

numerous economic and technical reasons for this trend (1]. 



2 

Increased use of digital Sllitchin g techniques has 

necessitated the provision of digital trunks between tandem 

and toll digital switches. This, combined with new digital 

data serVices, has significantly increased the Yolume of 

digital traffic between centres. Digital transmission 

performs better than analog modulation because the use of 

regeneration at each repeater site permits transmission over 

very long distances with negligible degradation of the 

original signal. The low cost and high performance of 

digital devices allow a more efficient use of available 

channels and equipment through time division multiplexing. 

This results in substantial savings in cost, space, and 

wiring_ Finally, a single digital network can be used to 

provide a variety of services, and new growth can easily be 

accommodated. The motivation for digital radio systems is 

not difficult to understand given the aforementioned 

benefits. 

1.2 ~~~ ]eed fo£ Efficient Modulation 

While the advantages of digital 

numerous, they are obtained at the expense 

bandwidth requirement for transmission 

information digitally than in analog 

modulation are 

of a greater 

of the same 

form. The 
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proliferation of digital transmission combined with a 

general increase in the number of users, each with a greater 

amount of information to be transmitted, has resulted in a 

severe Cl"Owding cf the a vail able electromagnetic spectrum. 

A variety of complementary solutions exist for this 

problem [2]. As microwave and signal processing technology 

advance, allocations in qev, higher (> 10GHz) frequency 

bands can te made while frequency reuse and better spectrum 

management can relieve congestion in existing bands. A 

proper choice of modulation format, however, is the most 

important consideration for any given system, and we shall 

concern ourselves with this solution in this thesis. 

The primary objective of an efficient modulation scheme 

is to maximize the transmitted data rate through a given 

bandwidth. A measure of this bandwidth efficiency is the 

ratio of data rate to bandwidth used which has the 

dimensions of bits/S/Hz. In many situations, the modulation 

scheme to be used must meet certain legal minimum efficiency 

requirements. For exampler the FCC requires that a digital 

radio operating in the 11 GHz band have a minimum efficiency 

of 2 bits/S/Hz, while operation in the more crowded 4 GHz 

band requires a minimum efficiency of 4 bits/S/HZ [1]. 



4 

A graphical comparison of several modulation schemes 

is shown in Fig. 1.1. The ordinate is the bandwidth 

efficiency in bits;S;Hz while the abscissa is the average 

signal to noise power ratio (SNR) required to obtain an 

average error rate of 1o-•. This value is considered the 

highest error rate permissible for digitally encoded voice 

transmission [3]. In the figure we have included the 

Shannon capacity of the channel, which defines the upper 

bound for the data rate through a channel of a given 

bandwidth, and hence the bandwidth efficiency, at a given 

SNR for an arbitrarily low error rate. Also shown are some 

of the better known modulation schemes. Specifically, we 

have included: (i) M-ary coherent phase shift keying (CPSK), 

in which the carrier phase takes one of M values depending 

on the modulating data sequence; (ii) M-ary frequency shift 

keying (FSK) where the carrier frequency takes one of M 

values (4]; and (iii) the quadrature modulation schemes such 

as quadrature amplitude modulation (QAM) or amplitude-phase 

keying (APK) where the inp~ase and quadrature components of 

the carrier are modulated by separate, independent data 

st:.reams ( 5 ]. Single-sideband (SSB) modulation can be 

considered as a particular case of QAM. The numbers in the 

diagram refer to the number of discrete amplitude levels. A 

baseband or SSB system with L amplitude levels would 

transmit data at the same efficiency as a QAM system with L 
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Figure 1.1 Comparison of Several Digital Modulation Schemes 
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levels in each component of the carrier, or 12 ~otal signal 

levels. 

At low efficiencies (< 2 bits/S/Hz), the QAM schemes 

and PSK provide comparable efficiencies at roughly the same 

SNR. However, PSK has been. chosen over QAM for most systems 

for its ease of implementation and its excellent performance 

over non-linear channels. In particular, 8-PSK has been 

used extensively in existing radio systems (6]- (8] and 

bandwidth efficiencies up to 3 bits/S/HZ have been reported. 

At high efficiencies, PSK is no longer competitive with 

the guadrature schemes. For example, a 4 bits/5/HZ QAH 

system reguires about 18 dB SNR for a 10-• error rate 

whereas a 16-PSK system at the same efficiency reguires 4 dB 

more SNR for the same error rate. This difference becomes 

even greater when higher efficiencies are required. It 

becomes attractive, therefore, to examine the feasibility of 

these guadrature modulation formats, and SSB in particular, 

as a possible solution to the problem of high efficiency 

digital communications. 

The composition of a typical digital radio transmitter 
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and receiver is shown in Fig. 1.2. Several lew speed data 

streams are interleaved to provide a single high speed 

stream typically of the order of 90 Mb;s. This data stream 

is scrambled to break up any periodic sequences of data 

which can resul~ in spikes in the output spec~rum of the 

signal, and parity bits are inserted to provide bit error 

rate monitoring capabilities at the receiver. The actual 

digital modulation occurs at intermediate frequencies (IF) 

with a carrier of about 70 MHz. The digitally modulated 

signal is then shifted into the microwave frequency band by 

the upconverter where it is amplified and filtered. ~t is 

this RF filter which determines the bandwidth efficiency of 

the system. The amplified and filtered signal is then 

passed by means of waveguides to the antenna, where the 

signal is radiated into the atmosphere. 

Due to reflection and refraction in the atmosphere, the 

original transmitted signal, may in fact follow several 

different paths before arriving at the receiver. These 

paths are in general of different lengths, so that each 

version of the signal will arrive with a different phase 

shift resulting in partial cancellation of the signal. This 

effect is known as multipath fading [9] and can result in a 

significant increase in the error rate of the receiver. To 

combat this degradation, a second receiver antenna, 
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physically separated from the main antenna, is used. As the 

fading on the main antenna is generally uncorrelated with 

the fading on the diversity antenna, there is almost always 

one of the two antennas. A a usable signal 

combination of 

therefore greatly 

present at 

these two signals before 

improves the reliability of 

demodulation 

the syste:n. 

In practical radio systems, these reliability requirements 

can be quite stringent: for the Northern Telecom RD-3 radio, 

for example, only two hours of outages per year are allowed 

(3]. This outage time is further broken down into one hour 

due to equipment failure, and one hour due to fading. This 

translates into an availability requirement of 99.98%. 

Both the diversity and main receivers have an input 

bandpass filter which has a bandwidth large enough to pass 

the received signal with a minimum of distortion but small 

enough to limit the noise entering the receiver. After down 

conversion, the main and diversity signals are combined in 

some optimum fashion and then filtered at IF to further 

reduce the effects of noise and interference from adjacent 

radio channels. An automatic gain control (AGC) minimizes 

the variation in signal level, so that an essentially 

constant signal is available to the rest of the system. 

After equalization to compensate for the various degradatory 

effects accumulated up to that point, the signal is 
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demodulated to baseband. This requires a local source of 

the carrier frequency and phase. In addition, the 

demodulator comprises a symbol timing recovery system, an 

additional baseband filter, a baseband equalizer, and a 

decision device which regenerates the original data stream. 

After regeneration, the data stream is descrambled and the 

parity bits inserted at the transmitter are used to test for 

outage conditions. The recovered high speed data stream can 

be demultiplexed into the original lov speed streams so that 

channels can be dropped or inserted at different stations 

along the route, or the high speed stream can be directly 

fed into another digital modulator. The station then acts 

simply as a repeater. 

For analog signals, SSB is the most efficient form cf 

modulation in that the modulated signal bandwidth is the 

same as the baseband signal bandwidth, and the transmitted 

power is the minimum possible. Consequently, SSB has been 

extensively used in frequency-division multiplex (FD~) voice 

transmission systems such as found in the telephone network 

( 10], [11 ]. For the same reasons, SSB has found widespread 

application in high freguency radio ( 12]. 
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Microwave transmission of FDM signals, however, does 

not in general make use of SSB. Bather, frequency 

modulation (FM) is used because of its greater tolerance of 

the non-linearities encountered in RF amplifiers. 

Technological advances and spectral crowding have 

nevertheless resulted in the development of several SSB-FDM 

microwave radio systems [13], ( 14] operating in the 2 and 6 

GHz bands. 

For digital data transmission, SSB has been used mainly 

over telephone voice channels [15] where the limited 

bandwidth necessitates the use of high efficiency multilevel 

modulation .. Similarly, SSB has also been used for data 

transmission over FDM groups at a rate of 48 Kt/s [ 16], and 

a 576 Kb/s system using a 300 MHz carrier has been developed 

(17]. In general, the use of SSB for data transmission over 

channels other than voice channels has been rather limited. 

In this thesis, we shall attempt to ana.lyze the 

feasibility of using SSB modulation in a high capacity 

digital radio system. We shall initially address ourselves 

to the problems involved in the generation and demodulation 
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of the SSB signal. We shall illustrate the need for shaping 

the modulating signal spectrum, and hence shall make use of 

partial response encoding. Two major areas of concern will 

be examined: the effects of carrier synchronization errors 

and the effects of the non-linear BF amplifiers used in most 

digital radio systems. The degradations due to these 

effects will be quantified and solutions for overcoming 

these degradations will be proposed and analyzed. Both 

theoretical and computer simulation methods will be used in 

the analysis, and in the majority of cases, th~ bit error 

rate (BER) will be used as the criterion of comparison. 
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fg!~ l• &]NE~ ~ £Q!SIDERATIONS 

In this chapter we shall introduce some of the more 

important properties of SSB modulation-demodulation systems. 

The discussion will focus on the operation of the various 

modulators and demodulators that may be used as vell as the 

complexity and implementability of each configuration. In 

addition, the performance of the various demodulators in the 

presence cf both time-variant and steady stat~ receiver 

phase errors will be analyzed. Finally, the properties of 

the noise encountered in SSB systems will be discussed and 

the differences with other forms of modulation outlined. 

Unless otherwise noted, the discussion vill be valid for 

both analog and digital systems. 
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If a lowpass signal a(t) is multiplied by a carrier 

cos wet, then the spectrum of a(t) is shifted to ± we as 

shown in Fig. 2. 1 {b). It can be seen that the resulting 

signal reguires twice the-bandwidth of the original baseband 

sideband This is refe~red to as a double-sideband (DSB) 

modulated signal. Due to the symmetry of the sidebands 

about w , one of them can be eliminated with no loss of 
e 

information as shown in Fig. 2.1(c). This is the underlying 

principle of SSE modulation. 

The mathematical description of the resulting SSB 

waveform is 

s (t) = a(t) cos w t + ~(t) sinw t e e 
(2. 1) 

= Re( (a(t)-j ~(t)) ejwet ] { 2. 2) 

A where a(t) is the Hilbert Transform of a(t) and is given by 



A(w) 

-we we 

(i) Baseband Signal 

-w w c c 

(ii) DSB Signal 

-w w c c 

(iii) SSB Signal With Lower Sideband Retained 

Figure 2.1 Baseband, DSB and SSB Signals 
in the Frequency Domain 

15 
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~ ~ 1 j a(T) dT 
(t) = -; t-T 

-oo 
( 2. 3) 

where the integral is interpreted in the cauchy principal 

value sense. 

In this case the lower sideband vas retained but the 

upper sideband could equally well have been retained 

instead. The resulting SSB waveform in this case is 

(2. 4) 

(2. 5) 

with a (t) d-:fined as before. Rewriting (2. 2) and ( 2- 5) in 

polar form gives 

;_ (t) = Re[r (t) e j(wct-e(t))] ( 2. 6) 

Bt.r(t) = Re[r(t)e j(wtt+~(t))] (2. 7) 

where 

r (t) ~ (a2(t) + ~2 (t)) 1/2 (2. 8) 
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D. 
e (t) tan-l(~(t)/a (t}] (2. 9) 

and the subscripts L and U denote the lower and upper 

sideband signals respectively. We see that the carrier is 

simultaneously amplitude modulated by r(t) and phase 

modulated by a (t). We also note that for a lower sideband 

signal the carrier phase is delayed by the modulating signal 

while the carrier 

signal. In both 

phase is advanced for the upper sideband 

cases, the bandwidth of the modulated 

signal is the same as that of the original baseband signal. 

In order to generate an SSB signal, one of the two 

sidebands must te removed. This sideband elimination can be 

accomplished by filtering, by quadrature processing, or by a 

combination of both. In quadrature processing, the sideband 

to be removed undergoes two successive 90° phase shifts 

resulting in a polarity opposite of the sideband to be 

retained. Simple addition with an ordinary non-phase 

shifted version of the sig~al results in cancellation of the 

unwant~d sidetand and reinforcement of the other. The 

Hartley modulator [18] utilizes phase shifting alone while 
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the Weaver modulator [19] relies on a combination of 

filtering and phase shifting. 

~-l-1 ~il~ Method 

The filter or fregue~cy discrimination method (20] is 

the simplest way of producing an SSB signal. The modulator 

is shown in Fig. 2.2{a) while the frequency domain 

representation of the modulation process is shown in Fig. 

2. 2 {b) • Here a DSB signal a (t) cos wet is passed through a 

bandpass filter which is designed to attenuate the unwanted 

sideband while passing the desired sideband undistorted. 

This requires a very small filter transition region so that 

all of the unwanted sideband is removed. Presence of 

significant energy near zero frequency (i.e. DC) in the 

spectrum of the baseband signal a(t) makes the filtering 

very difficult to realize physically. The filter cutoff at 

the other band edge need not be so steep. This method is 

commonly used in FDM systems where the stringent filtering 

requirements are met with high Q crystal filters [10]. Lack 

of energy below 200 Hz in voice signals greatly simplifies 

the filtering task. 



a (t) 

Figure 2.2a 

-w 

Sideband 
..,._ _ _,..,.. Isolation 

Filter 

coswct 

SSB Signal 

Filter Method of SSB Signal Generation 

(i) Spectrum of a(t) 

c 
(ii) Filter Input Spectrum 
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Filter Attenuation L':J-----
-we we 

(iii) Filter Output Spectrum 
(Lower Sideband Retained) 

Filter Attenuation 

~---- ----\/1 
-w w c c 

(iv) Filter Output Spectrum 
(Upper Sideband Retained) 

Figure 2.2b Frequency Domain Representation 
of Filter Method 
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The Hartley or phase shift method is a direct 

implementation cf (2.1). The modulator is shown in Pig.-

2.3(a). The baseband signal a(t) is passed through a filter 

which effects the Hilbert Transform of the signal. This 

filter has a frequency resFcnse 

1\ 
H(w) = + j w < 0 

= 0 w = 0 (2.10) 

= - j w > 0 

Thus the positive frequencies undergo a -90° Fhase 

shift while the negative frequencies are shifted by +90°. 

Further multiplication by sin wet results in an additional 

-900 phase shift of the upper sideband thereby reversing the 

polarity of the sideband. Addition with the output 

a(t)coswct of the inphase arm of the modulator cancels the 

upper sideband while subtraction cancels the lower sideband. 

The time responsa corresponding to the filter 



a (t) 

Hilbert 

ransforme 

sinwct 

Figure 2.3a Hartley Modulator 

(i) Baseband Spectrum 

(ii) Inphase Output 

SSB Signal 

(iii) Quadrature Output we 

~ 
I 

(iv) Summed Output 

I 
~ 
I 

(v) Subtracted Output 

Figure 2.3b Frequency Domain Representation of 
Hartley Modulation Process 
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function of (2.10) is 

t (t) = (2.11) 

In this form, this filter is clearly not realizable. 

However, in digital systems where the spectrum of the signal 

is shaped, use of certain techniques permit an approximation 

that is sufficiently close for most applications. This is 

discussed further in Chapter 3. Once again, presence of lew 

fr9guency energy creates problems in sideband separation as 

the practical realization of the Hilbert transformer cannot 

phase shift these components properly. 

The final and least known SSB modulation method is 

the Weaver modulator illustrated in Fig. 2.4. The unique 

feature of this method is the premodulation of the baseband 

signal by cosw t and sinwm t where w is usually taken at the m m 
midpoint of the passband of a(t). That is, if a (t) is 

bandlimited to [-W, W] HZ, then 

(2.12) 



a (t) 1 

coswmt 

Lowpass 
Filter 

Lowpass 
Filter 

coswct 

sinw t sinw t m c 

Figure 2.4 Weaver Modulator 

tv 
w 
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The premodulator outputs are then lowpass filtered. 

The cutoff frequency of the filter is selected once again as 

wm, creating a sideband overlap in the band [ -w , w ] rad/s m m 
as shown in Fig. 2.5. 

The frequency domain output of the inphase lowpass 

filter is 

A (w+w ) + A 
+ m 

( 2. 13) 

while the quadrature lowpass output is 

y 1 (w) = j A ( w +w ) - j A ( w- w ) 
+ m - m 

(2.14) 

where A+ (w) and A _(w) are the positive and negative 

frequency portions of a (t). 

Further multiplication, by coswc t and sin wet gives 

+ A ( w +w + w ) + A ( w -w + w ) 
+ m c - m c 

( 2. 15) 



-w c -w 
m 

A (w) 

w m 

(i) Baseband Spectrum 

-------1 
~-------

~~~ 
-w -w w w 

c m m c 

(ii) In phase Premodulator Output 

C?:<J k<J 
-w c 

(iii) Inphase Modulator Output 

(iii) Quadrature Modulator 
Output 

(iv) Summed Output 

(v) Subtracted Output 

we 

Figure 2.5 Frequency Domain Representation of 
Weaver Modulation Process 
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and 

y (w) = A ( w +w -w ) - A ( w -w - w ) + m c - m c 

(2 .. 16) 

as the ~nphase and quadrature outputs respectively. It can 

be seen, therefore, that t4e Weaver modulator processes the 

quadrature signal in a fashion similar to the Hartley 

modulator in that one of the sidebands undergoes two 90° 

phase shifts. 

Addition of the branc4 outputs yields 

( 2. 17) 

which in the time domain is 

( 2. 1 8) 

This is a conventional SSB signal with a carrier wc-wm. 

Similarly, subtraction of the two ~ranch outputs gives 

( 2. 19) 
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or 

= a (t) cos~ +w ) t + a (t) sin {w + w ) t 
e m e m 

(2.20) 

which is a conventional SSB signal with a carrier w + w • e m 
Note that in both cases, the sideband occupies the same 

bandwidth [ we -wm, we+ wm] rad/S while the carrier changes 

value, whereas in the Hartley modulator the carrier remains 

the same and the sideband position is changed. 

The advantage of the Weaver modulator is that 

sideband cancellation is much more readily accomplished than 

with the other two modulators. Also, the sideband 

cancellation occurs in the passband of the other sideband 

rather than outsi"de. However, the out of band signal 

components are determined by how well the lovpass filters 

attenuate the premodulated signals. This means that filters 

with steep cutoffs are still required; moreover, these 

filters must be closely matched to ensure maximum sideband 

cancellation. Use of the premodulator requires that an 

additional stable reference source be supplied. Use of 

digital signal processing can overcome the filtering and 

matching requirements [21], but for most applications, the 

Weaver modulator presents no advantage over the Hartley or 

filter methods. 
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Due to the quadrature component inherent to the SSB 

signal, simple envelope detection cannot be used for 

demodulation. Rather, the signal must be demodulated 

coherently by multiplying the received signal with a local 

estimate of the carrier. An SSB signal can also te 

demodulated using a Weaver demodulator. In the following 

sections, each of these demodulation schemes will be 

presented. Also, since the exact carrier frequency and 

phase are usually not known at the receiver, the effects of 

such synchronization errors will be examined. 

Consider a receiver lower sideband signal: 

s(t) = a(t)cos(w t + cp ) + ~(t)sin(w t + cp) c c c c ( 2. 21) 

where cp is the phase of the received carrier. The incoming 
c 

signal is multiplied with a local estimate of the carrier 

z1 ( t) = 2 cos ( w c t + ~ c ) (2.22) 

~ 

where cpc is the local estimate of the carrier phase. The 
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resulting signal is then lowpass filtered as in Fig. 2.6 to 

give: 

r 1 (t) =a(t)cosllql+~(t)sinllql (2. 23) 

where 

(2.24) 

is the phase error betwee~ the received signal carrier and 

the local ca~rier estimate. 

we see that a quadrature channel dependent 

distortion term is added to the desired signal. Also, the 

desired signal component decreases with increasing phase 

error so that the signal is degraded further. This 

underlines the importance of a good carrier tracking system. 

Suppose that the phase error is of the form 

( 2. 2 5) 

so that the phase error is dynamic. We find that in the 

case of the lower sideband signal, the frequency error ~w 
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causes the ~ecove~ed taseband signal sidebands to shift 

towards each other when ~w is positive causing the sidebands 

to overlap. Conversely, a negative ~w spreads the sidebands 

furthe~ apart. 

If the incoming signal is multiplied by 

"' z Q(t) = 2 sin (wet + cj>c ) (2.26) 

and then lowpass filte~ed, the output is 

1\ 
rq (t) = a(t)cos~cj>-a{t)sinM (2. 27) 

with \.~cj> defined as before. An effect similar to that of the 

inphase channel occurs. In the case of no frequency o~ 

phase e~rors (~<I> =0), the quadrature output is simply ~(t), 

the Hilbert transfo~m of the baseband signal. 

The Weave~ demodulation p~ocess is similar to the 

Weaver modulator in ~evers~ crde~. The demodulator is shown 

in Fig. 2. 7. 

Consider a Weaver lowe~ sideband signal: 
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s (t) = a{t)cos[ (w + w )t+.<j> )+~(t)sin[ (w +w )t+<j>) 
c m c c m c 

( 2. 28) 

The in phase low pass filter output after 

multiplication with 2 cos ( wct+<j>l) is 

x 1 (t)= a(t)cos(w t+<j> -<J>
1
)+a(t)sin(w t+<j> -<1>

1
) m c m c 

( 2 .. 29) 

Similarly, the guadrature filter output is 

y 1(t)= -a{t)sin(w t+<j>- <j> 2)+~(t)cos(w t+<j>- <j>J m c m c Z 
( 2 .. 3 0) 

Note that the receiver lowpass filters act only to 

remove the double frequency terms resulting from the first 

multiplication, and hence do not require the steep cutoffs 

of the modulator filters. After multiplication with 

2 cos ( wmt+<j>
3

) and 2 sin (wm t+<j>
4
), the inphase and quadrature 

branch outfuts are, respectively, 

(2- 3 1) 

and 
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(2. 3 2) 

Subtracting the quadrature output from the inphase 

output gives 

{ 2. 33) 

In order that the time varying sinusoidal terms 

cancel, we must have ct> 1 = cJ> 2 and cJ> 3 = cJ> 4• This gives 

Further setting ct> 1 = cJ> 3 so that all the oscillators 

are synchronized gives 
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(2.35) 

where the factor of 2 has been neglected for convenience. 

Thus, a behaviour similar to that of the coherent 

demodulator is obtained with the exception that the 

distortion in the Weaver demodulator depends on twice the 

local carrier phase estimate ~ 1 • This means that the Weaver 

demodulator with a lower Weaver sideband input degrades more 

rapidly with carrier misalignment and is therefore inferior 

to the coherent demodulator. 

We shall now develop the equivalent expression for 

the Weaver upper sideband input, 

s (t) (2.36) 

Proceeding as before, the inphase and guadrature 

lowpass filter outputs are 

X l {t) (2.37) 

y l (t ) = a(t)sin(w t-~ +~_}- a(t)cos(w t-~ +~2) m c z m c 
(2.38) 

The outpuc of the second set of multipliers becomes 
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-a {t) [sin (2 w t-¢ +¢
2 

+¢
4 

) +sin(¢ - ¢
2

+¢ ) ] m c c 4 
(2.40) 

Addition of these two signals gives the demodulated signal 

As in the lower Weaver sideband case, setting 

(2.41) 

<P = 1 
<P 2 and ¢3 = ¢4 is reguired in order to eliminate the time 

varying sinusoids. Hence 

( 2. 42) 

If, in addition, ¢
1 

= ,.. , we obtain 
'~'3 . 
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= a(t)cosq, - ~(t)sinq, c c {2. 43) 

In this case, the errors introduced by each 

oscillator cancel. These errors are not necessarily static 

in that a frequency error may have to be included. This 

implies that the effect of a frequency misalignment of the 

two receiver oscillators would be reduced if they were both 

misaligned in the same way. However, if the first 

oscillator frequency w was greater than the corresponding 
c 

transmitter oscillator while the second oscillatcr frequency 

w m 
was lower than the corresponding transmitter oscillator, 

or vice versa, then the frequency error would b~ increased, 

and not decreased. 

The primary disadvantage of the Weaver demodulator 

is the complexity of the implementation. Tvo receiver 

frequency sources are needed, as well as four multipliers 

and a summer. Phase matching of the two channels is once 

again a problem. While the upper Weaver sideband 

demodulator shows an error cancellation behaviour, the 

problem of frequency misalignment becomes crucial. Use of a 

central frequency reference could alleviate this. Any drift 

in the central reference would result in a drift in the same 

direction of both oscillators. The cancellation effect of 

the demodulator would then reduce the overall freguency 
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error. 

As a final comment, it should be noted that a Weaver 

modula~or signal could also be demodulated coherently in one 

step if the carrier frequency is properly chosen. For a 

lower ilea ver sideband, this means using we + wm while for an 

upper iea ver sideband, we- wm must be used. Conversely, a 

conventional SSB signal could be demodulated using the 

Weaver method if the receiver frequencies are correctly 

chosen. 

Consider now an SSB system with noise present. We 

assume that the noise is additive white Gaussian noise 

(AWGN) of zero mean and tvo sided spectral density N0;2. A 

lower sideband SSB signal of bandwidth W Hz extends from 

we-211' ii to we rad/S. since the signal bandwidth, and hence 

the noise bandwidth is small compared to the carrier 

frequency, the narrowband representation [22] of the input 

noise process n(t) may be used. That is, the input noise is 

of the form 

(2.44) 
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where n 1 (t) and n 2(t) are independent A WGN processes of zero 

mean and two- sided spectral density N /2, and w - rrW is the 
0 c 

centre frequency of the input signal and of the input 

bandpass filter used to limit the input noise. 

After ccherent demodulation with cos w t and sinw t 
c c 

the noise processes in the inphase and guadrature channels 

are, respectively, 

(2.45) 

(2.46) 

Both n1 (t) and n Q(t) are AWGN processes of zero mean 

and variance o2~ 2(Nr(2) W=N i since the noise is bandlimited 
. 0 0 

to W Hz. The autocorrelation function of the inphase noise 

is defined as [23]. 

(2.47) 

where E[.] denotes the expectation over time. Substituting 

for n
1

(t) and n
1

{t+tt) gives 
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+ n 2 (t) n 2 (t+ 1') sinTIWt sin1TW (t + 1') 

- n 
1 
(t) n 

2
ct+ 1') cos nWt sin1rW (t+'t) ( 2. 4 S) 

- n 
2 
(t) n 

1 
(t+ 1') sin -nit cos1rW {t+ 1') ] 

= E( n 
1 
(t) n 

1 
(t+'t) ] E[ COS1Tit COS1T W {t+'t) ) 

+ E(n
2 

(t)n
2 

(t+'t) ]E(sin1rWt sin.1TW(-+:+1')] 

(2.49) 

- E( n
2 

(t) n
1 

(t+'!) ]E( sin 1rWt COS1rW (t+'!) ] 

Since n
1 

(t) and n 
2 

(t) are independent Gaussian 

processes, the expectations involving products of ~ (t) and 

n
2 

(t) are always zero. Also the expectations in n
1 

(t) only 

and n
2

(t) only are recognized as the autocorrelations of 

n
1 

(t} and n 
2
(t). Hence ve may simplify (2. 49) to obtain 



where R 
nl 

and n
2 

(t) 
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R n (1J = R (T) E( COS 1jWt COS1rii (t+ T) ) 
I ni 

(2.50) 

T) and R ( T ) are the autocorrela tions of n
1 

( t) 
n2 

respectively. These two autocorrelations are in 

fact equal since n
1 

(t) and n
2

(t) are processes of the same 

type. Thus we have 

R fT) = R (-r) ( E( COS 1rWt COS1rW (t+T) 
n

1 
n1 

+ sin1r Wt sin 1rW (t + T) ] ] (2.51) 

Expanding the angles and performing th~ indicated 

expectations, we get 

R n {T) = 1\t (T) cos 1rlh 
I 1 

( 2. 52) 

Now, n1 (t) is AWGN bandlimited to W Hz, its 

autocorrelation is therefore given by (19] 

R (T} = 
No 

sin1r Wr 
nl 2'ITT 

( 2. 53) 

2 
= cr sin1rW T 1rWT 

( 2. 54) 
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Substituting this into (2.52) gives 

2 
En ( T) = (J 

sinrr w ,cos ,.w • 
7TWT I 

{2.55) 

2 
= (J 

sin2 7TiT 
27T~~-

(2. 56) 

Computation of the autocorrelation· of the quadrature 

noise nQ(t) yields the same result. 

We shall now calculate the cross-correlatioc of the 

inphase and guadrature noise, 

have 

R n n fr) = E( ni (t) nQ (t+ .>] 
I Q 

(2.57) 

S ubsti t ut ing once again for ni (t) and nQ (t+•) , we 

B (T) = E(n. (t)~l(t+T)COS7TWt SiiJ:rrW(t+,T)] 
"r"Q t 

- E(n 2 (t)~n 2 (t+T)Sin7TWt COS7TW(t+T)] 

+ E( n
1 

(t) n
2 

(t+ T) COS 1rWt C051TW (t+T)] 

- E( n
2 

(t) n 
1 

(t+ •> sin '~Tit sin1rW (t+•)] 

(2.58) 
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= E[ n1 (t) n 1ct+-r) ]E( cos 1riit sin1rW (t+-r) ] 

- E(n 2 (t)n 2 (t+-r) )E(sin1rWt COS1rW(t+-r}) 

Once again the first two nois9 expectations are the 

autocorrelations of n
1 

{t) and n
2

(t) and the last two are 

zero because n
1 

{t) and n 
2 

(ot) are independent. 

= Rn ( -r), and so (2. 59) simplifies to 
2 

= R (T) [E( COS1rWt sinrr W (t+-r) ] 
"1 

- E( Sillrr it COS7rW (t+ T)]} 

Also, R (-r) 
"1 

(2. 60) 

Expanding the angles and performing the expectations 

gives 

B n n ( •> 
I Q 

Substituting for R ( -r) from (2.54) gives 
"1 

(2.61) 

(2.62) 
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(2.63) 

This cross-correlation is plotted in Fig. 2.8 along wi~h the 

autocorrelation (2.56). We see that successive samples of 

the inphase {or quadrature) noise are independent if the 

noise is sampled at the Nyquist frequency 2W. As for the 

autocorrelation, we see that samples taken from the inphase 

and quadrature channels at the Nyquist rate are correlated 

if the offset between the two sampling instants is an odd 

multiple of the sampling period. When the channels are 

sampled at the same time ( -r =0) , the two noises are 

uncorrela ted. 

A double sideband signal transmitting the same 

signal requires a bandwidth of 2W Hz. For the DSB signal, 

the noise centre frequency and the carrier are the same. 

The narrowl:and noise at the receiver input would then be 

n DSB (t) = nl (t) cosw t+n 2• (t) sin w t c c (2 .. 64) 

where n ,_ 
1 (t) and n2 (t) are independent AWGN processes of 

zero mean and spectral density Coherent 

demodulation gives 

( 2. 6 5) 
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as the inphas~ and quadrature noise 

corresponding autccorrelations are 

Rn,('!)-
1 

R I ( t) 
"Q 

2 
=--0 - sin 2 rrW-r 

2rrW-r 

which are the same as for the SSB noise. 
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(2.66) 

processes. The 

(2. 6 7) 

By contrast, the 

cross-correlation of the DSB inphase and quadrature noise is 

zero for all values of -r since n
1 

(t) and are 

independent. The unusual cress-correlation of the SSB noise 

is a consequence of the noise centre frequency not having 

the same value as the signal carrier frequency. 

several methods of modulating and demodulating an 

SSB signal were considered. It was shown that no matter 

what modulation method vas used, generation of the SSB 

signal is much easier when no low frequency energy is 

present in the baseband signal. Thus the baseband signal 

should be processed to remove the low frequency components 

before modulation. 
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It was also shown that from the point of view of 

complexity, the filter or Hartley modulators should be us~d 

while coherent detection should be used in the receiv~r to 

demodulate the signal. 

The autocorrelation and cross-correlation of the 

inphase and guadrature J\Oise in the SSB receiver were 

derived. Since the cross-correla ticn is significantly 

different from the cross-correlation of noise in a DSB 

system, care should be exercised when both the inphase and 

quadrature channels of an SSB receiver are sampled. 
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In this chapter we shall discuss the implications of 

SSB for digital communication. To make the task of sideband 

isolation easier, we shall need to shape the spectrum of the 

data signal through the use of partial response encoding. 

The consequences of this shaping will be presented and the 

performance cf the resulting system in a Gaussian noise 

environment will be analyzed. The possibility of extracting 

the data sequence from the quadrature channel will be 

discussed and a novel method of demodulating an SSB data 

signal will be presented. 

Partial response signalling is a ~echnigue whereby 

it is possible to signa 1 at a rate of 1/T symbols/S through 

a bandwidth 1;2T Hz using realizable and perturbation 

tolerant filters. The partial response concept was 

originally introduced by Lender (24] and then extended by 

Kretzmer [25]. It may be viewed either as a coding 
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operation or as a filtering operation. A comprehensive 

performance comparison cf various partial response codes is 

contained in [2€]. The technique has fcund application in a 

variety of transmission systems ranging from baseband to 

microwave (27]- [29]. 

In pulse-amplitude modulation {PAM) syst~ms (30], it 

is undesirable to have intersymbol interference (ISI} 

pres~nt as this leads inevitably to performa nee degradations 

and PAM systems are designed to minimize the amount of ISI 

present. In partial response (PR) systems, this ISI is 

introduced intentionally with the rationale that if the ISI 

is known, it can be much more easily controlled. Additional 

benefits such as signal spectrum shaping and a decreased 

sensitivity to symbol timing errors also result. These 

benefits are obtained at the cost of a slight SNR penalty in 

the receiver. 

A partial response symbol a k is obtained from a 

superposition of theN previous input symbols c~ That is 

where 

delay. 

N-1 
r fn ck-n 

n=O 

the f 
n 

are the weighting coefficients 

The cede may also be characterized by 

(3.1) 

of the nth 

the system 
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polynomial F(D) where 

f(D) = 
N-1 

.E f on 
n=O n 

(3.2) 

where D is the u~it delay operator. The frequency response 

of the encod.er is then 

F (w) = 
N-1 

.E f e-jwnT 
n=O n 

l.J.w (3.3) 

where T is the symbol period. If the encoder is followed by 

a filter G( w) restricting the signal to the Nyquist 

bandwidth 1/2T with 

G(w) ='I jwj < TilT (3. 4) 

= 0 elsewhere 

then the overall encoder/filter combination of Fig. 3.1 has 

a frequency response of 

H(w) = T 
N-1 

.E f e-jwnT 
n=O n 

= 0 elsewhere 

and an impulse response of 

h (t) = 
N-1 

I 
n=O 

jwj < TI/T (3.5) 

(3.6) 
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By varying the weighting coefficients {f } different n 
pulse shapes and frequency characteristics can be obtained. 

The number of output levels is no longer the same as the 

number of input levels but is also a function of the 

weighting coefficients. Table 3.1 illustrates the frequency 

response of several partial response codes. The 

corresponding impulse responses as well as the Hilbert 

Transforms of the impulse responses are shown in Table 3.2 

(see Appendix A for details of the pertinent derivations). 

It can be seen from Table 3.1 that the 1+D or Class 

1 pulse is unsuitable for SSB applications because it 

concentrates the signal energy in the neighbourhood of DC. 

The 1-0 pulse bas the DC null required for easy sideband 

isolation but cannot be used in the minimum bandwidth (i.e. 

it cannot be bandlimited to the Nyquist bandwidth) because 

of the discontinuity at w = 1T /T. The remaining pulses are 

all suitable for use in an SSB system due to their spectral 

shapes. However, the 1-0-D2 +03 I 1 + D-D2-D3 a!ld 1-202+ n• 

polynomials all produce 4L-3 output levels for an L level 

input while the 1-02 code produces only 21-1 levels. Since 

the susceptibility of the receiver to make errors is greater 

when the number of levels it must distinguish between 

increases, the 1-DZ code will perform better than the other 

three. Thus we select the 1-02 or Class 4 code as the code 
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NUMBER OF 
OUTPUT LEVELS 
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-4t
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1f 4t
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2!_2 sin1rt/T 
1f t2-T2 
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16T
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IMPULSE RESPONSES OF SEVERAL MINIMUM 
BANDWIDTH PARTIAL RESPONSE SYSTEMS AND 

THEIR HILBERT TRANSFORMS 
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which provides the reguirad spectral shape with the •inimum 

number of output levels. 

we shall now consider the Class 4 (PR4) pulse in more 

detail. The imFulse respo~se of the system is 

h(t) {3. 7) 

and the Hilbert Transform of this pulse is 

1\ 
h(t) = 

1T (J. 8) 

Thase two fUlses are plotted in Fig. 3.2. 

The outFut of a minimum bandwidth PR4 encoder is 

then 

a (t) = I: cn h (t-nT) ( 3. 9) 
n= -cxi 

while its Hilbert Transform is 

00 

~ (t) = I: "' s, h (t-nT) (3. 10) 
n=-m 
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A 

where h(t) and h(t) are defined by (3.7} and ( 3. 8) and the 

{c } are L level equally likely inFut symbols n,, 

± 1 1 ± 3 1 • • • 1 ± (L -1 ) • 

The operation of the non-minimum bandwidth Class 4 

encoder in the frequency domain is shown in Fig. 3.3. The 

encoder inFut consists of a seguence of rectangular binary 

pulses normalized to unit power and unit symbol Feriod 

( T= 1) • According to Nyguist, this signal could be 

transmitted in a tandwidth equal to half of the data rate (f 

= 0.5). This «auld require a filter with an infinitely 

steep cutoff. Also, the spectral density attains its 

maximum value at DC which would require another steep cutoff 

filter for sideband isolation in order to utilize SSE 

modulation for transmission of the data. 

The encoded spectrum, however, has nulls at DC and 

at the Nyguist bandwidth. Thus the signal can be limited to 

the minimum bandwidth through use of a filter of only modest 

rolloff. The same is true of the sideband isolation filter. 

The net effect of the encoding operation is to introduce a 

correlation between outFUt symbols which concentrates the 

signal energy in a region around f = 0.25 rather than at DC. 

Sampling the minimum bandwidth encoder output (3.9) 
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at t = kT, we have 

a(kT) =ck+l -ck-l ( 3. 11) 

For uniformly distributed input symbols {c k } , the 

output level distribution is no longer uniform but 

triangular with a Frobability distribution 

(3. 12) 

for m = ±1, ±2, • • • I ± (L-1) where P[.] denotes the 

probability of the guantity contained within the brackets. 

such an L level baseband system operating in a ba~dwidth W 

Hz sands data at a rate [30]. 

(3. 13) 

The bandwidth efficiency n is the ratio of data rate 

to bandwidth or 

n = R 
w 

(3.14) 
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A binary input system (1=2) would have an efficiency 

of 2 bits;s;Hz while a 4 level system would have an 

efficiency of 4 bits;S;Hz. These correspond to 3 and 7 

levels at the output of t~e encoder. Since an SSB signal 

occupies the same bandwidth as the baseband signal, the RF 

efficiency is also given by (3.14). In our study, we shall 

be concerned primarily with the L=2 and L=4 cases. 

If we sample the Hilbert Transform pulse of (3.8) at 

t=kT, we have 

k = O, k odd (3. 15) 

= 0 otherwise 

This suggests that the Hilbert Transform of the 

partial respons€ encoded data signal can be implemented in a 

fashion somewhat similar to the generalized partial response 

encoder of Fig. 3.1, using a delay line structure followed 

by a filter limiting the spectrum to the Nyquist bandwidth 

as shown in Fig. 3.4. The individual top weights are the 
1\ A 

sampled quadrature impulse response values hk = h(kT). In a 

strict sense, the quadrature pulse is not realizable as an 

infinite number of delays must be used to synthesize the 
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waveform exactly. However, since the pulse decays as 1/tz, 

a reasonable a2proximaticn can be obtained with a finite 

number of delays. Had the 1-2nz + D4 code been used 

instead, even fewer delays would be necessary as this pulse 

decays as 1/t3. An ordinary bandlimited PAM pulse decays as 

1/t so that a very large number of delays would be required 

for a reasonablE sideband rejection. The quadrature shaping 

would be used in conjunction with a Hartley modulator as 

shown in Fig. 3.5. 

Up to this point, generation of the partial response 

signal in baseband only has been considered. Since the 

encoding is a filtering operation, it may be done at RF as 

well. Although design of the filter would be much more 

difficult, there are instances where such an approach has 

been used to byfass non-linear amplifiers [29]. A possible 

implementation using this approach is shown in Fig. 3.6. 

A 

transmission 

diagram is 

symbol rate 

useful concept in the study of digital 

systems is the eye diagram (28]. The eye 

obtained by triggering an oscilloscope at the 

1/T. What appears on the screen is a 

superposition af a large number of pulses. From this 
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diagram, certain important parameters can be obtained. The 

system's sensitivity to noise can be determined from the 

vertical height or eye opening; the optimum sampling point 

occurs when the eye opening is at its rna xim urn. The optim urn 

receiver decision threshold may be determinBd and the 

sensitivity of the system to timing error can be seen from 

the slope cf the eye boundary at the sampling instant. 

Figs. 3.7 and 3.8 are the eye diagrams corresponding 

to the output of a minimum bandwidth PR4 encoder for binary 

and four level inputs. We see that the eye opening is 

maximized if the signal is sampled at the nominal samFling 

instant t=kT. The multilevel output of the encoder is very 

well illustrated as is the non-uniform distribution of the 

output levels. A close examination of the transitions in 

the eye diagram reveals that certain output sequences are 

net present. Several transitions are not allowed in the PB4 

output seguences so that if these sequences are detected at 

the receiver, it is known that an error has occured. This 

permits receiver error rate monitoring [32] and, 

limited extent, receiver error connection [27]. 

to a 

Another useful concept in digital communications 

systems is that of the signal space (33j. This is simply a 

plot of the locus of the inphase and quadrature components 
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of the transmitted signal for all possible data sequences. 

For a binary input PR4 signal, the inphase component has 

three possible values: O, ±2. The quadrature component is 

not ~s easily derived. However, sampling (3.10) at t = kT 

and making use cf (3. 15) , we have 

a(kT} = ! c 
7f k 

= i c 
7f k 

00 

4 E c 
1r m even k-m 

00 

r 
7f .e.=l 

4 

m2-1 

ck+2.t + ck-2.t 

4.t2-1 

(3.16) 

Since this expression depends on an infinite number cf 

symbols, evaluation of all values of a(kT) is not possible. 

However, it is possible to develop a bound for this 

guadrature com_Fcnen<:. Setting c k = +1 and ck+2.e. = c k-2.e. = -1 

for .e. ;. 0 we have 

a (kT> ~ .4 (, + 

8 =-

00 

4 
2 .e.=l (3- 1 7) 

where we have used the fact that the series converges 

uniforrnl y to 1/2 [ 34 ]. If we next set c k = -1 and c k+
2

.e. = 

c k-2.e. = +1 we obtain 
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( 3. 1 8} 

8 
lT 

,.. 
Thus we have [a(kT)[~ 8/n. 

The corresponding signal space is plotted in Fig. 

3 .. 9. The quadrature component is shown as having a 

continuous value ranging from -8/n to 8/ n but it should be 

remembered that the quadrature component actually consists 

of an infinite number of discrete points b~tween these 

values. 

Equation (3.11) suggests a direct method for 

recovery cf the original L level data sequence from the 

received par"tial response encoded symbols. We see that if 

a value for ck-l has been decided, then it may be added to 

~he current received symbol ak to yield the original L-ary 

symbol ck+l. This is known as "decision feedback decoding" 

and the implementation of such a decoder is shewn in Fig. 

3.10. An L level decision is made, delayed ty 2 symbol 

periods and then added to the current received symbol at 

which point another decision is made. The disadvantage of 
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this decoder is that once an error is made, subsequent 

decisions are likely to be in error as well. 

Lender [24] devised a method for eliminating this 

error propagation effect by precoding the input sequence 

(c k } according to the rule 

bk = c k + bk_2 , mod L ( 3. 19) 

The transmitted PR symbol is then 

- b k-1 (3. 20) 

For binary inputs, L = 2 and the precoding operation 

is a modulo 2 addition. If c k = -1 then bk = bk_2 so that 

a k-l will always be zero. Alternatively, if c k = 1, then ~ 

is the reverse of b k _2 and a k-1 will be ± 2. The.::efore, 

decoding can be accomplished according to the rule 

ck = -1 if a k-1 = 0 

ck = +1 if ak_1 = ± 2 ( 3. 21) 

A binary version of this decoder can easily be 
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implemented by means of a 

threshold detector. For 

full-wavB rec~ifier followed by a 

an L level input signal, the 

received symbols ar~ decoded modulo L to recover the 

original seguence {c k}. The received symbols are sliced to 

one of 2L-1 levels and then mapped into the original 

sequence as shown in Fig. 3.11. 

Maximum-likelihood sequence (MLS) decoding can also 

be used ~o decode PR codes [35]. These decoders utilize the 

Viterbi Algorithm (36] for the decoding process and can 

perform much bet~er than the 

just been outlined as they 

symbols in order to make a 

two simple decoders which have 

examine a received sequence of 

decision rather than making 

decisions on a symbol by symbol basis. This imFroved 

performance is attained at the expense of a significant 

increase in circuit complexity. 

We shall now analyze the performance of the preceded 

and decision feedback decoders in Gaussian noise. 

The inphase output of a perfectly synchronized SSB 

demodulator is 
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r I (t) = a ( t) + n 1 { t) ( 2. 2 2) 

where 

n I (t) = n
1 

(t) cos 1ft/2T + n2(t) sin'!l't/2T {3.23) 

is AWGN of zero mean and variance a z and a (t) is defined by 

(3.9}. Sampling this output at t = kT gives 

r I ( k T) = R I + n K (3.24) 

where 

(3.25} 

{3. 26) 

From (3.11), we have 

R I = c k+ l - ck-1 { 3. 2 7) 

with c k = ±d, ±3d, ••• , ± {L-1) d 

Since th~ c k are in odd increments of d, 

received PB symbol RI = ck+l - ck-l will always be an even 
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multiple of d, 

RI = 2md, m = 0, ±1, ±2, ••• , ±(L-1) (3.28) 

We shall first consider the preceded receiver. 

Let-+:ing A k = r I (kT) denote the decision device input, the 

decision boundaries for a correct decision for the received 

symbol R I are 

(2m-1)d < Ak < (2m+1)d (3. 29} 

for all received symbols except the outer levels q m 1 f 

L-1). Therefore, the probability of error for any of the 

inner levels is 

P[E!RI = 2md, lml fL-1] = 1 P ( ( 2m-1) d < A K < (2m+ l ) d] 

= l - P [ -d < n k < d] (3.30) 

where P[. ] denotes the probability of • • Since the noise is 

AWGN of zero mean and variance crz, we have 

P[ -d < nk < d] 

d 

=I 1 
-d l2i'" 

_z2 
exp - dZ 

2cr2 ( 3. 31 ) 

= 1 - 2Q (.9..) cr (3.32) 

where Q(x} is a normalized form of the complementary error 



function defined by 

Q(x) ~ 1 
v'2iT 

<Xl 

J 
X 

z2 
exp - .,.... dZ 

2 

Thus, we have after substitution, 

P[EIRI = 2md, lml f L-1] 
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(3.33) 

(3.34) 

For the outer levels, the decision ~egions are 

different. An incorrect decision is made for RI 

if 

/.. k < 2 (L-1) d-d = (2L-3) d 

so that 

P(E I R I = 2 (L- 1) d ] = P[ "k < ( 2L- 3) d ] 

= P[nk < -d] 

= 2(L-1)d 

(3.35) 

( 3. 3 6) 

Similarly for R I = -2(L-1)d, an error occurs when 
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:\k >-2(L-1)d+d = -(2L-3)d ( 3 .. 3 7) 

Hence 

P[ E I HI = -2 (L-1) d ] = P{ \ (2L 3) d) 1\ k>- -

(3 .. 38) 

The average probability of error is then 

L-1 
F[ E] = E P[ E 1 Rq=2md ]P( R1 = 2md] 

m=-(L-1) 
( 3 .. 3 9) 

The second probability in the summation is the 

probability density of the PR4 encoder output levels and is 

given by (.3. 12). Substituting for this quantity and 

performing the summation, we obtain 

P( E] { 3. 40) 

as the expression for the average error rate at the output 

of the slicer. However, this is not the error rate for the 

entire decoder as the modulo L mapper has yet to te 
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considered. Consider a binary input system where R I = - 2d 

is transmitted. Suppose that the noi~e is such that the 

symbol is sliced as +2d. This symbol is incorrect at the 

slicer output but would be correctly decoded by the mod 2 

mapper. The probability of this event occuring is 

(3.41) 

= Q (3d) 
cr 

Similarly, R I = 2d may be sliced as -2d and then 

correctly mapped into the original binary symbol. The error 

rate at the output of the mod 2 mapper is then 

-P[ R -+n >dl R = -2d ]P(R = -2d] 
I k I I 

( 3. 42) 

-P(R +n <-diR.=2d]P(E = 2d] 
I k l I 

The correction term due to this level coalescicn 

effect is very small when compared to the error rate at the 

slicer output. We conclude that this effect may be ignored 

vhen Gaussian noise is the only form of interference 

present. A similar analysis for an L level signal would 
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yield a comparable result. 

In Appendix B, the parameter d/o is derived for the 

two spectral shaping models. We find that the ratio d/o 

depends on how the partial response shaping is split between 

the transmitter and receive filters. When all of the signal 

shaping is done at the tra~smitter, we have 

~ = ( -2 (....;:;~..,...2 _-,-) 
( 3 .. 43) 

where P c /P N is the received (channel) SNR. When the 

spectrum shaping is split equally between the ~ransmitter 

and the receiver, we have 

( 3. 4 4) 

The two models for the spectrum shaping split are shewn in 

Fig. 3.12 .. 

For L-level PAM operating in the minimum bandwidth 

with no spectrum shaping, the average error rate is [30]. 

P[ E] = 2n-1 )Q c.9.. 
[ 0 

( 3. 4 5} 

with 
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In Fig. 3.13 we have presented a graphical 

comparison of the error rate performance of a binary PAM 

system, a binary input PR4 system with split shaping, and 

the same PR4 system but with full transmitter shaping. The 

split shaping PR4 system requires 2.1 dB more SNR than the 

uncoded binary system while the full transmitter shaped PR4 

signal needs 3 dB more than the binary PAM system. This 

extra SNR is required because the receiver must distinguish 

between 3 levels rather than 2. 

From (3. 40) and (3. 43) , doubling the bandwidth 

efficiency of the PR4 system by using a 4 level input signal 

instead of a binary input signal requires an additional 7 dB 

SNR for the same error rate. Combined with a 3 dB loss duB 

to full transmitter shaping, this means that a 4 level input 

PR4 encoded system with full transmitter shaping requires 10 

dB more SNR than a binary PAM system for the same error 

rate. 

We shall now turn cur attention to the error rate 

performance of the decision feedback decoder. The sampled 

received signal at t = kT is 
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r 
I 

(kl') = c c +n k+ 1- k-1 k (3.47) 

ThB slicer input signal is 

( 3. 4 8} 

where c 
k-1 

is the estimate of the symbol c k-1 • We may 

rewri~e {3.48) as 

( 3. 4 9) 

where Ak_1 
Whan the 

~ - represents an error propagation term. 
= ck-1-ck-1 

previous decision is correct, this term is zero. 

The error propagation effect makes an exact analysis of the 

decoder performance very difficult. However, a lower bound 

is readily obtained by assuming that all previous decisions 

... . 0 are correc. ~.e. ~k-l = • ~hus we have 

A. k = c k+l + n k ( 3. 50) 

We now have an L level slicer wi~h decision 

boundaries set at 0, ±2d, ±4d, ••• , ±~-2}d. As for the 

preceded receiver, the probability of error for an inner 

level (c k 1 ± (L- 1) d) 

((;_'k=±(L-1)d), Q(~ }. 
(J 

is 2Q ( ~ ) and for an outer 
(J 

The average probabili~y of 

level 

error 
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with no error propagation is [26] 

(3.51) 

This is the probability of error for a PAM system with d/cr 

changed to that of a PR4 system. Once again, this parameter 

depends on the shaping split. 

An upper bound on the performance of a decision 

feedback equalizer with N feedback inputs is developed in 

[37]. This bound, extended to include L-ary input symbols 

( 26] is 

= (3.52) 
+ 1 

where P is the error rate with no error propagation and 
eL 

is given by (3.51). For a PR4 decoder, N = l, and so (3.52) 

reduces to 

= (3.53) 

Thus the error rate is incrBased by at most a factor 

of L due tc error propagation. The two decoders presented 
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her~ are compared in Table 3.3 A more compreh~nsive 

comparison of the ether PR codes is found in [26]. 

Single sideband modulation differs from ether forms 

of modulation. in that the same signal is used to produce 

both the inphase (I) and quadrature (Q) components of the 

modulated signal. Consequently, it is possible to derive 

the original data sequence from either the I cr Q 

demodulator output. The Q output of a coherent demodulator 

with no receiver phase error is 

A. 
r (t) = a ( t) + n (t) 

Q Q 
(3.54) 

with 
~ 

a ( t) given by (3.10) and nQ (t) given by (2.46). 

Sampling this signal at t =kT gives 

+ z k (3.55) 

where 

z k ~ ( 3. 56) 

and 
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(3 .. 57) 

The z k term is an intersymbol interference term 

resulting from the overlapping of tails and heads from other 

Hilbert transform pulses. For binary inputs (c k =±d), the 

receiver sets c k, the receiver estimate of ck , to+ d 

if r Q(kT) > 0 and sets ~-k = -d if r Q{kT) < 0. The two 

possible error events are defined by 

4d + zk + n k < o 
7r 

-4d + z k + n k > 0 
7r 

for c k = +d 

for c k = -d 

The probability of these two error events are, 

respectively, 

P[EIZk' ck=d] = Q( ( 4d+Zk)/cr] ( 3. 5 E) 
7r 

P[ El Zk, c k =-d] = Q{ (4d -Zk)/cr] ( 3. 59) 
7r 

so that the average probability of error conditioned on the 

ISI Z k is 
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+ P( El z I c = -d ]P( c =-d] 
k k k 

= 1/2Q[ (4d+Zk)/cr] + 1/2 Q[ (4d-\) /cr] (.3.60) 
~ ~ 

where we have assumed that both error events are equally 

likely. 

A lower bound is obtained by setting Z k = 0, so 

that 

P[ E] ~ Q ~ ~ (3.61) 
~ cr 

which is 2.1 dB better than the inphase channel with 

precoding. An upFer bound is obtained by setting ck+2l = 

c k-
2
! = -d in (3. 56) so that the ISI has the maximum value 

4 
00 

-d-d zk = -- l: 
4!2-l max ~ l=l 

= 4d (3.62) 
~ 

Substituting this maximum value into (3.60} gives an 

upper bound of Q(O) = 1/2 for the error rate. Act U:3l 

performance is between these two bounds, and computer 

simulation was used to measure the real error rate 

performance of the channel. The simulation results are 
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shown in Fig. 3.14. Clearly the large amount of SNR 

degradation over ~his inphase channel makes direct use of 

the Q channel undesirable. 

To reduce the ISI and decrease the error rate, an 

~qualizer, shewn in Fig. 3.15 was developed. It is a 

feedforward-feedback [38] structure in which previous 

decisions are fed back and future samples are fed forward in 

order to cancel the tails and heads of the interfering 

pulses. The decision device input is 

NF 
A.k = rQ(kT) + L: g r ( (k+ 2l) T) (3.63} 

.e.= 1 2l Q 

NR 
+ L: g 

,.... 
c 

m=l -2m k-2m 

where the { g2k } are the equalizer tap weights and NF and NR 

are the number of equalizer feedforward and feedback tafs 

respectively. Simulation results showthat the best 

performance is obtained for 2 forward and 2 reverse tafS 

wi~h the following values: 

g 4 = 1/15 

g 2 = 1/3 
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= 4/3 1T 

g_4 = 4/15 1T 

These values are obta~ned from the quadrature pulse samples. 

The performance of this receiver is shown in Fig. 3.14. 

Although a significant improvement was obtained over the 

unequalized Q channel, the performance was still several dB 

worse than the inphase cha~nel. 

Attention was then turned to the possibility of 

combining the I and Q c4annels since the same data is 

present in both channels. sampling the inphase output at t 

= {k-1) T gives 

r I ((k-1)'!) = c k- c k-2 + n 1 ((k-1)T) ( 3-6 4) 

while sampling the quadrature output at t = kT gives 

r Q ( kT) = ~ c k + z k + n Q ( kT) 
1T 

( 3. 6 5) 

A raceiver combining both channels is shown in F~g. 

3.16. The Q signal is equalized as just outlined and then 

added to the output of a decision feedback equalizer for the 

inphase channel. A decision is made based on the sum of the 
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unguantized egualizer outputs. Since the desired signal 

componencr. c k is new multiplied by the factor (1+4) a better 
1T 

performance should be obtained. However, this is not the 

case. As cr.he guadrature noise is the Hilbert transform of 

the inpha se noise, the noise samples n I (kT) and n 
1 

( (k-1) T) 

ar no longer independent. Setting W = 1/2T in (2.63) gives 

the noise cross-correlation as 

. 1T1" 
(1 .. cos-y> 

For our case r = !, so that 

R fT) = 2cr 2 

1T 

(3.66) 

(3. 6 7) 

Thus the two noise samples are correlated. Furthermore, the 

inphase noise sample and the feedforward tap signal samples 

rQ ((k+2)T) and r Q ( (k+4) 1') would also be correlated. The 

implication of this result is that while the desired signal 

component is increased through the processing of the 

receiver, the noise component is also increased. 

The performance of the receiver of Fig. 3.16 is 

shown in Fig. 3.17. Also shown is the simulated error rate 

performance of an ordinary decision feedback decoder 

operating on the I component only. There is no significant 
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diff9rence betw~en the twa receivers due to the noise 

cross-correlation just outlined. Thus we conclude that 

while the modulating data sequence can be obtained from 

either the I or the Q channel, any attempt to combine the 

two channels will not result in a significant improvement 

over the inphase channel alone. 

1·2 Weay~f Demodulation 

The I and Q outputs of the first stage of a Weaver 

demodulator are, respectively 

X (t} = a (t) cos w t + a ( t} sin w t 
m . m 

(3. 6 8) 

y ( t} = a (t) sinw t - a (t)coSw t m m ( 3. 6 9) 

where an upper Weaver sideband input is assumed. If a { t} 

is a PR4 encoded data signal then wm= ~/2T. 

In the normal Weaver demodulation process, these 

signals would t:e multipliad by cos~t;2T and sin~t/2'1" and 

then added as described in an earlier chapter. Sampling and 

quantization wculd then follow. However, under certain 

conditions, the signals x (t) and y (t} may be sampled and 

quantized directly after the first stage of demodulation. 
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If x(t) is sampled at t = 2kT while y(t) is sampled at t = 

(2k+1)T, the sampl~r outputs are 

x (2k'I) = a (2kT) cosk rr + ~ ( 2kT) sin k rr 

k 
-= (- 1) a 2k (3.70) 

y ( (2k+1) T) = a ( (2k+1) T) sin (2k+1) rr/2-~ {-(2k+1) T) cos (2k+ 1)rr 12 

a 2k+l (3.71) 

If the a were bL~ary symbols, then the data could 

not be recovered directly due to the multiplicative factor 

(-1) k • Suppose, however, that the a k are preceded PR4 

symbols. Since the recovery of the original bina r:y data 

from a preceded PR4 segue~ce is done according to the rule 

c k = "0" if a k= 0 and c k = "1" if a k = ±2d, we see tha1: 

the factor (-1)k has no effect on the decoding process and 

the data is recovered as usual. The binary outputs of each 

arm would te interleaved to reconstruct the original signal. 

The complete demodulator is shown in Fig. 3.18 while the eye 

diagram of the outpu~ of one branch of the demodulator: is 

shown in Fig. 3.19. 

This demodulation method 1s somewhat similar to an 
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offset guadrature partial response system (QPRS) receiver 

except for the (-1)k factors. High performance carrier 

phase tracking loops for such receivers are well known [39] 

On the other hand, it may be difficult to obtain symbol 

timing using this method, and the effects of symbol timing 

error may become important as the steep slope of the eye 

diagram boundary indicates. Another disadvantage is that 

this scheme works only for binary input precoded PRq 

symbols. Use cf L level inputs may not be possible. For 

these reasons, this methcd of demodulation will not be 

considered further in this report. 

The partial response signalling concept was outlined 

and the Class 4 partial response pulse was selected for our 

system because it satisfies the desired spectral 

requirements with the least number of output levels. The 

performance of this code in AWGN was analyzed, and the 

possibility of using quadrature channel information fer 

decreasing the error rate was discussed. It was shown that 

th~ performance of a receiver using inphase channel 

information alone could not be improved by using quadrature 

information as well as due to the cross-correlation of the 

noise in the two channels. A novel method of demodulating a 
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Weaver SSB signal was presented but due to its inherent lack 

of flBxibility with respect to the type of signal that may 

be used in the system, it was not considered a viable 

alternative to the standard SSB coherent demodulator. 

Further investigation of this method may reveal ways of 

circumventing ~he flexibility problem. 
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~-1 Int£gguction 

The problem of carrier frequency and phase recovery 

in a coherent receiver is crucial for satisfacto~y operation 

of the receiver. The local reference must be strong and 

noise-free, and must be able to track any varia~ions in the 

received carrier phase so that the signal is correctly 

demodulated anc the probability of error minimized. 

Furthermore, the receiver reference signal coher~nce must be 

independent of the data modulating the carrier. 

Carrier recovery in SSB systems is particularly 

difficult due to the suppressed carrier nature of the 

signal. In addition, since SSB may be viewed as a combined 

form of amplitude-phase modulation, the carrier phase is 

modulated by the data. Unlike APK or PSK, this phase 

modulation varies over a range of values which mus~ be 

removed in order that the recovered carrier be useful for 

demodulation. It is for this reason that linear tracking 

loops such as the Costas loop (40] are inadequate fer SSB 

applications. 
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A simple solution to the carrier recovery problem is 

to transmit a pilot tone with the required carrier frequency 

along with the SSB signal. A local oscillator would be 

phaselocked to the output of a narrowband filter centered at 

the carrier frequency. The lack of low frequency components 

in the SSE-PB4 signal makes it ideal for the insertion of 

such a pilot tone because there would be a minimum of 

interference between the pilot and the data signal. Such a 

~racking sys~em is dascribed in [41]. From the point of 

view of transmitter power utilization, a pilot 

is wasteful in that power that could be 

transmission of the data signal is instead used 

tone system 

used for 

for pilot 

transmission. In addition, use of a pilot would put a spike 

in the transmitter output spectrum which may net be 

permitted ty regulatory bodies such as the FCC. 

An alternative structure which has been used for a 

variety of modulation schemes is the decision-directed 

carrier tracking loop (42]-(44]. The carrier frequency and 

phase are derived from the data-bearing signal itself and no 

pilot need be used, although the two methods may be combined 

if desired (42]. Kobayashi has developed a combined carrier 

phase and symbol timing recovery circuit for use in an 

SSB-PR4 receiver [45). The design of such loops is also 

considered in [46]. 
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In the first part of this chafter, we shall examine 

the effects of a steady state phase error on the error ra~e 

performance of the receiver. Upper and lower bounds en the 

error rate will be developed and ccmpared to simulation 

results. This will be done for both binary and 4 level 

input signals. In the second part, a decision directed 

SSB-PR4 carrier tracking system similar to Kobayashi's is 

proposed and analyzed for binary input symbols. The 

theoretical results obtained are compared with simulaticn to 

verify ~he analysis. 

The inphase output of a coherent demod,Jlator wi+.il a 

steady state phase error ~ is 

,.. . 
= a (t) cos~ + a (t) s~n ~ 

( 4. 1) 

II. 
with a(t), a(t), n

1
(t) and nQ(t) defined by (3.9), (3.10}, 

(2 .. 45) and (2 .. 46) respectively.. Letting 
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N(t,q,) = n
1 

(t)cosq, + 11q (t)sinq, (4. 2) 

then 

"' r 1 (t) = a (t) cos4> + a (t) sin 4> + N (t, 4> ) (4. 3) 

Since n 1 (t) and nQ (t) are AWGN processes of zero mean and 

variance cr z = N /2T, N(t, 4> ) is also a zero-mean 
0 

process of variancB 

crN = E( N (t, 4>) N (t,q,)] 

= E ( (n 
1
(t) cosq, + nQ (t) sinq,) 2] 

= cos2 4> E( n { (t) ] + sinzq, E( nQ 2 (t) ] 

rhB last expectation is zero since n 1 (t) and n Q (t) 

uncorrelated for zero time shift. Thus we have 

2 
cr 

AWGN 

( 4. 4) 

(4. 5) 

(4. 6) 

are 

( 4. 7) 
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Samplins the inphase output at t = kT gives us the 

decision device input 

(4. 8) 

where 

,,~ 

Ak- r 
1 

{kT) ( 4. 9) 

R ~ 
I 

a (kT) (4.10} 

R ~ 
Q 

a (kT) (4.11) 

"k ~ N (kT ,<fl ) (4.12) 

with 

a (kT) = c k+1 - ck_1 
( 4. 1 3) 

a(kT) = i (ck - ; ck+2l+ ck-2i ) 
1T i=1 

4!2-1 (4.14) 

Denoting the quadrature distortion term R Q sin q, by 

z k , we have 
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A k = (c k+ 1 - c k-1 ) coscJl + z k + n k (4.15) 

The ck = ±d, ±3d, ••• , ± {L-1)d so that R I = 2md 

for I m! = o, 1, 2, ••• , L-1. Since we are considering the 

precoded receiver only, the decision thresholds will be set 

at ±d, .. ±3d, ±5d~ •.• , ±(2L-3)d. For a transmitted symbol R = 
I 

2md, a correct decision occurs if 

( 2m -1 )d ~ A k ~ (2m + 1 ) d (4.16) 

for the inner levels ( lml :f. L-1). Substituting (4.15} into 

(4.16) shows that a correct decision is made if 

d(2m(1-cos<jl)-1}-Zk ~ nk $. d(2m(1-coscp)+1)-Zk (4 .. 17) 

Hence the probability of error for an inner lev~l is 

= 1-P[d(2m(1-coscp).-l}-Zk~ nk 

~ d (2m(1-coscp)+1)-\] ( 4. 18) 
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= 1 -

d{2m{1-cos¢)+1)-Z k 

1 1 i exp - - 2 dx 
/2TI0 2cr 

d (2m (1-cos ¢) -1) -zk (4.19) 

= Q((d(1-2m(1-cos¢)) + Zk)/cr] 

+ Q[ (d(1+2m(1-cos¢)) - Zk)/cr] (4. 20) 

The decision regions are different at the edges. 

For R I = 2 (L-1) d, an error occurs if 

A. k < (2L-3)d (4.21) 

or 

n k < d((2L-3)-2(L-1)cos¢)-Zk ( 4 .. 2 2) 

The probability of this event is 

P[ E I z k' R I = 2 (L-1) d J 

= P[\ < d{(2L-3) - 2(L-1)cos¢)- zk J ( 4. 2 3) 

= Q( {d(2{L-1jcosqr- (21-3)) + Z k )/cr] { 4. 2 4) 
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Similarly, at the other edge, R I =- 2 (L-1)d and an 

er:ror occurs if 

A.k > - (2L-3) d (4. 25} 

or 

nk > d (2 (L-1)coscp- (21-3)) - z k (4 .. 26) 

The probability of this event is 

P[ E I z k' R I = -2 ( L-1) d] 

= P[n k > d (2 (L-1)coscp- (2L-3)) - z k ] ( 4 .. 27) 

= Q[ ( d ( 2 ( L -1 ) c o s cp - ( 2 L-3 ) ) - Z k } / cr ] ( 4. 2 8) 

The total average error probability conditioned en 

the phase errcr and the quadrature distortion zk is 

( 4. 29) 
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Substituting for the conditional probabilities from 

(4.20) 1 (4.24) and (4.28) gives 

L- 2 
P (E I <j>,Zk ] = 2: (L- lm I} {Q[ (d (1-2m (1-cos <P)) +\)fa ] 

m=- (L- 2) 

+Q[ (d(1+2m(1-cos<j>))-Zk)/a]} 

+ 12 { Q[(d(1-2(L-l )(1-cos<j>))+Zk)/a] 
L 

+Q[(d(1-2(L-1)(1-cos<j>))-Zk)/a]} 

Setting <P = 0 (and hence Z k = 0) gives 

L-1 
P[ E I <P =0] = 2 2: (L- lm I) Q (51 ) L2 m=-L+1 ° 

which is the result obtained Barlier. 

A lower bound for a given phase error 

obtained by setting z k = 0 which gives 

t-2 
P[EI<P] >,-{ I (L-Im I> (Q[ (d (1-2m(1-cos<j>))/a] 

L m=-L +2 

(4.30) 

( 4. 3 1) 

(4.32) 

may be 

+ Q[ d (1+2m (1-cos <j>}) /a]} (4.33) 

+ ~2 Q[d(l-2(L-1)(1-cos<j>))/a] 

An upper bound is obtained by setting z k equal to 



its worst-case value. This occurs when 

and 

= - (L-1) d 

c = (L-1) d 
k 

in (3.16). This gives the worst-case value of Z k as 

00 

z k = ~ [ (L-1) d+ L: (L-1) d+ (L-1) d ]sin¢ 
7T .t=l 4.£2-1 

= 8 (L-1) dsin¢ 
- 7T 
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( 4 .. 3 4} 

(4.35} 

( 4. 36) 

Thus the average error rate conditioned on a steady 

state phase errcr ¢ is 

L- 2. 
P[E I¢J < J m=-L-(~-Iml) (Q (da(1-2m(1-cos¢)+87T{L-1)sin¢}] 

+ Q(_Q_(1-2m(1-cosljl) -~(L-1)sin¢) ]} (4. 37) 
a 7T 

+ lJq[£(1-2(L-l)(l-cos¢) + ~(L-1 )sin¢)] 
L a 7T 

+ Q[£(1-2(L-l)(l-cos¢) -~(L-l)sinq,)]} 
a 7T 

This upper bound is plotted for several values of 



phase error 

illustrates 
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in Fig. 4.1 for binary inputs while Fig. 4.2 

the bcund for a 4 level input. Simulation 

results for thBse two cases are shown in Figs. 4.3 and 4.4. 

Finally, the SNR d~gradation at an error rate of 10-s as a 

function cf phase error obtained from both simulation 

results and the upper bound of (4.37) is shown in Fig. 4.5. 

We see that the bound is guite tight for a small phase error 

or a small number of inFut levels but when large amounts of 

intersymbol interference (ISI} due to a large number of 

input levels and;cr a large phase error are present, the 

bound's usefulness becomes limited. The lower bound {4. 3 3) 

is not shown as it does not deviate significantly from the 

probability of error with nc phase error present (i.e. 0 dB 

degradation) until the phase error beccmes larger than 10°. 

Full transmitter shaping was used, so d/cr was calculated 

according to {3.43). 

As expected, the binary input system tolera~es phase 

errors much better than the 4 level input system. A 10° 

error in the binary case results in only a 3.3 dB 

degradation while such a phase error in the 4 level system 

would be intoleracle. To keep the SNR degradation less than 

3 dB, the phase error must be kept less than 9.3° for the 

binary system and less than 3.8° for the 4 level system. 

The degradation of the SNR with phase error illustrates the 
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need for a good carrier tracking system. 

Once again, it should be noted that the lavel 

ccalescion phenomenon was ignored in the derivation of the 

upper and lower bounds. A general treatment of the 

probability of coalescion is difficult, but we shall derive 

an expression for the binary input case. 

The 1:.wo possible coalescion events are: (i) R I = 

-2d transmitted, and sliced as 2d and ( ii) R I = 2d 

transmitted, and sliced as -2d. 

first event occuring is 

The probability of the 

= P( n k > d (-2cos cj> + 1} -z k ] 

= Q((d(2coscj>+ 1) -Zk)/cr] ( 4. 3 8) 

while the frobability of the second event is 

P( Ak < -d I z k I cj> I RI = 2d] 

= P[ nk < -d (2cos cj> + 1) - Zk ] 
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= Q( ( d ( 2 cos cp + 1 ) + Z k ) / cr ] ( 4. 3 9) 

Thus the probability of coalescion is 

p = Pit. k> d I z k, <P I R I = - 2d ] P[ R 1 = - 2d] 

Substituting (4.38) and (4.39) into (4.40) and noting that 

P[R = -2d ] = P[B = 2d] = 1/4 1 we get 
I I 

P c = 1/4 {Q[ (d (2cos cp+ 1) -Zk) /cr ] 

+ Q( (d (2coscp +1) +Z k } /cr ]} ( 4. 4 1) 

If we now s~t zk to its maximum value Bd/~ 1 we find that 

the upper bound on th~ probability of ccalescion is 

P < 1/4 (Q[ (d (2cos cf> + 1 + 8sin <P) ] 
c 

~ ~ 

+ Q[ d ( 2c os cp + 1 - 8 sin <P ) ]} 
(j 'II" 

( 4. 4 2) 

The upper bound on the error rate including the 

effects of coalescion is simply the error rate neglecting 

coalescion (4.37) for L = 2 minus the probability of 
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coalescion {4.42). This gives 

P*[Ej~] ~ 1/2{ Q(d(1+8sin~}] + Q(d(1-§_sin~) ]} 
a 7T a 7T 

+ 1/4 (Q( d (2cos~- 1 +8sin cp) ] + Q[ d (2cos cp-1-Ssincp) ]J 
a a 7T 

- 1/4{Q( d(2cos~+1+8sincp)] +Q[d(2co~ +1-~sincp)]} 
a 7T a 7T 

( 4. 43) 

The additional terms due to coalescion de not become 

significant until the phase error becomes quite large. They 

may therefore te neglected for the value of phase errors 

considered earlier (; < 100). 

The function (4.43) is plotted as a function of 

for various values of SNR in Fig. 4.6. This once again 

illustrates the need to keep the phase error small. 

Several eye diagrams were generated to examine the 

effect of a constant phase error on the partial response 

eye. Figs. 4.7 and 4.8 show the resulting eye diagrams for 

a binary input system with a so and 10° phase error 

respectively. Figs. 4.9 and 4.10 show the eye diagrams fer 
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a 4-level system with phase errors of 3° and so. We notice 

that the eye closes somewhat at the nominal sampling instant 

t = kT for both the binary and 4 level systems. A so phase 

error in the 4 level case causes a significant eye closure, 

which confirms the degradations obtained in the previous 

section. Even for a 10° phase error, the binary input eye 

is still more than 50% open. 

An additional effect which manifests itself in the 

eye diagrams is that the optimum sampling instant where the 

eye has its maximum opening no longer occurs at t = kT, the 

optimum sampling instant for no phase error. This effect 

was predicted by Smith in [47], and it shows that by 

changing the sampler phase slightly, the effects of a phase 

error may be compensated resulting in only a small 

performance degradation rather than the large values shown 

in Fig. 4.5. If the phase error is kept small through 

proper design of a phase tracking loop, however, there is no 

need for shifting the sampler instant and hence no need for 

the additional complex timing circruitry. 

The SSB carrier phase tracking loop to be considered 

is shown in Fig. 4.11. Both th~ inphase and quadrature 
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channels are sampled at the nominal sampling time t = kT. A 

3-level decision is made in the inphase channel and then 

cross-multiplied by the quadrature sample to provide an 

error signal to the loop filter and voltage controlled 

oscillator ( VCO) .. The multiplication operation is 

effec~ively ~he cross-correlation between the local estimate 

R 
1 

of '".:he tran.smi":ted PR symbol and the guadra~ur<: sample. 

The loop acts to drive the cross-correlation to zero, which 

cnly occurs when there is no phase error present. 

In the following analysis we shall assume perfect 

symbol timing and amplitude control (AGC) but the means for 

providing such are outside the scope of this thesis and will 

not be considered. 

The received SSB-PR4 signal at the input of the 

bandpass filter in Fig. 4.11 can be written as 

where 

...... 
s(t} = a(t)cos(w t+e{t) ]-a(t)sin[w ~+e(t)] 

c c 

+n . (t) 
1 

(4.44) 
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n ( t ) ~ n 
1 

( ': ) cos ( w + --.2!... ) t + n ( t) sin Cw + 
4

T'If ) t 
i c 4T 2 c 

( 4. 4 5) 

is a narrow-band noise of zero mean, spectral density ~ ;2 

and c2n tre frequency w +'lf;4T for a PR4 upper sid~band signal 
c 

e (t) 4. n t + e 
0 0 

{4.46) 

with n
0 

the Doppler shift of the carrier freguency from its 

nominal value cf w and 8 a uniformly distributed phase 
c 0 

angle, and wherea(t) anda(t) are given by (3.9) and(3.10). 

The input signal is multiplied by the locally 

generated signals 

(4. 47) 

(4.48) 

N 

where K1 is the VCO R M s amplitude and 8{ t) is the local 

est~mate of 8 (t). The inph_ase and g:uadrature outputs after 

multiplication are 

" ~ 
1
(t) = K

1 
Km {a (t) coscp {t} -a (t) sin cp(t) + N 

1
( tt¢(t) ]} ( 4. 49) 
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"' r
0

(t) = K K {a{t)sincp(t) +a(t)coscp (t)+ N [t, cp(t)]} 
1 m Q 

(4.50) 

where K m is the gain of the multiplier, <I> (t) ~ e (t) - e (t) 

is the loop phase error and where the two noise processes 

are given l:y 

~ N I[ t, cp(t)] n I(t) coscp (t) - nQ (t) sin <j>(t) (4 .. 51) 

N [t,cp(t)] ~ n (t)sincp{t) + n (t)coscp(t) 
Q I Q 

(4.52) 

w i 1: h ~ ( t) and n Q ( t) defined as in ( 2. 4 5) and ( 2 .. 4 6) • 

Denoting BI ~ a(kT) and RQ ~ a(kT), the error sign~l 

e(t) at the loop filter input after the sampling and 

decision operation is 

.., 
e(t) = Klfh,BI(Risin cp(t) + RQCOS<j>{t) + NQ[t,cp(t)]} 

for kT < t < (k+1)T ( 4 .. 53) 

Now the instant~neous freguency of the VCO output is 

related to the loop filter output according to the relation 

~~(t) = KvF(p)e(t) ( 4. 54) . 
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where K Vis the vco gain in rad/V/S and F{p) is th€ transfer 

function of the loop filter written in differential notation 

with p = d;dt. 

,J 

Since q, {t) = e(t)- e{t), we may rewrite the 

instantaneous frequency difference as 

~ ( t) = e ( t) - KVF( p) e ( t) 
. --J ,.,. 

= n
0

-K
0
F{p}[ R1R1sin<P(t) + R1RQcosq,(t) 

+ RINQ[t, q,(t)]} (4.55) 
where K 

0 
is the open loop gain. 

In order to proceed further, we must make several 

assumptions concerni~g the nature of the loop. r..re assume 

that the loop filter bandwidth is small compared to the data 

bandwidth and that the noise process correlation time is 

small comfared to the signalling period T. We may then 

consider the two baseband noise processes N I and N Q as 

essentially white noise Gaussian processes independent of 

the phase error q, (t). Also, we assume that the phase error 

varies much more slowly than the data or noise. 

Consequently, we may take the statistical average of (4.55} 

as in [43] to obtain the stochastic differential equation of 

loop operation. 

( 4. 56) 
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where N (t) is approximately white Gaussian noise of 
e 

two-sidEd spectral density No/2 W/Hz and 

..... ,.., 
G(<j>) = E(R

1
R

1
[<P(t)}sin<j>(t) + E{RIRQ I <j>(t)}cos<j> (t) ( 4. 57) 

c 4. 5 e) 

where E (.J denotes the expectation operator. 

The function G( <I> is the phase detector 

characteristic cr s-curve of the looF and determines the 

locking properties of the loop while H(<l>) is the so-called 

noise function of the loop. We normalize G { <P) to unit slope 

at <P = 0 and H (<P) to unit amplitude at <1>= 0 and define the 

functions 

( 4. 59) 

h(<P) ~ H(<P)/H(o) ( 4. 6 0) 

The eguation of loop operation (4.55) can then te 

written in canonical form as 

( 4 .,6 1) 



where 

K P K Htl z (0) 
t 0 

/). 

A = G '(0)/Hl/2 (0) 
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( 4. 6 2) 

(4.63) 

In the following sections, we evaluate the func~ions 

g ( cp) and h ( cp) • 

The phase characteristic G{cJ>} may be written as 

G ( cp) = Gl (cp) sin cp + G
2 

{ cp) cos cp (4.64) 

where 

(4.65) 

(4.66) 

For convenience, we have dropped the time depend9nce of cJ>. 

The first ex pee ta tion will now be e val ua 'ted. Noting 
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"' that R I= 0, ±2d, we have 

~ ~ ~ 

E (RI ~ 1 ~} = E [2d R 1P( a I = 2d J + ( O) ~ P( R I = o J 

--.J 

-2dRI P( RI = 2d ]} 

.-..~ IV 

= 2d E{RI[P(RI = 2d]- P[R I= -2d]] ( 4. 6 7) 

where tne expecta~ion is evaluated over all values of RI and 

R Q • From (4. 49) the decision device input at t = kT is 

(4. 68) 

with 

N I (k) ~ NI [ kT ,<f> (kT) ] (4.69) 

NI ( k) > d - fl cos <1> + ~ s in<t> ( 4 .. 7 0) 

so that the probatility of the received symbol being +2d 

conditioned on the transmitted symbol R I, the quadrature 

signal sample BQ, and the loop phase error <I> is 
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( 4. 7 1) 

Similarly 

( 4. 7 2) 

The expectation of (4.67) can be expanded to the 

following double summation: 

,..., 
2 d L: L: R I { P[ R I= 2 d I R I I R Q I <P ] 

{ Rq}{ RI} 

( 4. 7 3) 

with the summations evaluated over all possible values of RI 

and RQ. The quadrature distortion i:erm RQ isgiven by 

(3.16) and is dependent upon an infinite numb~r of input 

symbols c k. Furthermore, the probability d istr ibuti on P( RQ ] 

of this quantity is unknow~ for the same reason. Therefore, 

to permit further analysis, we approximate (3. 1 6} by 

retaining the first two terms in the summation: 

R Q "' 4 (ck - 1/3 (c k+2 + c k-2 ) ) 
7T 

(4.74) 

This effectively assumes that the ISI in the quadrature 

channel is dominated by the neighbouring pulse values. 
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Since the c k are identically distribu "ted binary symbols, we 

have eight possitla cases for which are summarized in 

the following table: 

20/37T 1/8 

1/4 

4/37T 1/8 

-4/37T 1/8 

1/4 

-20;3 1T 1/8 

We are now in a position to evalute (4.73). 

Substituting (4.71) and (4.72) into (4.73) and then summing 

over R I and R q, we get 

E{R 1a1 jcp}= d
2
{8- (2Q[.Q(2coscp-1+4sincp) ]+2Q[_£_(2coscp-1-4sincp)] 

4 (J 1T (J 1T 

+Q( d (2cos<P -1 +4sin<P) ]+Q[ d (2cos<P -1-4si n<P) ] 
-a 3; a 37r 
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+Q[_Q (2cos<P-1+20sin<P) ]+Q(_g (2co~ -1-20sin<t>) ] 
a 31T a 31T 

+2Q[~(2coscj>+1+4sin cl) ]+2Q[~2coscj>+1-4sin4>)] 
a 1T a 1T 

+Q[ d (2coscp+1+4sin cp) ]+Q[ d(2coscp+1-4sin cj>)] 
(jJ 3; a 31T 

+ Q( d ( 2cos cp+ 1 + 2 Os in cj>) ]+Q( d (2cosljl+t-20s.in<l!) ]} } ( 4. 7 5) 
a 31T ~ ·31T 

We now turn our attention to the evaluation of 

G2 ( cp). Again, since RI = 0, ±2d, we have 

N N 

= 2d E{R [P(R = 2d] -P{RI= -2d]]} 
I I 

= 2d li Rq l: fP(RI=2djRI,RQ, <P J-P[~=-2d IRI,Rq<PJJ 

{ RQ} { RQ} 

(4 .. 76) 

The conditional probabilities in the summation are 

given by (4. 71) and ( 4. 72) and R Q is approximated as in 

(4- 74). Substitution for RI and RQ and performing the 

required summations give 

E fRI RQI~=d2 {12Q[~ (1+4sincp) ]-12Q(~(1-4sincp)] 
6~ a 1T a 1T 
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+2Q( d {1 +4Sillo/) ]-2Q( d (1-4Si!l(j>) ] -a 3; a 3; 

+1 OQ[ d (1 +20sin<jl} ]-10Q[ d (1-20sin<jl) ] 
a 31T --cr 37T 

+6Q(d(2cos<j>-1+4sin<jl) ]-6Q[d{2cos<jl-1-4sin<jl)] 
C1 1T C1 

+Q( d (2cos<j>-1 +4sinp) ]-Q[ d (2cos <j>-1-4sin<j>) ] 
-a 37T a 31T 

+SQ[ d (2cos<j>-1+20sin<jl} ]-5Q[d {2cos q,-1-20sin<jl)] 
; 31T a 31T 

+6Q(d {2COS<j>+1+4sin <jl} )-6Q(~(2COS<jl +1-4sin<jl)] 
C1 1T C1 1T 

+Q( d (2cOS<j>+1 +4sinp ) ]-Q[ d (2cos 4>+ 1-4sinp) ] 
-a 31T a 31T 

+5Q(d{2COS<j>+1+20sinq,) ]-5Q(d{2COS<j> +1-20sin<jl)]} 
a 31T a 31T 

( 4. 77) 

The slofe of the s curve at <jl= 0 is 

I 
= Gl (0) + G 

2 
(0) (4.78) 

From (4.75), we have 

Gl(O} = 2d2 (1-Q ( .9_ )- Q(3d)) ( 4. 79) 
C1 C1 
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while differentiating {4. 77} and then setting rJl= 0, we 

obtain 

176 - - -.--:..~-

97T~ 

2 IJ.2 IJ.2 
d IJ. (3 exp - :2 + exp - 9 ~ ) 

(4.80) 

with IJ. ~d/a. Making use of (4.59), {4.75), (4,. 77) 1 (4. 78) 

(4.79), and (4.80) we m~y calculate the normalized s-curve 

of the locp. This functicn is plotted in Fig. 4.12 for 

various values of SNR, with IJ. = d/a related to the SNR by 

means of (3.43) since full transmitter shaping was assumed. 

The normalized s-curve is an odd periodic function 

of rp with Feriod 7T radians. Since the SSB signal space is 

unchanged after a rotation of 7T radians, we would expect a 

two-fold phase ambiguity, as is indeed the case. This 

ambiguity does not affect the performance of a preceded 

partial response system as the preceding is a form of 

differential encoding which makes the data signal 

independent of ~he absolute phase of the carrier. Since a 

received symbol 0 is mapped into binary "-1" and the 

received symbols ±2 are mapped into a binary "1", a change 

in signal polarity (and hence carrier phase) does not affect 

the decoder performance. 
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The s-curve indicates the presence of several false 

leek points between 0° and goo. The preceding operation 

cannot eliminate these lock points so that transmission of a 

prefix sequence is necessary to ensure that the receiver is 

locked at the point ~ = 0. o. This would be necessary at 

star~up and wherever phase lock is lost. 

The noise function is defined as 

( 4. 8 1) 

where the expec~ation is once again performed over all 

values of Expanding (4.81) as for the s-curve 

evaluation, we ba ve 

- .-J = 4d2l: 2: fP(R =2d!R ,RQ, <PJ+P(R =-2d IBI,RQ, <P JJ 
{R}{R} I I I 

Q I 

( 4. 8 2) 

Proceeding as before, we approximate R Q as in 

(_4.74) and perform the required substitutions to obtain 
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H(<l>} =2dZ+d2£4Q(d(1+4sinrp) ]+4Q[d(1-4sinrp)] 
4 c; ;- c; ; 

+2Q(d(1+!sinrp) ]+2Q(._U1-4sinrp)] 
cr 3rr cr 3rr 

+2Q(j(1+20sin<j>) ]+2Q[~(1-20sinrp) J 
cr 3rr cr 3rr 

-2Q(j__(2co~ -1 +4sinrp) ]-2 Q[ ~(2cos <t>-1-4sill<j>) ] 
cr rr cr rr 

-Q[ d {2cos <P-1 +4sin<P) )-Q[ d (2cos 4>-1-4sin<t>) ] 
cr 3rr cr 3rr 

-Q[ d (2cos <t>-1 + 20s in rp) )-Q( d ( 2cos4> -1-20 sin 4>) ] 
cr 3rr cr 3rr 

+ 2Q[~( 2cos<P + 1 + 4sin <I>) ]+2 Q[ d ( 2cos<l> + 1- 4sin <I>) ] 

CJ 7T CJ 7T 

+Q[d (2cos<j>+1+4sinp) ]+Q[ d (2cos<t>+1-4sinrp)] 
c; 3rr cr 3rr 

+Q[ d (2cos rp+ 1 +20sin 4>) ]+Q[ d (2cosrp+1-20sincp) ]} (4. 83) 
cr 3rr cr 3rr 

(4.74) and perfcrm the required substitutions to obtain 

Setting <P = 0 in this expression gives 

H ( 0 ) = 2 d 2 ( 1 + Q @2 + Q (3d ) ] ( 4. 8 4) 
cr cr 

substituting (4.83) and (4.84) into (4.60) gives the 
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normalized noise function h(~) which is plotted for various 

values of SNR in Fig. 4.13. 

Th€ assumptions made in the derivation of the 

equation of loop operatio~ permit the use of Fokker-Planck 

methods [48] to obtain the steady state probability density 

function (pdf) of the phase error process. To allow a 

tractable analysis, we assume a first-order loop filter 

(F ( p) == 1) and zero freguency detuning ( Q = 0). 
0 

Under 

these conditions, the eguation of loop operation becomes 

• l/2 
cp ( t) = - K f (A g ( # + h (cp ) N e ( t) } ( 4. 8 5) 

Since the noise N (t) is approximately Gaussian, the 
e 

steady state pdf of the phase error p(cp ) satisfies the 

differential eguation 

1/ 2 d 2 [ B ( cp) p (¢ ) ] 
- 0 
d¢2 

(4. 86) 

where 

(4 .. 87) 
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B (¢) = N K2 h ( ¢) 
0 0 l -2-

( 4. 8 8) 

The solution of this differential equation is (43] 

p {¢) = (X) dx] (l.J. 89) 

where c
0 

is a normalization constant for unit area under the 

pdf and th€ prime denotes differentiation. Substituting for 

A
0 

( x) and E
0 

( x) gives 

where 

¢ 
p (<P) = c oexp {- rJ 

0 

ag(x)+h' (x) 
h(x) 

~ 4A 
a NoK.l 

dx J} 

is the looF SNR as defined by Simon and Smith (43]. 

(4.90) 

(4.91) 

Now the noise variance at the decision device input 

is az = N
0

;2T so we may rewrite (4.91) as 

2A 
-y-T_ 
0 K_e_ 

Defining the two side loop bandwith WL as 

(4.92) 



the loop SNB becomes 

(X = 

~ AK,e 
-2-

144 

( 4. 9 3) 

(4.94) 

The two-sided data bandwidth is 1/T, so that the 

data-to-loop bandwidth ratio may be defined as 

!:,. 
l (4.95) 

0 = 
WLT s 

which gives 
A2o 

(X = s 
-2-

a 
(4.96) 

Substituting for AZ from (4.63), (4.78) and (4.81) 

the loop SNB becomes 

( 4. 9 7) 

where 

S(il) {4.98) 

l + Q (il) + Q(3il} 
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where t:, = d; a is computed according to (3. 43) -+;o rela-+;e it 

to the SNR. 

Equation (4.90) can be readily evaluated numerically 

and the pcf related to th8 loop parameters via (4.97) and 

(4.98). 

Once the pdf has been obtained, the variance of the 

phase error process a! can be derived using 

2 
a<P = 

Tr/2 

1 
-Tr/2 

(4.99) 

where resolution of the phase ambiguity has been assumed. 

Fig. 4.14 illustrates the RMS phase error as a 

function of SNR calculated using (4.90), (4.97) and (4.98) 

for a data-to-loop bandwidth ratio ( &
5

) of 100. Also shown 

are the RMS phase error values obtained by computer 

simulation of the loop for the same set of parameters. We 

observe that there is close agreement between the two 

curves. The higher values of RMS phase error obtained in 

the simulation are due to the effects of da-+;a coise which we 

neglected in the loop analysis. As the loop error signal 
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depends on the received data sequence the local phase 

estimate jitters about its mean value when the received data 

changes. For certain sequences, the loop phase error can 

become quite large due to this effect. Data noise will be 

discussed in greater detail in Section 4.3.7. 

Since the pdf of the phase error process can be 

easily evaluated, we may determine the av~rage bit error 

rate of a receiver using this particular tracking loop. 

Once the phase ambiguity has been resolved, the average 

error rate is 

TT/2 

p = 2 f P[E I<PJ p(<j>) d<j> 
E -i/2 

(4.100) 

where P( Ej <j> ] is the probability of error conditioned on the 

phase error. This conditional error probability was bounded 

by (4.43). Thus, the upper bound for the average error rate 

is defined by 

TT/2 

PE~ 2 I P*[EI<PJ p(<j>) d<j> 
-TT/2 

(4.'101) 
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with P*[ Ejljl] given by (4.43). In this case, the effects of 

level coalescion have been accounted for as large amounts of 

phase error can make this phenomenon significant. 

Once again, recourse is made to numerical 

integration. The bound on the error rate (4.101) is plotted 

in Fig. 4.15 along with the measured error rate obtained by 

computer simulation for os = 100. There is close agreement 

between theory and simulation. 

While data noise has a minor effect on the loop 

performance for the loop parameters used in the previous 

sections, this is not always the case. Fig .. 4.16 

illustrates the RMS phase error as a function of 

data-to-loop bandwidth ratio o
5 

obtained by simulation of the 

tracking loop at an SNR of 100 dB. Under such conditions 

the effects of Gaussian noise are negligible. For values of 

0 < 40, the RMS phase error is guite large and the error s 
is so large for os < 10 that the loop could be considered 

unstable. Thus a large value of o is s needed to alleviate 

the data noise problem. In an actual system, the value of 
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BMS phase error due to data noise would be traded off 

against the trar.sient behaviour of the loop as a large o
5 

implies a poor transient response since the open loop gain 

K
0 

would become small (see {4.62),(4.93) and (4.95}). 

The large amount of data noise in this particular 

loop is due to its asymmetrical structure. In an equivalent 

QAM tracking loop, there would be another decision device in 

the quadrature channel, the output of which would be 

multiplied by a sampla of the unquantized inphase output and 

then subtracted from the inphase decision-quadrature sample 

product. At large SNR, the two cross-multiplier outputs 

would be approximately the same so that the loop error 

signal would be small since it is formed from the difference 

of the multiplier outputs. Since there is no 3 level data 

signal in the SSB quadrature channel, such suttraction is 

not possible. However, if a loop structure using a binary 

decision device such as a decision feedback decoder in the 

inphase channel were to be devised, then a quadrature 

decision-inphase sample multiplier stage could be added 

since it was shown earlier that the data sequence could be 

extracted frcm the quadrature channel. Since the signal 

samplers would be offset by one symbol period, the noise 

cross-correlation would have to be considered in the loop 

analysis. 
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The performance of an SSB-PR4 system in ~he presence 

of a steady-state carrier phase error was analyzed and 

simulated. To limit the SNR degradation at 10-s to 

less than 1 dB requires that the steady state phase error be 

no greater ~han 5° for binary inputs and 20 for 4 level 

inputs. For an SNR degradation of 3 dB, the phase error 

must be limited to 9.3o for the binary case and 3.8° for the 

q level system. The performance of a decision-directed 

tracking loop was analyzed and simulated. Data noise was 

found to be a froblem with the particular loop in question 

and other tracking loop configurations ~hich reduce the data 

noise should be investigated. Nevertheless, i~ was shown 

that carrier tracking loops for SSB which require no pilot 

tone transmission can in fact be designed. As an extension 

of this work, the corresponding 4 level input symbol 

tracking loop should be analyzed. 



j.l Int£Qguction 

In order to transmit the 

distances power amplification 

necessary so that a usable signal 

1 53 

data signal ov~r large 

at the transmitt~r is 

level is present at the 

receiver input. For most microwave and satellite 

applications, these RF amplification requirem~nts are met 

through the use of trav~lling-wave-tube (TWT) amplifiers 

[49]. Transistor amplifiers may also be used but the TWT is 

superior in terms of efficiency, bandwidth and range of 

operating frequencies. To maximize the amplifier output 

power, these devices must be operated in the saturation cr 

non-linear region of their characteristics. Since SSE is a 

form of linear modulation, such non-linear distortion will 

inevitably degrade the performance of the system. In this 

chapter, we shall determine the extent of this degradation 

and shall suggest means of overcoming it. 

Several digital radio systems using partial response 

encoding combined with 

the encoding is done 

QA(i (QPRS) do ~xist [ 29 ], [ 31 ], but 

by filtering the signal after RF 
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amplification, thus bypassing the non-linearity. In [50], 

the PR filtering is done before amplification and the 

performance measured. The effects of SSB and PR encoding 

together through a radio channel are largely unknown, 

however. 

The 

significant 

presence of 

mathematical 

the non-linearity 

obstacle in that 

creates a 

an exact 

theoretical solution is difficult to obtain. By contrast, 

use of computer simulation techniques provides a very 

efficient means of obtaining useful results. Also, changes 

in the system can easily be accomodated. It is for these 

reasons that computer simulation will be used as the primary 

tool for measuring the ·performance of the SSB-PR4 system 

over a TWT channel. 

~-~ Th~ Travelling~ye-Tube Amplifier 

The TWT is basically a device designed for the 

amplification of weak RF signals. A simplified 

representation of a typical TWT is shown in Fig. 5.1. The 

helix and collector are given a positive bias which attracts 

the electrons emitted by the cathode. An axial magnetic 

field supplied by an external magnetic coil focuses this 

electron beam dcwn the centre of the tube. 
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The signal to be amplified is fed into the so-called 

slow-wave structure which ~ften consists simply of a tightly 

wound wire helix. The RF signal travels through the 

slow-wave structure at the speed of light but due to the 

helical path it follows, its velocity in the axial direction 

is much lower. If the helix is designed such that the phase 

velocity of the RF wave is the same as the velocity of the 

electron team, interaction between the beam and the RF 

signal occurs and the elec~rons form bunches as they travel 

down the length of the tube. These electron bunches induce 

electric fields in the helix which further inter~ct with the 

RF wave. The net effect is that the electron beam energy is 

transferred to the RF wave resulting in amplification of the 

BF signal. 

The power transfer characteristic of a Hughes 261H 

TWT is shown in Fig. 5.2. We note that at low input power 

levels, the outfut power is approximately a linear function 

of input power. As the input drive level is increased, the 

output power nc longer increases linearly but begins to 

level off until a certain point where a change in input 

power gives no change in output power. The device is then 

said to be in saturation. For maximum output power, it is 

desirable to operate 

transfer behaviour 

in t~is region. The 

is known 

non-linear power 

as amplitude 
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modulation-to-amplitude modulation conversion (AM/AM). 

An additional effect which manifests itself is that 

the output phase shift of the device depends on the input 

power level. This effect is known as amplitude 

modulation-to-phase modulation conversion (AM/P~) and occurs 

in a TWT primarily because the average electron beam 

velocity decreases as the input signal is amplified due to 

the energy exchange between the beam and the RF wave. This 

decrease in beam velocity implies that a large input signal 

will take longer to travel through the tube than a small 

input signal. 

Since SSB is a form of combined amplitude-phase 

modulation, both ~he AM/AM and AM/PM effects will have a 

degradatory effect on the signal. 

It should be noted that the TWT characteristic cf 

Fig. 5.2 is a single carrier characteristic in 

single sinusoidal carrier is used as the 

that only a 

input. The 

non-linear nature of the TWT creates output harmonics at 

multiples of the input carrier frequency. When multicarrier 

input signals are present, additional freguency components 

depending on the frequency differences between the various 

harmonics and the fundamental result. These intermodulation 
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(IM) ·products can distort the individual signals much more 

than indicated in the figure particularly when the d~vice is 

operating in the non-linear region. In this study, we shall 

only consider a single carrier input. We shall also assume 

that zonal bandpass filtering takes place after 

amplification sc that signal components at harmonics of the 

carrier frequency may be ignored. 

For the purpose of analysis, we have to develop a 

mathematical model for the TWT. This model must accurately 

describe both the AM/AM and AM/PM characteristics of the 

device. One possible approach, develcped in [51], is ~o 

consider the TWT as a cascade of an amplitude non-linearity 

and a phase non-linearity. We shall not make use of this 

approach; rather, the TWT will be modelled with an inpha~e 

nonlinearity z P and a quadrature nonlinearity Zq operating 

on the input envelopeR (t) as in Fig. 5.3 [52]. 

For a general input signal 

s (t) = R (t) cos[w t + Ef(t) ] ( s. 1) 
c 

the TWT output may be written as 
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V(t) = Z (B)cos(w t+e) - Z (R)sin(w t+e) 
p c q c 

(5. 2) 

where the time dependence of R and cp has been suppressed for 

clarity .. Use of trignometric idBntities permits us to 

rewrite the output as 

V (t) = f (R) cos[w c t+ e+g {R) ] ( 5. 3) 

where 

(5. 4} 

is the AM/AM distortion term~ and 

ll -1 
z { R) 

g { R) 
q 

tan z { R) 
p 

(5. 5) 

corresponds to the AM/PM conversion. For a linear 

amplifier, f(R) = KR where K is the amplifier gain and g(R) 

is a constant phase shift. 

The individual ncn-linearities ZP(R) and zq (R) can 

be modelled in various ways. We shall use the model 

developed by Hetrakul and '!'aylor [52] where the 

non-linearities ~ake the form 
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2 -c R 
Z ( R) = C Re 2 I ( C RZ] (5. 6} 

p 1 0 2 

-s R
2 

Z (R) = S Re 2 I [ S R2 ] (S. 7) 
q 1 1 2 

where In(·) is the modified Bessel function of order n. The 

coefficients c , c , s and S are obtained from a 
1 2 1 2 

least-squares fit to the actual tube characteristics. Fer 

the Hughes 261H tube, these coefficients are 

c = 1.61245 
1 

S = 1. 71850 
1 

c = .053557 
2 

s = .242218 
2 

The actual tube characteristics are compared to the 

model in Fig. 5.4. The advantage of this model over, say, a 

polynomlal approxima~ion of Z (R) and Z (R) is that only 
p q 

four coefficients are reguired to completely specify the 

tube characteristics. 

Clearly, a typical TWT characteristic would severely 

distort an SSB signal. It would be desirable th~n to modify 

the characteristic so ~hat the TWT behaves in a fashion 
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approaching that of a linear amplifier. There exists a 

variety of linearization techniques [ 13] of which we shall 

discuss only two: feed-forward compensation and signal 

predistortion. 

The application of feedforward to microwave 

amplifiers was extensively studied by Seidel in [53] and has 

also been considered for satellites in [54]. The system 

requires two TWT's as shown in Fig. 5.5. The input signal 

is split between ~wo paths, one of which consists of a TWT 

while the ether consists of a delay line which matches the 

TWT transit time. The amplified (distorted) signal and the 

undistorted delayed signal are then fed into an error 

determining coupler. This coupler is essentially an 

interferometer with two outpu~s: the amplified output of 

TWT1, and the difference between this output after 

attenuation and the undistorted input. This difference 

signal forms an error signal which is amplified by TWT2 and 

then subtracted from the amplified input signal after a 

delay corresponding to the transit time through the second 

TWT. 

This method is attractive for several reasons. 

First of all, since no feedback is used, the system is 

absolutely stable. Secondly, the distortion can be reduced 
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to arbitrarily small values by using a multistage 

configuration in which each amplifier is embedded in another 

two-loop correction stage. As the original input signal is 

used as a reference for each additional stage, there is no 

cumulative error. 

For proper operation, a precise knowledge of the TWT 

gains and transit times is necessary. Also, the two TWT 1 s 

must be closely matched and the TWT helix voltages closely 

regulated. To compensate for any variation in the device 

characteristics with time, complex circuit=y must be 

introduced. The degree of complexity required is in fact 

the greatest disadvantage of feed-forward compensation. 

In the Bell 

predistortion was 

System AR6A SSB-FDM =adio system (14], 

selected as the more economical 

linearization technigue. In this 

amplitude and phas€ non-linearity is 

method, an additional 

cascaded with the TWT. 

The non-linearity is carefully chosen so that the 

combination of distortion due to the TWT and that of the 

predistorter apFrcximates a piece-wise linear amplifier with 

no amplitud€-dependent Fhase shift. Once again, a precise 

knowledge of the TWT characteristics is required. Since the 

predistorter operates on the signal envelope, it may be 

implemented at baseband, IF or RF. An additional advantage 
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is that only a single TWT is reguired. 

The predis~orter tc bB used here was developed in 

[52]. Two separate envelope non-linearities are used in the 

configuration of Fig. 5.6. Denoting these non-linearities 

as G {R) and G (R) we may write the compensator output after 
p q 

zonal filtering as 

v (t) 
c 

where 

= G ( R ) cos ( w t + e} - G ( R) sin ( w t + 6) 
p c q c . 

= G' (B.)cos(w t+e+<j> (R)) 
c 

G' (R) Jt ( G2 (R) +G2 (R) ] 1
/

2 
p q 

<j> ( R) tan-1 G (R) 
q 

G (R) 
p 

( 5. 8) 

( 5. 9) 

(5.1 0) 

The TWT acts on the new envelot:e G '(R) to give the 

output 

V0 (t) = Zp{G•(R)}cos(wct+e+<j>(R)] 

- Z { G ' ( R) } sin ( w t + e+ <j> ( R) ] 
q c 

= f '(R) cos[ wet+ 6+ a(R) ] (5.11) 
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where 

and 

f'(R) ~ [Zp2[G'(R)} + zq2[G'(R)} ] 1 / 2 

Z {G'(R)} 
a (R) ~ <P(R) + tan-1 g 

-z -{-;:--G-::-1 -.,.( -R-:-) } 
p 
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(5.12) 

(5 .. 13) 

We must find G (R) and G {R) such that the following 
p q 

cocditions are satisfied: 

f I (R) ·- R R , 0 < R < R 
o- i 

R. 
l 

= R , R ) R. (5-1 4) 
0 l 

and 

a (R) = 0 , VR (5 .. 15) 

where R is the output voltage at saturation, and R is the 
0 i 

input voltage which saturates the device. 

Clearly an exact solution would be difficult to 

derive, but apfrcximating G (R) and G (R) as finite order 
p q 

polynomials can lead to a result which is sufficiently close 
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fo~ our purposeE. That is, we let 

N 
R2k-l G (R) = l: a 

p k=l k 
( 5. 1 €) 

N 2k-l 
G (R) = l: b R 

q k=l k 
(5. 1 7) 

whe~e the polyncminal coefficients a and b are chosen such 
k k 

that (5.14) and (5.15) are satisfied acco~ding to some 

criterion cf goodness of fit. 

The compensator coefficients with N = 6 for a Hughes 

261H tube, derived in (52], are shown in Table 5. 1. The 

corresponding compensate~ non-linearities are shown in Fig. 

5.7 and the overall characteristic of both the compensated 

and uncompensated tube are shown in Fig. s. 8. The 

linearized TWT closely approximates a piece-wise linear 

amplifier and the AM/PM effect has been reduced considerably 

as well. Use of a higher order predistorter polynomial 

would result in an even better approximation. A detailed 

discussion of the implementation of the compensator is found 

in (52]. 
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The system model used in the simulation is shown in 

Fig. 5.9. The binary input data is PR encod~d at baseband 

with full transmitter shaping. After SSB modulation, the 

signal is passed through the TWT amplifier. Three possible 

amplifiers were considered: (i) a Hughes 261H TWT opera~ing 

in the nor~al mode (ii) a Hughes 261H TWT with no AM/PM and 

(iii) a Hughes 261H TWT linearized using the predistorter of 

the previous section. 

filters were assumed 

T~e bandpass transmit and receive 

ideal rectangular filters which 

restrict the amplified signal to the same bandwidth as the 

amplifier input signal. The system considered is an 80 

Mbit/s system operating in a 40 MHz bandwidth. 

The TWT operating points were selected so that the 

TWT was saturated for an input envelope of 2. From Fig. 5.8 

we see that this corresponds to an input voltage of 4.5mV 

and an output voltage of 3.5V for (i) and (ii) while for 

(iii), saturaticn occurs at a 2.5mV input, with an output 

voltage of J.SV. These points were d~fined as 0 dB input 

backoff. A 1 dB input backoff would then mean that an input 

envelope of 2 corresponds to 4.5 x 10-t;zo = 4.24 mV for (i) 

and (ii), and 2.5 x 10-1;2o = 2.35 mV for (iii). A preceded 

PR4 receiver was used for simplicity and ease of simulation. 
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:where 

Consider an upper sideband input to the TWT. 

s (t) 
A . = a{t)cosw t- a(t)s~nw t 

c c 

= R {t)cos[w t +e (t)] 
c 

R{t) !:J. {a2(t) + ~2(t)] 112 

e { t) ll tan-t ~ ( t) 
a ( t) 
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( s. 18) 

( 5. 19) 

(5 .. 2 0) 

with a (t) and ~ (t) defined by (3. 9) and (3. 10) respectively. 

The TWT output is then given by (5.2). Neglecting noise and 

the effects of the transmit and receive filters_, 

demodulation with cos w t and sinw tgives 
c c 

r {t) = f (R) cos(e +g (R) ] 
I 

rQ (t) = f (R) sin[e +g (R) ] 

as the I and Q outputs of the demodulator. 

( 5. 21) 

( 5. 2 2} 

Expanding the 
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angles gives 

r-I (t) = f (R) cos g (R) ccse- f (R) sin g (R) sine ( 5. 2 3) 

r-Q (t) = f (R) cos g (R) sine+ f (R) sin g (R) cose (5.24} 

From (5.18), (5.19) and (5. 20) , th~ following 

identities may te deduced: 

cos e~· a{t}/R(t) ( 5. 2 5) 

sin e ~ a ( t ) I R ( t) ( s. 26) 

b. cos g(R) Zp(R)/f(R) ( 5. 27) 

sin q (R} 
IJ. 

Zq(R)/f(R) ( 5 .. 2 8) 

Substituting these results into (5. 23) and (5.24) 

gives as the demodulator outputs 

r I (t} Z (R) ~- Z (R) 
1\ {5.29) = l.ill.. p 

R(t) 
q 

R(t) 

rQ {t) " (5.30) = Z (R) a (t) + Z (R) a (t) 
q R ( t) 

p 
R(t) 
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Sampling these outputs at t = kT and plotting th~ 

locus of (r (kT), r (kT)), we obtain the signal space after 
I Q 

amplification. The signal space corresponding to the TWT in 

the normal mod~ of operation at 0 dB backoff is shown in 

Fig. 5.10. The TWT output voltage was normalized so that 

there was no average power gain through the device. When 

compared with the undistorted signal space of Fig. 3.9, we 

see that the AM/AM warps the lines while the AM/PM rotates 

the space in the counter-clockwise direction with respe~t to 

the original axes. 

The demodulator outputs for a TWT with no AM/PM can 

be obtained by setting g(R) = 0 in (5.21) and (5.22) to 

oht.ain 

ri (t) = f (R) a (t) /R (t) 

r {t) = f{R) ~(t)/R(t} 
Q 

(5. 31) 

( 5. 3 2) 

The signal space for no AM/PM at 0 dB input backoff 

is shown in Fig. 5.11. Since there is no AM/PM 1 there is no 

rotation, only warping of the outer lines. 

Similarly, for the linearized TWT we have 
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ri (t) = Z {G' (R)}a(t) - Z [G' (R) }~ (t) (5.33) 
p 

R ( t) q 
R(t) 

rQ (t) = Z {G' (R}}~ + Z (G' (R)}~{f:) ( 5. 3 4) q 
R ( t) p 

R(t) 

The corresponding signal space at 0 dB input backoff 

is shown in Fig. 5.12. Since the AM/PM effect is gr8atly 

reduced, there is cnly a slight rotation of the space, and a 

slight bending of the central 

o. The warping of the outer 

portion corresponding to a = 
k 

portions occurs despite thA 

linearization of the amplif~er because it is operating in 

the saturation region (R > R. in (5.14)) .. 
~ 

In simulating the system, certain assumptions 

concerning the carrier tracking mechanism in the receiver 

must be made. Clearly if the original reference axes in 

Fig. 5.10 were to be used as the basis for decisions in the 

I channel, an unacceptable amount of degradation would occur 

due ~o the rotation of the space. This is not a realistic 

model of what the receiver would do given the signal of Fig. 

5.10. on the ether hand, we could assume that the receiver 

could instantaneously track any variations in phase due to 

AM/PM conversion. The receiver would then behave exactly as 

the system with no AM/PM present. However, this assumF~icn 

is not realistic either; t~e real answer lies between these 
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two extremes. As a compromise it was assum~d that the 

carrier tracking loop would track around a certain "mean" 

value of carrier phase e, and then jitter about this value 

due to the AM/PM. This corresponds to defining a new 

-reference axis at an angle e to the old axis as shown in Fig. 

5.13. The carrier loop would attempt to select the value of8 

in such a way that the signal space would become symmetric 

about this axis. In the figure, rotating the space by e1 , 

would make the portion of the signal space corresponding to 

±2 symmetric atout the new axis while rotating by e2 would 

make the portion corresponding to a = 
k 

0 symmetric. In 

general, so their mean value e = 
selected to define the new reference axis. 

since there is no signal space rotation when there 

is no AM/PM present, such an approach was not necessary fer 

the TWT with no AM/PM. The new ref~rence axis was used with 

the linearized TWT as well although its effect is minimal 

due to the small amount of rotation. 

The simulation program was designed to generate eye 

diagrams if desired, several of which are shown in Figs. 

5.14-5.19. Ihe bandpass filters in Fig. 5.9 were excluded 
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Figure 5.14 Output Eye Diagram for TWT With 
AM/AM and AM/PM at 0 dB Backoff 
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Figure 5.15 Output Eye Diagram for TWT With 
AM/AM and AM/PM at 10 dB Backoff 
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Figure 5.16 Output Eye Diagram for TWT With 
AM/AM Only at 0 dB Backoff 
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in the eye diagram generation. The first two correspond to 

a TWT with both AM/AM and AM/PM at 0 and 10 dB backoff, 

while Pigs. 5.16 and 5.17 are the eye diagrams with no AM/PM 

present at the same input backoffs. The signal space was 

rotated as described in the previous section. The 

saturation effect of the TWT is very clear while the AM/PM 

has two major effects on the eye: firstly, the zero 

crossings no longer occur at a single point, and secondly, 

the eye is warfed towards the direction of increasing time. 

The latter phenomenon is consistent with the AM/PM effect as 

large input signals take longer to pass through the 

amplifier. With no AM/PM present, the zero crossings are 

well defined and the eye is symmetric about the nominal 

sampling point t = kT. In both cases, it can be seen that 

the eye opening is more or less maximized at the nominal 

sampling instant. Also, at 10 dB input backoff, the two 

signals resemble the undistorted eye of Fig. 3.7. 

Pigs. 5. 18 and 5 .. 19 are the eye diagrams of the 

linearized TWT at 0 and 6 dB backoff. The latter eye is 

practically indistinguishable from the eye of Fig. 3.7. The 

predistorter improves the symmetry of the eye as well as the 

tightness cf the zero-crossings. 

We shall now derive expressions for the eye openings 



192 

for the three cases with no filtering after amplification. 

With the signal space rotated as in the previous 

section, the inFhase demodulator output is 

-ri {t) = f ( R) cos [ e + g (R) -e ] (5.35) 

where e is the angle of rotation. Expanding th-e cosine term 

in (5.35) and using the definitions in (5.25) and (5.28), we 

obtain 

r (t) = a (t) [ Z {R) cose + Z (R) sine ] 
I R(t) p q 

- ~ (t) ( Z (B) sine + Z (R) cose ] 
R(t) p q 

(5.36) 

To determine the vertical eye opening (VEO), we must 

determine the minimum value of r (k~) when a (kT) = 2 is 
I 

transmitted, and the maximum value of r (kT) when a (kT) = 0 
I 

is transmitted. Denoting these values as Aland A
2

, we have 

where 

,.. 
0 ~ a ~ 8/'IT 

k 
(5.37) 
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and 

~ max (Z (~ ) sins +Z (a ) cose} 
~ p k q k 
ak 

1\ 
0 ~a ~ 8/1r {5.38) 

k 

The case for no AM/PM is somewhat simpler. Setting 

g(R) = 0 in (5.21) gives 

r (t) 
I 

f(R)cose 

(Z2 (R) + 2 2 (R))l/2 a(t) 
p q (a2(t)+~2(t))l/2 (5. 39) 

For a (kT} = 

o~ening is 

VEO 

0 , r (kT) 
I 

2 } 

= 0, so that 

0 ~ ~ ~ 8/1T 
k 

For the linearized TiT, we have 

where 

the vertical eye 

( 5. 4 0) 



].11 }case 

+ z { G I 
q 

/ " 2 -( 4+ak )}sin8) 

( z { G I 
p 
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( s. 4 1) 

( 5. 4 2) 

Here Sis the rotation angle of the predistorter -

TWT combination and is usually small. 

The solutions to these equations for various 

backoffs were attained usi~g a s~arching type program. The 

VEO's obtained were scaled so that there was no net average 

power gain through the amplifier. The output eye opening as 

a function of backoff is shown in Fig. 5.20. As expected, 

the TWT with both AM/AM aqd AM/PM distorts the signal tbe 

most. Removal of the AM/AM effect improves the eye OFening 

somewhat, while the li~earized TWT distorts the signal the 

least. Even at large backoffs (> 10dB), the AM/PM effect in 

the normal mode TWT is still present as the eye is still 

partially closed while for the other two cases, the eye 

is effectively cpen completely. 
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The probability of error curves obtained for the 

three cases under consideration for various inFut backoffs 

are shown in Figs. 5.21-5.23. These curves have been .. 
corrected to remove a 0.8 dB simulaticn error. Fig. 5. 24 

shows the SNB degradation over a linear channel at an ~rror 

rate of 10-s as a function of backoff. At 0 dB backoff, a 

very large amount of degradation is present, particularly 

for the TiT operating in the normal node. Removal of the 

AM/PM results in about a 2 dB improvement in SNR while 

linearization improves performance by about 6 dB at 0 dB 

backoff. For a 1 dB SNB degradation the TWT with both AM/AM 

and AM/PM requires a backoff greater than 11 dE, while the 

TWT with AM/AM only requires a 7 dB input backoff. The 

linearized TWT requires an input backoff of only 4 dB for a 

1 dB SNR degrada~ion. At large input backoffs (> 8 dB), the 

AM/PH effect still has a significant effect on the SNE 

degradation, which is consistent with the eye opening 

results obtained earlier. The reason for this effect is 

that at high tackoffs, the outFUt phase shift changes more 

rapidly with input amplitude in Fig. 5.8. Thus there is a 

-non-negligible amount of jitter about the angle e due to the 

AM/PM phenomenon, even though the amplitude characteristic 

is more or less linear. 
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An important parameter in digital radio system 

design is the system gain which is defined as 

G = p 
SYS OUT 

p 
T 

(5.43) 

where POUT is the TWT output power in dBm and PT is the 

required received RF signal achieve a certain bit error 

rate. We shall nowproceed to calculate the system gain for 

the 80 Mb/s, 40 MHz system, making use of the results 

obtained in the previous section. 

The thermal noise power is a bandwidth of B Hz is 

given by ( 12] 

( 5. 4 4) 

where k = Boltzmann's constant= 1.3803 x 1Q-Z3 J/°K and T 

is the absolute tempera~ure of the noise source. The noise 

power in a 1 Hz band is then kT watts which has the value 

-174.0 dBm at 2900K (170C). Our receiver bandwidth is 40 

MHz = 76.02 dBHz. Thus the receiver input noise power is 

P = -17 4. 0 d Bm + 7 6. 0 2 
N 
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= -97.98 dBm (5 .. 45) 

Assuming a front-end amplifier noise figure of 8 dB, 

the noise power at the decision device input is 

P'N = -97.98 dBm + 8 dB 

= -89.98 dBm ( 5. 4 6) 

From Fig. 3.13 we see that an SNR of 15.8 dB is 

required fer a BER of 10-s over a linear chann~l, so that 

the requirEd rec~ived signal level for a BER of 10-s is 

P = -89.98 dBm + 15.8 dB 
T 

= -74-18 dBm ( 5. 4 7) 

Making use of the SNR degradation curv~g Fig. 5.24, 

we may compute th€ rec€ived signal level for a BER of 10-s 

as a function of input backoff. Letting P0 denote the SNR 

degradation at a particular value of input backoff, we have 

( 5. 4 8) 
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Thus the system gain can be computed according to the 

relation 

= p - p 
OUT D 

+ 74. 18 { 5. 4 9) 

where POUT is the TWT output power in dBm at a particular 

value of input backoff. This parameter can be obtained from 

Fig. 5.25 whicb shows the TWT output power for various 

values of input backoff as obtained by simulation. since 

changing the phase angle does not change the output power, 

both the TiT with AM/AM and AM/PM and the TWT with AM/AM 

only are described by the sa me curve in Fig. 5.2 5. From 

this curve, the TWT output backoff can be related to the TWT 

input backcff. 

The system gain plotted as a function of input 

backoff for the three cases under consideration is shown in 

Fig. 5. 26. Also shown is the extrapolated behaviour of a 

linear channel to provide a rPference for comparison. The 

TWT operating in its normal node has the low~st overall 

gain, with a maximum value of 106~6 dB at 7 dB input 

backoff. The maximum system gain for the TWT with no AM/fM 

has a maximum at 6 dB input backoff of 108.3 dB. The 

linearized TiT has a maximum gain of 108.5 dB at 4 dB input 

backoff. The presence of these maxima is a consequence cf 
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two behaviours in the system. 

TWT operating point changes 

receiver; on the other hand, 

changes the TWT output power. 
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On the one hand, changing the 

the SNR degradation in the 

changing the operating point 

When backing of£ from 0 dB, 

the SNR degradation decreases much more rapidly than the T~T 

output power, so that it is to be expected that there would 

be some optimum operating point where the difference between 

these two parameters is maximized. 

Another striking feature of Fig. 5.26 is that the 

maximum linearized TWT system gain is not significantly 

higher than the maximum system gain for the TWT with no 

AM/PM. This would suggest that an equivalent system gain 

performance could be obtained if a TWT with only amplitude 

distortion were to be used rather than a linearized Ti7. 

The reason for this apparent anomaly is that ~hile the TWT 

distorts the signal more than the linearized 1WT, the TWT 

has a higher output power which overcomes the degradation, 

at least under the conditions described here. 

Fig. 5.27 illustrates the system gain degradation 

vs. output backoff for the 3 cases of our study. The system 

gain degradation was obtained from the difference between 

the actual system gain and the linear channel system gain in 

Fig. 5-26 while the output backoff was related to the input 
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backoff via Fig. 5.25. We see that by backing off the TWT 

output by 1 dB results in a much smaller deg=adation with 

respect to a linear channel. In an actual system design, 

however, the most important parameter is the actual value cf 

the system gain rather than the degradation with respect to 

a linear channel. 

Typically, most digital radio system require a fade 

margin of about 40 dB (3 ]. Subtracting 40 dB from the 

ordinary TWT maximum system gain leaves 66.6 

additional degrading effects due to carrier 

dB from which 

phase error, 

timing error and so on, must be subtracted. If the 

transmitting and receiving antenna gains are known, then the 

maximum spacing between repeaters can be determined from the 

maximum allowable free space loss. 

If a multilevel signal were used as the TwT input, 

the output would be severely distorted to the point of being 

unusable. An alternative method of producing a multilevel 

signal must be found. Such an alternative for a 4-level 

signal, shewn in Fig. 5.28, is a variation of a multilevel 

QAM transmitter developed in [55]. 
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A 4-lev~l signal y(t) may be generated at baseband 

from a linear combination of two binary signals x 1 (t) and 

x2 (t) according to the relation 

y (t) = x1 {t) + 2x2 (t} (5. 50) 

If x1 (t) and x2 (t) are independent bina!'y data st.!'eams 

taking on the values ±1, then y(t) will be a 4-level data 

signal with values ±1, ±3. In Fig. 5.28, the combination of 

the two streams occurs at RF rathe!' than at baseband, so 

that the amplifier disto!'tion is reduced. The !'eceiver 

would t!'eat the signal as a 7-level PR4 encoded signal. 

While this system is not analyzed he!'e, it is p~oposed as a 

possible scluticn to the problem of generating a 4 bits/S/Hz 

digital radio signal. 

The pe!'formance of an SSB-PR4 signal when applied to 

a typical digital radio channel was conside!'ed. It was 

shown that line~rizing the TWT used in the !'adio t!'ansrnitte!' 

was an effective way of !'educing the signal disto!'tion of 

the amplifier. F!'om the point of view of system gain, 

however, it was shown that a linea!'ized TWT performed only 

ma!'ginally better than a TWT with amplitude distortion only. 



Finally, a solution to the problem of 

input SSB-PR4 signal ~as proposed, 
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generating a 4-level 

which deserves to b8 

given further consideration and analysis. 
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CHAPTER §. ~Q]~1UDING ~~BK~ !!~ SUGGESTI~ IQ] FURTHER 

g~SEARCH 

In this thesis, we have examined the fe~sibility of 

using single-sideband modulation in conjunction with partial 

response encoding for a high capacity digital radio system. 

Three different aspects were examined: implementability1 the 

effects of carrier synchronization errors, and the effects 

of non-linear amplifiers. It was shown tha~ while the 

latter two effects can seriously degrade the performance of 

the system, they can be overcome if additional complexity is 

not a design issue. 

The protlem of generating a 4-level input SSE-PR4 

signal shculd be investigated further, as should carrier 

tracking loops which reduce data noise. Also, in a real 

system design, a multiplicity of issues must be considered 

in addition to what was discussed here, namely the effects 

of fading, bandlimiting, adjacent channel interference, and 

cochannel interference. 

The original reason for using SSB in digital 

modulation was that higher capacities could be obtained in 
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the same tand~idth than with PSK systems. We have indeed 

shown that this is true and that the implementation problems 

associated with SSE can be overcome, given enough 

complexity. During the initial discussion of types of 

modulation, it was also mentioned that the bandwidth 

efficiency of SSB was the same as that of a QAM system. We 

must now determine the relative advantages and disadvantages 

of using SSE and QAM. 

The QAM equivalent of SSE-PR4 is QPRS, where two 

duobinary encod€d data streams independently modulate the 

inphase and quadrature components of the carrier. Each of 

the two streams would have a rate of one half the data rate 

of the SSE-PR4 system so that the combination of the two 

streams yields the same data rate in the same bandwidth, and 

hence the same tandwidth efficiency. Implementation of two 

such systems are described in [29] and (31]. 

The first point to be noted is that QPRS has none of 

the genera~ion problems that SSE has. No additional 

processing is necessary to generate the QPRS signal other 

than the PR encoding while one of the sidebands must be 

eliminated in SSE. 

Secondly, the two systems are equivalent from the 
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point of view of SNR performance.As the spectral densities 

of the two signals are almost identical, we would expect the 

two systems tc perform similarly under fading conditions. 

For the same reason, bandlimiting the two signals would have 

the same effect on both systems. The carrier tracking loop 

for the CfRS signal would have the symmetric structure 

discussed in Chapter 4 so that the data noise problem would, 

be much less severe than for SSB. 

In [31] the QPRS signal is generated ty duobinary 

filtering a QPSK signal after amplification. 

signal has a constant envelope, there 

Since the QPSK 

is no signal 

distortion due to the RF amplifier. Such a technique could 

be used to produce an SSB-PR4 signal but two stages of 

filtering would be needed. To eliminate one of the 

sidebands, a 3 dB loss in transmitter output power would 

occur, and additional losses would occur when PR4 filtering 

the signal. The QPRS signal would lose several dB of signal 

power due to the duobinary· filtering only so that the Q:?RS 

signal would be 3 dB higher at the transmitter output. 

Summing two of these signals in a fashion analagous to Fig. 

5.28 would produce a 4-level input QPRS signal with a 4 

bits/S/Hz efficiency without the need for linearizing the 

TWT. ~he SNR degradation would be independent of the TWT 

operating point and the system gain would vary only with the 



215 

TWT ou~put power for a fixed bandwidth system. 

We conclude from the points just outlined that, at 

best, the SSB-PE4 system performs as well as the QPRS. In 

the areas where QPRS is better, additicnal compl~xity in the 

SSB system can overcome the performance deficiency but will 

not make SSB perform better than CFRS. While SSE can 

produce higher efficiencies than PSK, QPRS can produce the 

same efficiencies as SSE, but with much lower complexity. 

It would seem, then, that QPRS would be the supe=ior overall 

for digital radio applications. SSB-PR4 could still have 

applications in areas where SSE is already used such as in 

FDM groups. How~ver, for the design of new systems, SSE-PB4 

is no~ competitive with QPRS. 
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.r·rorn (3. 6) , the impulse response of a minimum 

bandwidth partial response encoder is 

where 

h(t) 
N-1 

I 
n=O 

f 
n 

sin7f(t-nT)/T 
n(t-nT)T (A. 1 ) 

The corresponding Hilbert Transform pulse is 

/\ N-1 sinn(t-nT)/T 
h(t) H [ I f 

n(t-nT)/T 
n=O n 

N-1 
sin7f(t-nT)/T 

I f H [ (A. 2) 
n=O n 7r(t-nT)/T 

H [.] denotes the Hilbert Transform of the 

quantity within the brackets. The Fourier Transform of 

g(t) = sinn~/T /nt/T is 
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G (f) = 1 I I f I < 1 /2T (A. J) 

= 0 
1 

elsewhere 

The Hilbert Transform of the Fourier Transform 

is 

A 
G(f) = -j sgn{f)G(f) (A. 4) 

Hence, the Biltert Transform of the Fourier Transform of 

the pulse g(t) is 

A 
G (f) = 

= 

= 

-j 

a 

+j 

) a < f < 1/2T 

f = 0 

) -1/2T < f < a {A .. 5) 

Taking the inverse Fourier Transform of (A. 5) we have 

00 

~(t) =~ ~(f)ej 2 Tift df 
-co 

= 1-cosTit/T 
Tit/T 

(A.6) 

The Hilbert Transform of a generalized PR pulse is 

therefore 

/1. 
h (t) = 

N-1 
}.; f 

n n=O 

N-1 
T 

= - E· 'lTt 
n=O 

1-cosTI(t-nT)/T 
TI(t-nT)/T 

f 
n 

1-(-l)ncosTit/T 
t-nT (A. 7) 
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In order to obtain the responses of Table 3.2, 

we simply shift the time origin in ~.7) by (N-1)~/2 so 

as to make the puls~ symmetric about t = 0. 
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MODEL 1: SPLIT SHAPING 

Dencte th9 average symbol FOYer at the shaping 

filter input as P 
s 

For L input amplitud~s ±d, ±3d, 

• • • I ±(L-1)d with a 

1 1 --T L 

symbol period T, we have 

L/2 
E [(2i-l)d]

2 

i=-L/2 

(B. 1) 

The power input to the channel, Pc , is given by 

p = Ps ]!H (w) 12 dw 
c 2rr T 

<XI 

P rr/T 
= ~ j' 2T lsinwT I dw 

2rr_rr/T 
4Ps 

= 
7T 

4d
2 

(L
2
-l) 

(B. 2) 
= 

3T 

Rearranging (B.2) gives the decision distance as 

a function of channel input power and the number of 

levels L, as shown by 
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) 1/2 (B. 3) 

rhe noise power at the input of th~ receiver is 

= 
N 

0 

2T 

because the noise is AWGN over a bandwidth 1;2T. 

(B. 4) 

The noise power at the receiver filter output is 

p 
N 

0 
-co 

2 
dw 
21T 

N 1T/T 

= 2°1 2TjsinwTI 

-1T7T 

= 2 N 
;r 0 

dw 
21T 

(B. 5) 

This is the variance. cr 2 of the noise at the 

decision devic,: input. Rewriting (B.S) we may express 

the output noise variance in terms of the received noise 

power at the filter input as 

0"2 = 4T p 
1T N (8.6) 

Combining (B. J) and (B. 6) , we obtain 

d ()_1 
p )1/2 1T c (8. 7) = cr 4 p -

N 
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where the ratio Pc/PN is t:he received (cha!1!lel) avsrage 

signal to noise ratio. 

MODEL 2 : FULL TRANSMITTER SHAPING 

The average symbol power Ps is ~he same as fer 

the first model. However, the channel input powAr for 

model 2 is 

Ps 1T/T 
4 2 . 2 p = J T Sl.n wT dw 

c 21T 

1T/T 

= 2TPS 

2 d2 2 (B. 8) 
= (L -1) 

3 

Therefore, the decision distance as a function 

of channel inp~t power is 

( 
3P )1/2 

d - c 

2(L
2

-1) 
(B.9) 

For this model, t:he noise power at the outru~ cf 

the receiv~r filter is the same as the noise powe~ at 

the receiver filt~r input. Hence 

p = p 
N N 

N 
0 

2T 

0 

(B.lO) 



which giv8s, for this model, 

p c ) 1/2 

PN 
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(8.11) 
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several different simulatio~ progr~ms w~re used 

depending on the type of simulation done. Certain 

features are common to all the programs and will be 

discussed new. 

All simulations were done in FOR~RAN on a CDC 

6400 computer. Baseband simulation techniques were used 

since BF sirrulations are highly impractical. All 

opsrations were performed on the complex pre-envelope 

(20] of the signal rather than on the signal itself. 

These pre-envelopes were readily repres~nted using the 

COMPLEX varial:le t.ype in FORTRAN. 

Pseudo-random binary 

generated by producing an 

data 

array 

sequences were 

of 

variables uniformly 

the I~SL sutroutine 

distributed between 

pseudo-random 

0 and 1 using 

GG UB. During the initial entry to 

the subroutine, an integer seed number must be supplied 

but the sutroutine generates its own seeds for 
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subsequent calls. Each elemen~ of the array supplied by 

the subrou~ine is assigned ~he value 1 or -1 depending 

upon whether the random variable is greater or less than 

0.5. Four l~vel se~uences w~re produced ~hrough a 

linear combination of independent binary sequences. 

Filtering operations were 

Fast Fourier Transform (FFT). 

performed using the 

For linear channel 

simulations, a 2 56 pcint FF'T was used with 1 

sample;symbol so that the program processes an array of 

256 symbols at any one time. When non-linearities are 

present, the freguency spectrum of the signal spreads 

and space must b3 allocated in the frequency domain to 

accomodate this s.~:read .. This is accomplished by 

oversampling in the time domain. For the non-linear 

channel silllulations used here, 16 samples;symbol were 

used with a 256 point FFT so that the signal was 

synthesized over 16 symbol periods. However, in the 

frequency domain, 16 times the bandwidth of the 1 

sample;symbol signal is available which is ample room 

for the frequency spread. 

sectioning of the data is necessary to simulate 

a continuous system on a discre~e machine. The binary 

data is precessed in 256 element blocks, fast Fourier 
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transfo~m~d, mul~iplied appropriate filter 

function, and transformed. To pr~vent 

wraparound of the filtered signal in the time domain due 

to the periodic nature of the FFT, zeros are inserted in 

the input data blocks so that the transient response of 

the filter can be accomodated. In these simulations, 

128 zeros were inserted into the 256 element filter 

input blocks. The filter ou~put is split two 

parts: the portion corresponding to the head of the 

filter-data convolution, and the portion corresponding 

to the tail. The tail of the previous filter output 

calculation is added to the head of the current filter 

output block and the current tail saved for the next 

calculation. 7he filtering and tail addition are 

performed by two subroutines FILTZR and ADDTAIL. In 

this fashion, we create a continuous stream of filtered 

data which can be used in subsequent processing. 

Two possible approaches exist for the simulation 

itself: the nonte Carlo method and the calculated noise 

method (56]. In the Monte Carlo method an actual noise 

sample {i.e. a pseudo-random Gaussian number) is added 

to the signal and a decision is made based on the 

received signal plus noise. The decision result is 

compared to the original symbol and errors counted. The 
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advantage of this me~hod is its fl~xibility in tha~ any 

theory of nc~s~ may be accomo dated. The pr-imary 

disadvantage is ~hat at high SNR's, error -?vents occur 

infrequently and large numbers of symbols mus~ te 

processed fer a small simulation error. The standard 

deviation of an error rate P obtained from a ]onte 

Carlo simulation is given by [56] 

l/2 
cr = [ P ( 1- P) /N ] 

p 
(C. 1) 

where N is the number of symbols process~d. Sufpose 

that we reguire that P = 10 crp i.e. that there only be a 

1J% siffiulation error~ We would then need to process 

N = 100 (1-P) /P (C. 2) 

symbols for the raguired accuracy. In order- to measure 

an error rate of 10- 4 with an error of 10%, we must then 

process 1 Qo symbols, which clearly regui res an 

inordina~e amount of computing time. 

ro r sduce ~he time required for a given 

simulation, particularly at high SNR's, a computed noise 

approach is required. Here -the noise variance 0"2 at 
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the d~cisicn Jevice input is calcula~ed according to 

theory, that is according to the noise spectral density 

and receiver input tandwidth. For example, for a binary 

PAM systerr in a Gaussian noisP. environment, if the 

received signal level is v. and the receiver threshold 
~ 

is T, then the probability of error for that particular 

signal level is 

P[ El Vi ] = Q[ (Vi -T)/cr] (C. 3) 

if Vi is en the correct side of the threshold. Under 

certain conditions, the signal may be so distorted that 

errors are made ~ven when noise is not present. Under 

these conditions, v. 
~ 

is on the incorrect side cf the 

~hreshcld so that the probability of error for ~hat 

signal level is 

P(E!Vi] = 1- Q[ (Vi -T)/cr] (C. 4) 

By averaging ever all the received signal 

levels, the ave=age probability of error can be computed 

using 

p [E] 
N 

l Z P[EIV.] 
N i=l ~ 

(C.S) 
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where N is the number of symbols processed. To obtain 

an accurate measure of the error rate u~ing ~his method, 

enough symbols mus~ be processed so that all possible 

signal levels are considered and are present in their 

correct distribution. once this requirement is met, 

~rror rates can be determined just as easily at high 

SNR's as at low SNR's as the signal l~vel distributio~ 

is independen~ of SNR. In most cases, though, due to 

the large number of p~ssible signal levels, the use of 

calculated noise at high SNB's is limited. 

Calculated noise is used whenever FOssible in 

conjunction with a preceded PR receiver. Use of a 

receiver with any sort of a decision feedback mechanism 

dictatEs the use of Monte Carlo methods, however, as 

error fropagation effects cannot be simula~ed using a 

calculated noise apfroach. 

In the design of the simulation programs 

themselves, top-down techniques used, which 

involves decomposing the program into a hierarchy of 

subroutines. This deccmfosition is accomplished with 

relatively little difficulty as the various simulation 

functions such as data generation, filtering, tail 

addition, etc. already logically distinct. 
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Correctness of the software was verified using bottcm-uF 

testing, where ~ach of the individual subroutines is 

tested from the lowest level up ~o ensu~e that the 

particular function is question wcrks correctly. The 

correctness of the ensemble of subroutines is verified 

by comfariscn of simulation results with well-defined 

theoretical results. For example, the correctness of 

the phase errcr simulation was verified by running the 

system with no phase error and then comparing with the 

theoretical result (3.<40). 

Since a decision feedback equalize~ was used, a 

Monte Carlo simulation was required. Input parameters 

to the simulation consist of (i) the number of SNR 

points to be simulated and their values (ii) the number 

of equalizer taps and their values (iii) a weighting 

coefficient for the inphase channel (iv) the number of 

points to be considered and (v) seed numbers for the 

data seguence and noise generation routines. For lower 

SNR 's only several thousand points (symbols) were 

necessary l:ut higher SNR values (> 13 dB) required the 

use of up to ten thousand points. Computing time 
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~est~ictions limited the number of points to this value 

so that error rate measurements below 1J-3 were not 

possible. 

The equalizer coefficients are stored in an 

array COEFF with the corresponding signal values in an 

ar~ay E~IN. ~ultiplication of each element of COEFF 

vi~h each elemen~ of E~IN and then summing the result 

provides the new decision variable upon which the next 

decision is based. The higher order locations of EQIN 

contain the previous decisions corresponding to the 

feedback portion of the equalizer, while the lower order 

locations contain the signal Flus noise samples of the 

feedfcrward fC~tion. The exact proportion of each 

depends on the number of feedforwa~d/feedback tafs 

specified at run cnce a new decision is made, the 

previous decisions are shifted by one element with the 

new decision occupying the first feedback position. The 

signal plus noise samples are also shifted and a new 

value entered into the lowest order element. 

At the start of the p~ogram, 

decisions to te fed back and the initial decisions made 

by the equalizer are likely to tc be in error. Some 

provision rnus~ be made for this equalizer transient 
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response so the equalizer was allowed to run fer 500 

symbols befcre error counting began. 

When the inphase-guadrature receiver of Fig. 

3.16 was simulated, it was necessary to generate noise 

descrited by (2.45) and (2.46). Since n
1 

( t) and n
2 

( i:) 

are narrowband processes of one half the bandwidth of 

the taseband data signal, they are generated by 

filtering ':WO arrays of independent Gaussian 

pseudo-random variables generated by subroutine GGNOB. 

After transforma~ion into the frequency domain by means 

of the FFT, the two arrays are limited to one half their 

original bandwidth and then inverse transformed. 

~ultiplica~ion by sin nt/2T and cos nt/2T in their 

appropriate sampled form provides the required noise 

processes. ~he accuracy of this noise generator was 

determined by measuring the autocorrelation of the 

noises, as well as the cross-correlation of the inphase 

and quadraturE noise for various offsets. Close 

agreement betNeen the measured values and ~he values of 

Fig. 2. 8 was obtained. 

The simulation flowchart is shown in Fig. c.1. 
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C.3 Phase Error and Tracking Loop Simulation 

A preceded receiver was used in conjunction with 

a calcula -:ed no is~ simulation. Simulation input 

parameters include: (i) numbBr of SNR poin-ts and their 

values, (ii) number of symbols to be proc"=ssed, (iii) 

s~eady-state ~hase error to be simulated, a~d (iv) seed 

number for the data generator. 

The SSB-PR4 filter output is sectioned as 

outlined earlier tc provide a stream of filtered data. 

The demodulator i~phasa output component is formed from 

the SSE I and Q signal components and the phase error 

via (4.8). For ~he binary input case, the demodulator 

output is rectified as would be in a preceded receiver. 

The distance to the binary decision threshold is 

calculated and the probability of ~rror calculated for 

all supplied values of SNB using (C. 3) or (C.4) as 

appropriate with the value of computed from the SNR 

via {3.43). The simulation flowchart for binary input 

signals is shown in Fig. C.2. For the 4 level input 

case, ,t:robabili<:y of coalescion was assumed 

n5gligible so that the receiver simulated was simply a 7 

level decision device. Processing of o~a thousand 

symbols was found adequate for convergence of the 



~ 
Initialize 

A 

Generate array of 
binary symbols 

t 

FTl' 

' Multiply by 
SSB-PR4 filter 

t 
-1 

FTl' 

' Add tail of previous 
filter operation 

y B 

Compute inphase 
output an:i rectify 

c 

Select SNR value 

' Compute error 
probability for SNR 

.<0 
Figure C.2 Flowchart of Steady-State Phase Error 

Simulation 

240 



update probability 
sums 

Update signal 
power sum 

COII'Pute average 
error probabilities 

OUtput results 

Figure C.2 (cont.) Flowchart of Steady-State Phase 
Error Simulation 

241 



measured error probabilities to stable values. 

A Monte Carlo Simulation was necessary due to 

the decision feedback nature of the loop. After 

generation of the SSB-PR4 signal, independent Gaussian 

noise samples are added to the I and Q signal 

components. Since no sampler offset between the I and Q 

channels is involved, and since the I and Q noises are 

uncorrelated for zero offset, adding such independent 

samples is justified. The received carrier phase was 

assumed canst ant {i.e.. 0 O) and the jitter of the 

receiver oscillator phase about this value was measured. 

The receiver decision device input was 

calculated from the current received signal and the 

prevlous carrier phase estimate. A three level decision 

is made and then cross-multiplied with the quadrature 

receiver output. The new phase estimate is calculated 

according to the relation 

(C .. 6) 

,r0(kT)and t\ defined as in Sections 4.3.1 and 
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4.3.4. The mean and variance of the phase error were 

m9asured to provide the RMS phase error of the loop. 

Five thousand symbols were used. 

The receiver error rate can easily be measured 

by mod 2 mapping the 3 level symbols into binary symbols 

and ~hen comparing with the original transmitted 

symbols. At large SNR's few errors occur, however, and 

computation ~ime b~ccmes excessive. To eliminate this 

problem, calculated noise was used for the purposes of 

the error ra~e measurement. The I and Q components of 

the SSB-PR4 s~gnal and the previous phase estimate are 

used to generate the dec~sion device input with no noise 

samples added. After rectification, the distance tc the 

binary threshold is calculated and the prcbabili~y of 

error for that received signal value computed as for the 

steady-stats phase error simulation. 

The tracking loop simulation flowchart is shown 

in Fig. c.J. 

The system model of Fig. 5.9 was used in the 

non-linear channel simulation. Simulation input 
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parameters are (i) number of SNR points and their values 

(ii) mode of TWT operation ie. normal, AM/AM only, or 

linearized (iii) TWT input backoff (.iv) number of 

symbols to be processed and (v) seed number £or the data 

generation routine. 

in Fig. c .. 4. 

The simulation flowchart is shown 

The SSB-PB4 signal is generated as before and 

then passed to the TiT subroutine. During the first 

entry to the subroutine, the TWT input voltage scaling 

factor is computed from the iRput backoff. The mean 

angle of rotation is then computed to realign the signal 

space as outlined in Section 5.4.1, if AM/PM is to be 

included. These parameters remain constant throughout 

the rest of the simulation. Subsequent values of input 

envelope are converted to input voltages using the 

voltage scaling factor. These input voltages are used 

in subroutine DISTORT to compute the TWT output envelope 

and phase shift using the Bessel function model of the 

TWT, ( 5. 6) and (5. 7) • The signal is resolved input 

inphase and quadrature components before passing the 

amplified signal to the postfiltering subroutine 

POST.FIL. 

Use of the linearized TWT necessitates a 
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slightly different procedure. The input envelope 

voltage is calculated as before, but using a different 

value of peak input voltage. The signal is predistorted 

in subroutine PREDIST using the polynomial model of 

(5.16) and {5.17}. The predistorter output voltage is 

then used as the TWT input voltage in DI STCRT, and the 

corresponding output voltage and phase shift computed. 

The overall phase shift is the sum O£ tbe predistorter 

phase shift and the TiT phase shift. Once again, the 

signal is resolved into its I and Q components. 

Once passed through the TWT, the distorted 

signal is postfiltered in subroutine POSTFIL. An ideal 

rectangular filter :was used to restrict the output 

spectrum to the same bandwidth as the input spectrum but 

other filter responses could easily be substituted. 

After use of the inverse FFT, tail addition is again 

necessary to provide a continuous section of filtered 

data. This is done in subroutine ATAIL. 

The signal is nov ready to be demodulated and 

the error rate determined. Since the received signal 

level depends on the TWT backoff, the optimum receiver 

thresholds also become backoff-dependen t. Due to the 

action of the postfilter, it becomes extremely difficult 
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determine the optimum receiver 

it is possible to determine this 

guantity during the simulation itself. This was done by 

measuring the upper and lower eye boundaries after 

rectification at the nominal sampling instant. The 

difference between these two values is the vertical eye 

opening while their mean gives the optimum threshold. 

The first 175 symbols generated during the simulation 

are used towards this end, they are not used for error 

probability calculations. One€ the threshold is 

determined, it remains constant for the remainder of the 

simulation. An additional 1000 symbols were used for 

error rate measurements. Pertinent information printed 

during the simulation includes the SNR's and 

corresponding error probabilities as well as the 

measured TWT output power in dB m and watts, TWT voltage 

scale factors and angle of signal space rotation for th€ 

supplied value of input backoff. 

A simulation error of 0.8 dB was determined frcm 

the simulation results obtained at 20 dB backoff. Under 

such a condition, the channel is essentially linear and 

thus should exhibit the error rate performance of a 

linear channel. In reality, the measured curve was 0.8 

dB worse than the theoretical linear channel behaviour. 
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This value was used to correct the curves shown in Figs. 

5.21 - 5-23. The simulation error is due primarily to 

the use of a rectangular postfilter response and also to 

the fact that t le PR filter response was synthesized 

over 16 symbol periods only. 

Eye diagrams were generated on a VERSATEC 

plotter using modified versions of the aforementioned 

simulation programs. Data generation and filtering were 

identical, With the exception that all filtering was 

done using a 16 sample/symbol FFT to p.rovide increased 

time domain detail. Also, postfiltering of the TWT 

output was not done. Rather than passing the processed 

symbols to an error probability calculation subroutine, 

the symbols are given to a plotting subroutine EYE which 

partitions the data into 32 element arrays (i.e. two 

symbols) and then calls the VERSATEC software for the 

actual line drawing. A 

and horizontal scales 

judicious selection of vertical 

produced curves sufficiently 

smooth without need for a spline or interpolating 

polynomial. 

To produce the TWT output eye diagrams of Figs. 
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5.14-5.19, the TWT output voltages were scaled using a 

normalization factor obtained from the non-linear 

channel error rate simulation. This factor normalizes 

the TWT output power to the ·same value as the input 

power. Use of this scale factor is also made in the eye 

opening calculations of Section 5.4.2. 
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