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ABSTRACT

In the past, analog circuits, discrete digital logic
circuits or minicomputers have been used to implement the signal
processing section of a sonar systems. More recently, micro-
processor based logic circuit designs have produced a new breed of
system design approach which gives designers the flexibility that
has never been available through the use of analog or discrete
logic circuits; however, due to the inherent slow speed of the
metal-oxide semiconductor (MOS) 1logic circuits, incorporating
microprocessors in the implementation of a sonar signal processor
is not feasible. With the advent of bipolar Schottky large scale
integrated circuit technology, the speed performance of the micro-
processors have been improved considerably, and signal processor
designs employing microprocessors are now feasible.

The main objective of this work is to design, implement,
and test a real-time digital sonar signal processor for processing
pulsed CW signals. With design based on the use of the bit slice
microprocessor, a signal processor has been constructed that has
an 8 bit input, a 16 bit output. The processor is capable of
detecting 16 different Doppler shifts. Laboratory generated
signals are used in the testing and the experimental results show
good agreement with the theory. A possible means of expanding the
existing single channel signal processor into a multichannel
processor has also been outlined.
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CHAPTER 1

INTRODUCTION

The word sonar is derived from sound navigation and ranging
and is used synonymously with underwater sound and underwater
acoustics. Today, the applications and developments of sonar
systems are no longer confined as its name implies to the fields
of navigation and ranging; they are now being used for a wide
variety of purposes both in the military and in industry. In
military applications, underwater sound is used for depth
sounding; navigation; ship and submarine detection, ranging, and
tracking; underwater communications; mine detection; and for
guidance and control of torpedoes and other weapons. A modern
echo-ranging sonar system for surface ships is illustrated in Fig.
1.1. Some of the commercial applications of underwater acoustic
are listed in Table 1.1.

As the result of thé demands for high precision underwater
navigation equipment and new applications for underwater
acoustics, sonar systems have become increasingly complex and
sophisticated. In general, an active sonar system is a system
capable of discovering the presence of an underwater target by
transmitting an acoustic pulse and detecting the echo with some

form of filtering technique. Most of the existing sonar systems



employ analog filtering devices and automatic gain control to
accomplish the desired goal. The analog system has performed
satisfactorly in past years, however, it is costly and frequently
bulky in size which is a disadvantage for systems on-board ships
having limited space.

With the development of integrated digital circuits and
digital signal processing techniques, many sonar signal processing
systems designs incorporating analog and digital techniques were
proposed and implemented [20]. Some of these systems have
performed well; however, due to the technology available at the
time, the benefits of the digital system were not fully exploited.
The advanced technology in the large scale integrated (LSI)
circuits in recent years has brought a new dimension to the system
designers. The advantages of having a digital system are both
technical and commercial. The main beneficial results are;
smaller size, low power consumption, improved reliability, easier
maintenance, and reduced cost of ownership. Just the reduction of
the system size alone is important. For example, a reduction
ratio of 11:1 was found on the signal processing section of a
passive active detection and location sonar system (PADLOC) [1].

A digital sonar signal processor designed based on LSI
digital circuits has been developed [2] by the Communication
Research Laboratory at McMaster University. While the evaluation
of the processor has clearly demonstrated the technical and

commercial advantages of the digital system over the analog, it



was felt that the implementation of the digital processor using a
microcomputer would be more flexible and perhaps more economical.
Before the development of Schottky bipolar LSI, microprocessors
based on metal-oxide-semiconductor (MOS) technology have become
popular as programmable LSI digital circuits replacing discrete
logic and customized integrated circuits in the low speed
applications. However, medium and high speed applications are not
in the reach of the MOS devices. With the advent of Schottky
bipolar LSI digital circuits, a new family of computing elements
has been developed. The bit slice microprocessor, the new bipolar
device, not only is faster and much more flexible than its
predecessors, but also has a microprogrammable central processing
element which can be programmed to suit the processing functions
that a system designer needs.

A significant portion of this thesis is devoted in the
design, implementation, and testing of a digital sonar processor
based on the bit slice microprocessor. Due to the different types
of energy and propagating medium, the propagation of underwater
soundwave 1is not quite the same as the propagation of electro-
magnetic wave in air; therefore, a brief discussion on the
highlights of the characteristics of the sea as a medium and
derivation of the sonar equation are included in Chapter 2. 1In
Chapter 3 various digital signal processing techniques are studied
and compared for suitability of hardware implementation. The

actual implementation of a single channel signal processor and a



proposal for extending this to a multichannel processor are
presented and discussed in Chapter 4. Test results are given in
Chapter 5 and, finally, some recommended topics for futher studies

are described in Chapter 6.
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Function

Description

Depth sounding
Conventional depth sounders

Subbottom profilers
Side-scan sonars
Doppler navigation
Fish finding
Fisheries aids
Divers’ aids
Position marking
Beacons
Transponders
Communication and telemetry

Control

Miscellaneous uses

Sends short pulses downward and times the bottom
return g

Uses lower frequencies and a high-power impulsive
source for bottom penetration

Sidewise-looking sonars for mapping the sea bed at
right angles to a ship’s track

Uses pairs of transducers pointing obliquely downward
to obtain speed over the bottom from the doppler
shift of the bottom returns ’

Forward-looking active sonars for spotting fish schools

For counting, luring, or tagging individual fish

Small hand-held sonar sets for underwater object loca-
tion by divers

Transmit a sound signal continuously

Transmit only when suitably interrogated

Uses a sound beam instead of a wire link for transmit-
ting information

Sound-activated release mechanisms; well-head flow
control devices for underwater oil wells

Acoustic flow meters and wave-height sensors

Table 1.1 Nonmilitary uses of sonar [ 8 ].



CHAPTER 2

THE SEA A ND PROPAG MEDIUM

It has long been known that water is quite superior to air
as a medium for sound transmission, and recurrent investigations
of possible methods have proven sound to be superior to other
means of transmitting information through water. However various
physical and chemical effects in the sea make the transmission and
reception of sound a complex problem. There are many ways in
which equipment can be designed and used; however, an intelligent
choice from the different alternatives depends on accurate
knowledge of the factors affecting the performance.

For example, an adequate estimation of a target range
depends on the knowledge of speed of sound travelling in the sea
and the paths at which the sound travels to the target and returns
to the point of transmission. The radiated power required to
achieve the maximum effective operation range of a sonar system
is, naturally, depended upon the power 1lost due to spatial
spreadings and other various attenuating factors in the medium;
the knowledge of sound ducts existing in the sea proffer the
possibility of increasing the operation range without comparable
increasing in the system output power. Also, in designing a sonar

system, the knowledge of the characteristics of reverberation and



noise played an important role. For instance, the frequency
distribution of reverberation and sea ambient noise are important
for the design of filter to suppress reverberation and noise, and
amplitude distribution of reverberation plays an important role in
determining the effective range of a sonar system.

In this chapter the highlights of some of the complexities
of the medium and effects of these complexities on sound
propagating in such medium are described, and, finally, a simple
sonar equation that ties all these factors together is formulated
to form a basic outline for estimating the performance of a sonar

system.

2.1 SPEED OF SOUND IN THE SEA

Amongst all the factors governing the peculiar behaviour of
sound travelling in the sea, the variation of the speed of sound
in the medium is of most importance. In certain aspects the
propagation of sound energy is similar to its counterpart in the
air, the propagation of electromagnetic energy. The speed of the
electromagnetic energy propagating in air changes 1little with
respect to the variation of the properties of the air such as
temperature, density, chemical components, etc.. This is in
contrast to the speed of sound in the sea since the speed varies
with depth, the seasons, geographic location, salinity, and time
at fixed locations. The most prominent causes of variation of the

speed of sound in the sea are due to the pressure, temperature,



and salinity.

Various empirical formula exist relating the three major
factors to the speed of sound. The accuracy of these formula lies
within 0.2 per cent [3]; however, they are complicated expressions
containing many high order terms. A simpler expression, Jjust as
accurate as the others over a limited range of conditions at sea,
has been proposed by Leory [4]. The expression for the speed of

sound at depth Z, is:

C = 1492.9 + 3.0(T-10) = 6 x 10°3(T-10)% - 4 x 10"2(T-18)2
+ 1.2(S-35) - 1072(T-18)(S-35) + Z/61 (2.1)

where C is the speed of sound in meters per second, T is the
temperature in degrees Celsius, and S is the salinity in parts per
thousand (PPT). This formula is accurate to 0.1m/sec for T less
than 20°C and for Z less than 800 meters.

As can be seen from Eqn. (2.1), the speed of sound in the
sea increases with depth, temperature, and salinity. Table 2.1
gives an approximate variation of coefficients for the rate of
change with these three quantities. Figure 2.1 illustrates the
variation of sound speed in distilled water and seawater at zero
depth for various salinities and temperature. The variation of
the speed of sound as function of depth and temperature for a

fixed salinity is shown in Fig. 2.2.
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2.2 VELOCITY PROFILE

The speed of sound in the sea can be obtained by direct
measurement with velocimeter or, alternatively, by hydrographic
obsérvations of the temperature, depth, and salinity and
calculations using these parameters. The effect of the depth and
temperature on the variation of the sound speed can best be
demonstrated by the velocity profile of the sound. The velocity
profile would naturally refer to the variation of sound speed with
depth; however, the temperature of sea is a function of depth,
thus, as a result, the velocity profile is a graphic display of
the variation of the speed of sound as functions of depth and
temperature. A typical velocity profile is depicted in Fig. 2.3,
and it can be classified into the following layers:

A. Surface Layer

This is the region in which the speed is subject to daily
and local changes of heating, cooling, and wind action. Because
of the mixing of the water due to the wind action, an isothermal
layer may exist. Under this condition sound ducts may be formed;
sound trapped in these ducts can propagate a long distance. After
a prolonged calm and sunny condition the sound duct disappears and
is replaced by waters in which the velocity decreases with depth.

B. Seasonal Thermocline

The velocity profile in this region has a negative gradian

which varies with the seasons. This is mainly caused by the

change of temperature as depth increases. Seasonal thermocline is
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usually well defined in the summer and fall when the near surface
water is warm. During the winter and spring tends to be indis-
tinguishable from the surface layer.

C. Main Thermocline

This is situated just below the seasonal thermocline; the
temperature change of the water due to the seasonal variation is
minimum. The major increase of temperature over deep cold sea
occurs in the region, and the velocity of sound in this region
decreases with depth.

D. ee hermal Layer

In this region the seawater temperature stays nearly
constant at MOC. The increase of speed of sound in this layer is
almost linear with increase of depth. This deep isothermal layer
extends to the bottom of the sea.

The velocity profile varies as the seasons and geographic
locations change. Figure 2.4 shows the velocity profile for the
four seasons at a fixed geographic location and the velocity
profiles of different ocean areas of the world are shown in Fig.
2.5. With all these velocity profiles, there exists a minimum
velocity point for each of them, and soundwave tends to be focused
along at this depth. The minimum velocity point could vary with
latitude as shown in Fig. 2.6.

In general, the velocity profile in shallow water tends to
be extremely unpredictable due to the variables such as the

surface heating and cooling, water currents, and changes of
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salinity caused by nearby fresh water sources. The variable
temperature profiles in shallow water at various locations of the
Eastern seaboard of the United States and Gulf Coast are shown in

Fig. 2.7.

2:3 P AGA P N E R

Due to the variations of the speed of sound in the sea, the
propagation path of a soundwave can best be described by the ray
theory. Like its counterpart in optics, ray theory presents a
picture of the soundwave propagation in the form of a ray diagram.
The ray theory approach works well in predicting the behaviour of
the propagation path of the soundwave in open sea, however, it
does have limitations under certain conditions. The ray theory
does not yield good solution for the conditions when the radius of
curvature of the ray or the pressure amplitude changes appreciably
over the distance of one wavelength. Therefore, the ray theory
description of the propagation of sound in the sea is restricted
to the sound of high frequency or short wavelengths. The
propagation path described by the ray theory, employing Snell's
law, can be plotted using a digital computer to gain more insight.
A typical computer produced ray path diagram generated by a source

in a mixed layer is displayed in Fig. 2.8.
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Variation
with Coefficient Coefficient
Temperature Ac/e - Ac o
(near 70°F) —'ﬁ = +0.001/°F A_T = +5 {t/(s)(°F)
Ac/e Ac
Salinit, — = +4-0.0008 — = 44 ft/(s
alinity a5 — T0.0008/ppt T il /(s)(ppt)
Ac/e Ac
Depth — = +34 10-¢/ft — = 40.017 ft/(s)(ft
ep D +3.4 X / 2D +0.017 ft/(s)(ft)

¢ = velocity, ft/s

T = temperature, °F

§ = salinity, parts per thousand (ppt)
D = depth, ft

Table 2.1 Approximate coefficient of sound velocity [ 8 ].
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Fig. 2.1 Sound velocity in distilled water and in seawater
at zero depth for various salinities and temperatures[ 14 ].
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2.4 TRANSMISSION LOSSES
Intensity of the sound, in general, fends to fall off as
the distance between a source and a receiver increases. To
characterize the efficiency of transmission, all the losses
between a source and a receiver are lumped together and called
transmission 1losses. These losses may be divided intc two
sections; (A) the spreading losses and (B) the attenuation losses.
A. Spreading Loss
This is due to the geometrical effects which cause the
regular weakening of a soundwave as it propagates outward from the
source. These include:
i) Spherical Spreading: This type of spreading usually
occurs when a nondirectional source is used in transmitting a
sound signal. As a result, the extent of the loss of sound
intensity is proportional to the square of the distance between
the transmitting and receiving devices as shown in Fig. 2.9(a).
ii) Cylindrical Spreading: This kind of spreading
typically occurs in a sound channel where the power of the sound
signal is distributed uniformly over the surface of a cylinder of
a radius equal to the range and height equal to the distance
between two boundaries of the sound duct as shown in Fig. 2.9(b).
The loss incurred by this spreading is linearly proportional to
the range.
iii) im retching: A special type of spreading called

time stetching occurs when the transmission of the sound signal is
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in pulse form. The pulsed signal is usually stretched in time, as
a result, the power spreads. This kind of spreading is caused by
multipath propagation effects and is particularly acute in long
range transmission. If the medium is unbound, this time
stretching loss is found to be proportional to the cube of the
range.
B. A ation Losses

This includes a variety of losses that do not fall into one
of the catagories described before, such as absorption losses,
scattering losses, and losses due to interaction effects. Among
all these losses, the absorption 1loss is probably the most
important factor in attenuating the sound signal. In general, the
absorption occurring in seawater can be accounted for by three
effects:

i) shear viscosity
ii) volume viscosity

iii) ionic relaxation

At frequency above 1,000 KHz, the shear viscosity and
volume viscosity account for the major causes of the absorption.
Below 1,000 KHz, the dominant cause of absorption in seawater is
the ionic relaxation due to the chemical MgSOu [5]. At frequency
below 5 KHz additional ionic relaxation process occur due to the
boron-borate in the seawater [6]. Furthermore, it has been found
that the absorptions due to the ionic relaxations and viscosities

are both frequency as well as temperature dependent [7]. Figure
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2.10 shows the curves of measured absorption coefficient in

seawater and distilled water and the theoretical absorption due to

shear viscosity.

2.5 SOUND CHANNEL

It has been observed that the maximum effective range of a
sonar system is increased substantially under certain conditions.
This phenomenon is usually induced by the ducts or sound channels,
where sound is prevented from scattering in all directions. A
number of such sound channels can be formed under certain
conditions, and, in general, they can be classified into three
catagories:

A. The Mixed Sound Channel

The creation of this sound channel is caused by a layer of
isothermal water, just beneath the surface of the ocean,
maintained by turbulant wind action which mixes the near-surface
water of the sea. The upward refraction of the soundwave caused
by the differential sound speed at various depths traps a portion
of the sound energy radiated from a source located in the layer.
By successive reflections from the surface of the sea, the sound
propagates along the ray path in form of long arces of circle as
shown in Fig. 2.8. Sound radiated from a source at a small angle
will remain in the sound channel while the sound radiates from a
source at a larger angles travel down to the depths of the sea.

Just below the channel a shadow zone, with minimum sound intensity
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due to the source, is produced; consequently, a target hiding in
this area will not be detected. There exists a cutoff frequency
below which the channel ceases to exists. The cutoff frequency
depends on the thickness of the channel as well as the index of
refraction of the seawater.
B. Dee ound Channel

This channel is formed at minimum veleocity depth as
mentioned in the discussion of velocity profile. The depth at
which the channel occurs varies from about 4,000 ft. at mid-
latitudes to near the surface in the polar regions. Two peculiar
transmission characteristics of the channel are that the path with
the greatest excursion from this depth has the shortest travelling
time and the shortest path has the longest travelling time, since
the shortest path is at the minimum velocity depth. Due to the
time variation taken for various paths to arrive the receiver, the
sound received in such a channel tends to increase and cutoff
sharply. A typical ray path diagram of the deep sound channel is
illustrated in Fig. 2.11.

C. hall ater Sound Channel

In this channel, sound propagates to a distance by
successive reflections from both the surface and bottom of the sea
and is trapped between these two boundaries. The characteristic
of the acoustic field in this channel is, therefore, dependent on
the sea surface water and the sea bottom.

Within the sound channels described above, occasionally,
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high sound intensity exist along the ray paths. These high sound
intensity areas are formed as the result of the intersection of
adjacent sound rays. Although the quality of sound reception
improves in these areas, it is difficult to pinpoint their
locations, since the locations of these areas are a function of
the positions of the source. Figure 2.12 illustrates the
migration of this convergent zone as the depth of the source
vaires from 3000 to 12,000 ft.

There are other similar sound channels that exist under the
conditions described, since they are seasonal in nature, thus the
significance of the effects on a sonar system is not as prominent
as the ones mentioned, therefore, these secondary sound channels

will not be discussed here.

2.6 REVERBERATION

As sound propagates in the sea, scattering occurs due to
the inhomogeneities in the physical properties of the medium.
Scattering occurs mainly due to the following irregularities and
objects in the sea:

A. Irregularities of the ocean surface.

B. Temperature irregularity of the sea.

C. Irregularities that are caused by abrupt changes or

fluctuation of the sound speed.
D. Irregularities of the sea bottom.

E. Irregularities of the density of seawater.
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at the right [ 8 ].
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F. Irregularities of the sea bottom soil compositions.

G. Solid particles.

H. Fish, marine creature, micro organisms.

I. Air bubbles.

The reception of the sound intensity due to this scattering
appears as long duration fluctuation having gradual decay with
time. This process, in general, is referred to as reverberation,
and can be defined as a time variation of all the scattered sound
field observed at the point of reception after the transmission of
an acoustic signal. Therefore, the onset of reverberation can be
attributed to the transmission of signals in a statistically
inhomogenous medium. Since reverberation is caused by the
statistical inhomogeneities of the medium and the combined
scattered sound field from them, it is very difficult to isolate
the cause of sound scattering. However, reverberation can be
classified according to the nature of the scatters in the sea.
There are three types of reverberation, namely, volume
reverberation, surface reverberation, and boundary reverberation.
A convenient way of classifying each type of reverberation is
found to be as follows:

A. Volume Reverberations: This is due to the scattering by

the inhomogeneities found in unbounded space.

B. Layer Reverberation: This is due to the scattering by the

inhomogeneities concentrated in a layer.

C. Boundary Reverberation: This is due to the scattering by



the interface separating two media.

Since the nature of reverberation is entirely dependent on
the physical properties of the medium and the objects in it, a
detailed analysis of the reverberation process is difficult due to
the statistical, geographical, and time varying features. There
are two ways of studying reverberation; first, is the statistical
aspect of reverberation and second is the -energy aspect of
reverberat ion. Both of these studies involve complicated
mathemat ic formulation which very often fails to give an intuitive
feeling toward the subject, thus the detailed formulation of the
theories behind these two studies will not be discussed. However,
since the specific knowledge of the frequency spectrum and the
strength of reverberation are required for the proper design of
filters and estimation of the range performance of a sonar system,
a particular type of reverberation will be examined below such
that the complexities and factors involved 1in the study of
reverberations can be revealed.

The volume scatterers which cause the volume reverberation
are not wuniformly distributed in depth, but tend to be
concentrated in a diffused layer called deep scattering layer
(DSL) . It has been observered that the cause of volume
reverberation is mainly biological 1in nature, and the organisms
responsible are of many different kinds, such as eccphauside,
squid, copepods, and fish. It is understandable that a layer as

complex as this may be expected to process a scattering strength
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which varies with frequency, location, seasons, and time of day.
Since the deep scattering layer is usually the dominant source of
volume reverberation, knowlege of the acoustic characteristics of
the layer is important in understanding the nature of the
reverberation. These characteristics of the deep scattering layer
may be summarized as follows [8]:

A. The scattering strength of the DSL varies over a broad
region of ocean due to the changes in biological content in
different areas. It has been found by Canadian observers that the
scattering strength has a maximum near latitude 45° North and 45°
South, and a minimum near 20° North and 20° South, with a

- secondary maximum near the Equator. However, in a series of other
observation opposite result was found that the decreasing the
scattering strength occurs bettween latitudes 20o and 450 North.
A plot of the scattering strength as a function of latitude is
shown in Fig. 2.13.

B. The DSL tends to rise at sunset and desecend at sunrise,
and remains at constant depth during the daytime and nighttime.
This movement of the DSL may be due to the feeding habits of
marine life.

C. The depth of the DSL lies between 180 and 900 meters by day
in mid-latitude, and becomes more shallow by night. The depth of
DSL in the Arctic does not vary with time of day, it always lies
beneath the ice cover.

D. At low frequencies the scattering strength of the DSL is
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variable and unpredictable. However, it is found that at
frequencies near 24 KHz the volume scattering strength within the
layer varies from place to place between -70 db to -80 db.

E. It is also found that the scattering strength of the DSL is
frequency selective between 1.6 and 12 KHz, with different
frequencies occurring at different depths.

F. At some geographic locations the DSL occurs in shallow
waters as well. This is mostly due to schools of fish feeding at
a particular depth.

In Fig. 2.14 the diurnal migration of DSL is illustrated by
plotting the scattering strength of the volume reverberation
against the depth. A typical variation of the volume
reverberation between daytime and nighttime can be seen in Fig.
2.15; the onset of the reverberation was caused by a 2.0 ms long
pulse at a frequency of 41 KHz. During the day there are almost
no scatterers at shallow depths; at night they produce intense
scattering within the first 200 ft or so below the surface.

The characteristics of reverberation other than its
intensity is summarizied below:

A. Amplitude Distribution

The instantaneous reverberation amplitude is found to be
Rayleigh distributed [9].

B. Coherence

The coherence of the reverberation received at two

different depths at the same location and same time of day
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decreases as the vertical distance of two receivers increases. It
is also found that bottom reverberation near the onset of the
bottom return 1is highly coherent and 1less so for the deep
scattering layer. In both cases the crosscorrelation coefficient
decreases for both sources of reverberation with increasing
receiver separation and increasing frequency.

C. Frequency Distribution

In general, observations show that the reverberations
following a sinusodial pulse do not lie entirely at the frequency
of the pulse. The returned frequency spectrum spreads about the
centre frequency. The bandwidth of the spectrum is dependent on
various moving objects such as the movement of marine organisms,
motion of the receiver or transmitter, and water current.

Each one of the characteristics of the reverberation
described above plays an important role in the desigﬁ of a sonar
system. For example, the frequency distribution of reverberation
is important in the designing of filters for suppressing
reverberat ion, the coherence of reverberation is important in the
designing of hydrophone arrays to minimize the reverberation
received by receivers, and the amplitude distribution of
reverberation is important in determining the effective range of

the sonar system.
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2.1 AMBIENT NOISE IN THE SEA

Ambient noise is referred to here as the noise of the sea
itself. It is the residual noise background in the absence of
ident ifiable sources. To the ear, it often sounds like a low
rumble at low frequencies and a cracking hiss at high frequencies.
Ambient noise is an important parameter when using a passive sonar
system.

Ambient noise, in general, is made up of

A. Physical Effects: tides, waves, rain, seismic

disturbance, water currents, and oceanic turbulance.

B. Biological Noise: fish and marine life.

C. Man-Made Noise: shipping traffic and industry.

A. Noise Due t hysical Effect

Tides and waves cause pressure changes of large amplitude
at the low frequency end of the spectrum. Fortunately this part
of the spectrum 1lies far below the frequencies of interest.
However, the current produced by the tide changes the temperature
of water thus changing the output voltage of piezoelectric
transducers. Furthermore, the tidal current may cause flow
induced noise at higher frequencies.

One of the important causes of low frequency noise in the
sea is the constant state of seismic activity of the earth. 1In
addition to the major and minor earthquakes and volcanic
activities, a continuous source of low frequency noise is due to

the microseisms.
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Oceanic turbulance such as caused by seismic activities or
other factors can cause additional noise in the sea. One
important addition is the turbulent pressure change which may be
picked up by pressure sensitive hydrophones located in the
turbulent regions.

Surface waves are another source of high frequency noise.
These noises are governed by the roughness of the sea surface.

Cavitation, the collapse of air bubbles formed by turbulent
wave action also contributes to the noise in the frequency range
between 0.1 to 1 KHz.

B. Biological Nois
Biological noise as the name implies, is the noise made by

biological organisms in the sea. There are only three groups of
mar ine animals which are known to make sound:

i) Certain kinds of shell fish, the most important noise maker
in this catagory is the snapping shrimp. It makes noise by
snapping its claws together and produces noise in frequency
range of 500 Hz to 20 KHz.

ii) Certain kinds of fish like the croakers and other similar
species are also noise makers. They make noise by means of
the contraction of drumming muscles attached to air bladder
just as the beating of drum.

iii) The marine mammals such as whales and porpoises makes noise
by blowing air through the larynx. Propoises also produce

frequency modulated whistles.
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C. Man-Made Noise

The noise generated by shipping traffic and other
industrial activities can be classified as man made noise. It has
been estimated that there are, on the average, 1,100 ships under
way in the North Atlantic Ocean [10] at any given time. This
shipping traffic noise can be heard or detected underwater as far
as 1,000 miles away. The shipping traffic is responsible for most
of the noise that falls in the frequency range between 50 and 500
Hz.

Industrial activities in harbours, ports, and bays and
offshore drilling contribute considerable ambient noise to the
waters near the shores.

The frequency spectrum of the ambient noise in the sea due
to various types of sources is summarized by Wenz [10] and is

displayed in graphic form in Fig. 2.16.

2.8 THE SONAR EQUATION

In this section the parameters concerning the nature of the
target, the medium, and the equipment are grouped to formulate an
expression upon which the design and performance of a sonar system
can be based.

A simple and intuitive sonar equation, similar to that of a
radar equation, can be derived as follows: If the total output
power P of a sonar 1is transmitted by an omnidirectional

transducer, which radiates power uniformly in all directions,
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Fig. 2.15 Volume reverberation received on a depth sounder. The
bottom echo is seen at the right. The water depth was
600 ft. in Dabob Bay, Puget Sound. The depth sounder
had a pulse length of 2ms at a frequency of 41 KHz. The
horizontal scale jis 23.4 ms per division. [ 8 ]
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assuming spherical spreading, then the intensity of the sound
signal at a distance R from the sonar is equal to the transmitted
power divided by the surface area unRZ of an imaginary sphere of
radius R. Sonars usually employ directive tranducer arrays
instead of omnidirectional transducer to focus most of the
radiated power P into a particular direction. The power gain in
the direction where the directive transducer array is pointing to
an omnidirectional transducer is G. The radiated sound signal
intensity is attenuated by a factor T as it propagates toward a
target; the sound intensity at the target at range R from a
transducer array is

PGT

P.. = (2.2)

dt 2

4R

The target intercepts a portion of the radiated power Pt and
reradiates it in the direction of the sonar as shown in Fig. 2.17;
the reflected sound signal travels back toward the sonar through
the same path as it came, thus the echo intensity at the
transducer array is then

pgr FtCT

P._ = (2.3)

s yp? yug

Here, the same transducer array is assumed for both transmission
and reception of sound signal.

The maximum sonar range Rmax is the distance beyond which

the target can no longer be detected; this occurs when the

received echo signal just equals to the minimum detectable signal
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S . . Thus
min
2 2
P Pt GT-T
§ . g r—— (2.4)
min (4 R2 )2
max
p Pt G2 T2 1/4
min

Equation (2.5) is the sonar equation which describes range
performance under the assumption that the radiated power Iis
spherically spreaded.

Other forms of sonar equations exist, however, in general,
all the sonar equations do not adequately describe the performance
of practical sonars. The predicted values of sonar range are
usually optimistic. In many cases the actual range might be less
than half that predicted. This discrepancy is mainly due to the
unpred ictability of the transmission losses incurred between the
time of transmission and reception. Moreover, the echo power
returned by a target and minimum detectable signal Sm'm are both
statistical in nature; this further deteriorates the accuracy of
the sonar equations.

The ability of a sonar signal processor to detect a weak
echo signal is limited by the noise and reverberation that occupy
the same portion of the frequency spectrum as does the signal.
The weakest signal the processor can detect is called the minimum
detectable signal. Detection of a target is based on establishing

a threshold level at the output of the process. If the processor
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output exceeds the threshold, a signal is said to be present. If
the output of a typical sonar signal processor is as shown in Fig.
2.18, the envelope has a fluctuating appearance caused by the sea
noise. If the threshold level is set sufficiently high, the
envelope does not generally exceed the threshold if sea noise
alone is present, but does exceed it if a strong signal is
present. If the signal is small, however, it is more difficult to
detect its presence. The threshold level must be low if weak
signals are to be detected, but it cannot be so low that noise
peaks often cross the threshold and give a false indication of the
presence of targets. The selection of the proper threshold level
is a compromise that depends upon how important it is if a mistake
is made either by failing to recognise a signal that is present or
by falsely indicating the presence of a signal when none exists.
In the case of active sonar system, the threshold detection
is further complicated by the presence of reverberations due to
the transmission of a CW pulse. In many cases the reverberation
level received by a hydrophone array is in the same order of
magnitude or even higher than the actual echo signal.
Undoubtedly, the presence of reverberation would increase the
false alarm rate of the threshold detection if reverberation is
not suppressed. Reverberation is the consequence of transmitting
pulsed signal; therefore, it is difficult if not impossible to
suppress it. Fortunately, reverberation is narrow-band in nature,

centered at the transmitted frequency. A bank of narrow-band
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filters may be employed to isolate reverberation from the echo
signal. This is possible because a transmitted CW pulse would
undergo a Doppler shift upon reflecting off a moving target, thus
the echo signal frequency 1is displaced from the transmitted
frequency. If the frequency displacement is large enough such
that the echo signal and reverberation fall into two different
passbands of the narrow-band filters, then the echo signal would
be separated from reverberation. Figure 2.19 1illustrates the
frequency response of a bank of narrow-band filters and the
separation of echo signal from reverberation. When this 1is
achieved, a higher threshold level could be used at the outputs of
nth and (n+1)th filters to minimize the false alarm rate. since
both the echo and reverberation have been found to fall off with
range in the manner as shown in Fig. 2.20, at the point where the
echo signal 1is equal to reverberation level, the outputs of nth
and (n+1)th filters can no longer be used for detection, and the
operation range for these two filters is said to be reverberation
limited. As for the rest of the filters, the reverberations has
no effect on them, and their operating range is, then, limited by

the sea noise.
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CHAPTER 3

DESIGN R AL PROCESSOR

3.1 SONAR NAL PROCESS N A

In this chapter, the means by which the information
concealed in sonar 1is extracted, discussed and examined for
implementation. Numerous signal processing systems have been
developed for active sonar systems for the purpose of detection
and location. Depending on the use of the sonar system, the
signal processing techniqué adopted for a sonar system may vary,
but the physical configuration of sonar systems are alike.

The concept of resolution cells is the most commonly
implemented configuration of a sonar system for the purposes
mentioned above. The resolution cells divide all the immediate
space surrounding the sonar system into cells, or elements of
volume, each having the largest volume within which the sonar is
not capable of distinguishing the presence of more than one
target. That is, if two targets are within the same resolution
cell, they will appeaer as a single target. For the sonar system
to distinguish two targets as separate objects, the two targets
must occupy two different resolution cells. A diagram of an
azimuthal resolution segment is depicted in Fig. 3.1. This is one

of the simplest forms of resolution cell, capable of distin-
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guishing multiple targets providing the targets are separated in
azimuth by an amount greater than the angular resolution of the
system, V. From Fig. 3.1, it 1is clear that the number of

azimuthal resolution segments, N, associated with the system is

N=—7" (3.1)

Twenty to 50 azimuthal segments are usually needed for sonar
systems that search the entire 360 degrees. Each segment has its
own transducer (or transducer array) responsible for the
generation and the reception of sound signals in the segment.

A simplified block diagram for a sonar system with multiple
resolution cells is shown in Fig. 3.2. It consists of hydrophone
arrays connected to a display or a detector unit through a signal
processor. For serial processing, the signals received from all
resolution cells are multiplexed in time into the same signal
processor, and the outputs of the processor are multiplexed to
preassigned locations for each resolution cell on a display unit.
For parallel processing, the received signals from all resolution
cells are simultaneously processed by a number of signal
processors, and the outputs of the processors may be multiplexed
to a display unit as in the case of serial processing.

Either analog or digital circuits may be employed in the
implementation of signal processors. However, until recently, the
design of underwater acoustic signal processors were centered

around the analog technology. Because of the complexity,
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difficulties in maintenance, and size of early digital circuits,
digital signal processors were mostly confined to laboratories for
simulating the analog circuit designs. Now, with the advent of
large scale integration (LSI) circuit technology, use of digital
circuits in a signal processor has become increasingly attractive.
Digital system design employing large scale integrated digital
circuits have several advantages over the analog circuits; these
include reduction in the system complexity, reduced size, smaller
power consumption, lower cost of manufacturing and increased
system reliability.

In general, an active sonar system operates as follows (see
Fig. 3.3). The transmitter generates a pulsed CW signal at
frequency f'o, and sound energy radiates out into the sea through
the transducers. Some of this energy hits targets and 1is
scattered in the direction of the sonar system where it is
received by the hydrophone array. The received signal may be
shifted in frequency from the transmitted frequency by an amount

+f provided that the target is in motion relative to the sonar.

q’
The sign of the shifted frequency f‘d is determined by the
direction in which the target 1is travelling, approaching or
reced ing with respect to the sonar, a positive sign implies an
approaching target and a negative sign implies a receding target.
Once the received echo at frequency f‘otf‘d enters the sonar,

it is heterodyned in the mixer with a signal of frequency fo to

produce a Doppler frequency f‘d. This Doppler frequency is then
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amplified to a level where it can operate an indicator or display
device. In practical cases, the expected range of Doppler
frequency shifts is usually much wider than the frequency spectrum
occupied by the signal energy. Therefore a wideband amplifier is
needed to accommodate the expected range of frequencies.
Normally, this would result in an increase in threshold due to
noise and reverberation. As mentioned before, this problem can be
solved by using a bank of narrow band filters spaced throughout
the expected range of frequencies to improve the signal-to-noise
ratio. The frequency response of the filter bank is shown in Fig.
2.19. Because of the variations of the characteristics of the
components used in analog circuits, it is desirable to process the
echo signals in each resolution cell serially by the same
processor such that all the received signals pass through the same
mixer, amplifier, filters, and are thus treated equally.

Due to the amount of computation and the limited speed of
the LSI digital circuit, parallel processing is commonly used in
digital signal processing system for éonar. The system
configuration of a digital signal processor with N identical
channels is depicted in Fig. 3.4. Each processor is responsible
for processing the echo signals received in its own resolution
cell. The signals are first sampled and converted into digital
data and then stored in a scratchpad memory for later use. The
processors, controlled by hardwired digital 1logic circuits or

software algorithms retrieve the samples sequentially from the
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scrathpad memory for processing, and the results are output to a

detector or display unit.

32 PROCESSING TECHNIQUE

Depending on the functions and requirements of a signal
processor, numerous different techniques can be employed to
process the received signals. An optimum technique known as the
matched filter [11] is briefly described here.

For the purposes of discussion, the echo signals are
assumed to be the transmitted signal s(t) plus the white noise
w(t). Then, the Fourier transform of the output signal so(t) of
the filter is equal to H(f) S(f), and so(t) is given by the

inverse Fourier transform

so(t) = H(f) S(f) exp(j2nft)df (3.2)
where H(f) is transfer function of the filter and S(f) is the
Fourier transform of the transmitted signal s(t). Furthermore,
the spectral density Sno(f) of the filter noise No(t) is equal to
the spectral density of the input noise w(t) times the squared
magnitude of the transfer function H(f). Since w(t) is white with
constant spectral density No/2, therefore, the mean square value

of the output noise No(t) is
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2 -
E{NO, bl = Sno(f) df
N [
o | >
=5 | |H(P) |© df (3.3)
J
where No " is a random variable of No(t) sampled at time t. To
’

make the processor more effective, it requires that at time t = T
the filter makes the instantaneous power in the ouptut signal
so(t) as large as possible compared to the mean power in the
output noise no(t). In essence, this is equivalent to maximizing

the output signal-to-noise ratio defined as

@

| j H(E) S(f) exp(j2nfT)df |2

-0

(SNR)o = (3.4)

J [H(£) |? af

mw =
l¢)

Now, the problem is to find the transfer function H(f) which will
make (SNR)o a maximum while holding the Fourier transform of the

input signal S(f) fixed. The Schwarz inequality states

| S H(E) S(f) exp(j2nfT)af]® < 5 [H(£) |2 daf | |s(D) |%dr
- Lo e (3.5)

By applying the inequality and using Egn. (3.4), it follows that
2
|S(f) |~ df (3.6)

7/
- Q0

2

(SNR)o N
(o]
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The signal and noise energies in Eqn. (3.6) are assumed to be
known, therefore, the output signal-to-noise ratio will be
max imum, when H(f) is chosen so that the quality in Egn. (3.5)

holds, then
(o]

2

o 2
(SNR) = N, J |s(£)|© df (3.7)

Since Ho(f‘) denotes the optimum value of H(f), it follows from

Egns. (3.3) and (3.6) that

H(£) = k S*(£) exp(-j2rfT) (3.8)

where k is a constant and S*(f‘) is the complex conjugate of the
Fourier transform of the transmitted signal s(t). Eqn. (3.8)
states that except for the time delay factor exp(-j2xfT), the
transfer function of the optimum filter is the same as the complex
conjugate of the spectrum of the input signal. The impulse
response, ho(t), of the optimum filter can be obtained by taking

the inverse Fourier transform of Ho(f') in Eqn. (3.8), that is

[ee]

ho(t) = j S*(f‘) expl-j2rf(T-t)ldf (3.9)
%
since S (f) = S(-f)
ho(t) = } S(-f) expl-j2mf(T-t)] df (3.10)

7/
00
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Egn. (3.10) shows that the impulse response of the optimum filter
is a time-reversed and delayed version of the transmitted signal
s(t), that is, "matched" to the transmitted signal, therefore, the

name matched filter.

3.3 DIGITAL SIGNAL PROCESSING

It has been mentioned in proceeding sections that certain
advantages can be gained by using digital signal processing
techniques. In implementing a digital processor by digital
computer or special purpose hardware, the input-output relation
must be converted to a computational algorithm. The algorithm is
essentially specified in terms of a set of basic computation or
elements. Since the amount of accessing and storing of data in
numer ical computation algorithm is generally proportional to the
number of arithmetic operations, it is generally accepted that a
meaningful measure of complexity, or, of the time required to
implement a computational algorithm is the number of
multiplications and additions required. In this section the most
commonly employed digital signal processing techniques, namely,
the fast Fourier transform (FFT), digital filters, and digital
correlator are compared for their hardware complexity and
computational time required for their realizations. Based on this
comparison, one of the three digital processing techniques will

then be chosen for implementation.
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3.3.1 F E F

An optimum matched filter for a pulsed CW signal with white
Gaussian noise 1is the FFT processor. A FFT processor can be
employed for determining the Doppler frequency shift contained in
returned signals by measuring the frequency separation between the
main frequency component of the frequency spectrum of the
transmitted signal and the main frequency component of the
frequency spectrum of the received signal. For example, if the
main frequency component of the transmitted signal is at frequency
equal to zero, that is at DC, and the main frequency component of
the received signal is 25 Hz, then the Doppler shift of the
received signal 1is 25 Hz. For digital signal processing, the
discrete frequency spectrum of the received signal can be obtained
by taking the discrete Fourier transform of the signal.
Essentially, a FFT processor is a processor which uses the "fast
Fourier transform" (FFT) algorithm for computing the discrete
Fourier transform of its input signal.

Except for a scaling constant, the discrete Fourier

transform of a finite-duration sequence 22:; x(n) is defined as

N-1 =
X(k) = ¢ x(n) Wy k=0,1, ..., N=1 (3.11)
n=0

where X(k) is the kth component of the discrete frequency spectrum
of the finite-duration sequence and w;n is equal to exp(-]
(2mkn/N)). Since both x(n) and w;n may be complex, it is clear

for each of the N possible values of k, a direct computation of
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X(k) requires (n-1) complex additions and N complex multiplica-
tions. This means that the direct computation of discrete Fourier
transform of N samples requires a total of N(N-1) complex
additions and N2 complex multiplications. However, by using the
FFT decimation in time [12], the number of arithmetic operations
is reduced to N logZN complex additions and N log2 N complex
multiplications. This represents a considerable saving in the
computation effort for large N.

In the case where 16 Doppler frequency shifts resolution
over a bandwidth of 375 Hz is required, a 16 complex point
baseband FFT processor can be used. For a 40.37 ms CW pulse
signal, 16 complex samples spaced 2.52 ms apart are processed at a
time, the processor requires 64 complex multiplications and 64
complex additions for each set of transform operations. After the
FFT operation, the discrete frequency spectrum contains 16
discrete frequencies ranging from -187.5 Hz to +187.5 Hz in 25 Hz
steps. A sampled rectangular pulse and its discrete frequency
spectrum are shown in Fig. 3.5(a) and 3.5(b) respectively. The
harware realization of a baseband FFT processor is also depicted

in Fig. 3.6.

3.3.2 DIGITAL FILTER
A digital filter 1is functionally no different from an
analog filter, since both attenuate unwanted signal at their

inputs and pass the desired signal to the output. To realize this
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function, an analog filter uses analog components such as
capacitors and inductors whereas a digital filter employs storage
elements and finite precision arithmetic. The design of a digital
filter involves specifying desired properties of the system,
approximating the specification using a discrete time system, and
realizing the system using finite precision arithmetic.

Usually the digital filter is used to filter a digital
signal that is derived from an analog signal by means of periodic
sampling. Given a set of specifications, the next step is to find
a discrete time linear system having a frequency response falling
within the prescribed tolerance. Various design techniques exist
that may be used to approximate the desired frequency response of
a digital filter. Depending on the choice of the discrete time
linear systems and design technique used for the realization,
digital filters may be categorized into two types called the
infinite impulse response (IIR) system and finite impulse response
(FIR) system. A infinite impulse response system approximates the
desired frequency response by a rational function. A finite
impulse response system approximates the desired frequency
response by a polynomial.

Usually, IIR filters have the advantage that a variety of
frequency selective filters such as lowpass, bandpass, and
highpass can be designed using the traditionally well known analog
filter design techniques. That is, once the appropriate kind of

filter such as Butterworth, Chebyshev, or elliptic has been
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specified, the coefficients of the approximating function of the
desired digital filter can be obtained by straightforward
substitution into a set of design equations. This type of filter
does not in general have a linear phase characteristic, however.
Thus, the impulse response rings.

In contrast, most of FIR filter design methods utilize
optimization techniques which require rather powerful computa-
tional facilities. The advantage gained from this more
complicated design procedure can be measured in terms of
flexibility in the attainable filter response. In addition, FIR
filters can have precisely a linear phase response which is
generally not obtainable with IIR filters. However, it is usually
true that disregarding the phase response, a given amplitude
response specification will be met most efficiently, as far as the
hardware complexity is concerned, with an IIR filter.

Given the choice of type of filter IIR or FIR, a digital
network structure must be chosen for implementing the filter as a
computer program or in hardware. Choosing a structure for a
specific filter is complicated procedure; it involves the trade-
offs in the hardware or software complexity and difficulty in
obtaining the parameters for the filter. Although it is desirable
to minimize the length of the register that must be provided to
store the filter parameters, this may not be possible for every
case. Since almost all the design techniques developed for the

specification of the transfer function in terms of parameter
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assume unlimited parameter wordlength, the accuracy with which the
parameters can be specified is limited by the wordlength of the
registers. In general, the coefficients used in implementing a
given filter will not be exact, therefore, the poles and zeros of
the transfer function will be different from the desired poles and
zeros. This movement of the poles and zeros away from the desired
location may result in a frequency response that is different from
the desired frequency response. In some cases when the
coefficient quantization errors are large, that is, if minimum
register wordlength is wused, the filter may fail to meet the
designed specifications. 1In the case of IIR filters, one or more
of the poles may move outside the unit circle in Z-plane resulting
in an wunstable system. Usually, the effect of coefficient
quantization is highly dependent on the structure used to
implement the system.

In general, the transfer function of an IIR filter can be

expressed in the form

I by
k=0
H(Z) = N (3.12)
-k
1 - I ak Z
k=1

where the coefficients ak and bk are real constants and Z-k is the
delay operator. The input sequence x(n) and output sequence y(n)
of a system, whose transfer function is defined in Egn. (3.12),

are related by the constant coefficient difference equation
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M M

y(n) = & a, y(n-k) + I b, x(n-k) (3.13)
k=1 k=0

The computational algorithm used to calculate the output
sequence y(n) is said to be recursive, since the present sample
value of the system output depends on the present and past sample
values of the input as well as the past sample values of the
output. The realization of the difference equation Eqn. (3.13)
may be represented by the signal flow graph shown in Fig. 3.7.
Due to the recursive nature of the computational algorithm
employed to obtain the system output, IIR filters, in general, are
not optimum filters for pulsed CW signals.

On the other hand, the transfer function of an FIR filter
is commonly expressed in terms of the impulse respones h(k) as
shown

N-1 K

H(z) = £ h(k) Z~
k=0

(3.14)

The ouptut sequence y(n) of a FIR filter, whose transfer function
is defined in Eqn. (3.14), can be obtained by the convolution sum
of the impulse response h(k) and the input sequence x(n) as shown
by

N-1

y(n) = £ h(k) x(n-k) (3.15)
k=0

The computational algorithm used to realize Eqn. (3.15) is said to
be nonrecursive, since the present sample value of the filter

output depends only on the past and present sample values of the
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input. The signal flow graph of Eqn. (3.15) is shown in Fig. 3.8.
From Eqn. (3.15), it is clear that the impulse response sequence
of the system can be chosen to "match" the input sequence. When
this occurs, the FIR filter is a matched filter for the expected
input sequence.

For complex signal processing, the computations required
for the direct calculation of y(n) for each value of n are 2(n-1)
real additions and 2N real multiplications. In the case when 16
Doppler frequency filters are required to process a 40.32 ms CW
pulse having 16 complex samples spaced 2.52 ms apart, the
processor requires 240 real additions and 256 real multiplications
for each set of input sequence. The hardware implementation of a
baseband FIR digital filter is similar to the one shown in Fig.

3.6:

3.3.3 DIGITAL CORRELATOR

A correlator is optimum filter for a pulsed CW signal
immersed in Gaussian noise. The correlator measures the
similarities between the reference (usually the transmitted
signal) and the received signal. The closer the two signal
resemble each other, the higher is the correlator output. To
detect one of the various Doppler frequency shifts, that may be
concealed in a returned signal, a bank of reference signals can be
used to cover the expected range of the Doppler shift. In this

case, the reference signals are essentially the Doppler shifted
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versions of transmitted signal.

The correlation of two signals is defined as

N-1
R(k) = I u(n) x(n-k) (3.16)
n=0

where u(n) is the reference signal sequence and the x(n) is the
input sequence. The process of the correlation of two signals
u(n) and'x(n-k) is illustrated in Fig. 3.9. Each sample of u(n)
in Fig. 3.9 is multiplied by the corresponding input sample below,
the sum of these products is the output of the correlator. A
correlator which uses the transmitted signal as its reference
signal is called the replica correlator. Such a correlator can be
extremely versatile, since the replica signal, hence the signal to
which the processor is matched to, can be easily changed.
Therefore, the correlator is capable of being a matched filter for
any paticular waveform which can be used as its reference.

For complex signal processing, the amount of computation
required for the realization of Egn. (3.16) for each value of k
consists of 2(N-1) real additions and 2N real multiplications.
The computational effort needed for the realization of a digital
correlator is the same as the one for the realization of a FIR
digital filter. This is expected, since, except the difference in
notation, Egn. (3.15) and Eqn. (3.16) are identical. However,
when the term digital filter is used, it usually implies that the
signal processing is performed at baseband. Although baseband

operations require less computational time, it requires more



67

Vieosioikdd  Neliy1andes  ¥olld3d

w

(91
~1

ML N

dWvsS N

SWHOHINTM -7

\&n

54

\ZJ

\
2

,.& 1, )
R

A

oY

W)X,

LT

D R U SRRl S S g S S e ‘ —

-




68

1o

<] W= Q) -

e v ) -y

£BL3T

spey .

=A

SING

RIS Sl
v

¥
Vs Vv,
TS
LIRS N
it ~
=i
< /\\
Elo &
n o
ST
I Hi
N W
I il
° I
.

57
S8

ZLcpg

9<%,

V7

A

55

z=-0

Sivp

—l"o ’

1 M

5148

VE

WA

~

QUANTIZATION oF A SINE

LEVEL

i
[{)~
!l

-
=7

=/0

o ¢
~

.
1

S

Ly



69

hardware than I.F. operations.

Normally real-time signal processing is not done at I.F.
because of the prohibitively 1large amount of real time
computations required to ensure a good result. However, for low
bandwidth signals, such as acoustic signals, I.F. frequency is
low. For a Y40.32 ms CW pulse sampled at every 315.0 us, there are
128 samples in the replica of each CW pulse. Therefore, each
complex correlation output requires 256 real additions and 256
real multiplications. Because multiplication is a time consuming
operation, it is highly desirable to replace multiplication with
some other simpler arithmetic operations. To accomplish this, the
CW pulse replica of a correlator may be approximated by a 5 level
quantized sine wave as shown in Fig. 3.10 [2], any values inside
region A, B, C, D, and E are replaced by a vnalue of 1, 1/2, O,
-1/2, and -1, respectively. With these approximations, the use of
a complicated hardware multiplier or time consuming software

routine is eliminated.

3.3.4 COMPARISON OF THREE METHODS

Three digital signal processing techniques, FFT, digital
filtering, and replica correlation have been examined, mainly, for
the computational requirement for the realization of each
technique. As mentioned previuosly, although baseband processing
requires less computational efforts, it increases the complexity

of the system, since mixing to baseband and low pass filtering is
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required. Since the frequency of the signals to be processed are
low, the extra computational time demanded by the I.F. processing
is far 1less of a complication than the system hardware
requirements for a baseband processor.

An I.F. correlator is an optimum filter for a CW pulse
signal in the presence of noise, whose statistical characteristics
vary with time and locations, and also has the advantage over a
FFT processor in that; the multiplication required during a
correlation process can be completely replaced with two simpler
arithmetic operations, add and shift and add, by the use of 5
level quantized sine wave. Moreover, the replica signals of a
correlator can be easily altered to achieve a better Doppler
frequency shift resolution without increasing the sampling rate at
the input. Thus, an I.F. replica correlator appears to be best
suited for detecting the Doppler shift that may be concealed in an

sonar echo returned by a target.

3.4 E RR

Several types of practical correlators have been
constructed, depending upon the manner in which the references and
input signal storage is accomplished. All are time compression
systems. All can be classed as one of three general types, the
sum correlator, the difference correlator, and dc correlator. All
of the correlators have in common, the sum of all the products of

two band-limited signals, the reference sequence and the input
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sequence. The sum correlator requires that the reference signal
be a spectrum inverted version of the expected signal. The
difference correlator requires the reference signal to be
identical to the expected signal. The dec correlator is basically
a difference correlator at baseband.

Here the designs of two different correlators will be
considered. Figure 3.11 shows one version of the correlator. The
incoming analog signal is sampled and read into the memory. The
memory is sufficiently large to hold simultaneously all of the
samples required for a correlation. In operation, all the input
samples equivalent to the time duration of the expected signal are
read out and correlated with reference signal in a duration equal
to the time between samples of the input signal. Such a technique
constitutes a time-compression scheme. In order to update the
contents of the memory, the oldest sample in the memory is
replaced by a new sample. The reference signal is obtained from a
variable frequency oscillator whose output covers a range of
frequency from fo-fd to fo+fd, where fo is the transmitted
frequency of the CW pulse and fd is the expected maximum Doppler
frequency shift at input. Doppler detection can .be made by
"scanning" the input signal with the output of the oscillator.
The Doppler shift of the input signal is equal to the oscillator
frequency output, which gives the highest envelope output, minus
the transmitted frequency fo. The quadrature component of the

reference signal, obtained by passing the oscillator output
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through a 90o phase shifter, and the inphase component are sampled
continuously for correlation with the input samples. The inphase
and quadrature processing of the input signal are performed
simultaneously on two identical processing paths as shown in Fig.
3.10 and the correlation results are used by a third arithmetic
unit for envelope calculation.

A second version of the design, shown in Fig. 3.12, differs
from the first in that the variable oscillator for the reference
signal in Fig. 3.11 has been replaced by a bank of read-only-
memory (ROM) units which stores the quadrature and inphase
components of the Doppler shifted versions of transmitted signal
at discrete frequencies. This enables the complex signal
processing to be performed by one processing unit, thus reduces
the system complexity. The principle of operation of this design
is identical to that of the first design; the input signal is
scanned by the stored replica signals to detect any Doppler
shifts.

It 1is clear that the first design is a much faster
processor and it is capable of giving an accurate indication of
the Doppler shift of an input signal. However, this advantage is
achieved at the expense of increasing systems hardware complexity.
Depending upon the end use of the processor and the frequency of
the input signal, the second design may be a more attractive
option. Since the contents of the ROM units can be readily

changed, fine Doppler shift resolution can be obtained by
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employing two banks of ROM units, the first bank of ROM units
provides a course value of the Doppler shift of an input signal
and the second bank of ROM units can supply a more accurate
indication of the Doppler shift. Note, for human operator, there
exists a lower 1limit between the distance of two different
frequencies that can be individually identified. Beyond this
limit, the resolution of the correlator can not be improved
without resorting to some kind of automatic decision device.
Finally, although the second correlator is a slower processor by
design, it is less complicated and adequate computaional speed can
be provided by the use of a fast arithmetic unit. Thus, due to
simplicity in design, adequate Doppler shift resolution, and
moderate computational speed, the systems in Fig. 3.12 has been

implemented in this work.



CHAPTER 4

H I TATION E

4.1 GENERAL

In this chapter, the hardware implementation for a real-
time digital replica correlator based on Fig. 3.12 is described.
The correlator is preferred over the FFT processor due to its
hardware simplicity and adquate Doppler frequency resolution over
the expected Doppler shift.

Nominally, a target return from a 40.32 ms pulsed duration
CW signal, sampled every 315.0 us, contains 128 samples. Since
sampling of the analog signal at the processor input is continuous
and the correlator processor can process only 128 samples at a
time, the target return may be split into two successive frames.
When this occurs, a degradation of the output signal magnitude may
result. This is most serious in the case where the returned
target samples are split equallybbetween two successive frames,
since a 3 dB degradation of the output magnitude occurs. The
correlator outputs for the sample frames containing 0, 1/4, 1/2,
3/4, and all the target samples are shown in Fig. 4.1, the lowest
and highest outputs in the figure corresponds to no target sample
and all the target samples in the frame processed, respectively.

If a complete correlation of the replica and returned waveform is
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Fig. 4.1

Correlator outputs with 0, 1/4,1/2,3/4, and all the

target samples in the sample frame. The lowest output
corresponds to 0 target sample in the farme and the''highest
output corresponds to all the target samples in the frame.

7
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performed once every 10.08 ms, i.e. 4 correlations in 40.32 ms,
with each frame displaced by 1/4 of the target samples, then one
of the frames would contain at least 112 of the 128 target
samples, and degradation of the correlator output would be at most
112/128 or 0.58 dB.

In the implementation of correlator, the analog signal at
the input of the processor is sampled and converted into digital
form and stored in RAM units at a rate of 3174 samples per second.
Sixteen five-level quantized replicas are stored in 16 different
ROM units. With the help of the timing signals from the control
circuitry, the input sample and replica sample are read out from
the RAM and ROM, respectively, to the arithmetic unit for
processing. Each sample frame containing 128 input samples is
serially correlated with 16 replicas before the frame is updated.
Finally, the digital outputs from 16 replica channels are

displayed on a storage oscilloscope through a D/A converter.

4.2 BIT SLICE MICROPROCESSOR

The most important and challenging portion in this
implementation of the digital correlator is to make the entire
system as simple and yet as flexible as possible. If arithmetic
units like SN 74181 multiplier units are used, then a complicated
control circuitry is required to monitor the operations of these
units. The new fast multiplier chips capable of performing 8 bit

by 8 bit multiplications in 100 ns or less tend to be expensive
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and require fast RAM units; consequently, they are not well suited
to this application. Conventional MOS technology microprocessors
offer simplicity and flexibility in system design, however, they
do not have adequate speed to perform all the processing
operations required in a real time environment. In recent years,
a new type of microprocessor employing Schottky bipolar technology
has been introduced to the market. Manufactured with Schottky
bipolar LSI circuit technology, these bit slice microprocessors
differ from the MOS microprocessors not only in the speed
performance (about 10 times faster than MOS) but also in the
architecture of the microprocessors.

Many different types of bit slice microprocessors are now
available on the market. They consist mainly of software
programmable central processing elements (CPE) representing 1, 2,
or 4 bits of the data processing section of a co@puter and a
microprogram address control unit (MCU) which performs the
function of a microprogram address counter. Several CPEs may be
arrayed in parallel to form a processor of any desired word
length.

Before the hardware realization of the correlator is
explained, perhaps it 1is appropriate to briefly describe the
organization and function of the CPEs and MCU to provide a better
understand ing of the hardware and software designs. The bit slice
microprocessor described herein is the Intel 3000 series bit slice

m icroprocessor.
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4.2.1 CENTRAL PROCESSING ELEMENT (CPE)

Each CPE [13] in Fig. 4.2 carries two bits of 3 input buses
and two output buses. Typically, the I- and M-input buses carry
data from external memory or input/output devices, and the K-input
bus is used either for microprogram mask or to provide a constant
value to the arithmetic unit of the CPE. A-bus outputs are
connected to the memory address output buffer, and D-bus outputs
are connected to the accumulator output buffer. When CPEs are
wired together, all the data paths registers and buses expand
accordingly. A sixth bus, the microinstruction bus, carries the
microinstructions controlling the internal operation of the CPE by
selecting the operands and the operations to be performed. The
CPUs of the MOS microprocessors are hardwired to perform a fixed
set of system functions among which many of them are rarely used
in dedicated systems. Conversely, the CPEs of a bit slice micro-
processor perform over 40 Boolean and binary functions including
2's complement arithmetic and logical AND, OR, NOT, and exclusive-
NOR. Therefore, by microprogramming, the system functions can be
tailored to the system needs. A list of the representative micro-
functions performed by the CPE arithmetic 1logic sections is
provided in Appendix 2.

The versatility of the CPE is increased further by the
incorporation of three other novel techniques. The first of these
is the use of carry lines and logic during non-arithmetic

operations for bit testing and zero detection. During these two
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operztions the carry circuits perform a word-wide logical OR,
i.e., ORing adjacent bits, of a selected result from the
aritzmetic section. The result of the OR is passed along the
carry lines to be ORed with the result of an identical operation
taking place simultaneously in the adjacent higher order CPE.
Clezrly, if at least one bit is in the logical 1 state, this will
resu_t in a positive carry output from the highest order CPE.
This output can, then, be used by the MCU to determine which
micrcprogram sequence to follow. With the ability to mask any
desired bit or set of bits, via the K-bus inputs included in the
carry OR, a powerful bit-testing and zero-detection facility is
realized.

The second innovation is the use of tri-state outputs on
the shift right output (RO) and carry output (CO) lines. Since RO
and CO outputs will not be utilized at same time, this tri-state
capability enable the RO and CO lines to be tied together and sent
as a single input to the MCU for testing and branching. During a
right shift operation, the CO output is placed in the high
impedance state, and the shifted data is active on the RO line.
For =211 other CPE operations, the RO line is placed in the high
impedance state, and carry data is active on the CO line. Left
shift operation utilizes the carry lines, instead of shift lines,
to rropagate data.

The third innovation is the capability of the CPE to

perform nondestructive testing on the register data through the
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use of conditional clocking which momentarily freezes the CPE
clock and permits the CPE micro-function to be performed, but
stops the results from being clocked into the specified registers.
Since the arithmetic section is combinatorial, rather than
sequential, the test result is available to be used as a jump
instruction by the MCU. To realize conditional clocking, one
extra bit is required in the microinstruction to selectively

control the gating of clock pulse to the CPE array.

4.2.2 MICROPROGRAM CONTROL UNIT (MCU)

A system function in the main program memory of a bit slice
microprocessor is realized by supplying the operation code (OP
code) of the function to the primary and secondary instruction
buses of the MCU [13], as shown in Fig. 4.3; Upon receiving the
OP code, the MCU decodes it to de;ermine the first location of a
sequence of microinstructions which direct the arithmetic section
of the CPE to perform the system function. In order to have an
efficient use the micro-codes and thus the microprogram memory, an
alternative addressing scheme other than the use of a conventinal
sequential program counter has to be adopted.

One way to overcome this problem is to incorporate an
address control field that contains the necessary information to
determine the address of the next microinstruction in each micro-
instruction. The next address logic and address control functions

of the MCU are based on a unique scheme of memory addressing.
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Unlike ordinary program counter, which has 1linearly sequenced
address, the microprogram addresses are organized as a two
dimensional array or matrix. Each microinstruction is pinpointed
by its row and column addresses in the matrix. For a given
location in the matrix, it is possible to jump unconditionally to
any other location in that row or column or conditionally to a
fixed subset of the microprogram addresses. Incorporating a pump
operation in every address control field of microinstructions
improves performance by allowing processing functions to be
executed in parallel with program branch. Also reductions in
micro-code are achieved because common microprogram sequences can
be shared without the time space penalty.

The next microinstruction addresses are completely
determined on the basis of: the MCU's current microprogram
address; the address control function; the data on the primary and
secondary instruction buses; and also on the flag input value from
the CPE. An Intel 3001 MCU is capable of addressing 512 micro-
instruction locations through a 9-bit microprogram address bus.
The 32 rows by 16 columns matrix is<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>