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SCOPE AND CONTENTS:
A special purpose computer (s.p.c.) is described which provides decimal readouts of the first four time-averaged moments and of the cunulative amplitude distribution of a randonly varying voltage. There is no theoretical low frequency linit, she upper Erequency baing about 5 kHz for a $99.73 \%$ confidence limit of a $1 \%$ erroz. Measurements can be made in a one cycle mode (for periodic imputs) or in a fixedtimo or fixed-sample-size mode. Readouts of all monents are available imnediately at the end of the measurement time so that the s.p.c. can be used for rest-tine applications. A simple method for the direct computation of standard deviation fron the mosured values of the first and second moments is also described. The errors arising in the s.p.c. are investigated theoretically and it is show that for many comonlyencountered signals the overall error is within $1 \%$ for all monents. Iterative and near-iterative axrays using universal arithmetic cells are proposed; these would simplify the design of the s.p.c. considerably.

## ABSTRACT:

A portable special purpose computer (s.p.c.) is described which provides decimal readouts of the first four moments of a fluctuating voltage $v$ on four separate registers. A fifth register provides a readout of the measuring time which can be within the range 10 ms . to 30 Hrs . The s.p.c. can be switched to another mode which provides a measure of the cumulative amplitude distribution of $v$ within sixteen positive and negative levels. Salient characteristics of the s.p.c. are as follows:
(a) There are no low frequency limitations. The upper frequency limit, established by error considerations, is about 5 kHz with $99.73 \%$ confidence that the error is within $1 \%$.
(b) At the end of the measuring tine $T$, all the four moments are immediately available in magnitude and sign.
(c) The outputs can be available in any code, the only change necessary being in the code of the counting readout registers.
(d) All computations for a sample are completed before the next sample arrives so that programming and unnecessary storage facilities are eliminated.

The voltage input $v$ is rectified and sampled systematically by an equi-interval a.d. converter. The samples, together with the sign bit, are fed into special purpose digital multipliers based on a "weighted feed" principle. The outputs from these multipliers, with the sign bit, are fed to accumulators via parallel adders for each of the moments. The overflows of these accumulators are shown to be contributions to the various noments and axe fed to the decimal display registers.

Direct computation of the standard deviation ( $\sigma$ ) of the input, from measured first and second moments has also been investigated.

A theoretical analysis of the various errors which occur in such an s.p.c. has been made. Results indicate that for most signals the overall error is within $1 \%$ for all four moments.

Finally, the development of a universal arithmetic cell, for use in iterative and near-iterative arrays, is reported in this thesis. It is shown that use of such arrays in the arithmetic units of the s.p.c. can lead to a considerably simplified design.
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## LIST OF SYMBOLS AND ABBREVIATIONS

| $\mathrm{m}_{\mathrm{k}}$ | : The $\mathrm{k}^{\text {th }}$ order statistical moment of a random variable |
| :---: | :---: |
| $v$ | : A random signal assumed ergodic |
| $\mathrm{E}\{\mathrm{g}(\mathrm{v})\}$ | : The expectation of the random function $g(v)$ |
| T | : Integration time in time-averages |
| ${ }^{\tau} \mathrm{d}$ | Del ay time used in the definition of the autocorrelation function |
| s.p.c. | : Special purpose computer |
| a.d. converter | : Analog to digital converter |
| W.F.L. | : Weighted feed logic |
| $\sigma$ | : Standard deviation of a statistical distribution, defined as $\sigma=\sqrt{m_{2}-m_{1}^{2}}$ |
| LSI | : Large scale integration |
| $\Delta v_{\ell}$ | : Voltage interval corresponding to the $i^{\text {th }}$ interval of an amplitude quantiser |
| $\mathbf{v}_{\mathbf{q}}$ | : Quantiser output |
| $\mathrm{n}_{\mathrm{q}}$ | : Error in the quantiser output |
| N | : Number of samples in a statistical measurement |
| $\overline{\mathrm{v}}$ | $: E\left\{v^{k}\right\}$ i.e., mean value of $v^{k}$ |
| $\mathrm{R}_{\mathrm{mm}}(\tau)$ | : Autocorrelation function of $v^{k}$ |
| $\operatorname{Var}\left\{\mathrm{m}_{\mathrm{k}}\right\}$ | : Variance of the statistical distribution of $\mathrm{m}_{\mathrm{k}}$ |
| $\mathrm{K}_{\mathrm{k}}$ | : A constant of proportionality for the $\mathrm{k}^{\text {th }}$ moment |
| $f(v)$ | : Probability density function of the random voltage $v$ |
| $p\left(v_{r}\right)$ | : Discrete valued probability density function |


| $m_{k d}$ | : Discrete-valued $\mathrm{k}^{\text {th }}$ moment |
| :---: | :---: |
| $\mathrm{m}_{\mathrm{k}+}$ | : Positive contribution to $\mathrm{m}_{\mathrm{kd}}$ |
| $\mathrm{m}_{\mathrm{k}}$ - | : Negative contribution to $\mathrm{m}_{\mathrm{kd}}$ |
| n | : Number of quantisation intervals |
| $\mathrm{V}_{\mathrm{n}}$ | : Voltage at the $\mathrm{n}^{\text {th }}$ level, assumed to be unity |
| $\mathrm{P}_{\mathrm{r}}$ | : Probability that the $\mathrm{r}^{\text {th }}$ level is exceeded |
| $V_{m r}$ | : Mid-interval voltage corresponding to the $\mathrm{r}^{\text {th }}$ interval |
| $\mathrm{P}_{\mathbf{r}+}$ | : Probability $\mathrm{P}_{\mathrm{r}}$ for positive level $\mathbf{r}$ |
| $\mathrm{P}_{\mathrm{r}}$ | : Probability $P_{r}$ for negative level $r$ |
| $\mathrm{C}_{\mathrm{r}}$ | : Number of samples for which the $\mathbf{r}^{\text {th }}$ level is exceeded |
| $\mathrm{C}_{0}$ | : Number of samples in a measurement and would generally equal $N$ |
| $\mu_{k}$ | : The $k^{\text {th }}$ moment about the mean value |
| $\beta_{1}$ | : Skewness factor |
| $\beta_{2}$ | : Coefficient of kurtosis |
| $W_{k, r}$ | Weighting number for the $\mathrm{k}^{\text {th }}$ moment and $\mathrm{r}^{\text {th }}$ level exceeded |
| $\ell$ | : Number of bits used in the s.p.c. and is given by $2^{\ell}=n$. |
| $z_{q}$ | : $q^{\text {th }}$ output of a logic system |
| a,b,c,d,e,f | : Logic variable inputs to a system; also the 6 bits output of the a.d. converter |
| $\overline{\mathrm{a}}$ | : Complement of a |
| MOP I | - : Multiple Output Prime Implicants |
| $\psi, \mathrm{X}$ | : General product terms (minterms) |
| $\sigma_{q}$ | : Presence factor for the $q^{\text {th }}$ minterm (xiv) |



| $\mathrm{L}, \mathrm{M}, \mathrm{K}$ | $:$ General binary numbers |
| :--- | :--- |
| $\mathrm{T}_{\mathrm{m}}$ | $:$ Total processing time for binary multiplication |
| $\mathrm{T}_{\mathrm{d}}$ | $:$ Total processing time for binary division |
| BCD | : Binary-coded decimal |

## CHAPTER 1

INTRODUCTION

In recent years, statistical nethods have been successfully used to solve engineering problems especially in the fields of optimal control, communication and detection systems. One aspect of these applications is the need for measured statistics of a random signal. The more commonly required statistics are the probability density function and the various time averages (e.g., auto- ard cross-correlation, moments). Numerous techniques for probability density function and correlation analysjs have been reported in the engineering literature. However, for the analysis of statistical moments, the trend has been tovards the use of a general purpose computer with a.d. conversion facilities. In this thesis, the development of a special puxpose computer for the analysis of statistical monents, is reported. Programing requirenents are entirely eliminated; atso the computer may be used in real-tinc applications.

Assuming that the randon signal is at least quasi-ergodic, the time averages and ensemble averages are equivalent. Thus the time average of $v^{k}$ where $v$ is the random signal, is defined as

$$
\begin{equation*}
m_{k}=\operatorname{Lim}_{\mathrm{T} \rightarrow \infty} \frac{1}{\mathrm{~T}} \int_{0}^{\mathrm{T}} \mathrm{v}^{k} d t \tag{1.1}
\end{equation*}
$$

This may also be defined as an expectation integral.
Thus $\quad m_{k}=E\left\{v^{k}\right\}=\int_{-\infty}^{+\infty} v^{k} f(v) d v$
where $f(v)$ is the probability density function of $v$. The quantity $m_{k}$ is called the $k^{\text {th }}$ order moment of $v$.

The importance of moments in statistical analysis is well established ${ }^{1}$. Thus a statistical distribution is completely specified, once all its moments are known. In some cases it is possible to represent the physical phenomenon under investigation by a statistical distribution of known properties and theoretically justify such a representation. However, in cases where such a theoretical justification can not be made, the moments may be used to obtain an empirical distribution. Such empirical distributions are useful in simulation studies where the random variables to be used are selected from the derived distributions. Their use has also been suggested recently by Kuo and Rowland, in a suboptimal adaptive filtering algorithm ${ }^{2}$. This algorithn requires only the first four moments of a specified random variable.

Analytic techniques ${ }^{3}$ for approximating the statistical distribution have also been developed. These use an orthogonal expansion whose coefficients are the moments of the random variable. Karl Pearson ${ }^{4}$, on the other hand has suggested the use of a family of curves, each member of which is completely specified by the first four moments of the random variable. Such approximate representations are useful in evaluating a system performance in terms of its component performances.

The advantages of digital techniques are now well recognized for performing arithmetic operations. These features, coupled with readily available and accurate analog to digital converters, make the use of digital methods very attractive for certain types of measurements. One particular area for such an application is that of statistical analysis.

Earlier efforts in instrumentation for this purpose have been mainly in the sequential determination of the probability density function and correlation measurements. In the measurement of probability density function $5,6,7,8,9$, slicing circuits or comparators are used to simulate a voltage window (or interval) $\Delta V_{\ell}$ about a voltage reference $V_{\ell}$. The time spent by the random voltage in this interval is measured digitally and represents the probability that the voltage lies in the interval $\Delta V_{\ell}$ about $V_{\ell}$. Several analog ${ }^{10,11}$ and digital methods have been proposed for autocorrelation and cross-correlation measurements. The correlator design proposed by Cheney ${ }^{12}$ is significant since it uses the residue number system for the arithmetic processing. This number system ${ }^{13}$ offers the advantage that multiplication can be as fast as addition, but has the disadvantage of special storage requirements. Furthermore division and overflow are not clearly defined in the residue number system. A substantial improvement in correlator design is that proposed by Kitai and Masuko ${ }^{14}$. This design uses a unique arithmetic processing system and requires very little storage for the actual processing. Furthermore, the reading of autocorrelation function for a given time delay $\tau_{d}$ is available immediately after the sampling of the input is terminated. Clearly for $\tau_{d}=0$, this system yields the value of the second moment. Instrumentation for the statistical moments by ensemble averaging has received very little attention in the past, the emphasis always being on the use of a general purpose computer for such analysis. One of the earliest efforts was by Deist and $\mathrm{Kitai}^{15}$, who proposed a digital r.m.s. voltmeter. An algorithm for the second moment was developed and an iterative procedure was proposed for calculating the r.m.s value of a
voltage. A special purpose digital instrument using this algorithm was reported by Kitai and Braithwaite ${ }^{16}$. An extensive theoretical and experimental error analysis of this instrument was carried out by the present author and has been reported elsewhere ${ }^{17}$. This analysis indicated the necessity for use of higher number of quantisation levels in order to reduce the errors. Feasibility of the basic processing used in the 16 level instrument ${ }^{16}$, for use in the measurement of the higher order moments was also established. Hanrahan ${ }^{18}$ has recently considered the use of various types of quantisers in real time averaging. Several standard numerical integration formulae are analysed and the error characteristics are given for first two moments, for autocorrelation and Fourier analysis. Some design aspects of individual modules for use in the Tangent Formula for numerical integration are also described.

This thesis deals with an extension of the above mentioned work ${ }^{17}$ and describes the design and error characteristics of a special purpose digital computer (s.p.c.) for the measurement of the first four moments of a randon signal. The salient features of this computer are as follows.

1. There are no low frequency limitations. The upper frequency limit is established by certain error considerations and is about 5 kHz . 2. At the end of the measurement time $T$, all four moments are immediately available in a sign and magnitude form. The s.p.c. is therefore particularly suitable for real-time applications.
2. The outputs are in a decimal code but can be displayed in any other code, the only change required being in the logic of the dispiay units.
3. The above-level amplitude probability distribution is readily measured in an alternate mode of operation, incorporated in the s.p.c. 5. Real time measurement of the standard deviation $\sigma$ from the continuous computation of first and second moments can also be made. A technique for this purpose has been developed and is reported in this thesis.
4. The sample size or the measurement time can be varied so that the special purpose computer can be programmed for 1 ong measurement runs. 7. The s.p.c. can be readily modified to accept either a continuous signal and use its own a.d. converter or to use ready-quantised data as input.

8, Since all computations for a sample are complete before the next sample arrives, all programming and unnecessary storage facilities are eliminated.

The properties of amplitude and time quantisation of a continuous signal are reviewed in Chapter 2. The algorithms, for the first four moments, to be used in the s.p.c. are developed and general design requirements are considered. Calculation of the $k^{\text {th }}$ moment generally requires at least $k$ multiplications per sample of the input signal. Such a method is not suitable for real time computations since it requires excessive computation time. The weighted feed concept developed in this chapter is particularly powerful for such purposes since it requires only one multiplication and addition cycle for each sample to accumulate the $k^{\text {th }}$ moment. Furthermore, use of precise rectification of the input signal simplifies the design of the arithmetic units considerably.

Chapter 3 deals with the analysis of the weighted feed concept
used in the arithmetic unit of the s.p.c. Simuitaneous binary multipliers using combinational logic have been designed, for the purpose of calculating the weighting numbers, using general minimisation techniques. These techniques are suitable for multiple output - multiple input logic system minimisation. Computer programs for this minimisation are also discussed in this chapter.

In Chapter 4, a hardware implementation of the s.p.c. is considered. It is shown that use of one-step parallel binary adders in circulating accumulators considerably simplifies the timing requirements. Complete design details of the individual units of the s.p.c. are treated. Details of performance tests by using direct decimal readouts for d.c. inputs are also given. A novel technique for computation of standard deviation is described in this chapter.

Results of a theoretical error analysis are given in Chapter 5. Individual sources of errors are discussed. Extensive use has been made of a general purpose computer for calculation of these errors. The computer programs and the results obtained are also described. These results indicate that little improvement in errors is achieved beyond a quantisation of 128 levels, and that the errors due to level inaccuracjes in the a.d. converter tend to swamp the cther errors in such cases.

In the design of special purpose corputers, the most critical unit is the arithmetic processor. This is aiso true of the s.p.c. designed for the analysis of moments. The arithmetic unit described in Chapter 3 is a hard-wired special purpose simultaneous multiplier, which cannot be easily extended for, say, a higher number cf quantisation levels. Hence arithmetic processes using iterative arrays of logic cells
were investigated and the results are described in Chapter 6. Fully iterative and nearly-iterative arrays have been developed for binary multiplication, division and square root extraction. These arrays use a universal logic cell based on the principles of ordinary binary arithmetic. Use of such arrays, implemented as LSI functions, would simplify the design of the s.p.c. Methods of interconnecting such arrays for the realisation of the weighting numbers for the moments are also described in this chapter.

In Chapter 7, the significant aspects of the s.p.c. are reviewed. Possible areas for further investigation are suggested. It is felt that design of special purpose computers for other measurements is feasible and that the weighted feed concept is an extremely powerful technique for use in such designs. Investigation of cellular arrays for complex arithmetic operations would considerably simplify the design of special purpose computers.

### 2.1 Introduction

Digital computation from analog data requires that the signal be sampled at discrete time and quantised in amplitade. The number of bits used in the quantisation process is restricted in order to reduce the complexity of the arithmetic processing units. In special purpose computers unnecessary storage should also be eliminated. Furthermore since real time applications are an important consideration, it is necessary that the results be available immediately after sampling is terminated.

In this chapter, the theory of amplitude quantisation is reviewed with specific reference to special purpose computers. Based on this discussion, the discrete models for the first four moments are developed and the design of a system for these algorithms is outlined. A powerful arithmetic processing technique i.e., the use of weighted feeds, which is particularly useful in time averaging is also introduced.

### 2.2 Amplitude Quantisation

For digital computation the analog signal has to be sampled and the sample converted to a digital value of a finite word length. Thus the range of a random voltage $v$ is subdivided into class intervals, specified for the $i^{\text {th }}$ interval by

$$
\begin{align*}
& {\left[\sum_{q=1}^{i} \Delta V_{q}\right]<v<\left[\sum_{q=1}^{i} \Delta V_{q}\right]+\Delta V_{i+1} } \\
&(i=0, \pm 1, \pm 2, \ldots, \pm n-1) \tag{2.1}
\end{align*}
$$

where $\Delta V_{q}$ is the quantisation interval corresponding to the $q^{\text {th }}$ interval. The quantity $\left[\sum_{q=1}^{i} \Delta V_{q}\right.$ ] is the threshold voltage at the $i^{\text {th }}$ level. The manner in which these threshold voltages are disposed in amplitude, determines the quantiser characteristic. A typical example of such a characteristic is shown in Fig. (2.1).

Amplitude quantisation is a non-linear operation, in which the quantised output $v_{q}$ can be regarded as the sum of the input $v$ and a round off error ( $n_{q}$ ) such that

$$
\begin{equation*}
n_{q}=v_{q}-v \tag{2.2}
\end{equation*}
$$

The round off error $n_{q}$ is often referred to as the quantisation noise or the quantisation error. Any computation involving the quantised data, therefore, will be subject to errors.

In statistical analysis random data are often grouped into classes for further analysis. To compensate for errors in the computation of moments due to grouping, corrections known as Sheppard's corrections ${ }^{19}$ are usually applied. Amplitude quantisation of continuous signals, for use in analysis has been considered by Widrow ${ }^{20}$ and also by Watts ${ }^{21}$. Both have shown that if the quantisation is sufficiently fine, Sheppard's corrections may also be applied in these cases, provided the sampling rate exceeds the Nyquist Rate. An equi-interval quantiser is usually assumed in such analyses.

The quantiser characteristic i.e., the threshold voltages to be used, must be such that the error due to quantisation is minimised for as


Figure 2.1: An equi-interval quantiser characteristic
wide a range of signals as possibre. Aithough it is possible to construct the quantiser characteristic such that the error in the measured statistics is zero 22,23 , it is found that this requires a prior knowledge of the probability distribution of the input signal. In statistical measurements, this is seldom the case and therefore it is desirable that within a range of values prescribed, the quantiser thresholds be spaced at equal intervals. In this mamer all values are equally emphasised. An equi-interval quantiser is simple to realise and connercial a.d. converters ${ }^{24}$ with excellent stability and accuracy are now available. The special purpose computer, designed for the analysis of monents, uses such an a.d. converter.

### 2.3 Finite Sampling Time

Sampling of the voltage is usually systematic and at a finite rate. The sample size or the total tire of computation is also finite. The statistics, (in this case the first four time-averaged monents) which are computed using a finite sample size are not invariable i.e., they can not be reproduced by performing the measurement anew. The values obtained are governed by the probability distribution of the voltage under measurement.

Effect of finite sample size has been considered by R.A. Fisher ${ }^{25}$ who has shown that the deviation in the measured statistics is proportional to $\frac{1}{\sqrt{N}}$. For systematic sampling $N$ can be related to the time of measurement $T$. A socond approach ${ }^{26}$ uses the variance expression,

$$
\begin{equation*}
\operatorname{var}\left\{n_{k}\right\}=\frac{2}{T} \int_{0}^{T}\left(1-\frac{\tau}{T}\right)\left\{R_{\operatorname{man}}(\tau) \cdots\left(v^{k}\right)^{2}\right\} d \tau \tag{2.3}
\end{equation*}
$$

The above equation indicates that the variance in the measured value of $\pi_{k}$ can only be zero if $T \rightarrow \infty$. In practice where $T$ is finite the variance is also finite and therefore a confidence interval for the measured statistic is usually specified. Excessive measurement times, on the other hand, may endanger the vaiidity of the stationarity assumption usually made in the derivation of the real time aigorithms. It is therefore necessary to determine the minimum measurement time $T$ or sample size $N$ required to produce a specified confidence limit for a measured statistic.

The use of equation 2.3 for calculation of the confidence limits is possible only if the autocorrelation function $R_{m m}(\tau)$ of $v^{k}$ is known. If this information is not available then the results of sampling theory may be applied. It has been shown ${ }^{25}$ that if the sample size is large, then the distribution of the first four moments follows a very nearly Normal Law. In these cases the variance is given by

$$
\begin{equation*}
\operatorname{Var}\left(m_{k}\right)=\frac{K_{k}}{N} \tag{2.4}
\end{equation*}
$$

where $K_{k}$ is a constant depending on the value $k i . e$. , the order of the measured moment. Again the sample size to be used in a measurement should be large in order to assure only small variations in the measured values.
2.4 Real Time Algorithms for Statistical Moments

If the random signal to be analysed is at least quasi-ergodic then the time averages and ensemble averages are equivalent ${ }^{27}$. For such a signal, the $k^{\text {th }}$ statistical monent can be defined either as an
expectation integral or as a time average. Thus

$$
\begin{equation*}
m_{k}=E\left\{v^{k}\right\}=\int_{-\infty}^{+\infty} v^{k} f(v) d v \tag{2.5}
\end{equation*}
$$

where $f(v)$ is the probability density function of the random voltage $v$.
Also

$$
\begin{equation*}
m_{k}=\operatorname{Lim}_{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} v^{k} d t \tag{2.6}
\end{equation*}
$$

Assuming quantisation into $n$ equal intervals on either side of zero as shown in Fig. (2.2.a.), the discrete-value expectation integral form for equation (2.5) may be written as

$$
\begin{equation*}
m_{k d}=\sum_{r=-n}^{+n} v_{r}^{k} p\left(v_{r}\right) \tag{2.7}
\end{equation*}
$$

where $\mathrm{p}\left(\mathrm{v}_{\mathrm{r}}\right)$ is the discrete value probability density function.
The quantiser assumed in Fig. (2,2.a.) is of the equi-interval type with the quantisation incerval being $\frac{V_{n}}{n}$ where $V_{n}$ is the voltage corresponding to the $\mathrm{n}^{\text {th }}$ level. In the subsequent analysis it is assumed that $\mathrm{V}_{\mathrm{n}}=1$.

Using mid-interval values for $v_{r}$ in equation (2.7), the $k^{\text {th }}$ moment may be expressed as

$$
\begin{equation*}
m_{k d}=\sum_{r=-n}^{+n}\left(P_{r}-P_{r+1}\right) v_{m r}^{k} \tag{2.8}
\end{equation*}
$$

where $P_{r}$ is the probability that the voltage exceeds the $r^{t h}$ level and $\mathrm{V}_{\mathrm{mr}}$ is the mid-interval value corresponding to the $\mathrm{r}^{\text {th }}$ interval.

Now

$$
\begin{align*}
v_{m r} & =\frac{2 r+1}{2 n} \\
\therefore \quad m_{k d} & =\sum_{r=-n}^{+n}\left(P_{r}-P_{r+1}\right)\left\{\frac{2 r+1}{2 n}\right\}^{k} \tag{2.9}
\end{align*}
$$



Focontribution to $P_{r} \ldots$
Figure 2.2: (a) Voltage under measurement with quantisation
(b) Sampling at the $r^{\text {th }}$ level.

Separating the positive and negative parts of equation (2.9), we have

$$
\begin{align*}
m_{k d} & =m_{k+}+m_{k-}  \tag{2.10}\\
& =\sum_{\substack{\mathbf{r}=0 \\
\mathbf{r}+}}\left(P_{r}-P_{r+1}\right)\left\{\frac{2 r+1}{2 n}\right\}^{k}+(-1)^{k} \sum_{\substack{r=0 \\
r-}}^{+n}\left(P_{r}-P_{r+1}\right)\left\{\frac{2 r+1}{2 n}\right\}^{k} \tag{2.11}
\end{align*}
$$

Since the expressions for the positive and negative parts are identical except for a possible sign difference, the algorithm is developed for $m_{k+}$ only. Thus

$$
\begin{align*}
m_{k+}= & \left(P_{0+}-P_{1}\right)\left(\frac{1}{2 n}\right)^{k}+\left(P_{1}-P_{2}\right)\left(\frac{3}{2 n}\right)^{k}+\ldots \\
& \ldots+\left(P_{r}-P_{r+1}\right)\left(\frac{2 r+1}{2 n}\right)^{k}+\ldots \\
& \ldots .+\left(P_{n-1}-P_{n}\right)\left(\frac{2 n-1}{2 n}\right)^{k} \tag{2.12}
\end{align*}
$$

If the $n^{\text {th }}$ level is never exceeded than $P_{n}=0$ and equation (2.12) may be written as

$$
\begin{equation*}
m_{k+}=\frac{P_{0+}}{(2 n)^{k}}+\frac{1}{(2 n)^{k}} \sum_{\substack{r=1 \\ r+}}^{n-1} P_{r+}\left\{(2 r+1)^{k}-(2 r-1)^{k}\right\} \tag{2.13}
\end{equation*}
$$

The first term $\frac{\mathrm{P}_{\mathrm{O}+}}{(2 n)^{\mathrm{k}}}$ in equation (2.13) represents the contribution to $m_{k+}$ due to the voltage in the first quantisation interval. Its contribution to $m_{k+}$ is usually small except for $k=1$ and small $n$. In general, however, if $n$ is large, this term may be neglected even for $k=1$. It is found that this assumption simplifies the design of the special purpose computer considerably. In a systematic sampling $F_{r}=\frac{C_{r}}{C_{0}}$ where $C_{r}$ denotes the number of samples occurring while the input signal exceeds
the voltage for the $r^{\text {th }}$ level and $C_{o}$ is the total number of samples. Substituting for $P_{r}$ in equation (2.13), one obtains

$$
\begin{equation*}
m_{k+}=\frac{1}{(2 n)^{k}} \sum_{\substack{r=1 \\ r+}}^{n-1} c_{r+}\left\{(2 r+1)^{k}-(2 r-1)^{k}\right\} / C_{o} \tag{2.14}
\end{equation*}
$$

The algorithms for various values of $k$ may now be derived using the general expression (2.14).
2.4.1. $\mathrm{k}=1$ : First Moment.

From equation (2.14)

$$
\begin{align*}
& m_{1+}=\frac{1}{2 n C_{o}} \sum_{r=1}^{n-1} C_{r} \cdot 2 \\
&=\frac{1}{n C_{o}} \sum_{r=1}^{n-1} C_{r}  \tag{2.15a}\\
& r+
\end{align*}
$$

Similarly,

$$
\begin{equation*}
m_{1-}=\frac{-1}{n C_{0}} \sum_{\substack{r=1 \\ r-}}^{n-1} C_{r} \tag{2.15b}
\end{equation*}
$$

and $\quad m_{1}=\left|m_{1+}\right|-\left|m_{1-}\right|$
2.4.2. $\mathrm{k}=2$ : Second Moments.

The second noment of a random variable $v$ is used together with the mean value $m_{1}$ to describe the spread of the statistical distribution of $v$. The standard deviation $\sigma=\sqrt{\mathrm{H}_{2}-m_{1}^{2}}$ is the measure of this spread. For periodic signals with zero mean, $\sigma$ is the r.m.s. value.

From equation (2.14), for $k=2$

$$
\left.\begin{array}{rl} 
& m_{2+}
\end{array}=\frac{1}{C_{0} \cdot 4 n^{2}}\left[\sum_{r=1}^{n-1} C_{r}\left\{(2 r+1)^{2}-(2 r-1)^{2}\right\}\right]\right] \text { ( } \quad \begin{aligned}
& m_{2+}=\frac{2}{C_{0} n^{2}} \sum_{r=1}^{n-1} r C_{r}
\end{aligned}
$$

Similarly

$$
\begin{equation*}
m_{2-}=\frac{2}{C_{0} n^{2}} \sum_{\substack{r=1 \\ r-}}^{n-1} r C_{r} \tag{2.17b}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{2}=\left|m_{2+}\right|+\left|m_{2-}\right| \tag{2.18}
\end{equation*}
$$

2.4.3. $k=3:$ Third Moments.

The third moment is used to describe the asymmetry or skewness of the distribution for $v$. A useful formula is the third moment defined about the mean value, $m_{1}$. Thus,

$$
\begin{align*}
\mu_{3} & =E\left\{\left(v-m_{1}\right)^{3}\right\} \\
& =m_{3}-3 m_{2} m_{1}+2 m_{1}^{3} \tag{2,19}
\end{align*}
$$

and a skewness factor $\beta_{1}$ is defined as

$$
\begin{equation*}
\beta_{1}=\frac{\mu_{3}}{\sigma^{3}} \tag{2.20}
\end{equation*}
$$

A single-peaked distribution with $\beta_{1}<0$ is said to be skewed to the left or has a left 'tail' and with $\beta_{1}>0$, it is skewed to the right. If $\beta_{1}=0$, the distribution is symmetrical. The algorithm for $m_{3}$ is now derived. From equation (2.14), for $k=3$,

$$
\begin{align*}
m_{3+} & =\frac{1}{(2 n)^{3} c_{0}}\left[\sum_{r_{r=1}^{n-1}}^{n-1} c_{r}\left\{(2 r+1)^{3}-(2 r-1)^{3}\right\}\right] \\
\therefore \quad & m_{3+}=\frac{1}{C_{0} n^{3}}\left[\sum_{r=1}^{n-1} c_{r}\left(\frac{24 r^{2}+2}{8}\right)\right] \tag{2.21}
\end{align*}
$$

If the input signal is of low level such that only a few of the available $n$ levels are utilised then the errors in the time averages become excessive. It is therefore expected that a scaler is included at the input so that all $n$ levels are used. In this case $3 r^{2} \gg \frac{1}{4}$ and equation (2.21) may be further simplified to

$$
\begin{equation*}
m_{3+}=\frac{1}{C_{0} n^{3}} \sum_{\substack{r=1 \\ r+}}^{n-1} 3 r^{2} C_{r} \tag{2.22a}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
m_{3-}=\frac{1}{C_{0} n^{3}} \sum_{\substack{r=1 \\ r-}}^{n-1} 3 r^{2} C_{r} \tag{2.22b}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{3}=\left|m_{3+}\right|-\left|m_{3-}\right| \tag{2.23}
\end{equation*}
$$

2.4.4. $k=4$ : Fourth Monent.

The fourth moment $\left(m_{4}\right)$ is used to describe the peakedness of a distribution. Thus the fourth moment about the mean ( $\mu_{4}$ ) is used to define the coefficient of kurtosis ( $\beta_{2}$ ), where

$$
\begin{align*}
\mu_{4} & =E\left\{\left(v-m_{1}\right)^{4}\right\} \\
& =m_{4}-4 m_{3} m_{1}+6 m_{2} m_{1}^{2}-3 m_{1}^{4} \tag{2.24}
\end{align*}
$$

and

$$
\begin{equation*}
\beta_{2}=\frac{\mu_{4}}{\sigma^{4}} \tag{2.25}
\end{equation*}
$$

Using equation (2.14), one obtains

$$
\begin{align*}
m_{4+} & =\frac{1}{C_{0}(2 n)^{4}}\left[\sum_{r=1}^{n-1} C_{r}\left\{(2 r+1)^{4}-(2 r-1)^{4}\right\}\right]  \tag{2.26}\\
& =\frac{1}{C_{0} n^{4}}\left[\sum_{r=1}^{n-1} C_{r}\left(4 r^{3}+r\right)\right] \tag{2.27}
\end{align*}
$$

Assuming that scaling is used, then $4 r^{3} \gg r$ and

$$
\begin{equation*}
m_{4+}=\frac{1}{C_{0} n^{4}} \sum_{\substack{r=1 \\ r+}}^{n-1} 4 r^{3} C_{r} \tag{2.28a}
\end{equation*}
$$

and

$$
\begin{align*}
m_{4-} & =\frac{1}{C_{0} n^{4}} \sum_{r=1}^{n-1} 4 r^{3} C_{r}  \tag{2.28b}\\
\therefore \quad & m_{4}=\left|m_{4+}\right|+\left|m_{4-}\right| \tag{2.29}
\end{align*}
$$

A general expression for $m_{k+}$ can be deduced from equations (2.15a), (2.17a), (2.22a) and (2.28a). Thus

$$
\begin{equation*}
m_{k+}=\frac{1}{C_{0} n^{k}} \sum_{r=1}^{n-1} k r^{(k-1)} C_{r} \tag{2.30}
\end{equation*}
$$

A similar expression holds for $m_{k-}$. Furthermore,

$$
\begin{equation*}
m_{k}=\left|a_{k+}\right|+(-1)^{k}\left|m_{k-}\right| \tag{2.31}
\end{equation*}
$$

The expressions (2.30) and (2.31) are used for the moments analysis in the special purpose computer.
2.5 The Weighted Feed Concept

Consider the general moments equation (2.30). For each sample exceeding the $\mathrm{r}^{\text {th }}$ level it is necessary to compute $\mathrm{kr}^{\mathrm{k}-1}$ and add this quantity to an accumulator. The evaluation of $k r^{k-1}$ requires $k$ multiplications, except for $k=1$ when no multiplication is necessary. Furthermore, such an implementation of equation (2.30) would, also require either level selectors (so that $r$ can be varied) or $n$ comparators with preset references corresponding to the $n$ levels. The design of a computer based on such a method is extremely wasteful of hardware and the time of processing would be excessive. An alternative is to use weightings for each level which would allow use of a single comparator and which considers all the available levels simultaneously at a sampling instant. Thus consider sampling of the input signal, at the $r^{\text {th }}$ level shown in Fig. (2.2(b)). If a sample occurs while the input exceeds the $r^{\text {th }}$ level, then all the levels from 0 to $(r-1)$ are also exceeded. Thus this sample contributes to $C_{1}, C_{2}, \ldots, C_{1}$. The total contribution to $m_{k+}$, due to a sample exceeding the $r^{\text {th }}$ level, therefore is given by

$$
\begin{equation*}
W_{k, r}=\sum_{q=1}^{r} k q^{k-1} \tag{2.32}
\end{equation*}
$$

$W_{k, r}$ is termed the weighting number for the $k^{\text {th }}$ moment and $r^{\text {th }}$ level. Thus it can be seen that computation of $m_{k+}$ or $m_{k-}$ is an accumulation process in which, given the information of $r$ the highest level exceeded at the sampling instant, a corresponding weighting number $W_{k, r}$ is added to the accumulator.

The weighting numbers of equation (2.32) can be realised either by a combination logic system i.e., simultaneous multipliers or by genoral
purpose polynomial evaluators. Both these methods are considered in this thesis (Chapters 3 and 6). If $k$ is even then the same logic is used in conjunction with a single accumulator (see equations (2.18) and (2.29). If $k$ is odd then the output of the weighted feed logic system is gated to either a positive accumulator or a negative accumulator, by the predetermined sign bit.

The weighting numbers for the first four moments may be deduced from equation (2.32). Thus,

$$
\begin{aligned}
W_{1, r} & =r \\
W_{2, r} & =r(r+1) \\
W_{3, r} & =\frac{r(r+1)(2 r+1)}{2} \\
\text { and } \quad W_{4, r} & =r^{2}(r+1)^{2}
\end{aligned}
$$

Division by $C_{0}$ in equation (2.30) is a trivial operation and can be implemented if required. The only operation remaining is, therefore, division by $n^{k}$. The size of the accumulator for the $k^{\text {th }}$ monent and l-bit quantisation (i.e., $2^{\ell}=n$ ), is lk bits. For such an accumulator, a carry out or overflow occurs when the accumulated total exceeds or just equals $2^{\ell k}$ (i.e., $n^{k}$ ). Thus the overflow represents the contribution to $m_{k} C_{0}$ at a sampling instant. Inputs at a sampling instant, to the binary adder of the accumulator, are the weighting number and the remainder of the division by $n^{k}$ of the accumulated number. Complete design of such accumulators is considered in Chapter 4.
2.6 General Description of the S.P.C.

A schematic diagram of the special purpose computer for the measurement of moments is shown in Fig. (2.3). A scaler is included for precision amplification or attenuation so that the full range of the a.d. converter (i.e. all available levels) is utilised. The sign of the input voltage $v$ is detected at the input and is required in the computation of odd-order moments. Since only the magnitude of $r$, the highest level exceeded, is required for the determination of the weighting numbers, a precision rectifier with low distortion is used. The sampling rate of the a.d. converter is controlled by a master clock system.

The level $r$ information determined by the a.d. converter, is used as an address input to the weighted feed logic (W.F.L.) unit which determines the weignting number for each monent. For $k$ odd, the output of the corresponding W.F.L. unit is gated by the sign bit to either the positive or the negative accumulator. For $k$ even, the outputs of the W.F.L. unit feed directly to an accumulator. The overflows from these accumulators represent the contribution to $m_{k} C_{o}$ and are used to gate a delayed clock pulse (or the a.d. done pulse usually produced by an a.d. converter) to display registers. Clearly, since computation of $m_{k} C_{o}$ is a simple counting process, it can be performed in any code.

For odd-numbered moments, the sign information is used to control the count direction of up-down counters. For even numbered moments, the sign information is redundant and only unidirectional counters are required. The master clock also feeds to a counter for $C_{o}$ display.

Control circuits are required to change the sampling rate, provide start and stop facilities and also change the mode of operation by which


- Figure 2.3: Block diagram of the S.P.C. for measurement of moments.
the s.p.c. can be used as an above level probability analyser.


### 2.7 Above Level Probability Measurements

Above level probabilities can be measured by comparing the output of the a.d. converter to a reference level R selected externally by means of a level selector switch. The reference level information is required in a binary code so that the difficulties of precision reference levels setting are eliminated. In Fig. 2.3, referring to the probability section of the circuit, the $A$ inputs are the a.d. converter bits for a sample and the $R$ inputs are the binary bits of the reference level. When $A \geq R$, the digital comparator switches to the logic state 1 . This, together with the sign bit is used to gate the clock to the output counter. For a sample size $C_{0}$, the counter reading $C_{r}$ represents the time for which the input exceeds the $r^{t h}$ level i.e., $\frac{\mathbf{r}}{C_{0}}$ is the approximate above level amplitude probability. Use of the sign bit allows measurements to be made on either side of the zerc level. If a second level selector is used to produce the reference $(R+1)$ for a second comparator, then the output of the latter can be used to inhibit the $C_{r}$ counter. In this way, the probability that the input signal is within a quantisation interval above the $\mathrm{R}^{\text {th }}$ level may also be determined.

### 2.8 Hardware Details

The individunl units of the special purpose computer of Fig. (2.3) are implemented using currently available TTL integrated logic circuits, which have a logic 0 state at 0 v and a logic 1 state at +3 v . The a.d. converter used is an S-bit successive approximation type ${ }^{28}$. Precision
rectification is performed using high slew-rate operational amplifiers. Design and implementation of these units are considered in the next two chapters.

## CHAPTER III

## DESIGN OF THE WEIGHTED FEED LOGIC

### 3.1 Introduction

The concept of weighted feed logic for use in the computation of the first four moments has been introduced in Chapter II. The weighting numbers to be used for each sample, can be realised either by general purpose binary multipliers or by binary polynomial evaluators. Both these methods are difficult to implement with available logic circuits. Furthermore conventional multipliers ${ }^{29}$ tend to be slow for real time applications. In view of these limitations, the use of simultaneous multipliers, to be implemented with combinational logic modules, was investigated. The design and implementation of such multipliers are considered in this chapter.

The weighted feed logic concept is analysed in detail and recognised as a problen in multiple output combinational logic design. To minimise cost and improve the reliability of the system it is necessary to minimise the number of logic gates required. Minimisation using a computer-aided approach has been investigated and the various programs used for this purpose are described in this chapter. An overall design of the weighted fead logic for a 6 -bit a.d. conversion in texms of circuit requirements is also considered.

### 3.2 Analysis of the Weighted Feed Concept

It has been shown in Chapter II, Section (2.5), that for the computation of the $k^{t h}$ moment, each sample has to be weighted by the weighting number $W_{k, r}$ given by

$$
\begin{equation*}
w_{k, r}=\sum_{q=1}^{r} k q^{k-1} \tag{3.1}
\end{equation*}
$$

where the highest level exceeded by the sample is $r$. The expressions for the weighting numbers for the four moments were also derived. These are,

$$
\begin{align*}
& W_{1, r}=r \\
& W_{2, r}=r(r+1)  \tag{3.2}\\
& W_{3, r}=\frac{r(r+1)(2 r+1)}{2} \\
& W_{4, r}=r^{2}(r+1)^{2}
\end{align*}
$$

The range of $r$ is finite and is determined by the a.d. converter used. Thus for a six bit a.d. converter, the highest number of bits required for the weighting numbers is for $W_{4, r}$ and equals 24 , as can be seen from equation (3.2).

Cheney ${ }^{12}$ has suggested use of the residue number system in cases where the range of numbers is restricted. However, this approach requires special coding and decoding circuits, which would complicate the design of the special purpose computer. The conventional shift and add multiplying technique ${ }^{29}$, on the other hand, is simple to $i$ implement but requires considerable processing time, a factor which limits its use in systems where real time applications are important. The remaining possibility is
the use of special simultaneous multipliers where each bit of the product is realised with an AND/OR logic configuration. Thus consider a simple design for $H_{2, r}$ where $x$ is restricted to threc bits (i.e., $r_{\max }=7$ ). The weighting numbers and their binary equivalents are shom in Table 3.1. Each output line of this table can be written as a Boolean expression. Thus, consider the output line $Z_{Q}$. This line is in logic state 1 when $\mathbf{r}=3,5,6$ and 7 . Thus the sum of products type Boolean expression for $Z_{4}$ may be derived as shown,

$$
\begin{equation*}
z_{4}=\sum(3,5,6,7) \tag{3.3}
\end{equation*}
$$

$\therefore \quad z_{4}=\bar{a} b c+a \bar{b} c+a b \bar{c}+a b c$

This may be simplified to

$$
\begin{equation*}
z_{4}=a b+a c+b c \tag{3.4}
\end{equation*}
$$

where $a, b$ and $c$ ropresent the three bits of the level information $x$. The logic minimisation for a single output line can be carried out using woll known rules of Boolean algebra ${ }^{30}$ (as in equation (3.4)), the Karraagh maps ${ }^{31}$ or by iterative techniques ${ }^{32,33 \text {. However, these }}$ methods do not take into account the possibility of a logic product term (i.e., a minterm) being shared by two or more output lines. Thus, referring to Table 3.1 , it is seen that the minterm ab is also required in the output line $Z_{6}$ as well as in $Z_{4}$ and therefore need not be reproduced for $z_{6}$. Such shared minterns can be easily recognised for simple systems but for systens with a large number of cutputs this is seldom the case and a systematic minimisation procedure is called for, which takes into account ail of the outputs of the systen.

| $\underline{x}$ | Binary <br> Equivalent of r | $\mathrm{H}_{2, \mathrm{r}}$ | Binary Equivalent of $\mathrm{W}_{2, r}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $2_{7}$ | ${ }_{2} 6$ | $\mathrm{Z}_{5}$ | $\mathrm{Z}_{4}$ | $\mathrm{Z}_{3}$ | $z_{2}$ | $\mathrm{Z}_{1}$ |
| 0 | 000 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | $0 \quad 0 \quad 1$ | 2 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 2 | 010 | 6 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 3 | 011 | 12 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 4 | 100 | 20 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| 5 | $1 \begin{array}{lll}1 & 0 & 1\end{array}$ | 30 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |
| 6 | 110 | 42 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 7 | 111 | 56 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |

Table 3.1: The Input/Output table for design of

$$
w_{2, r} \text { with } r_{\max }=7
$$

| Input |  | Output |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | $b$ | $c$ | $z_{6}$ | $z_{5}$ | $z_{4}$ | $z_{3}$ | $z_{2}$ | $Z_{1}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |

Table 3.2: Input/Output representation for $W_{2, r}$.


Fig. 3.1: Multiple Input-Mrltiple Output logic unit for $W_{2, r}$.

Table 3.1 may be reorganised as shown in Table 3.2 and the logic system is represented as shown in Fig. (3.1). The reorganised table is a standard multiple output-multiple input logic truth table. Truth tables similar to Table 3.2 are produced for $r_{\max }=63$ and for each weighting number expression of equation (3.2), except for $k=1$ where no multiplication is required. An a.d. converter with 6-bit conversion has been assumed. The truth tables are produced using a tabulating program whose flow chart is shown in Fig. (3.2). Thus each output line of the weighted feed logic is available in the sum of products form of the type of equation (3.3).

The logic minimisation technique considered in the next section has been developed for a general multiple output-multiple input problem.

### 3.3 Multiple Output-Multiple Input Logic Minimisation

Minimised logic design at present and in particular reference to special purpose computer design, is required for economy and reliability. The development of LSI functions and microminiaturised circuits will, however, reduce the importance of the cost factor and therefore the need for absolute minimisation. However it will still be necessary to eliminate redundancies, in order to produce a reliable logic system. The minimisation technique developed in this section does not produce an absolute minimum answer but one in which a near minimum solution is obtained without requiring excessive computer time. A three-output system is used as an example.


Figure 3.2: Flowchart of procedure for determining weighting numbers and gating functions,



Figure 3.2: Contd.

### 3.3.1. Multiple Output Prime Implicants (MOPI) ${ }^{34}$

Each output $Z_{1}, \ldots, Z_{n}$ of the combinational logic system is expressed as a logical sum of several products (minterms), the number of input variables being specified. A sum of products type representation usually implies a realisation with AND/OR logic. The first step in a minimisation process is to generate prime implicants from the given set of output functions. This is usually a simple process for a single output system with up to four or five input variables. However, the standard tabulation method ${ }^{32}$ becomes extremely tedious when the logic system has a large number of outputs with more than five logic variables and where the multiple output prime implicants are to be generated.

The multiple output prime implicant (MOPI) has been defined by Bartee ${ }^{35}$. In this definition use is made of $E$ terms which are obtained from the output functions. An E term consists of a V-section which is comprised of the logic variables and their complements and a book-keeping or KP-section which denotes the output lines. Thus a minterm äbcd $\bar{f}$ used in the output lines $Z_{1}, Z_{3}$ and $Z_{5}$ has an $E$ term given by abcd $\bar{Z} Z_{1} \bar{Z}_{2} Z_{3} \bar{Z}_{4} Z_{5}$ or by 011120,20202 in the notation adopted in the program.

Two basic operations which are used in the MOPI program are now defined.
(i) Consensus: If two minterms $X$ and $Y$ contain only a variable which is complemented in one and not in the other, then the consensus is the minterm formed by the product of $X$ and $Y$ omitting the opposed variable e.g.,

$$
X=a b c--\bar{z}_{1} z_{2} Z_{3}, \quad Y=--\bar{c} d e \bar{Z}_{1} z_{2} \bar{z}_{3}
$$

then the consensus exists and is given by

$$
c=a b-\operatorname{de} \bar{z}_{1} z_{2} \bar{z}_{3}
$$

(ii) Subsumption: A minterm $X$ subsunes another minterm $Y$ if all the literals in $Y$ are also in $X$. Thus $X=a b c$ subsunes $Y=a b$. In a multiple cutput system, the KP-section of $X$ mst be completely included in the KP-section of $Y$ if $X$ is to subsume $Y$.

The MOPI is an E texm formed fron the original output functions or by repeated consensus operation. The MOPI is such that its V-section subsumes no shorter V-section of another E term having the same KPsection or a KP-section with fewer outputs. It has been shown by Bartee ${ }^{35}$ that the Quine-Mcluskey iterative consensus method may be used to generate the MOPI. This method is acopted in the program with a flow chart shown in Fig. 3.3.

The NOPI program requires as input data, the output functions $Z_{1}, Z_{2}$, etc. expressed as a row of minterms, in their decimal equivalent. It is to be noted nat the tabulating program of Fig. 3.2 produces the output lines for the W.F.L. unit in this form and therefore these may be used directly for MOPI generation.

A typical exanple to illustrate the NOPI generation is given.
3.3.2. Example

$$
\begin{aligned}
& z_{1}=1,6,7,9,11,14,15 \\
& Z_{2}=4,5,6,7,10,12,13,14,15 \\
& z_{3}=1,4,5,9,10,11,12,13,14,15
\end{aligned}
$$

The MOPI obtained by the program are given in Table 3.3 on page 41.


Figure 3.3: Flow-chart procedure for MOPI generation.
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| V-section | KP-section |
| :---: | :---: |
| 2122 | 020 |
| 2122 | 220 |
| 2102 | 022 |
| 12201 | 002 |
| 1221 | 022 |
| 1021 | 002 |
| 1211 | 2001 |

Table 3.3: MOPI for example of Section 3.3.2.

The MOPI program considers up to twelve outputs at a time, this limit being placed in order to operate the program within permissible computing facilities.

### 3.3.3. Logic Minimisation

The problem of logic minimisation has been treated by many authors $36,37,38$. The more comnonly used methods are the Karnaugh maps and the tabulation techniques referred to earlier. Several reduction algorithms have also been described recently in the literature ${ }^{37,38}$. These methods generaliy aim at an absolute minimum solution and therefore require considerable computational effort. However the hardware cost saved by using an absolute minimum solution, instead of a nearminimum solution is often trivial compared to the computation cost. This is even more true because of the tremendous cost reductions of available integrated circuit logic modules. Thus, the minimisation technique should be such that a near minimum solution is obtained with the emphasis being on computation time.

The minimisation technique developed uses the MOPI obtained in the previous section. It separates the MOPI set into two subsets. The first consists of essential prime implicants, all of which must be used in the final answer. The second set contains dispensable minterms all of which are not required in the final answer. Thus, in the nearminimum solution, a minimum number of these dispensable terms are retained together with the first subset of essential minterms.

In order to develop the criterion for dispensability ${ }^{39}$, consider the case of a single output network. The output $g$ may be written as a logical sum of the prime implicants. Thus

$$
\begin{align*}
g & =Q_{1}+Q_{2}+Q_{3}+\cdots Q_{n} \\
\text { i.e., } g & =\bigcup_{i=1}^{n} Q_{i} \tag{3.4}
\end{align*}
$$

When a minterm $Q_{j}$ implies another minterm $Q_{\ell}$, the following two identities result.

$$
\begin{equation*}
Q_{j}+Q_{l}=Q_{l} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{j} \cdot Q_{\ell}=Q_{j} \tag{3.6}
\end{equation*}
$$

If $Q_{j}$ inplies $Q_{\ell}$, i.e., $Q_{j} \rightarrow Q_{\ell}$ then $Q_{j}$ is redundant. This result can be extended to a general set of prime implicants as follows:

$$
\text { If } Q_{j} \rightarrow \underset{\substack{\mathrm{U}=1 \\ i \neq j}}{n} Q_{i} \quad \text { then } Q_{j} \text { is a redundant or dispensable }
$$

prime implicant, since

To check if a prime implicant is redundant, the concept of Boolean ratios is introduced. For this purpose, equation (3.7) is divided by $Q_{j}$. Thus

Since if $A=A+1$ then $A=1$, one obtains from equation
that

$$
\begin{align*}
& {\underset{i=1}{n} \frac{Q_{i}}{Q_{j}}=1}^{Q_{j}}  \tag{3.9}\\
& i \neq j
\end{align*}
$$

Equation (3.9) is the necessary condition for redundancy of $Q_{j}$. The Boolean ratio used here is quite different from the normal arithmetic ratios and should be considered further. Consider as an example a system with two prime implicants only, in which case the ratio $\alpha_{1}=\frac{Q_{2}}{Q_{1}}$ needs to be analysed. If all the literals in $Q_{1}$ are set to logic 1 , then the ratio $a_{1}$ is given by $Q_{2}$. Examples:

$$
\begin{array}{ll}
\alpha_{1}=\frac{a b \bar{c}}{b}=a \bar{c} & \text { since } b=1 \\
\alpha_{2}=\frac{a b \bar{c}}{c}=0 & \text { since if } c=1, \bar{c}=0 \\
\alpha_{3}=\frac{a}{a b c}=1 & \text { since } a=b=c=1
\end{array}
$$

Obviously the ratio $\alpha_{i}$ can also be obtained by forming the logical conjunction of $\frac{Q_{i}}{Q_{\ell}}$ and suppressing $Q_{\ell}$ in it. The dispensability criterion may now be restated.

If $\alpha_{i}$ denotes the Boolean ratio $\frac{Q_{i}}{Q_{j}}$ then the prime implicant $Q_{j}$ is redundant if the logical sum of all the ratios $\alpha_{i}(i=1,2, \ldots n, i \neq j)$ is valid. Standard rules of Boolean Algebra are used to check this validity.

Essential prime implicants are those minterms for which the logical sum of the Boolean ratios can not be valid by any combination of the ratios. Such essential prime implicants must all be present in the final anstuer for the logic system.

Prime inplicants for which the logical sum of the ratios is valid are dispensable terms. If the ratios which cause this validity involve only the essential prime implicants, then the dispensable prime
implicant is completely redundant or absolutely dispensable and need not be considered any further in the analysis. If the dispensability is due to ratios which involve essential prime implicants and absolutely dispensable prime implicants, then again that prime implicant is absolutely dispensable. These absolutely dispensable prime implicants are removed from the original list and only the remaining dispensable terms need to be analysed further. The minimisation procedure is now outlined in the Fig. (3.4). The remaining analysis is, therefore, applied to the dispensable terms only.

It has been shown that for a dispensable prime implicant the logical sum of its Boolean ratios is valid (see Eqn. 3.9). This validity can occur due to the logical sum of some of the ratios being valid (since $A+1=1$ ). Furthermore several combinations of these ratios can cause this validity. These combinations can be represented by presence factors. Thus if a prime implicant $Q_{j}$ is dispensable due to the logical sum of $\frac{Q_{n}}{Q_{j}}$ and $\frac{Q_{l}}{Q_{j}}$ and also due to the logical sum of $\frac{Q_{m}}{Q_{j}}, \frac{Q_{p}}{Q_{j}}$ and $\frac{Q_{q}}{Q_{j}}$ say, then the presence factors for $Q_{j}$ are $\sigma_{j}, \sigma_{n} \sigma_{\mathcal{L}}$ and $\sigma_{m} \sigma_{p} \sigma_{q}$. These factors imply that in a logical expression involving $Q_{j}$, either $Q_{n} Q_{\ell}$ or $Q_{m} Q_{P} Q_{q}$ may be used. The presence function $\left(S_{j}\right)$ is defined as

$$
\begin{equation*}
S_{j}=\left(\sigma_{j}+\sigma_{n} \sigma_{\ell}+\sigma_{m} \sigma_{p} \sigma_{q}\right) \tag{3.10}
\end{equation*}
$$

Use of these presence functions may be understood from the following example.


Figure 3.4: Outline of the general minimisation procedure.

### 3.3.4. Exampie

To minimise $F=\bar{X} Y+X \bar{Y}+X Z+Y Z+W Z$

$$
\text { i.e. } F=Q_{1}+Q_{2}+Q_{3}+Q_{4}+Q_{5}
$$

The Boolean ratio test gives $Q_{1}, Q_{2}$ and $Q_{5}$ as essential implicants. $Q_{3}$ and $Q_{4}$ are dispensable with their presence functions being,

$$
S_{3}=\sigma_{3}+\sigma_{2} \sigma_{4}
$$

and

$$
S_{4}=\sigma_{4}+\sigma_{1} \sigma_{3}
$$

The system presence function $\left(S_{S}\right)$ is given by

$$
\begin{aligned}
& S_{s}=\left(\sigma_{1} \sigma_{2} \sigma_{5}\right)\left(\sigma_{3}+\sigma_{2} \sigma_{4}\right)\left(\sigma_{4}+\sigma_{1} \sigma_{3}\right) \\
\therefore \quad & S_{s}=\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{5}+\sigma_{1} \sigma_{2} \sigma_{4} \sigma_{5}+\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{4} \sigma_{5}
\end{aligned}
$$

Either $\sigma_{1} \sigma_{2} \sigma_{3} \sigma_{5}$ or $\sigma_{1} \sigma_{2} \sigma_{4} \sigma_{5}$ give the minimum logic realisation for $F$.

$$
\begin{array}{ll}
\therefore & F_{\min }=\bar{X} Y+X \bar{Y}+X Z+W Z \\
\text { or } & F_{\min }=X \bar{Y}+\bar{X} Y+Y Z+W Z .
\end{array}
$$

### 3.3.5. Further Analysis of Dispensable Minterms

In the example of section 3.3.4., the dispensabilities are due to combinations of two minterms only. This is not usually the case, especially for large numbers of prime implicants, where some of the combinations causing a validity involve many minterns. In these cases, the problem of choosing an irredundant solution tends to be very time consuming. A near minimum solution obtained within a small computation time is usually quite adequate in such cases. For example when a prime
implicant is made dispensable by a combination of a large number of prime implicants then the dispensability is a weak one and it would be sufficient to treat the prime implicant as an essential term. Thus in a practical minimisation approach, for each dispensable prime implicant, all the combinations of prime implicants which cause the dispensability are found. A restriction is placed on the maximum number of prime implicants in each combination. If in each combination, the number of terms involved exceeds this limit, then the dispensable prime implicant is treated as an essential prime implicant.

The dispensabilities are converted into presence factors. Presence factors which involve the least number of other dispensable prime implicants are retained. The process is repeated for all the other dispensable prime implicants. The final presence function calculated from these presence factors will consist of
(a) all essential prime implicants
(b) a minimum or near minimum number of dispensable prime implicants required in addition to (a), to completely define the original problen.

The example of the previous section illustrates the use of (a) and (b).

The general concept of dispensable prime implicants is now extended to MOPI minimisation.

### 3.3.6. . MOPI Minimisation

The multiple output prime implicants of the logic system to be minimised are generated by the program of section 3.3.1 Logic minimisation
of large systems can be carried out by subdividing the system into smaller subsystems and applying the minimisation technique to each. The minimisation technique discussed here can handle systems with six logic variables and twelve outputs.

The dispensability criterion can be extended to the MOPI terms. A MOPI $\Phi_{j}$ consists of a $V$ section, $V_{j}$ and a KP-section $\zeta_{j}$. The output vector [F] may be written as

$$
\begin{equation*}
[F]={\underset{i=1}{U} V_{i} \zeta_{i}, ~ i n}^{n} \tag{3.11}
\end{equation*}
$$

The MOPI $\Phi_{j}$ can be dispensable if and only if its $V$-section $V_{j}$ implies the logical sum of the V-sections of all the MDPI whose $\zeta$ section (i.e., KP section) includes at least $\zeta_{j}$. This is equivalent to stating that the Boolean ratio for a MOPI can be defined as $\frac{V_{i}}{V_{j}}$ if $\zeta_{i}$ includes at least $\zeta_{j}$, i.e., if both $V_{i}$ and $V_{j}$ are used together in any output line. The dispensability criterion of equation (3.9) may now be generalised to include the MOPI. Thus, if

$$
\begin{align*}
& \underset{i=1}{U_{i}^{n}} \frac{V_{i}}{V_{j}} \beta_{i}=1  \tag{3.12}\\
& i \neq j \\
& \text { where } \beta_{i}=1 \text { if } \zeta_{i} \text { includes } \zeta_{j} \\
& =0 \text { otherwise }
\end{align*}
$$

then $\Phi_{j}$ is a dispensable MOPI.
For each MOPI, the dispensability criterion of equation (3.12) is applied and the given MOPI set is subdivided into essential MOPI and dispensable MOPI. Absolutely dispensable terms as defined earlier are removed entirely from the set. The remaining dispensable prime implicants
are now considered for further analysis.
The flow chart for a minimisation program using the dispensability criterion is shown in Fig. (3.5). The given MOPI set is rearranged so that the output involving the least number of NDPI can be considered first. The set is subdivided into an essential subset and dispensable subset, using the dispensability criterion of equation (3.12). The absolutely dispensable terms are removed from the set of dispensable prime implicants.

For each remaining NDPI a weighting factor $\omega_{i}$ is defined which denotes the number of times the NOPI is used in the unminimised logic system. For each output line starting with the one with the least number of prime implicants, minimisation is carried out as outlined in section 3. 33 , using the presence functions. If several minimum solutions result, then all these are retained mitil all other outputs have been minimised.

Based on the new set of solutions, the weighting factors are re-evaluated. For each output line the solution with the highest sum of the weighting factors is retained. The procedure is repeated for all the output lines. At this stage each output may again have more than one solution. The weighting factors for the NOPI are therefore re-evaluated.

A final step in minimisation is now carried out. If a MOPI has a weighting factor $\omega_{i}=1$ then tests are made to check if it can be replaced by two or more prime implicants used elsewhere in the system. For example, a MOPI $B C$ with $\omega_{i}=1$ can be replaced by $B C D$ and $B C D$ both of which are used in other output ines. In this way, all the MOPI with a


Figure 3.5: Flow-chart representation for MOPI minimisation.
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weighting factor of unity are removed if possible and the weighting factors re-evaluated. For each output line the solution with the hignest sum of the weighting factors is retained as the best minimised solution.

### 3.3.7. Example

The MOPI determined in section 3.3.2. were minimised using the program of the previous section. The results are

$$
\begin{aligned}
& z_{1}=b c+\bar{b} \bar{c} d+a c d \\
& z_{2}=b c+b \bar{c}+a c \bar{d} \\
& z_{3}=a c d+a c \bar{d}+b \bar{c}+\bar{b} \bar{c} d .
\end{aligned}
$$

### 3.4 Minimised Design of the N.F.L. Unit

The weighted feed logic for the three higher moments ( $k=2,3,4$ ) requires 12, 18 and 24 output lines respectively for six bit level inputs. Therefore, it is necessary to subdivide the W.F.L. mits for the third and fourth monents into two subsystems each. The logic minimisation for the W.F.L. unit, requires five MOPI and five minimisation program runs. The results of the five minimisation programs are combined together to form a listing of all the prize implicants required. In this listing procedure, a number is assigned to each prime implicant. The output lines where a prime implicant is used are also indicated. The prime implicants list is used to design the NAND/NAND logic configuration for each output line and also to evaluate the loading requirement for each MOPI and the input information $a, b, c, d$, $e$ and $f$.

| K | TYPE OF IC PACKAGE. | MOPIMINIMISATION. |  | $\begin{gathered} \text { MAP } \\ \text { MINIMISATION. } \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $2 I / P \operatorname{NAND}(4)$ $3 \mathrm{I} / \mathrm{P} \operatorname{NAND}(3)$ $4 \mathrm{I} / \mathrm{P} \operatorname{NAND}(2)$ $8 \mathrm{I} / \mathrm{P} \operatorname{NAND}(1)$ Inverters (6) | 29 46 |  |  |  |
| NUMBER OF PACKAGES FOR 12 OUTPUY LINES. |  |  | 86 | - | 90 |
| 3 | $2 I / P \operatorname{NAND}(4)$ $3 I / P \operatorname{NAND}(3)$ $4 \mathrm{I} / \mathrm{P} \operatorname{NAND}(2)$ $8 \mathrm{I} / \mathrm{P}$ NAND (1) Inverters (6) | 40 97 |  |  |  |
| NUMBER OF PACKAGES FOR 18 OUTPUT LINES. |  |  | 125 |  | 185 |
| $4 \left\lvert\, \begin{aligned} & 2 \mathrm{I} / \mathrm{P} \operatorname{NAND}(4) \\ & 3 \mathrm{I} / \mathrm{P} \operatorname{NAND}(3) \\ & 4 \mathrm{I} / \mathrm{P} \operatorname{NAND}(2) \\ & 8 \mathrm{I} / \mathrm{P} \operatorname{NAND}(1) \\ & \text { Inverters (6) } \end{aligned}\right.$ |  | 10 85 |  |  |  |
| NUMBER OF PACKAGES FOR 24 OUIPUT LINES. |  |  | 102 | - | 258 |
| TOTAL PACKAGE REQUIREMENTT FOR W.F.I. UNIT. |  |  | 313 | - | 533 |

NOTE: Number of gates in each package is given in brackets.
Table 3.3: Logic requirements for $\mathrm{Ha}_{\mathrm{F}} \mathrm{F} . \mathrm{L}$. unit.


Figure 3.6: NAND/NAND implementation fion $z_{3}$ of the second moment W.F.I. Unit.

Integrated circuit module requirements for the minimised W.F.L. unit are given in Table 3.3. Results are compared with the module requirements obtained by minimisation of each output line using a sixvariable Karnaugh map. It is evident that considerable economy has been achieved. A typical output line implemented with NAND/NAND logic is shown in Fig. (3.6).

### 3.5 Some Comments on Logic Minimisation

Experience with the logic minimisation programs described has shown that absolute minimisation usually requires long computer runs. In such cases, the saving in component costs is often outweighed by the cost of computer time and effort. Any minimisation process, therefore, must take this factor into account. There will certainly be systems where the direct logic realisation of the outputs in terms of all possible minterins may prove more economical. For a six input system, sixty-four minterms need to be realised. If in such a system, the number of outputs is considerably greater than 64 and if the outputs are not well ordered* logical sum of the minterms then the direct realisation should also be investigated. For the weighted feed logic units, direct realisation was discarded since it required a large number of buffer gates thereby increasing the I.C. package requirements.

[^0]CHAPTER IV
DESIGN OF THE SPECIAL PURPOSE COMPUTER

### 4.1 Introduction

The design of the various units of the special purpose computer are considered in detail in this chapter. A precision rectifier is used at the input of the system so that a single a.d. converter is needed for both positive and negative inputs. It is shown that use of one-step parallel birary adders in circulating registers simplifies the timing requirements and also achieves the division by $n^{k}$ required in the equations for the $k$ th moment.

The evaluation of standard deviation $\left(\sigma=\sqrt{m_{2}-m_{1}^{2}}\right)$ is also investigated. Since computation of all the moments is continuous, the evaluation of $\sigma$ should also, preferably, be continuous with the final result available soon after the computation of the moments is terminated. A technique for such a computation of $\sigma$ is also described. The circuit for measurement of $\sigma$ is capable of following fluctuating numbers and furthermore the standard daviation can be available in any code.

A general description of the special purpose computer has already been given in Chapter II and a schematic diagram of an implementation was also presented. In this chapter, the individual units are considered and their design and operation are described.

### 4.2 Rectification

Implementation of n-level quantisation on either side of the zero level has the disadvantage of requiring separate weighted feed logic units to obtain the weighting factors for positive and negative inputs. Furthermore the logic required in these units is complicated by the need to code negative levels for 1's or 2's complement arithmetic.

A possible alternative investigated, is the use of levels on one side of zero level only and shift the input by adding a d.c. voltage $\frac{V_{n}}{2}$. This possibility was discarded because of the following disadvantages.
(i) For a six-bit a.d. converter, one has effectively only fivebit quantisation when the input is shifted by adding the d.c. voltage. Thus, although the entire s.p.c. is designed for six-bit quantisation, the accuracy obtained is that of a five-bit s.p.c.
(ii) For a fixed upper voltage ( +10 V ), the quantisation intervals are halved in voltage range and hence the errors due to level offsets will be increased.
(iii) All the final readings for noments wast be corrected for the d.c. voltage added to the input. This can be done in the weighted feed logic by assigning negative weights to samples below the half level value, again complicating the design of the W.F.E. units considerably. If however, the W.F.L. units discussed in Chapter III are used, then the special purpose computer is no longer a direct reading system.

Rectification is, therefore, preferred. A precision rectifier ${ }^{40}$, consisting of two high slew-rate operational amplifiers ( $250 \mathrm{~V} / \mu \mathrm{sec}$ ) and stable precision resistors, is used. The rectifier circuit is shown in Fig. (4.1)


Figure 4.1: Rectifier and Sign detection circuit.

When the input ( $V_{i n}$ ) to the rectifier is negative, the voltage $V_{01}$ is essentially zero and the second operational amplifier acts as an inverting amplifier with unity gain and an output given by

$$
\begin{equation*}
V_{0}=-V_{i n} \tag{4.1}
\end{equation*}
$$

When the input ( $V_{i n}$ ) is positive, the diode $D 1$ conducts making $V_{o l}=-V_{i n}$, since the gain of the first inverting amplifier is also unity. The second amplifier now acts as a summing and inverting amplifier with an output given by

$$
\begin{equation*}
v_{0}=-v_{i n}+2 v_{i n} \tag{4.2}
\end{equation*}
$$

With the precision resistors selected to maintain the appropriate ratios accurately, the error and the distortion in the output can be made very small. Thus the rectifier designed for the special purpose computer has a maximum error of 5 mV for the input in the range $\pm 25 \mathrm{mV}$ to $\pm 10 \mathrm{~V}$. Distortion in the output is negligible for the frequency range D.C. to 5 kHz . The loss of 5 mV in the signal causes errors in the measured values of the moments. These errors are treated in Chapter V.

The sign detection circuit is also shown in Fig. (4.1). The resistor $R_{1}$ is adjusted to produce a hysteresis of about 25 mV in the switching characteristic of the comparator. This hysteresis is necessaxy in order to eliminate erratic switching of the comparator due to additive noise in the input signal. A D-type flip-flop, used to store the sign information at the beginning of each sampling operation, eliminates the change of sign occurring during the sampling and
conversion process.

### 4.3 Analog-Digital Converter

An 8-bit successive approximation a.d. converter with a built-in reference supply is used ${ }^{41}$. The converter circuit is shown in Fig. (4.2). Conversion is initiated by raising the convert input (i.e., a.d. start) to logic 1. The digital output bits for a sample are available at $1 \mu \mathrm{sec}$. rate, with the conversion completed within $8 \mu \mathrm{sec}$. The maximum sampling rate is, therefore, limited to 100 kHz . Of the bits available after conversion, all eight are used in the computation of the first. moment, whereas only six most significant bits are required in the computation of the higher moments. After the completion of an 8 -bit conversion, an a.d. done pulse is produced by the converter as shown in the timing diagram of Fig. (4.3). The a.d. done pulse is used in the accumulation for the various monents. The samples are taken on the rectified signal. At the end of an a.d. conversion, therefore, the highest level exceeded information is available in magnitude and sign form. The highest level exceeded information is used as an address input to the W.F.L. units. For odd-order moments, the output lines of the corresponding W.F.L, units are gated by the sign bit to positive or negative accumulators. For the even-order moments, the sign bit information is redundant and is therefore not used.

Control of the a.d. converter sampling rate is provided by the clock rate circuit.



Figure 4.3: Timing diagram for the A.D.

### 4.4 Clock-rate Circuit

A master clock is used in the clock rate circuit. The pulse rate of the master clock is fixed at 1 MHz and divide-by-ten TTL circuits are used to provide lower rates down to 1 Hz . A two-input OR gate is provided in the master clock circuit for start and stop control, which in the case of the special purpose computer, is obtained from a timing control circuit.

The complete clock rate circuit is shown in Fig. (4.4). The clock output is selected by a rotary switch. Since the a.d. converter start pulse must not exceed a width of $500 \mathrm{~ns} .$, a pulse shortening circuit is used at the output of the rotary switch. The output of this circuit provides the a.d. start pulse for the a.d. converter. It also feeds an output counter which measures the total sample size and therefore the measurement time.

### 4.5 Control Circuits

Two control circuits are provided in the special purpose computer:
(i) Mode control which allows the system to be used either for the measurement of the four moments or for the above level probability measurements (see section 4.8).
(ii) Timing control which enables the measurement to be made for one cycle of the input (if this is periodic) or for a predetermined sample size $\mathrm{C}_{\mathrm{o}}$.


In the probability mode, the a.d. done pulse is transferred by a selection switch to the output gate of the probability measuring circuit and all the accumulators used in the computation of the moments are inhibited. The first moment counter and display is also used for the probability display. In the moments' mode, the a.d. done pulse is transferred to the gating circuits of the various accumulators. A sign selection switch used in the probability mode only, allows measurements to be made on either side of the zero level.

The s.p.c. can be operated either in the one cycle mode or in a fixed-sample-size mode in which the sample size is chosen externally and can be $10^{3}, 10^{4}, 10^{5}$ or $10^{6}$. The timing control circuit is showm in Fig. (4.5). The sign detection comparator is used as a zero-crossing detector. Both the flip-flops are initially cleared in either timing mode. In the one cycle mode, the comparator output's negative going edge ( $\beta$-transition) occurs at a zero crossing and triggers the first JK flip-flop. The $\bar{Q}_{1}$ output of this flip-flop goes to 0 and enables the sample-rate master clock. At the next $\beta$-transition which occurs precisely at the end of one cycle of input, $\bar{Q}_{1}$ goes to logic 1 and thereby inhibits the master clock, terminating the sampling process. At the same time $Q_{1}$ triggers the second flip-flop whose $\bar{Q}_{2}$ output goes to logic 0 which in tum inhibits the first flip-fiop. The s.p.c. can be restarted only after clearing the two flip-flops.

In the fixed-sample-size or the fixed time mode, measurements commence upon pressing the manual start switch and setting the R-S flipflop. The $Q_{R}$ output goes to logic 0 and enables the master clock. Stop pulses are produced by the sample size counter at $10^{3}, 10^{4}, 10^{5}$ or $10^{6}$


Figure 4.5: Control circuit for the S.P.C.
samples. Any one of these pulses is used to reset the R-S flip-flop which in turn disables the master clock. The R-S flip-flop also eliminates any contact bounce effects in the start switch.

### 4.6 Accumulators

The a.d. converter output gives $r$ the highest level exceeded at the sampling instant. This together with the sign bit, feeds the W.F.L. units. The weighting numbers are computed using the magnitude of $r$, with the sign bit being used to gate the weighting number output lines for odd-order moments, to the positive or negative accumulators. If a serial type multiple feed accumulator ${ }^{17}$ is used, then for the $\mathrm{k}^{\text {th }}$ moment and $\ell$-bit quantisation, $\ell k$ clock pulses are required to add the weighting numbers for a sample to the previous accumulation. Assuming a propagation delay of $r_{m}$ sec. for each stage of the serial accumulator then the total time required before the next sample can be taken, is $2 . \ell . \mathrm{k}_{\mathrm{m}}$ sec. This is calculated by taking into consideration the requirement that the feed lines for the weighting numbers, must be applied serially into the accumulator and furthermore, the least significant bit applied at ( $\ell \mathrm{l}^{\text {th }}$ pulse nust be allowed to propagate through the entire length of the $l_{k-b i t}$ register before the next sample can be taken. Typically $\tau_{m}=50 \mathrm{~ns}$. and for the fourth moment, the total delay is 2.4 usec. An additional clock system for each moment is also required to produce the ik pulses following every a.d. done pulse. At this advanced state of the art, the serial feed accumulator has been superseded and is, therefore, not cconomical to implement. It would also result in considerable reduction in the uppor frequency limit of
the s.p.c.
A one-step addition and accumulation is easily implemented with TTL circuit modules. A complete M-bit accumulator, requiring an M-bit adder and storage, is shown in Fig. (4.6). Initially all the JK flipflops are cleared. The A inputs to the binary adder are therefore 0 and the $B$ inputs are the output lines of the W.F.L. unit for a given $k^{\text {th }}$ moment, gated by the sign bit where necessary. The 4-bit adder modules used in the adder circuit have a delay of 50 ns . so that for the fourth moment, the maximum total delay for addition is 300 ns . The final carry-out of the M-bit adder occurs when the total accumulated, exceeds or equals $2^{\ell k}(M=\ell k)$. A similar overflow will occur for the accumulation of negative samples. Since $2^{\ell k}=n^{k}$, the overflow represents contributions to the $\mathrm{k}^{\text {th }}$ moment. These overflow signals, gate the a.d. done pulse to the display counters and display units. The remainder which is available as the $\sum$ outputs of the binary adder, is shifted to the JK flip-flop outputs by the a.d. start pulse. Thus, in general, the inputs to the adder after the $(i+1)^{\text {th }}$ sample are the weighted feed outputs for the $(i+1)^{\text {th }}$ sample as $B$ inputs and the remainder of $\frac{1}{2} \sum_{j=1}^{i} W_{k, j}$ as the $A$ inputs.

Division by $n^{k}$ required in equation (2.30) is therefore easily achieved. Furthermore, since the computation of the various moments is a simple counting procedure, any code may be used in the final display. The fractional value, remaining in the accumulator after processing is complete, is usually negligible for sample size exceeding $10^{3}$ and therefore is seldon required.


The total delay in accumulation is equal to the time required to carry out $\ell_{k-b i t}$ addition. In the s.p.c. where TTL binary adders and flip-flops are used, the worst case delay is in the fourth moment and equals 300 ns . Thus all computations for a sample are completed soon after the sixth bit of the level $r$ is available.

For the first and third moments, two separate accumulators are required to accumulate $m_{k+}$ and $m_{k-}$. The overflows from these accumulators, together with the a.d. done pulse, feed an UP/DOWN counter whose count direction is controlled by the sign bit. For even-order moments, only UP counters are required.

### 4.7 Above-level Amplitude Probability Distribution Measurements

Above-levei probabilities (i.e., cumulative probability distribution) are measured using a digital comparator. In the s.p.c. designed, 4-bits or 16 levels are used. The circuit is shown in Fig. (4.7). The A inputs to the 4-bit digital comparator are the four m.s. bits of the a.d. converter and the $R$ inputs are the four reference bits selected by a rotary switch. When $A \geq R$, the comparator output switches to logic 1. This together with the sign bit gates the a.d. done pulse to a counter. Thus, for a sample size $C_{0}$, this counter readout $C_{r}$ divided by $C_{0}$ is approximately the probability that a reference level $R$ is exceeded. The reference level can be varied sequentially and measurements are repeated to obtain sixteen values of the above-level probability on either side of the zero level.


Figure 4.7: Probability distribution circuit.

### 4.8 Display Registers and Readouts

The display counters built use TTL circuit modules throughout, including the drivers for the Nixie display tubes. Standard designs are used in both the UP/DOWN and the UP counters. The upper frequency limit is about 5 MHz . The UP counters have the additional facility of output pulses when the count reaches $10^{3}, 10^{4}, 10^{5}$ or $10^{6}$ counts. These pulses are used in the control circuit, to terminate computation.

The s.p.c. is shown in open rack form in Fig. (4.8) and Fig. (4.9). The a.d. converter and the master clock are on two plug-in cards. The logic for the entire s.p.c. uses TTL circuits and is on eight $6^{\prime \prime} \times 6^{\prime \prime}$ printed circuit boards (see Fig. (4.9)). The complete system is contained in a 4-rack $19^{\prime \prime} \times 5^{\prime \prime}$ stand and includes all necessary power supplies. Two indicator lights are also provided on the control panel, one to indicate that sampling is in progress and the other a warning to indicate if the input exceeds +10 V , the maximum voltage limit of the a.d. converter.

The accumulators, displays and the control circuit are all cleared by a single clear pulse.

### 4.9 Performance Tests

Direct decimal readouts (D.D.R.) for d.c. input voltages, provide a very convenient method for testing the entire s.p.c. If the d.c. input voltage is between the $\mathrm{r}^{\text {th }}$ and $(\mathrm{r}+1)^{\text {th }}$ level, then the readouts for the various moments correspond to the mid-interval voltage $\frac{2 r+1}{2 n}$ corresponding to the $r^{t h}$ interval. The expression for the $k^{t h}$ moment, developed earlier, gives


Figure 4.8: Photograph of the S.P.C.


Figure 4.9: Rear-end view of the S.P.C.

$$
\begin{equation*}
\left\{\frac{2 r+1}{2 n}\right\}^{k}=\frac{1}{(2 n)^{k}}+\frac{1}{n^{k} C_{0}} \sum_{r=1}^{n-1} k r^{k-1} C_{r} \tag{4.3}
\end{equation*}
$$

The direct decimal readout $\left({ }^{(D D R}\right)_{k, r}$ is defined as

$$
\begin{equation*}
\left.{ }^{(D D R}\right)_{k, r} \triangleq \frac{1}{n^{k}}\left[\mathrm{kr}^{k-1} C_{r}\right. \tag{4.4}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& (\mathrm{DDR})_{1, r}=\frac{r_{\cdot} C_{0}}{n}  \tag{4.5}\\
& (\mathrm{DDR})_{2, r}=\frac{C_{0} \cdot r(r+1)}{n^{2}}  \tag{4.6}\\
& (D D R)_{3, r}=\frac{C_{0} \cdot r\left(4 r^{2}+6 r+3\right)}{4 n^{3}} \tag{4.7}
\end{align*}
$$

and

$$
\begin{equation*}
(\mathrm{DDR})_{4, r}=\frac{C_{0} \cdot r\left(2 r^{3}+4 r^{2}+3 r+1\right)}{2 n^{4}} \tag{4.8}
\end{equation*}
$$

The direct decimal readouts are computed far d.c. voltage inputs in the range 0 to 10 V with $\mathrm{C}_{0}=10^{4}$ and $n=64$. The walues are given in Appendix A together with the computer program flow chart for this computation. These values are used to check the entire s.p.c. The a.d. converter switching characteristic can also be checked by measuring the voltage levels at which the output readings change, while the rectifier performance may be checked by using d.c. voltage inputs of both polarities.

The s.p.c. of Fig. (4.8), has been tested for these direct. decimal readouts and has also been used to measure the moments of known signals available in the laboratory. The overall performance is within
the specifications of $1 \%$ overall error for input signals of frequencies up to $5 \mathrm{KHz}^{42}$.

### 4.10 Extension to Measure the Standard Deviation

The standard deviation ( $\sigma$ ) of a random signal is defined as

$$
\begin{equation*}
\sigma=\sqrt{m_{2}-m_{1}^{2}} \tag{4.9}
\end{equation*}
$$

Several methods have been proposed for obtaining the square-root of a binary number. These use either the Newton approximation ${ }^{43}$ or the rational Chebyshev approximations valid in a given range of the number ${ }^{44}$.

Recently direct restoring and non-restoring square root extractions using cellular arrays have also been considered (see Chapter VI). In all these methods, the square root answer is in a binary code and therefore code conversion circuits are necessary if the final readout is to be in any other code. Additional circuits, to compute $m_{1}^{2}$ and perform the subtraction in equation (4.9), are also required. Such methods are, therefore, not suitable for special purpose computations.

The square-root method described here ${ }^{45}$ is especially suitable for such applications. It is capable of following a fluctuating number $N$ whose square-root is desired. Furthermore, subtraction, squaring and square-root extraction are all implemented in a single circuit, making the method economical for implementation for large numbers. Consider first the square-root algorithn.

### 4.10.1. The Square-root Algorithm

The algorithm is an extension of one proposed by Phister ${ }^{46}$. This extension provides a particularly fast and economical means of implementation. In the algorithm a number $S$ is compared with $N$ and one of two procedures is carried out, depending on whether $S<N$ or $S>N$. Let $j$ denote the $j^{\text {th }}$ step in the process.
(i) For $\mathrm{S}<\mathrm{N}$

Let $\quad x_{j+1}=x_{j}+1$
and

$$
\begin{aligned}
S_{j+1} & =x_{j+1}^{2} \\
& =x_{j}^{2}+2 x_{j}+1
\end{aligned}
$$

These may be written

$$
\begin{align*}
& x_{\text {new }}=x_{\text {old }}+1  \tag{4.11}\\
& s_{\text {new }}=s_{\text {old }}+2 x_{\text {old }}+1
\end{align*}
$$

(ii) For $S>N$

Let $\quad \mathbf{x}_{\mathbf{j}+1}=\mathbf{x}_{\mathbf{j}}-1$
and $\quad s_{j+1}=x_{j+1}^{2}$
or $\quad S_{j+1}=x_{j}^{2}-2 x_{j}+1$

These may be written

$$
\begin{equation*}
x_{\text {new }}=x_{\text {old }}-1 \tag{4.14}
\end{equation*}
$$

and

$$
S_{\text {new }}=S_{\text {old }}-2 x_{\text {old }}+1
$$

In the original algorithm ${ }^{46}$, equations (4.11) and (4.14) are intended for implementation. In a hard wired special purpose computer, however, equation (4.14) is found to present difficulties in complement arithmetic. These are overcome by rewriting equation (4.13) as

$$
s_{j+1}=x_{j}^{2}-2\left(x_{j+1}+1\right)+1
$$

where

$$
\begin{equation*}
s_{\text {new }}=s_{\text {old }}-2 x_{\text {new }}-1 \tag{4.15}
\end{equation*}
$$

Let $[D]_{1}$ denote the ones-complement of a binary number $D$. Then using twos-complement arithmetic for subtraction, equation (4.15) becones

$$
s_{\text {new }}=s_{\text {old }}+\left[2 x_{\text {new }}\right]_{1}+1-1
$$

To summarise, the algorithm for $S \geqslant N$ uses

$$
\begin{align*}
& x_{\text {new }}=x_{\text {old }}-1  \tag{4.16}\\
& s_{\text {new }}=s_{\text {old }}+\left[2 x_{\text {new }}\right]_{1}
\end{align*}
$$

Equations (4.11) and (4.16) are implemented in the square-rooting process.

### 4.10.2 Squaring Algorithm

The square root algorithms can be used, with a small modification, to calculate the square of an m-bit binary number $M$ which may be fluctuating. The basic algorithms of equations (4.11) and (4.16) are still used but the choice between the two is now decided according to the states $x<M$ and $x>M$. Thus when $x<M$, equation (4.11) is implemented whereas $x \cdot M$ required use of equation (4.16). The processing is stopped
when $x=M$, at which instant, the $S$ register contains $M^{2}$ exactly. The $x$-counter must be cleared before the square-root or the squaring operation is commenced.

### 4.10.3. Computation of Standard Deviation

The square-root algorithms can also be used to calculate $\sigma$. For this purpose, the equation (4.9) is rewritten as

$$
\begin{equation*}
\sigma^{2}+m_{1}^{2}=m_{2}^{2} \tag{4.17}
\end{equation*}
$$

Initially computation of $m_{1}^{2}$ is carried out using the squaring mode of section 4.10.2. On completion, the $S$ register contains $m_{1}^{2}$. The entire system is cleared, except the $S$ register and the square-root mode is implemented with $m_{2}$ being compared with $S$. Since the $S$ register contained $m_{1}^{2}$, its yalue will increase to $m_{1}^{2}+x_{j+1}^{2}$ after each step. The square-root process is stopped when $S \geq m_{2}$. The $S$ register will then contain $m_{1}^{2}+x_{j+1}^{2} \geq m_{2}$ and equation (4.17) shows that the $x$-register content is $\sigma$ with a maximum error of 1 . Again, since the computation of $\sigma$ is a simple counting procedure any readout can be used.

### 4.10.4. Implementation

A block diagram of a 2 m -bic system is shown in Fig. (4.10). The square-root mode is used in the following description and only minor modifications are necessary for $\sigma$ computation.

The system conprises two $2 m$-bit binary registers for $N$ and $S$, a buffer register for $N$, a 2 m-bit binary comparator to indicate the states $S<N, S=N, S>N$, a $2 m$-bit binary adder, $2 m$ true/complementing (T/C)
(2m)

gates, and an m-bit synchronous UP/DOWN cotnter for $x$ and a clock system. In the diagram, a counter for readout of $\sqrt{N}$ in the decimal code is shown. However, if the readout is to be in binary code, then it may be directly obtained from the $x$ counter. Register $S$ is comprised of $D$ type clocked flip-flops. The buffer register is made up of bistable latches.

## (i) Calculation of $\mathrm{S}_{\mathrm{n} \in \mathrm{w}}$

A one step parallel adder is used in conjunction with parallel true/complementing (T/C) gates. The output $Y$ of a $T / C$ gate is given by

$$
Y=\bar{C} \bar{X}+C X=\overline{\bar{C} X+C \bar{X}}
$$

$C=0$ implies $S>N$ for which $Y=\bar{X}$ and $C=1$ implies $S<N$ for which $Y=X$. The inputs to the $T / C$ gates are the various bits of the $x$ counter and are wired with a left shift of one bit as shown in Fig. (4.11). This shift accomplishes multiplication by 2. The l.s.b. input to the $T / C$ gates is permanently in state 0 . The control signal is $\mathrm{S}<\mathrm{N}$. The $\mathrm{T} / \mathrm{C}$ gates have $2 x$ as output when $S<N$ and $[2 x]_{1}$ when $S>N$.

The various inputs to the parallel adder are as follows:
a. The addend is $S_{o l d}$ from the output of the storage register $S$.
b. The augend is the output from the T/C gates.
c. The "carry in" is the state of the comparator $\mathrm{S}<\mathrm{N}$ since from equation (4.11), $\mathrm{C}_{\mathrm{in}}=1$ only in the up-count mode.

## (ii) Clock System

In the down-court mode, i.e., when $S>N, x_{n e w}$ is used in the algorithm, so that sim delay must be incorporated to allow x to change


Figure 4.11: Shifted feeds to the $T / C$ gates.
before $S$. In the up-count mode no delay is necessary since delay in the $T / C$ gates and the adder ensure that $x_{\text {old }}$ and not $x_{\text {new }}$ is used to form $S_{\text {new }}$ when the $S$ register is clocked on the leading edge of the clock pulse. Timing diagrams for these conditions are shown in Fig. (4.12).

Fig. (4.13) shows the clock system. Clock 1 is used to transfer $S_{\text {new }}$ to the storage register $S$ while clock 2 is used to clock the $x$ counter. A delay is incorporated in the clock system, which delays the pulse for transferring $S_{\text {new }}$ when $S>N$. Computation of $\sqrt{N}$ is stopped by inhibiting the clock, according to any one of the following conditions: a. $\mathrm{S}=\mathrm{N}$
b. $N$ is "complete" and transitions from $S<N$ to $S \geq N$ occur at a later time c. $N$ is "complete" and transitions from $S>N$ to $S \leq N$ occur at a later time.

The inhibiting conditions (b) and (c) prevent the oscillation in the least significant bit of $\sqrt{N}$ when $N$ is complete and when $\sqrt{N}$ is not an integer. Since these conditions require a transition from an initial state to a final state, some memory must obviously be provided. The two D-type clocked flip-flops F1 and F2 are used for this purpose. In the absence of an " N complete" signal the clear inputs of the two flipflops are held at state 1 so that $\bar{Q}_{1}=1$ and $\bar{Q}_{2}=1$. However, if $N$ is fixed, denoted by ' $N$ complete" $=1$, the clear inputs are in state 0 and the flipflops are free to change state. The " N complete" signal is delayed by 200 ns. to allow the comparator to settle. Assume that when $N$ is complete, $\mathrm{S}<\mathbb{N}$ (indicated by state 0 ). At the subsequent transition to $\mathrm{S} \geqslant \mathrm{N}$ the clock input to flip-flop Fl changes from 0 to 1 , so that $\bar{Q}_{1}$ changes from 1 to 0 and inhibits the clock. The clock input to F2 changes from 1 to 0 leaving $\bar{Q}_{2}=1$. The clock remains inhibited until $N$ changes again,


Figure 4.12: Tining diagram for one step.


Figure 4.13: Clock System: Clock 1 transfers $S_{\text {new }}$ to storage
Clock 2 is used for the UP/DOWN $x$ counter and for the display register.
thereby resetting the flip-flops and releasing the clock. Referring to Fig. (4.12), the time delay $\tau_{\alpha}$ must be sufficient for the following to be completed.

1. Synchronous UP/DOWN $x$ counter to settle to the new value of $x$.
2. The new value of $x$ presented via the $T / C$ gates to the binary adder.
3. Binary addition to be completed and the carry propagated through all stages of the adder.
(iii) Buffer Register for $N$

The number N may be permitted to change between any steps of the algorithm but not during a step, for if the state of the comparator should change between clocking of the $x$ counter and the $S$ register, the end result will be in error. A convenient way of allowing $N$ to change only at allowed times is to use a buffer regiscer to hold it. The buffer register is controlled by the clock system and a delay $\tau_{\delta}$ (Fig. (4.12) and Fig. (4.13)) allows the $N$ buffer register and the binary comparator to settle before processing of the algorithms commences. The timing diagram of Fig. (4.12) shows the complete sequence in the processing.
(iv) Modification for Standard Deviation Measurement

The basic circuits of Fig. (4.10) and (4.13) are retained but some additions are needed. Thus initially in the squaring mode, the first monent $m_{1}$ is transferred into the $N$ register and the comparator inputs are $m_{1}$ (i.e., $N$ ) and $x$. When computation of $m_{1}^{2}$ is complete, all registers except the $S$ register are cleared. The "computation of $m_{1}^{2}$ completed" signal is used to load $m_{2}$ into the $N$ register, and change the comparator inputs to $m_{2}$ (i.e., $N$ ) and $S$. Thereafter since $S<N$ (i.e., of 0 ),
the algorithm of equation (4.11) is automatically implemented. This continues until $S=N$ when the clock is inhibited or when $S>N$. If the latter obtains, the algorithm changes to that of equation (4.16). Thus if $N$ does not change, the $x$ value will oscillate by $\pm 1$. However, if a signal " $N$ complete" is applied then the clock is inhibited when the first transition from $S<N$ to $S>N$ or from $S>N$ to $S \leq N$ occurs. The final $\sigma$ value contained in the $x$ counter will be in error by $\pm 1$ maximum.

The minimum processing time for one step can be derived from the timing diagram of Fig. (4.12) and is given by

$$
T_{p}=\tau_{\delta}+\tau_{\alpha}+\tau_{c}
$$

where $\tau_{\delta}=$ delay to allow buffer register and comsarator to settle after $N$ is transferred to buffer register
$\tau_{\alpha}=$ delay to allow correct computation of $S_{\text {new }}$ in the $S>N$ mode $\tau_{c}=$ clock pulse width.

All delay elements in the clock system comprise open collector NAND gates loaded with suitable small capacitors and are therefore easily implemented.

For the s.p.c. considered, the maximum sample size is $10^{6}$. Therefore a 40-bit square-root system is required to compute the standard deviation, since $m_{1}^{2}$ can have up to 40 bits. The $m_{1}^{2}$ computation can run simultaneously with the computation of $m_{1}$. However, the squareroot operation commences only after $m_{1}^{2}$ is computed, so that the standard deviation is available shortly after change-over to the square-root mode.

If TTL integrated circuits are used, then the process can be operated at 1 MHz clock-rate which is already available in the master clock system of the s.p.c.

## CHAPTER V

## ERROR ANALYSIS

### 5.1 Introduction

The use of mid-interval values of the quantised signal and the simplifications made in the derivation of the algorithms for the moments, result in an error in the measured values of the moments. Also, the measurements are terminated after a finite time, which causes furcher statistical fluctuations in the measured values. Additional errors due to level offsets, finite sampling rate etc., can be reduced by improvements in the design of the various units of the s.p.c.

In this chapter, the predominant errors are analysed for several standard input signals. The analysis assumes an exact correspondence between time averages and expectation integrals (using ensemble averaging). The errors are analysed on the basis of statistical independence. This assumption allows each error to be treated individually.

The error equations do not, in general lend themselves to closed-form solutions. They are, therefore, best evaluated by means of a general purpose computer. In these computation procedures, the errors due to truncation are insignificant.

Since the errors depend on the amplitude distribution of the signal and its peak value, it is desirable that waveforms of as wide a range of probability distribution as possible are treated. It is shown that full wave rectified (FAR) signals are suitable for a complete error
analysis of the s.p.c.
The errors that arise in the s.p.c. are essentially stochastic in nature, so that if an overall error characteristic is required, then the various error probability distributions must be convolved together. However, this overall error distribution is seldom needed since the worst case errors are sufficient specifications for the s.p.c.

### 5.2 The Error Equation

Let the error due to any one source for the $\mathrm{k}^{\text {th }}$ moment be $e_{k, z}$ where $z$ represents the source of error. Then $e_{k, z}$ is defined by

$$
\begin{equation*}
e_{k, z}=\frac{m_{k, z}^{l}-m_{k}}{m_{k}} \tag{5.1}
\end{equation*}
$$

where $m_{k, z}^{1}$ is the measured value for a system in which only the $z$ source of error is present and $m_{k}$ is the actual $k^{\text {th }}$ moment.

Since it is usual to define the error in terms of full scale readings, it is tacitly assumed that all the quantisation intervals of the s.p.c. are used in the measurements.

### 5.3 Standard Signals

The errors arising in the s.p.c. are dependent on the signal waveform. Thus in any investigation of the errors, it is necessary to specify the signal. The following criteria are useful in selecting the waveform to be used in the analysis.
(i) All four moments are finite and non-zero.
(ii) The probability density function of the signal can be expressed in closed-form.
(iii) The signals used in the theoretical analysis should be available in the laboratory for experimental verification.

Full-wave rectified (FWR) signals have non-zero and finite four moments, and the s.p.c. has a precision rectifier at its input. Furthermore, the only modification necessary, in the s.p.c., for the measurements on FWR signals is to put the sign control of the odd-order moments counters in a fixed UP-count mode. The signals used for the theoretical analysis are:

1. FWR rectangular wave form or D.C. input.
2. FIVR Sine wave.
3. FWR Triangular wave.

Each of these periodic waveforms has a normalized peak voltage $\zeta$ such that the peak lies in the last quantisation interval.
4. For non-periodic signal analysis, bandlimited FWR Gaussian noise of standard deviation $\sigma$ is used.

The four moments for these standard signals are given in Table 5.1. If $P_{r}$ denotes the probability that the $r^{\text {th }}$ level is exceeded and if all levels are used, then the following distributions can be easily derived.
(a) FWR Rectangular Waveform or D.C.

$$
\begin{array}{ll}
\mathbf{P}_{\mathbf{r}}=1 & 0 \leq \mathbf{r} \leq \mathrm{n}-1  \tag{5.2}\\
\mathbf{P}_{\mathbf{r}-}=0 &
\end{array}
$$

(b) FWR Sine Wave

$$
v(t)=\zeta|\cos (\omega t)|
$$

$$
\text { and } \begin{align*}
P_{r+} & =\frac{2}{\pi} \cos ^{-1} \frac{r}{n \zeta} \quad 0 \leq r \leq n-1 \\
P_{r_{-}} & =0 \tag{5.3}
\end{align*}
$$

(c) FWR Triangular Wave

$$
\begin{align*}
& \mathbf{P}_{\mathbf{r}^{+}}=2\left(1-\frac{r}{n \zeta}\right)  \tag{5.4}\\
& \mathbf{P}_{\mathbf{r}_{-}}=0
\end{align*}
$$

$$
\begin{equation*}
\text { In general } \quad \zeta=\frac{n-1+\varepsilon}{n} \tag{5.5}
\end{equation*}
$$

where $\varepsilon$ is a fraction of the highest level occupied by the input.
(d) Normal Wave or Bandlimited Gaussian Signal

$$
\begin{align*}
& p_{r+}=1-2 \int_{0}^{\frac{r}{n \sigma}} \frac{1}{\sqrt{2 \pi}} \exp \cdot\left(-\frac{v^{2}}{2}\right) d v  \tag{5.6}\\
& P_{r-}=0
\end{align*}
$$

A normal waveform in the above case is defined as a periodic signal which has a Gaussian probability density function when sampled at random in time. If the standard deviation $\sigma$ is small, then the normal wave form approaches a unit impulse for each half cycle.

The various errors are now considered individually.
5.4 Errox due to Algorithm Approximations and Amplitude Quantisation

The general equation for the four moments has been derived using two approximations, viz,
(a) The contribution, due to the voltage in the first interval, is negligible for all four moments.
(b) The weighting number expressions were simplified on the

| F.W.R. <br> Signal <br> Input | First Moment <br> $\left(m_{1}\right)$ | Second Moment <br> Rectangular <br> Wave or D.C. | $\zeta$ | $\left.m_{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | | Third Moment |
| :---: |
| $\left(m_{3}\right)$ | | Fourth <br> Moment <br> $\left(m_{4}\right)$ |
| :---: |
| Sine Wave |
| Triangular <br> Wave |
| $\frac{2 \zeta}{\pi}$ |

$$
\begin{aligned}
& \text { Note: } \zeta=\frac{n-1+\varepsilon}{n} \quad \text { where } 0 \leq \varepsilon \leq 1 \\
& \text { and } \sigma \text { is standard deviation of Normal Wave } \\
& \\
& \text { or Gaussian Noise. }
\end{aligned}
$$

Table 5.1.: The four moments of the FWR signals used in the error analysis.
basis that all available levels are used. Boch these assumptions cause an 'approximation error' in all four moments, which is independent of the s,p.c. system.

In the s.p.c., samples are cassificd within $n$ intervals (i.e., the discrete value expectation integral is used) on ach side of the zero level, and a mid-interval value is assigned to each sample. In the computation of moments the $k^{\text {th }}$ power of each sample value is used. Since $n$ is finite, a quantisation error occurs in the computed moments. For the purpose of analysis, the appreximation and quantisation errors are grouped together and referred to as the systen quantisation error ${ }^{e} k, n \cdot$

For periodic waveforns, the peak of the input signal may lie anywhere within the $\mathrm{n}^{\text {th }}$ interval. Since this peak value influences the probability distribution values as seen from section 5.3 , it is to be expected that the system quantisation error, $e_{k, n}$, is also a function of the position of the peak value, within the last interval.

For bandimited Gaussian noise or for the normal wave, the mechanism of the occurance of system quantisation error is somewhat different, since the voltage is not confined within the n intervals. Thus, in addition to the approximations and quantisation errors mentioned earlier, a level linit error arises. This is due to the fact that samples beyond the $n^{\text {th }}$ level are all grouped together and classified into the $n^{\text {th }}$ interval. For small standard deviation $\sigma$, this limit error is negligible. In such cases the effect of using n intervals can also be obtained by the Sheppard correction formalae ${ }^{19}$. These correction formlae, however, do rot account for crors due to algonthmaproximations.

The system quantisation error analysis in most cases, yields intractable expressions except for d.c. inputs. Simplification ${ }^{16}$ is possible in some cases but yields very little useful information regarding the general behaviour of the error. Instead two computer programs are used to obtain the system quantisation characteristics. The error definition uses the calculated $m_{k, z}^{1}$ as used in the s.p.c., i.e.,

$$
\begin{equation*}
m_{k, z}^{1}=\frac{1}{n^{k}} \sum_{r=1}^{n-1} k \cdot r^{k-1} p_{r} \tag{5.7}
\end{equation*}
$$

The first program used for periodic signals requires $P_{r}$ and the actual moments to be specified. The second programis for Gaussian signals where $P_{r}, \sigma$ and the actual moments need to be specified. In both programs $n$, the peak position $(n-1+\varepsilon)$ or $\sigma$ are varied. The flow-charts for these two programs are given in Appendix B and C.

$$
\text { 5.4.1. Results for } e_{k, n^{\circ}}
$$

The computer analysis results for $e_{k, n}$ are divided into two categories, viz
(a) For a fixed $n$, the variation of the error due to the peak value changing from $\frac{n-1}{n}$ to 1 for periodic signals and due to variation of standard deviation $\sigma$ for Gaussian signals, is investigated.
(b) Effect of variation of $n$ for a given peak position for periodic signals and a given $\sigma$ for Gaussian noise, is also investigated. This analysis establishes a design criterion for the special purpose computer.

The results of the two analyses for the standard signals are presented in Figures (5.1) to (5.8).

The dependence of the system quantisation errors on the position of the peak values is seen from the graphs of Figures (5.1), (5.2), (5.3) and (5.4). Results indicate that it is possible to reduce $e_{k, n}$ to zero by properly locating the peak value position of the signal. However, such a technique requires a knowledge of the input and would also invariably involve an iterative scaling procedure. Hence in practice, it is likely that the assumption of the peak being situated anywhere within the last interval with uniform probability distribution will be more valid. To obtain the statistical distribution of the error, Monte Carlo methods ${ }^{17}$ of simulation can be used.

For all four FWR signals the maximum error in the first monent varies inversely with n . The graphs of Figures (5.5), (5.6), (5.7) and (5.8) also show that it is necessary to use $n=256$ i.e., $\delta$-bit quantisation in order to keep the system quantisation error for first moments, below $1 \%$.

The maximum errors in all the other moments vary as $\frac{1}{n^{u}}$ where $u$ is a function of the periodic signal. Thus for Flir Sine Wave $u=1.5$, for FWR Triangular Wave $u=2$ and for D.C. inputs $u=1$. The errors are largest for D.C. inputs as would be expected.

In the case of FWR Gaussian signals, a normalised standard deviation of 0.25 is used so that level limit errors are negligible. The system quantisation error is large for small values of $n$ but begins to settle to a steady value for all higher moments, indicating that above a certain valus of $n$, very little reduction in $e_{k, n}$ is achieved.


Figure 5.1: Quantisation Errorsfor FWR Rectangular Wave.


Figure 5.2: Quantisation Errorsfor FWR
Sine Wave.



Figure 5.4: Quantisation Errors for
FivR Gaussian Noise.


Figure 5.5: Quantisation Errons for FWR
Rectangular Yave of 10 V . ampitude.


Figure 5.6: quantisation Errors for FilR
Sine Wave of 10 V , Peak.



### 5.4.2. Level Limit Errors

(a) Periodic Wave forms:

If the peak value of the input exceeds the $n^{\text {th }}$ level voltage, then a negative error occurs. A typical example of this error is shown for FWR Sine Wave, in Figure 5.9. This error is easily eliminated in practice by scaling down the input.
(b) Gaussian Signals:

The level limit errors are most serious for these signals since there is always a finite probability that at some instant the highest level available will be exceeded. For large $\sigma$, this probability increases rapidly and the negative level limit error swarms the system quantisation error as shown in Fig. (5.4). It is seen that if the standard deviation is within 1.1 v to 2.9 v , the total system quantisation error (including the level limit error) is within $1 \%$ for all moments.

### 5.5 System Errors

The system quantisation error, as mentioned earlier, is
independent of the method adopted in the actual computation. System errors depend on the system design and on the components used in the processing. The main errors in this category are
(a) Level offset errors
(b) Finite sampling time errors
(c) Finite sampling-rate errors
(d) Aperture-time errors.

$-0.3$

Figure 5.9: Errors for FWR Sine Wave of Feak Exceeding 64th level,

Errors due to finite sampling tine and finite sampling rate are regarded for the purpose of analysis as system errors since in practice the upper limit in measurement time is fixed by the size of the $C_{0}$ register, while the sampling rate is limited by the a.d. converter selected in the design of the s.p.c.

### 5.5.1. Level Offset Errors

The offset at any given level can be due to inaccuracies in the rectifier and due to the a.d. converter resolution capabilities. Thus let the total offset at the $r^{\text {th }}$ level be $\delta V_{r}$. An incorrectly weighted sample occurs for all moments if the sample falls in the range $V_{r}$ to $V_{r}+\delta V_{r}$ where $V_{r}$ is the voltage at the $r^{\text {th }}$ level. The error in the weighting number for the $k^{\text {th }}$ moment, for a positive $\delta V_{r}$ is

$$
\begin{align*}
\delta W_{k, r} & =-W_{k, r}+W_{k, r-1} \\
& =-\sum_{q=1}^{r} k q^{k-1}+\sum_{q=1}^{r-1} k q^{k-1} \\
\therefore \quad \delta W_{k, r} & =-k r^{k-1} \tag{5.8}
\end{align*}
$$

Thus all the measured values of the monents will be lower than the actual values when $\delta V_{r}$ is positive. The total error depends on the number of samples occurring in the level interval $\delta \mathrm{V}_{\mathbf{r}}$. Obviously such offsets can occur at all levels. For signals which are symmetrical about the zero level these offset errors tend to cancel out since both $m_{k+}$ and $m_{k-}$ tend to be lower than the actual values for a positive offset. Similarly, in the one cycle mode for periodic signals, the offset error is small since the probability of a sample occurring in the
offset interval is very small except at high sampling rates. The level offset errors are therefore, important only in the fixed time mode of operation of the s.p.c.

The error due to level offsets depends on the number of times a level is crossed and the time spent in the offset interval at each crossing. The offset can also be regarded as causing an error in the value of $P_{r}$, the probability that the $r^{\text {th }}$ level is exceeded. For periodic signals it is relatively easy to obtain the number of crossings whereas for Gaussian signals, the error is best analysed by considering $P_{r}{ }^{\text {• }}$
(a) FWR Periodic Signals

A level is crossed twice for each half cycle. Therefore, for a total measurement time of T sec., the number of crossings of any level is $4 f_{i} T$ where $f_{i}$ is the frequency of the input. If the time spent by the signal, in the offset interval $\delta \mathrm{V}_{\mathbf{r}}$ is $\mathrm{t}_{\mathbf{r}}$ then the expected number of samples within this interval, for a sampling rate $1 / \tau$ is $\frac{t_{r}}{\tau}$. The total expected number of samples in the interval $\delta V_{r}$ is given by

$$
\begin{equation*}
N_{r}=4 t_{r} f_{i} C_{0} \tag{5.9}
\end{equation*}
$$

Each of the $N_{r}$ samples is incorrectly weighted, the weighting error being given by Equation (5.8). If the slope of the waveform at the $r^{\text {th }}$ level is $V_{r}^{l}$ then assuming $\delta V_{r}$ is small

$$
\begin{equation*}
t_{r}=\frac{\delta V_{r}}{v_{r}^{1}} \tag{5.10}
\end{equation*}
$$

Hence the error in the $k^{\text {th }}$ moment for periodic signals is

$$
\begin{align*}
& e_{k, \ell}=\frac{1}{n^{k} C_{0} m_{k}} \sum_{r=1}^{n-1} 4 C_{o} f_{i} \frac{\delta v_{r}}{v_{r}^{1}} k r^{k-1}  \tag{5.11}\\
\therefore \quad & e_{k, \ell}=\frac{1}{n^{k} m_{k}} \sum_{r=1}^{n-1} 4 f_{i} \frac{\delta v_{r}}{v_{r}^{l}} k r^{k-1} \tag{5,12}
\end{align*}
$$

Since $V_{r}^{l}$ involves the frequency, $f_{i}$, it is easy to show that $e_{k, \ell}$ is independent of $f_{i}$ the signal frequency.
(b) FWR Gaussian Signals

The expression for the expected number of crossings developed by S.0. Rice ${ }^{48}$ can be used; however, difficulty arises in the evaluation of the slope at a level crossing. In such cases, therefore, the probability analysis is more convenient. Thus the error $\delta P_{r}$ in $P_{r}$ due to a level offset $\delta V_{r}$ is given by

$$
\begin{equation*}
\delta P_{r}=\frac{2 \delta V_{r}}{\sqrt{2 \pi} \sigma} \exp \cdot\left\{\frac{-r^{2}}{2 n^{2} \sigma^{2}}\right\} \tag{5.13}
\end{equation*}
$$

This is derived from the probability density function for FWR Gaussian Signals.

The error in the $k^{\text {th }}$ moment for FWR Gaussian Signals is therefore, given by

$$
\begin{equation*}
e_{k, \ell}=\frac{1}{n^{k} n_{k}} \sum_{r=1}^{n-1} \frac{2 \delta V_{r}}{\sqrt{2 \pi} \sigma} \cdot\left[\exp \cdot\left\{\frac{-r^{2}}{2 n^{2} \sigma^{2}}\right\}\right] \cdot k r^{k-1} \tag{5.14}
\end{equation*}
$$

(c) Results for $e_{k, \ell}$

The error expressions (5.12) and (5.14) are best evaluated with
a gencral computer program. The flow chart of the procedure is given in Appendix D. The analysis assumes that the level offsets are equal
for all levels; however if the actual offsets are known then their values can be used in the analysis, the program modification required, being a very trivial one. The offset $\delta V_{r}$ and the number of levels $n$ are considered as the variables in the analysis. For a fixed number of quantisation levels $n$, the error $e_{k, \ell}$ varies linearly with $\delta V_{r}$. Thus

$$
\begin{equation*}
\mathbf{e}_{\mathrm{k}, \ell}=\mathrm{k}_{\ell} \cdot \delta \mathrm{v}_{\mathbf{r}} \tag{5.15}
\end{equation*}
$$

where $\delta \mathrm{V}_{\mathrm{r}}$ is the level offset in millivolts. The constant of proportionality for various waveforms are given in Table 5.2.

Errors due to level offsets do not occur for d.c. or rectangular waveforms since only one level is occupied at any time. However, the offset will affect the highest level exceeded information and thereby affect the system quantisation errors, if the peak lies in the offset region.

The level offset errors increase only slightly as $n$ is increased as shown in Fig. 5.10. However, a large $n$ implies a smaller quantisation interval in which case there is every possibility that $\delta V_{r}$ will also increase. Therefore, little improvement can be achieved by using a higher $n$. For this reason, $n=64$ has been chosen in the s.p.c. designed.

### 5.6 Errors due to Finite Time of Measurement

Statistical analysis using the s.p.c. assumes a finite time of averaging. However, time averaging without errors, requires a time of integration which tends to infinity. In practice, measurements are always terminated after a finite time. If the input is periodic then this error can be regarded as arising from the use of a non-integral

| FWR <br> Wave form | ${ }^{\text {n }} 1$ | $\mathrm{m}_{2}$ | $m_{3}$ | $\mathrm{m}_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| Sine | $14.3 \times 10^{-3}$ | $22.3 \times 10^{-3}$ | $30.4 \times 10^{-3}$ | $37.2 \times 10^{-3}$ |
| Triangular | $19.7 \times 10^{-3}$ | $29.5 \times 10^{-3}$ | $39.1 \times 10^{-3}$ | $48.4 \times 10^{-3}$ |
| $\begin{gathered} \text { Noissim } \\ \text { Noise } \\ 0=0.25 \end{gathered}$ | $49 \times 10^{-3}$ | $63 \times 10^{-3}$ | $76 \times 10^{-5}$ | $81 \times 10^{-3}$ |

Table 5.2.: Constants of proportionality for equation (5.15) to calculate $e_{k, \ell}$


Figure 5.10: Level offset errors for the three standard signals for a - 5 mV . offset at all levels.
number of cycles in the measurement process. In general cases, the effect of finite time is to cause a randon error which has a near Normal statistical distribution and whose variance ${ }^{27}$ is given by

$$
\begin{equation*}
\operatorname{Var}\left(e_{k, T}\right)=\frac{2}{T} \int_{0}^{T}\left(1-\frac{t}{T}\right)\left(R_{\operatorname{man}}(\varepsilon)-\nabla_{k}^{2}\right) d t \tag{5.16}
\end{equation*}
$$

where $R_{m m}(t)$ is the autocorrelation function of $\left(v^{k}\right)$ corresponding to the $k^{\text {th }}$ moment of $v$ and $\bar{v}_{k}$ is the mean value of $v^{k}$. If $R_{n m}(t)$ is known then the variance can be calculated and a confidence limit can then be specified for $e_{k, T}$. However, difficulties usually axise in calculating $R_{m m}(t)$, unless suitable approximations can be made ${ }^{27}$. Rice ${ }^{47}$, on the ocher hand, has suggested a direct evaluation of the variance. Again, the same difficulty as in Eqn. (5.16) is experienced.

A simpler analysjs can be marie using the equivalence between time averages and ensemble averages and then appiying the results of large sampling theory. This approach has been adopted in the following analysis (section 5.6.2.).

### 5.6.1. Error $e_{k, T}$ for FWR Periodic Signals

The $k^{\text {th }}$ time averaged moment for a finito tine $T$ is given by

$$
\begin{equation*}
\mathrm{m}_{\mathrm{k}, \mathrm{~T}}=\frac{1}{\mathrm{~T}} \int_{\mathrm{o}}^{\mathrm{T}} \mathrm{v}^{\mathrm{k}} d t \tag{5.17}
\end{equation*}
$$

and the actual $k^{\text {th }}$ moment is

$$
\begin{equation*}
m_{k}=\operatorname{Lim}_{T \rightarrow \infty}\left[m_{k, T}\right] \tag{5.18}
\end{equation*}
$$

Let the measurement process run for ( $\mathrm{c}+\mathrm{a}$ ) periods as shown in
Fig. (5.11) where $a=n-\phi$. The starting point ond stopping at in


Figure 5.11: Finite time of measurement
for a periodic signal.
are completely random. For a periodic signal

$$
\begin{aligned}
& v=g(\theta) \\
& \therefore \quad m_{k, T}=\frac{1}{2 \pi(q+\alpha)} \int_{0}^{2 \pi(q+\alpha)} g^{k}(\theta) d \theta \\
& \quad \text { where } 0 \leq \alpha \leq 1
\end{aligned}
$$

and

$$
\begin{equation*}
m_{k}=\frac{1}{2 \pi q} \int_{0}^{2 \pi q} g^{k}(\theta) d \theta \tag{5.20}
\end{equation*}
$$

The error $e_{k, T}$ due to finite time is

$$
\begin{align*}
e_{k, T} & =\frac{m_{k, T}-m_{k}}{m_{k}} \\
& =\frac{m_{k, T}}{m_{k}}-1 \tag{5.21}
\end{align*}
$$

Substituting for $m_{k, T}$, one obtains the general expression for $e_{k, T}, \operatorname{viz}$

$$
\begin{equation*}
e_{k, T}=\frac{\int_{0}^{2 \pi \alpha} g^{k}(\theta) d \theta+2 \pi q n_{k}-2 \pi(q+\alpha) m_{k}}{m_{k} \cdot 2 \pi(q+\alpha)} \tag{5.22}
\end{equation*}
$$

If $q \gg \alpha$, the equation (5.22) reduces to

$$
\begin{equation*}
e_{k, T}=\frac{1}{2 \pi q m_{k}} \int_{0}^{2 \pi \alpha} g^{k}(\theta) d \theta-\frac{\alpha}{q} \tag{5.23}
\end{equation*}
$$

For FNR signals used in the analysis, $g(\theta)$ is known and therefore the product $q \cdot e_{k, T}$ can be evaluated for various $a$. The maximum values of this error for the four periodic signals are given in Table 5.3. For D.C. inputs $g(\theta)=1$, assuming peak value is at the $n^{\text {th }}$ level, $m_{k}=1$ and

|  | Maximum error $\mathbf{e}_{\mathbf{k}, \mathrm{T}}{ }^{\text {\% }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| FWR Waveform | First <br> Moment | Second <br> Moment | Third <br> Moment | Fourth <br> Moment |
| Rectangular Wave form | 0 | 0 | 0 | 0 |
| Sine Wave form | $\pm \frac{0.0526}{9}$ | $\pm \frac{0.0796}{9}$ | $\pm \frac{0.0966}{9}$ | $\pm \frac{0.257}{9}$ |
| Triangular <br> Waveform | $\pm \frac{0.0624}{q}$ | $\pm \frac{0.0961}{9}$ | $\pm \frac{0.1181}{9}$ | $\pm \frac{0.1337}{q}$ |

$q=$ no. of cycles of input, used in measurement process.

Table 5.3.: The error $e_{k, T}$ for the four waveforms.
therefore $e_{k, T}$ is always zero.

### 5.6.2. Error $e_{k, T}$ for FWR Gaussian Noise

Since the autocorrelation function $R_{m m}(t)$ for $v^{k}$ cannot be easily calculated for Gaussian signals, the general variance expression of Equation (5.15) yields little useful information. An alternate method suggested by S.O. Rice ${ }^{47}$, attempts at a direct evaluation of variances. An example of this approach is given in Appendix E. It is seen that this method also has the same disadvantages as for the general expresion of Equation (5.16).

A simple analysis can be made using the statistical theory of large sample sizes. It is known that the four statistics $m_{1}, m_{2}$, $\sqrt{\beta_{1}}$ and $\beta_{2}$ obey the Normal distribution for large sample sizes. R.A. Fisher ${ }^{25}$ has given the results of the variances of the distributions of these statistics. When the sample size is large the results can be simplified further. For systematic sampling of a Gaussian signal with a bandridth of BHz ., the minimum sampling rate is the Nyquist rate 2B Hz. Thus if measurement time is $T$ secs., the sample size $N$ is

$$
\begin{equation*}
N=2 B T \tag{5.24}
\end{equation*}
$$

The variance results for large sample size are given in Table 5.4. For a $99 \%$ confidence limit, the measured statistics will be within $\pm 2.58 \sigma_{s}$ of the true value. Thus, if the Gaussian signal has a very narrow bandwidth, then the time of measurement must be increased considerably, if the fluctuations in the measured statistics are to be small.

| Statistic | General Expression | Expression for <br> samples at <br> Nyquist Rate |
| :---: | :---: | :---: |
| Mean Value $\left(m_{1}\right)$ | $\sigma_{s}=\frac{\sigma}{\sqrt{N}}$ | $\frac{\sigma}{\sqrt{2 B T}}$ |
| Standard <br> deviation $(\sigma)$ | $\sigma_{s}=\frac{\sqrt{2} \sigma}{\sqrt{N}}$ | $\frac{\sigma}{\sqrt{B T}}$ |
| Skewness $\left(\sqrt{\beta_{1}}\right)$ | $\sigma_{s}=\sqrt{\frac{6}{N}}$ | $\sqrt{\frac{3}{B T}}$ |
| Flatness $\left(\beta_{2}\right)$ | $\sigma_{s}=\sqrt{\frac{24}{N}}$ |  |

Table 5.4.: Expressions for standard deviations ( $\sigma_{s}$ ) for Gaussian inputs.

If the input signal crosses a quantisation level during an a.d. conversion process before the next a.d. start pulse is produced, then an incorrectly weighted sample occurs, causing an error in each monent value. Thus consider sampling at the $r^{\text {th }}$ level as shown in Fig. 5.12. The $\delta_{r}$ and $\beta_{r}$ sections of the input signal are incorrectly weighted, In practice the values of $\delta_{r}$ and $\beta_{r}$ occurring at ail levels are uniformly distributed in the range 0 to 1 . Of course, the error due to finite sampling rate occurs only if a sample is taken during the crossing interval. The exact analysis which takes into account the number of crossings of each level and the variation of $\delta_{r}$ and $\beta_{r}$ from one level to another is extremely complex. A simpler analysis to evaluate only the worst case maximum errors can be carried out, assuming that a sample occurs at each level crossing. It can be readily shown that the worst case erors cceur when $\delta_{r}=0$ and $\beta_{r}=1$. Assuming also that fast sampling approximates continuous time averaging, the error $e_{k, p}$ due to a finite sampling rate is given by

$$
\begin{equation*}
e_{k, p}=\frac{1}{n^{k} T_{m_{k}}} \sum_{r=1}^{n-1}\left(W_{k, r+1}-W_{k, r}\right) \tau \cdot N_{x, \beta} \tag{5.25}
\end{equation*}
$$

where $N_{r, \beta}$ is the number of negative going crossings of the $r^{\text {th }}$ level. For a fonk periodic signal of input frequency $f_{i} \mathrm{~Hz}$,

$$
N_{r, B}=2 f_{i} T
$$

and

$$
\begin{align*}
e_{k, p} & =\frac{1}{n^{k} m_{k}} \frac{2 f_{i}}{r} \sum_{r=1}^{n-1}\left(w_{k, r+1}-W_{k, r}\right)  \tag{5.26}\\
& =\frac{2 f_{i}}{p \cdot m_{k}}\left[\sum_{r=1}^{n-1} \frac{W_{k, r+1}-W_{k, r}}{n^{k}}\right] . \tag{5.27}
\end{align*}
$$



Figure 5.12: Error due to finite rate of

For large $n$ it can be show that the quantity within the square brackets approaches unity. Therefore, the worst case maximum error is

$$
\begin{equation*}
\max \cdot e_{k, p}=\frac{2 f_{i}}{p \cdot m_{k}} \tag{5.28}
\end{equation*}
$$

For a FWR Gaussian bandimited signal of bandwidth $B \mathrm{Bz}$, the expected number: of negative crossings is given ${ }^{48}$ by

$$
\begin{equation*}
N_{r}=\frac{N_{o}}{2} e^{\frac{r^{2}}{2 n^{2} \sigma^{2}}} \tag{5.29}
\end{equation*}
$$

$$
\begin{equation*}
\text { where } \quad N_{0}=\frac{2 B}{\sqrt{3}} \tag{5.30}
\end{equation*}
$$

The worst case error $e_{k, p}$ for this signal is

$$
\begin{equation*}
e_{k, p}=\frac{1}{n^{k}} \frac{B}{\sqrt{3} p \cdot m_{k}}\left[\left\{\sum_{r=1}^{n-1} \frac{y_{k, r+i}-w_{k, r}}{n^{k}}\right] \cdot e^{-\frac{x^{2}}{2 \sigma^{2}{ }^{2}}}\right] \text {. } \tag{5,31}
\end{equation*}
$$

Again it can be shown that the quoncity within the square brackets in Equation (5.31) can never exceed mity. The worst case error in the limit is therefore given by
max. $e_{k, p}=\frac{B K_{k}}{p \cdot r_{k}} \quad$ where $0 \leq K_{k} \leq 1$
The analysis for $\epsilon_{k, p}$ suggests that the ratio $f / p$ should be made small in ordex to reduce the error due to finite sampling rate. It must also be pointed out that this analysis considers the worst possible situation at each level crossing, i.e., $\delta_{r}=0$ and $\beta_{r}=1$ and that a sample occurs at every $\beta$ crossing. In practice, however, this is seldom the case and the average error $e_{k, p}$ is much less than the worst case error.

For example, it has been shom ${ }^{17}$ that for the second moment the
error $e_{k, p}$ has a Gaussian statistical distribution with an average value $\frac{2 f_{i}}{n p}$ and a standard deviation of $\frac{4 f_{i}}{n p}$. Thus a $99.73 \%$ confidence 1 imit for the error $e_{k, p}$ is $\frac{12 f_{i}}{n p}$. For the $s, p . c$. designed with a maximum value of $p$ being $10^{5} \mathrm{~Hz}$ and $n=64$, the highest input frequency, $f_{i}$, is slightly over 5 KHz .

Deliberate jittering of the samples is a simple method for preventing a systematic build up of errors due to finite sampling rate. In the s.p.c. designed, the master clock frequency is voltage controlled, so that a random voltage can be used as an input to this clock and thereby produce the required jittering of the samples.

### 5.8 Errors due to Aperture Time

The a.d. converter, used in the special purpose computer, employs a successive approximation technique, in which the digital output is determined one bit at a time starting with the most significant bit. For this type of a.d. converter, the digital output corresponds to some previous value of the analog input during the conversion process. The aperture time $\mu_{a}$ is the total conversion time and equals $8 \mu s e c$. for the a.d. converter used.

If, during this aperture time, the input changes from the $\mathrm{r}^{\text {th }}$ to $(r+1)^{\text {th }}$ level then an incorrectly weighted sample occurs. Thus, if the slope of the input signal exceeds $\frac{V_{a}}{\mu_{a} \cdot n} \quad v / s e c$. an error will occur if a sample is taken at this slope.

The error due to aperture time depends on the probability that a sample occurs at the instant where the slope exceeds the limiting value. Thus for a triangular waveform of 10 V peak and a frequency of

500 Hz , the aperture time errors begin to occur. The magnitude of this error depends on several factors and is therefore not easily analysed. However, aperture time errors have a tendency to cancel, since the errors for positive going slopes usually differ from the errors for negative slopes, in sign only. In practice, therefore, a much higher frequency input can be analysed. Thus in the s.p.c. designed, signals up to 5 KHz have been analysed with a total error being within $1 \%$ for any moment. Aperture time errors can be minimised by using a sample and hold circuit before the a.d. converter.

### 5.9 Errors in the Above-level Probability Measurements <br> Errors in the above level probability arise from two sources

 viz:(a) Level offsets at each level
(b) Finite time of measurement.

If the level offsets are identical at each level then the effect will be, simply a shift in the quantisation interval by a fixed amount. However, this is seldom the case and in practice the above-level probability is measured for a level $V_{r}+\delta V_{r}$ exceeded instead of the level $V_{r}$. For coarse quantisation ( 16 levels) $\delta V_{r} \ll V_{r}$ and therefore the error due to level offsets is negligible. If, on the other hand, $\delta V_{r}$ is known, then a correction can be easily made in the final results.

The effect of finite time of measurement will be to cause a statistical variation in the measured probability, in the same way as in the measurement of the four moments (section 5.6). For a negligible $\delta V_{r}$, the s.p.c. produces $\frac{C_{r}}{C_{0}}=\frac{\tau_{r}}{T}$ where $T$ is the total time of measurement
and $\tau_{r}$ is the time for which the rth level is exceeded. It now remains to assess whether $\frac{{ }^{\boldsymbol{T}} \mathbf{r}}{T}$ is a good estimate of the above level probability. The quantity $\frac{\boldsymbol{T}_{\mathbf{r}}}{T}$ will depend radically on $T$ and of course on the amplitude distribution of the input. A detailed analysis of the fluctuations is not necessary since one would expect the following precautions to be taken during a measurement of the above level probability distribution.

1) The measurement time $T$ will be at least as long as that required for a prescribed confidence limit in the first moment, since the latter is computed by a simple accumulation of the above level probabilities. The measured probability will have a confidence limit comparable to that for the first moment.
2) Several $C_{r}$ measurements for one level $r$ are made and the average of the $\frac{C_{r}}{C_{0}}$ values is used as the above level probability value.

### 5.10 Comments on the Error Analysis

In order to obtain the overall error distribution characteristics, the statistical distribution of the individual errors are required. A convolution approach ${ }^{17}$ can be used to obtain the distribution of the sum of these errors, assuming their statistical independence. For design purposes, however, the worst case errors are usually more meaningful.

Accurate experimental error analysis requires a precision signal source with very small but known distortion. The measuring equipment for the actual moments, must have an overall accuracy which is at least an order of magnitude better than that of the s.p.c. Measurements made
for the four moments for the standard FVR signals with the highest frequency of 1 KHz indicate that the total error is well within $1 \%$ for the fourth moment for a sample size $C_{0}=10^{6}$ and a sampling rate of 10 KHz . The r.m.s. value of the input signal was measured by the Hewlett Packard Model 3450 Multifunction digital meter, which has an overall accuracy of $0.01 \%$ in the 10 V range.

## CHAPTER VI

## ITERATIVE ARRAYS FOR BINARY ARITHMETIC

6.1 Introduction

The weighted feed logic, implemented for the s.p.c. uses special purpose simultaneous multipliers which complete a 24 -bit binary multiplication within 50 ns . The design of such multipliers makes an efficient use of the fact that for the weighting numbers, the multiplier and the multiplicand are interrelated and are in a restricted range. However the W.F.L. units cannot be easily generalised to accommodate a larger number of bits. Thus if instead of a 6-bit s.p.c., an 8-bit machine were required, then the entire design procedure outlined in Chapter III for the W.F.L. units would need to be carried out again, resulting in a cumbersome and costly hardware system.

In this chapter, the use of iterative and near-iterative cellular arrays for arithmetic operations is investigated. A universal arithmetic cell (U.A.C.), based on the rules of binary addition and subtraction, has been developed for use in cellular arrays. The arithmetic operations considered are multiplication, division and square-root extraction. A method of intercoming such arrays for the realisation of the weighted feed logic is also described.

### 6.2 Review

It has now been recognised that there are many problems in the area of computer structures, especially useful in information processing ${ }^{49}$, that involve the presentation of data in the form of a single uniform array. The arithmetic operations of binary multiplication and division are typical problems in this area. Their problem structure suggests that it would be possible to design a group of processing arrays in which each array is composed of a number of identical cells interconnected in a regular fashion. An iterative array has been defined by Hennie ${ }^{49}$ as one that is composed of a number of identical logic cells with all connections to the neighbouring cells being regular.

Arrays constructed in an iterative or in a near-iterative fashion have several advantages. Being made up of identical cells, they are economical to manufacture and repair. An array can be easily enlarged to accommodate more variables, e.g., an increased number of binary bits, by simply adding more cells. Since some of the processing can be carried out in parallel, a considerable improvement in speed usually results. Use of cellular arrays for arithmetic operations was initially suggested by Hoffmann, Csillag and Lacaze 50 , who proposed a simple multiplier in which the conventional add and shift algorithm was implemented in an iterative array. Significant contributions by several authors followed this work ${ }^{51-62}$. The array structures proposed by these authors begin the multiplication process with the l.s.b. of the multiplier in the conventional manner and obtain a speed of multiplication for two $n$-bit numbers as $(3 n-1) \tau$ where $\tau$ is the cell delay. Similarly division is implemented using a restoring type
algorithm ${ }^{57}$ which tends to be slow. The array structures proposed were not easily applicable to other arithmetic operations, e.g., it is not possible to use a single array for both multiplication and division.

The investigation described in this chapter differs somewhat from the above-mentioned work, in that it emphasises the concept of a universal logic cell for use in all arithmetic arrays. This method of implementation of arrays allows the same array to be used for multiplication and division.
6.3 The Universal Arithmetic Cell (U.A.C.)

The Universal Arithmetic Cell (U.A.C.) proposed here has been developed ${ }^{60}$ using the truth-table for binary addition or subtraction shown in Table 6.1. In this table, $C$ represents the carry-in for addition and a borrow-in for subtraction. A and B are the primary inputs.

### 6.3.1. Addition

The logic requirements for the sum $S_{0}$ and the carry-out $C_{o}$ can be easily simplified using three-variable Karnaugh maps, giving the following expressions.

$$
\begin{align*}
S_{0}= & \bar{C}[A \bar{B}+\bar{A} B]+\bar{C} \overline{A \bar{B}+\bar{A} B]} \\
S_{0}= & A \oplus B \oplus C  \tag{6.1}\\
& \text { where } \oplus \text { denotes "exclusive } O R^{\prime \prime} \text { operation } \\
C_{0}= & A[B+C]+B C .
\end{align*}
$$

and

| Inputs |  |  | Addition | Subtraction |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | B | C | $S_{0}$ | $C_{0}$ | $D_{0}$ | $B_{0}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 | 1 |
| 1 | 1 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 1 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 6.1.: Binary Addition and Subtraction

### 6.3.2. Subtraction

A similar logic minimisation ás for addition gives

$$
\begin{equation*}
D_{0}=A \Theta B \oplus C \tag{6.2}
\end{equation*}
$$

and

$$
B_{0}=\bar{A}(B+C)+B C
$$

6.3.3. Generalised Arithmetic Operation and the U.A.C.

Comparison of Equations (6.1) and (6.2) shows that the sum and difference expressions are identical whereas the carry-out and borrowout expressions differ only in the variable A. Thus a generalised addition/subtraction operation can be described by the following equations.

$$
\begin{align*}
& S=A \oplus B \oplus C \\
& P=W[B+C]+B C  \tag{6.3}\\
& W=A \oplus F .
\end{align*}
$$

The input $F$ is a control input and decides the mode of operation. Binary arithmetic also requires the facility to inhibit an operation if desired, i.e., to let the primary inputs $A$ and $B$ go through the processor unaltered. This inhibiting decision is to be provided by an external control state D. Thus the generalised adder/subtractor with this inhibit control has logic equations which are

$$
\begin{align*}
S & =[A \oplus B \oplus C] D+A D \\
\text { i.e. }, S & =A \oplus B D \oplus C D  \tag{6.4}\\
\text { and } \quad P & =W[B+C]+B C
\end{align*}
$$

To complete the design of the universal cell, only a few minor additions are required. Thus the states $B, D$ and $F$ are also made
available as outputs. The U.A.C. has five inputs and five outputs and is described by the following logic equations

$$
\begin{align*}
\mathrm{S} & =\mathrm{A} \oplus \mathrm{BD} \oplus \mathrm{CD} \\
\mathrm{P} & =\mathrm{W}[\mathrm{~B}+\mathrm{C}]+\mathrm{BC} \\
\text { where } \quad \mathrm{W} & =\mathrm{A} \oplus \mathrm{~F}  \tag{6.5}\\
\mathrm{U} & =\mathrm{D} \\
\mathrm{~V} & =\mathrm{B} \\
\mathrm{G} & =\mathrm{F}
\end{align*}
$$

This cell together with one logic realisation is shown in Fig. (6.1).

A useful modification of the U.A.C. is to replace $A$ in the expression for $S$ in Equations (6.5), by $W$. This modification requires no extra components and can be easily implemented using a binary adder and some additional logic gates. Its primary use is in cellular arrays for complenent arithmetic operations ${ }^{60}$.
6.4 Functions of the U.A.C.

The arithmetic operations of the U.A.C. are controlled by the inputs $F$ and $D$. The following operations are relevant.
6.4.1. Controlled Adder $F=0$

The cell equations for $S$ and $P$ are

$$
\begin{align*}
& S=A \Theta B D \Theta C D \\
& P=A[B+C]+B C \tag{6.6}
\end{align*}
$$

The other outputs are as given in Equations (6.3).



Figure 6.1: (a) The Universal Arithmetic Cell.
(b) A logic realisation of the U.A.C.

The cell is a controlled adder in which $S$ is the sum and $P$ is the carry-out. If $D=0, S=A$ and no arithmetic is performed. This mode is useful in binary arithmetic.
6.4.2. Controlled Subtractor $F=1$

The logic equations for $S$ and $P$ become

$$
\begin{align*}
& S=A \Theta B D \Theta C D \\
& P=\bar{A}[B+C]+B C \tag{6.7}
\end{align*}
$$

The cell is a controlled subtractor in which $S$ is the difference and $P$ is the borrow-out. If $D=0$, no arithmetic is performed. The cell can be used in a division process using the restoring algorithm ${ }^{57}$.
6.4.3. Conditional Adder/Subtractor $D=1$

The logic equations for $S$ and $P$ are

$$
\begin{align*}
& S=A \oplus B \oplus C \\
& P=[A \oplus F][B+C]+B C \tag{6.8}
\end{align*}
$$

The controlled U.A.C. is a full adder when $F=0$ and when $F=1$ it is a full subtractor. This is the most useful node of operation since it enables a single array to be used as a nultiplier or divider.

### 6.4.4. Ternary Operation

When both $F$ and $D$ are used as control lines, the U.A.C. can perform addition, subtraction or leave the inputs $A$ and $B$ unaltered. This ternary operation is useful in multiplication of signed binary numbers ${ }^{62}$.
6.5 Cellular Arrays Using the U.A.C.

The universal cell operated as a controlled adder or subtractor may be used in any of the cellular arrays mentioned earlier ${ }^{51-60}$. However, these arrays implemented the slower algorithms for multiplication and division. One method of increasing the speed is to use some form of "carry save" techniques ${ }^{63}$ for multiplication. For division or square-root extraction, considerable speed improvement can be obtained by using non-restoring algorithms ${ }^{63}$.

### 6.5.1. Array for Multiplication

Figure 6.2 shows a three row array with the additional logic required to perform multiplication of two 3-bit binary numbers, using a 'carry save' technique. The order of multiplication is reversed with the m.s.b. of the multiplier being considered first. The F inputs to all the cells are in state 0 , i.e., they are used as controlled adders. To obtain the product $L M, M$ is applied to the $B$ inputs of the top row and all A inputs of this row are in state 0 . The $L$ inputs are applied to the row control lines $D$. The least significant bit $C$ inputs are obviously zero. In Figure $6.2 \mathrm{~L}=101$ and $\mathrm{M}=111$ have been chosen. All the intermediate states are also shown. The product is obtained at the $S$ outputs of the lowest row, with the m.s.b. being the logical OR of the 'carry outs' from the m.s.b. cells of rows whose $D$ inputs are 1. This is implemented in each row by an AND gate fed from the $D$ input and the m.s.b. carry output. The AND gate outputs constitute the inputs to the final $O R$ gate. No AND gate is required in the top row since its carry out $P$ is always zero.
 n-bit numbers. Also (n-1) 2-input AND gates and one ( $n-1$ )-input $O R$ gate are required. The states on the diagonal inputs and outputs of the cells appear without any delay. Propagation of the carry outs from one diagonal of cells to the next m.s.b. diagonal is simultaneous. Thus the l.s.b. of the product is available after a delay equal to a cell delay $\tau$. The next bit is available after $2 \tau$. The carry out of the m.s.b. cell of the last row is available after a delay ( $2 \mathrm{n}-1$ ) $\tau$. If $\tau_{g}$ is the delay of the external AND and $O R$ gates then the maximum total delay for multiplication of two $n$-bit numbers is

$$
T_{m}=(2 n-1) \tau+2 \tau_{g} \sec
$$

The multiplier array is also capable of performing the arithmetic operation $L M+K$ where $L, M$ and $K$ are all n-bit numbers. The $K$ inputs are applied to the $A$ lines which are marked $K$ in Figure 6.2. Since a carry can result from the first row, an additional AND gate is required for this row.

### 6.5.2. Non-restoring Division Array

For a non-restoring algorithm the U.A.C. is used as a conditional adder/subtractor. The non-restoring algorithm ${ }^{60,64}$ requires addition for the divisor when the remainder is negative. The division is performed by shifting the remainder to the left at each step (or by shifting the divisor one position to the right) and either adding to or subtracting from the partial remainder. The $D$ inputs of all the cells in the array for division are in state 1 and the $F$ inputs are used as control lines. If $F_{n}$ is the control input to the $n^{\text {th }}$ row and $P_{n}$ is the borrow out/carry
out signal then the quotient bit $Q_{n}$ and the control $F_{n+1}$ for the next row may be derived from the following truth table.

| Control to <br> $n^{\text {th }}$ row $F_{n}$ | Borrow/Carry <br> out signal $P_{n}$ | Quotient <br> $Q_{n}$ | Control to <br> $(n+1)^{\text {th }}$ row $F_{n+1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 |

Table 6.2.: Quotient bit \& control states for $(n+1)^{\text {th }}$ row.
Note that $F_{n}=1$ implies subtract mode and $F_{n}=0$ implies add mode. From the truth table one obtains

$$
Q_{n}=F_{n+1}=F_{n} \oplus P_{n}
$$

The array for division by the non-restoring algorithm is shown in Fig. 6.3. The dividend is applied to the $A$ inputs and the divisor is at the $B$ inputs of the top row. The $F$ input to the first row is at 1. For each row the borrow out/carry out signal $P$ from the m.s.b. cell and the control signal $F$ constitute the inputs to an exclusive-OR gate. The output of this gate is the quotient bit and also the control signal for the next row. Clearly the number of rows may be increased to obtain more bits of the quotient. In Fig. 6.3, division of binary $\mathrm{L}=011$ by $M=100$ is treated. All intermediate states are also shown.

Figure 6.3: A 3-bit Non-restoring Division Array.

The number of cells required for division of two n-bit numbers to produce an n-bit quotient is the same as that for the multiplier. If however, $m$ bits of the quotient are required, then the array will have $\frac{m(m+2 n-1)}{2}$ cells.

The total delay to produce the m-bit quotient will be
$T_{d}=\frac{m(m+2 n-1) \tau}{2}+m \tau \quad$ sec.
where $\tau=$ cell delay and
$\tau_{g}=$ exclusive-OR gate delay.

### 6.5.3. General Array

A significant feature of the multiplier and divider arrays of Fig. 6.2 and 6.3 is that their cell interconnections are the same, so that a multiplication or division operation may be readily performed by a small control logic block for each row of the array ${ }^{63}$. An example of such a logic block is shown in Figure 6.4. The $n^{\text {th }}$ digit $L_{n}$ of number $L$ is fed to the block for the $n^{\text {th }}$ row of the array. The block outputs for feeds to the $n^{\text {th }}$ row are $D_{n}$ and $F_{n}$. The $A_{n}$ output of the block is applied to the $A$ input of the $n^{\text {th }}$ cell of the top row. The block carry in/borrow in is $P_{n}$. Control of the array is exercised by 2. For $Z=0, A_{n}=0, D_{n}=L_{n}$ and the array acts as multiplier with $L$ as the multiplicand and $M$ the multiplier. When $Z=1, A_{n}=L_{n}, D_{n}=1$ and the array is a non-restoring divider with $L$ as the dividend and $M$ as the divider. The input $M$ is applied to the first row in both cases so that the $M$ inputs do not feature in the control logic. The outputs marked $R_{n}$ feed an $O R$ gate which is required for the m.s.b. of the product LM in the multiplication mode.


Figure 6.4: Logic block required for each

A general array for processing two n-bit numbers will require $n$ control logic blocks in addition to the n-row array. The product will have 2 n bits and the quotient n bits. The speed of processing is slightly reduced due to propagation through the control logic blocks. The array structure can be extended readily for larger numbers or for increased accuracy in division.

### 6.5.4. Array for Multiplication of Signed Binary Numbers

For the multiplier of Section 6.5.1., if a negative number (multiplier or multiplicand) is in two's complement form, then it has first to be converted to a sign and magnitude form before multiplication can be performed.

The general multiplier considered here requires no prior knowledge of the sign of the multiplier or multiplicand. If the final answer is negative, then the product is in two's complement form. Such arrays can be used in data processing and wowld also eliminate the use of the precision rectifier in the s.p.c. The array uses an algorithm due to A.D. Booth ${ }^{65}$ and is summarised below for maltiplication of two signed n-bit numbers $x$ and $y$. The number $x$ is assumed to be a binary fraction having ( $n+1$ ) bits and is written

$$
x=x_{0} 2^{0}+x_{1} 2^{-1}+\cdots x_{n} 2^{-n} \quad\left(x_{r}=0,1\right)
$$

where $x_{0}$ is the sign bit. The rules for multiplication apply to each digit $x_{k}$ starting with the least significant bit.
(i) If $x_{k}=x_{k+1}$, shift the existing sun of partial products one place to the right.
(ii) If $x_{k}=1, x_{k+1}=0$ i.e., $x_{k}>x_{k+1}$, subtract $y$ from the existing
sum of partial products and shift the new sum one place to the right.
(iii) If $x_{k}=0, x_{k+1}=1$, i.e., $x_{k}<x_{k+1}$, add $y$ to the existing sum of partial products and shift the new sum one position to the right.

No shift is required after the last operation is carried out. Clearly the operation can start with the most significant bit of $x$, instead of with the least significant bit as originally proposed. Furthermore, if the multiplicand is shifted instead of the partial sum, the same end result is obtained with the advantage that some parallel processing may be used, resulting in an improvement in the speed of multiplication. It should be noted that when a number with a 0 in its m.s.b. position is right-shifted, there will also be a 0 in the m.s.b. position of the new number. Similarly, for a number with a 1 in its m.s.b. position, there is also a 1 in the m.s.b. position after the right shift.

Example: Consider multiplication of $y=0.01$ by $x=-0.11$. In two's complement form $y=0.01$ and $x=1.01$.
(a) $\quad x_{0}=1, x_{1}=0$, subtract $y$ from 000 to give $y_{p 1}=1.110$

Shift $y$ one place to give $y_{1}=0.001$
(b) $x_{1}=0, x_{2}=1$, add $y_{1}$ to $y_{11}$
$y_{p 2}=1.111$
Shift $y_{1}$ to give $y_{2}=0.0001$
(c) $\quad x_{2}=1, x_{3}=0$, subtract $y_{2}$ from $y_{p 2}$
$y_{p 3}=1.1101 \quad$ No shift is required at this step.
The answer is 1.1101 (i.e., -0.0011 )

The array for multiplication of signed binary numbers uses the U.A.C.'s in the ternary mode of operation ${ }^{62}$. The iterative array is shown in Fig. 6.5. It is capable of multiplying two three-bit signed numbers. The $A$ inputs to the first row are in state 0 . The $Y$ inputs are at the $B$ lines of the first row with the m.s.b. at the extreme left cell. The $B$ inputs to the m.s.b. cell of any row other than the first are obtained from the $B$ inputs to the next cell in that row. Thus the diagonal lines present the multiplicand $Y$ in a correctly shifted position for further processing. Furthermore, since no shift is required after the last operation, the final product is available at the $S$ outputs of the last row, without any processing. A one-bit comparator is used to obtain the results of comparison of $x_{k}$ and $x_{k+1}$ for the $\mathrm{k}^{\text {th }}$ row and provide the $D$ and $F$ inputs to that row. Thus [ $\left.x_{k}>x_{k+1}\right]$ is the $F$ input and $\left[\overline{x_{k}}=x_{k+1}\right]$ is the $D$ input. If $x_{k}>x_{k+1}$ is denoted by $\left[x_{k}>x_{k+1}\right]=1$ then $F=1, D=1$ and the row with these inputs will be in the "subtract" mode. If $x_{k}<x_{k+1}$ is denoted by $\left[x_{k}>x_{k+1}\right]=0$, then $F=0, D=1$ and the row is in the "add" mode. When $x_{k}=x_{k+1}, x_{k}=x_{k+1},\left[\overline{x_{k}=x_{k+1}}\right]=0$, therefore, $D=0$ and the row performs no arithmetic. In Fig. 6.5, multiplication of $Y=0.01$ by $X=1.01$ (i.e., +0.01 by -0.11 ) is treated. All intermediate states are also shown.

If both $X$ and $Y$ are two n-bit numbers including the sign bit, then the array requires $\frac{n(3 n-1)}{2}$ cells and $n$-bit magnitude comparators.

If the comparators have a delay of $\tau_{c}$ sec. each, then the mode of operation of each row is settled after $\tau_{c}$ sec. Assuming a cell delay of $\tau$ to produce either $S$ or $T$ output, the 1.s.b. of the produce appears

after a time $\tau+\tau_{c}$ sec. The states on the diagonal lines appear without any delay. Therefore, the next bit of the produce will be available after a delay $2 \tau+\tau_{c}$, the third bit after a delay $3 \tau^{T} \tau_{c}$ etc. Since there are ( $2 \mathrm{n}-1$ ) diagonals of cells, the delay in obtaining the m.s.b. of the product will be

$$
T_{g m}=(2 n-1) \tau+\tau_{c} \sec .
$$

This delay is comparable to the delay of the general multiplier/ divider array described earlier in this chapter.

### 6.5.5. Array for Square-root Extraction

A non-restoring division array can be readily extended to yield a square-rooting array which is near-iterative, but has a simple intercellular connection pattern.

The non-restoring square-root algorithm may be outlined as follows:
(a) The binary number $N$ is paired off starting from the radix point. Let these pairs be $A_{n}, A_{n-1}$, etc.
(b) The first minuend is 01. Subtract this from $A_{n}$. If the remainder is positive, 1 is entered in the square-root answer. 01 is appended to the square-root developed so far, shifted by the correct number of times and a further subtraction is attempted.
(c) If the result of subtraction is negative, then 0 is entered in the square-root. 11 is appended to the square root developed so far and this number is added to the remainder after being shifted correctly.

When the remainder is positive, the square-root is always 1 , 01 is appended and a subtraction is performed on the next cycle. If the remainder is negative, the square-root bit is 0,11 is appended and an addition performed on the next cycle.

Fig. 6.6 shows a decision tree of the possible numbers to be added or subtracted in each cycle. The square-root bit developed in the previous cycle is $S A$ and is also indicated.

An iterative array for square-root extraction is shown in Fig. 6.7. The $D$ inputs are at 1 in each row. The number $N$ is applied in pairs to each row. The least significant number to be added or subtracted is always 1 (Figure 6.6). Furthermore, the next two bits are always $S A$ and $\overline{S A}$, $S A$ being the square-root bit developed in the preceding cycle. Since $S A$ is also the $F$ inputs to a row, the next two feeds may be obtained from these lines, as shown in Figure 6.7. The remaining bits of the numbers of Figure 6.6 are obtained from the diagonal outputs of the preceding row. As for non-restoring division, an exclusive-OR gate is required for each row to produce the square-root bit and $F$ input to the next row. In Figure 6.7, the square-root of 1001 is treated. All intermediate states are also shown.

The square-root array requires $n(n+1)$ cells to extract an $n$-bit square-root of a $2 n$-bit number. If the cell delay is $\tau$ and the exclusiveOR gate delay is $\tau_{g}$ then the total delay in obtaining the $n$-bit squareroot will be

$$
T_{s}=n(n+1) \tau+n \tau_{g} \sec
$$



Figure 6.6: A Decision Tree for Non-restoring square-root extraction.


### 6.6 BCD Multiplication

It is possible to perform complex arithmetic operations such as $B C D$ multiplication by connecting the arrays of the previous section in an iterative system. The iterative array proposed here for BCD multiplication, uses sub-arrays, each of which has two basis operations. The first operation is multiplication of two binary numbers and additions of any carry-ins. The second operation is division by a fixed divisor decimal 10 (1010 binary), of the multiplication results. The general multiplier/divider arrays can be used in this application. Thus, referring to Fig. 6.8, the multiplier together with an extra adder produces $[A \cdot D+B+C]$ and the divider, divides this by 10 and produces a remainder $P$ and a quotient $Q$. The operation of such a sub-array is then given by the following equations.

$$
\begin{aligned}
& P=\operatorname{Rem} \cdot[\{A \cdot D+B+C\} / 10] \\
& Q=\text { Quo } \cdot[\{A \cdot D+B+C\} / 10] \\
& F=D \\
& G=A
\end{aligned}
$$

Note that in Fig. 6.8 all the literals are $B C D$ variables, i.e., each input/output line represents four lines of a $B C D$ digit.

The iterative array for BCD multiplication is shown in Fig. 6.9. Decimal equivalents of the $B C D$ digits are used. In Figure 6.9, the operation [999 x $999+999+999]$ is treated. All internediate states are also shown. Each sub-array multiplies two $B C D$ numbers and adds any carry-ins to produce a result which cannot exceed 99 . This result is then divided once by decimal 10 to produce the $B C D$ remainder and a $B C D$ quotient. The quotient becomes the carry-in to the next m.s.b. sub-array.


Figure 6.8: Generalised Multiplier/Divider Cell for $B C D$ arithmetic.


Each sub-array thus consists of a 4-bit by 4-bit binary multiplier and a divider to accommodate a seven-bit dividend and a four-bit divisor. Since both of these processes can use the same logic structure, the sub-array can be realised as a single LSI function.

The BCD multiplier requires $\frac{n(3 n+1)}{2}$ sub-arrays to multiply two n-digit numbers. For a sub-array delay of $\tau_{s}$, the first digit of the product is available after a time $\tau_{s}$. The carry-outs from one diagonal propagate simultaneously to the next m.s.b. diagonal, there being parallel processing in each diagonal set of sub-arrays. The BCD multiplication is therefore completed within $2 \mathrm{nt} . \mathrm{sec}$. Addition of $K_{1}$ and $K_{2}$ involve no extra time delay.

### 6.7 Application of Iterative Arrays in W.F.L. Units

The cellular arrays can be interconnected to obtain the weighting numbers for the three higher moments. Since the arrays required are all identical to each other, the entire W.F.L. unit design is considerably simplified.

The weighting number expressions for the three higher moments are

$$
\begin{align*}
& W_{r, 2}=r(r+1) \\
& W_{r, 3}=\frac{r(r+1)(2 r+1)}{2}  \tag{6.9}\\
& W_{r, 4}=r^{2}(r+1)^{2}
\end{align*}
$$

The maximum value of $r$ is 63 for a 6-bit quantisation process. It is seen that only multiplier arrays are required. The array described in section 6.5.1. is capable of realising the product $L M+K$ where $L$ s $M$
and $K$ are all n-bit numbers.
The weighting number $W_{r, 2}$ can be realised with a single multiplier array in which $\mathrm{L}=\mathrm{M}=\mathrm{K}=\mathrm{r}$. A 6-bit array is required. To realise $W_{r, 3}$, the expression $r(r+1)$ for $W_{r, 2}$ may be used. Thus let

$$
\begin{equation*}
R=r(r+1) \tag{6.10}
\end{equation*}
$$

then $W_{r, 3}=\frac{R}{2}\{2 r+1\}$

Division of $R$ by 2 is a simple right shift of $R$ by one bit and can be easily accomplished by wiring $R$ into an array, with a right shift. Thus, $W_{r, 3}$ is realised as

$$
W_{r, 3}=R \cdot r+\frac{R}{2}
$$

The implementation of $W_{r, 4}$ requires the realisation of $R \cdot R$, where $R=r(r+1)$. It is possible to simplify a nultiplier array and obtain a special squarer. However the general multiplier array can also be used. The design of the W.F.L. unit, using arrays is iliustrated in Fig. 6.10. The arrays required are a 6-bit by 6-bit multiplier for $W_{r, 2}$, a 6-bit by 12-bit array for $W_{r, 3}$ and a 12-bit by 12-bit multiplier for $W_{r, 4}$.

The total delay is obtained by calculating the delay in obtaining $W_{r, 4^{-}}$Thus

$$
\begin{aligned}
& \text { Delay to compute } W_{r, 2} \text { is } \\
& \begin{aligned}
T\left(W_{r, 2}\right) & =(2 n-1) \tau+2 \tau_{g} \\
& =13 \tau
\end{aligned}
\end{aligned}
$$

Assuming

$$
\tau_{g}=\tau
$$

$$
\text { and } T\left(W_{r, 4}\right)=13 \tau+(2 \times 12-1) \tau+2 \tau \sec .
$$



Figure 6.10: Realisation of the weighting numbers.

$$
\therefore \quad \mathrm{T}\left(W_{r, 4}\right)=38 \tau \mathrm{sec}
$$

Typically $\tau=10 \mathrm{nsec}$. Hence the total delay is 380 ns ., to realise all the weighting numbers.

In the special purpose computer designed, the first moment uses all eight bits of the a.d. converter, each bit being available at $1 \mu \mathrm{sec}$. interval. The other three moments use 6-bits. Therefore, the weighting numbers for these three moments would be available before the accumulation process which begins after the eight-bit conversion is complete.

### 6.8 Comments

The iterative arrays offer a convenient method for implementing the arithmetic operations which arise in special purpose computers. The simplification achieved by using such arrays is seen from Fig. 6.10. It is quite conceivable that in the near future, such arrays will be available as LSI functions. The universal arithmetic cell developed in this chapter is shown to have a versatility which was not available in the cells proposed earlier.

## CONCLUSIONS

The use of above-level probabilities results in simple algorithms for the moments of a random signal. A special purpose computer using such algorithms for the first four moments has been designed and constructed. Some tests have been carried out which indicate that the overall accuracy of the s.p.c. is within $1 \%$ for all four moments for commonly-encountered random and periodic signals.

The concept of the weighted feeds is simple but a powerful one since it enables fast processing without storage of the samples of the input signals. Simuitaneous parallel multipliers have been used in the weighted feed logic units. Design of these multipliers makes an efficient use of the fact that the multiplier and multiplicand are interrelated. Logic minimisation of these units, therefore, results in economy.

Logic minimisation has received considerable attention in the past. However, with the reduction in cost and improved reliability of integrated circuit modules, any multiple output logic problem must be analysed carefully before attempting a minimisation. In many cases, cost of computer time becomes excessive compared to savings in component costs resulting from a minimisation. In the minimisation approach adopted in Chapter III, a compromise has been used in which a near-minimum logic solution is sought for the multiple output weighted feed logic within a reasonable computer-run time.

In the implementation of the s.p.c., the significant feature is the direct computation of the standard deviation ( $\sigma$ ) from first and second moment. The counter-equation algorithm used in this system is simple and can be readily used in other direct computations (e.g., reciprocals, approximations to functions, etc.).

A comprehensive error analysis for the four moments has been carried out. The most important error sources are
(a) Approximations and quantisation of the input,
(b) Level offsets in rectifier and a.d. converter,
(c) Finite time of measurement,
(d) Finite sampling rate and finite aperture time of the a.d. converter. Errors due to (c) and (d) can often be reduced in practice. Thus, depending on the frequency of the input, the time of measurement should be chosen such that an appropriate sample size is obtained. Use of a sample and hold circuit before a.d. conversion, would reduce finite aperture time effects and if the ratio $f / p$ does not exceed $\frac{1}{20}$, then the finite sampling rate errors are also negligible. Analysis of the other remaining errors shows that beyond six-bit quantisation for higher moments, the reduction in errors is small whereas the complexity of the W.F.L. units increases considerably.

Design of W.F.L. units, using the simultaneous parallel multipliers, although compatible with the presently available IC components, tends to be complex and time consuming. Furthermore, the design cannot be easily extended to a higher number of bits. Simplicity of design would be achieved by using iterative or near-iterative arithmetic arrays. The universal arithmetic cell developed for use in
these arrays is extremely versatile; its use in other arithmetic operations has been demonstrated. The W.F.L. units for a s.p.c. using 6-bit quantisation would require only three multiplier arrays. With the current progress in LSI technology, it is possible that in the forseeable future such arrays will be available as LSI modules.

The use of such LSI arrays in arithmetic operations would also make the design of substandard digital instruments an attractive possibility which should be investigated further. In such designs it is apparent that methods of improving speed of operation should be sought. A possibility in this area is the design of data-dependent arrays in which some arithmetic cycles are eliminated depending on input data ${ }^{66,67}$. Special purpose computers using such arrays are also possible for other applications such as multivariate averaging and convolution, the latter being userul in digital filtering.

Another area for possible investigation is the use of the s.p.c. for the four moments for real time applications. An example is the use of the second moment algorithm to compute $\int_{0}^{T} v^{2} d t, v$ being an error voltage and obtain an optimum control strategy. Finally, the first four moments may also be used for approximation of the probability density functions to be used in non-linear filtering algorithms ${ }^{2}$.
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Figure A : Flow-char't procedure for evaluation of Direct Decimal. Readouts for $C_{0}=10^{4}$


Figure A : Contd.

| VOLTAGE RANGE (VOLTS) |  | FIRST <br> MOMENT | SECOND MOMENT | THIRD MOMENT | FOURTH MOMENT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0000 | 0.1563 | 0.00 | 0.00 | 0.00 | 0.00 |
| 0.1563 | 0.3125 | 156.25 | 4.88 | . 12 | . 00 |
| 0.3125 | 0.4688 | 312.50 | 14.65 | . 59 | . 02 |
| 0.4688 | 0.6250 | 468.75 | 29.30 | 1.63 | . 09 |
| 0.6250 | 0.7813 | 625.00 | 48.83 | 3.47 | . 24 |
| 0.7813 | 0.9375 | 781.25 | 73.24 | 6.34 | . 55 |
| 0.9375 | 1.0938 | 937.50 | 102.54 | 10.47 | 1.06 |
| 1.0938 | 1.2500 | 1093.75 | 136.72 | 16.09 | 1.89 |
| 1.2500 | 1.4063 | 1250.00 | 175.78 | 23.42 | 3.11 |
| 1.4063 | 1.5625 | 1406.25 | 219.73 | 32.70 | 4.85 |
| 1.5625 | 1.7188 | 1562.50 | 268.55 | 44.16 | 7.24 |
| 1.7188 | 1.8750 | 1718.75 | 322.27 | 58.01 | 10.42 |
| 1.8750 | 2.0313 | 1875.00 | 380.86 | 74.50 | 14.55 |
| 2.0313 | 2.1875 | 2031.25 | 444.34 | 93.85 | 19.80 |
| 2.1875 | 2.3438 | 2187.50 | 512.70 | 116.29 | 26.35 |
| 2.3438 | 2.5000 | 2343.75 | 585.94 | 142.05 | 34.40 |
| 2.5000 | 2.6563 | 2500.00 | 664.06 | 171.36 | 44.18 |
| 2.6563 | 2.8125 | 2656.25 | 747.07 | 204.44 | 55.90 |
| 2.8125 | 2.9688 | 2812.50 | 834.96 | 241.53 | 69.82 |
| 2.9688 | 3.1250 | 2968.75 | 927.73 | 282.85 | 86.18 |

Table A: Direct Decimal Readouts for 37 four moments, $n=64, c_{0}=10^{4}$

APPENDIX A: CONTD.

| VOLTAGE RANGE (VOLTS) |  | FIRST <br> MOHENT | SECOND MOMENT | THIRD MOMENT | FOURTH MOMENT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3.1250 | 3.2813 | 3125.00 | 1025.39 | 328.64 | 105.27 |
| 3.2813 | 3.4375 | 3281.25 | 1127.93 | 379.11 | 127.36 |
| 3.4375 | 3.5938 | 3437.50 | 1235.35 | 434.51 | 152.76 |
| 3.5938 | 3.7500 | 3593.75 | 1347.66 | 495.06 | 181.78 |
| 3.7500 | 3.9063 | 3750.00 | 1464.84 | 560.99 | 214.76 |
| 3.9063 | 4.0625 | 3906.25 | 1586.91 | 632.52 | 25202 |
| 4.0625 | 4.2188 | 4062.50 | 1713.87 | 709.90 | 293.94 |
| 4.2188 | 4.3750 | 4218.75 | 1845.70 | 793.33 | 340.89 |
| 4.3750 | 4.5313 | 4375.00 | 1982.42 | 883.06 | 393.24 |
| 4.5313 | 4.6875 | 4531.25 | 2124.02 | 979.32 | 451.41 |
| 4.6875 | 4.8438 | 4687.50 | 2270.51 | 1082.32 | 515.80 |
| 4.8438 | 5.0000 | 4843.75 | 2421.88 | 1192.31 | 586.84 |
| 5.0000 | 5.1563 | 5000.00 | 2578.13 | 1309.51 | 664.99 |
| 5.1563 | 5.3125 | 5156.25 | 2739.26 | 1434.14 | 750.69 |
| 5.3125 | 5.4688 | 5312.50 | 2905.27 | 1566.45 | 844.42 |
| 5.4688 | 5.6250 | 5468.75 | 3076.17 | 1706.65 | 946.66 |
| 5.6250 | 5.7813 | 5625.00 | 3251.95 | 1854.97 | 1057.92 |
| 5.7813 | 5.9375 | 5781.25 | 3432.62 | 2011.65 | 1178.71 |
| 5.9375 | 6.0938 | 5937.50 | 3618.16 | 2176.91 | 1309.55 |
| 6.0938 | 6.2500 | 6093.75 | 3808.59 | 2350.99 | 1451.00 |

Table A: Contd.

| VOLTAGE RANGE (VOLTS) |  | FIRST <br> MOMENT | SECOND MOMENT | THIRD <br> MOMENT | FOURTH <br> MOMENT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 6.2500 | 6.4063 | 6250.00 | 4003.91 | 2534.10 | 1603.62 |
| 6.4063 | 6.5625 | 6406.25 | 4204.10 | 2726.49 | 1767.96 |
| 6.5625 | 6.7188 | 6562.50 | 4409.18 | 2928.37 | 1944.62 |
| 6.7188 | 6.8750 | 6718.75 | 4619.14 | 3139.98 | 2134.21 |
| 6.8750 | 7.0313 | 6875.00 | 4833.98 | 3361.55 | 2337.33 |
| 7.0313 | 7.1875 | 7031.25 | 5053.71 | 3593.30 | 2554.62 |
| 7.1875 | 7.3438 | 7187.50 | 5278.32 | 3835.47 | 2786.71 |
| 7.3438 | 7.5000 | 7343.75 | 5507.81 | 4088.28 | 3034.27 |
| 7.5000 | 7.6563 | 7500.00 | 5742.19 | 4351.96 | 3297.97 |
| 7.6563 | 7.8125 | 7656.25 | 5981.45 | 4616.74 | 3578.50 |
| 7.8125 | 7.9688 | 7812.50 | 6225.59 | 4912.85 | 3876.55 |
| 7.9688 | 8.1250 | 7968.75 | 6474.61 | 5210.52 | 4192.85 |
| 8.1250 | 8.2813 | 8125.00 | 6728.52 | 5519.98 | 4528.11 |
| 8.2813 | 8.4375 | 8281.25 | 6987.30 | 5841.46 | 4883.10 |
| 8.4375 | 8.5938 | 8437.50 | 7250.98 | 6175.17 | 5258.55 |
| 8.5938 | 8.7500 | 8593.75 | 7519.53 | 6521.37 | 5655.25 |
| 8.7500 | 8.9063 | 8750.00 | 7792.97 | 5880.26 | 6073.99 |
| 8.9063 | 9.0625 | 8906.25 | 8071.29 | 7252.09 | 6515.56 |
| 9.0625 | 9.2188 | 9062.50 | 9354.49 | 7637.08 | 6980.77 |
| 9.2188 | 9.3750 | 9218.75 | 8642.58 | 8035.46 | 7470.47 |

Table A: Contd.

APFENDIX A: CONTD.

| VOLTAGE RANGE (VOLTS) | FIRS' C MORENT | SECOND MOMENT | THIRD MOMENT | FOURTH <br> MOMENT |
| :---: | :---: | :---: | :---: | :---: |
| 9.37509 .5313 | 9375.00 | 8935.55 | 8447.46 | 7985.49 |
| $9.5313 \quad 9.6875$ | 9531.25 | 9233.40 | 8873.30 | 8526.69 |
| 9.68759 .8438 | 9687.50 | 9536.13 | 9313.22 | 9094.95 |
| 9.843810 .0000 | 9843.75 | 9843.75 | 9757.45 | 9691.14 |

Table A: Contd.

APPENDIX B<br>COMPUTATION OF SYSTEM QUANTISATION ERRORS

The following notes apply to the flou-charts for the computer programs, of Figure B.
(a) Periodic Waveforms have been assigned numbers as follows.

WAVEFORM
Sine Wave
FWR Sine Wave
Triangular Nave
FWR Triangular Wave
Rectangular Wave 5

FWR Rectangular Wave or DC Input

NUMBER
1

2
3
4

6
(b) Two passes are made through the computation procedure. (i) First Pass: Peak of input waveform is varied in the level interval 255-256 for first moment and in the interval 63-64 for the other three moments. For each peak position, the quantisation error is calculated using the actual moments algorithms.
(ii) Second Pass: The number of quantisation levels $n$ is varied in the range 8 to 1024. The peak position of input is varied in the interval ( $n-1$ ) to $n$. The maximum and minimum errors are calculated for each value of $n$.


Figure B: Flow-chart procedure for calculation or system quantisation errors.


Figure B: Contd.


Eigure B: Contd.

## APPENDIX C.



Figure C: Flow-chart procedure for calculation of quantisation errors for Gaussien Noise.


Figure C: Contd.


Figure C: Contd.


Figure C: Contd.

## APPENDIX D



Figure D: Flow-chart procedure for evaluation of errors due to level offsets.




Figure D: Contd.

## APPENDIX E

## ERRORS IN HIGYER ORDER MOMENTS <br> DUE TO FINITE MEASUREIENT TIME.

The following analysis has been suggested by Dr. S.O.Rice. of the Bell Telepione Laboratories, U.S.A.

Consider for example the forth moment of a random variable $x$ measured over a finite time $T$.

Let

$$
\begin{equation*}
y=\int_{0}^{T} x^{4}(t) d t \tag{1}
\end{equation*}
$$

where $x(t)$ is a stationary Gaussian process with two-sided


$$
\begin{align*}
R(\tau) & =\int_{-\infty}^{\infty} e^{+i 2 \pi f \tau} W(f) d f \\
\sigma^{2} & =\int_{-\infty}^{\infty} W(f) d f \tag{2}
\end{align*}
$$

The ensemble arerage $\langle y\rangle$ is

$$
\begin{align*}
\langle y\rangle & =\int_{0}^{T}\left\langle x^{4}(t)\right\rangle d t=\int_{0}^{T}\left(3 \sigma^{4}\right) d t \\
& =3 \sigma^{4} T \tag{3}
\end{align*}
$$

## The second moment of $y$ is

$$
\begin{aligned}
\left\langle y^{2}\right\rangle & =\int_{0}^{T} d t_{1} \int_{0}^{T} d t_{2}\left\langle x^{4}\left(t_{1}\right) x^{4}\left(t_{2}\right)\right\rangle \\
& =\int_{0}^{T} d t_{1} \int_{0}^{T} d t_{2}\left[9 \sigma^{8}+72 \sigma^{4} R^{2}\left(t_{1}-t_{2}\right)+24 R^{4}\left(t_{1}-t_{2}\right)\right] \\
& =\left[\int_{0}^{T} d t_{1}\left(3 \sigma^{4}\right)\right]^{2}+\int_{0}^{T} d t_{1} \int_{0}^{T} d t_{2}\left[72 \sigma^{4} R^{2}\left(t_{1}-t_{2}\right)+24 R^{4}\left(t_{1}-t_{2}\right)\right] \\
& =K y\rangle]^{2}+2 \int_{0}^{T} d \tau(T-\tau)\left[72 \sigma^{4} R^{2}(\tau)+24 R^{4}(\tau)\right]
\end{aligned}
$$

the variance of $y$ is

$$
\left\langle\mathrm{y}^{2}\right\rangle-\langle\mathrm{y}\rangle^{2}=48 \int_{0}^{T}(T-\tau)\left[3 \sigma^{4} \mathrm{P}^{2}(\tau)+\mathrm{R}^{4}(\tau)\right] \mathrm{d} \tau
$$

For "flat" band-limited noise with :

$$
W(f)= \begin{cases}\sigma^{2} /\left(2 f_{c}\right), & |f|<f_{c} \\ 0 & |f|>f_{c}\end{cases}
$$

we have

$$
\begin{aligned}
R(\tau) & =\int_{-f_{c}}^{f} e^{i 2 \pi f \tau} \frac{\sigma^{2}}{2 f_{c}} d f \\
& =\frac{\sigma^{2}}{2 \pi c_{c}} \sin \left(2 \pi f_{c} \tau\right)
\end{aligned}
$$

and the integral for the variance of $y$ can probably be evaluated in terms of Ci and Si functions.

The expression for $\left\langle x^{4}\left(t_{1}\right) x^{4}\left(t_{2}\right)\right\rangle$ can be obtained as the coefficient of $(i v)^{4}(i v)^{4} /(4!4!)$ in the expansion of

$$
\left\langle e^{i u x_{1}+i v x_{2}}\right\rangle=\exp \left[-\frac{\sigma^{2}}{2}\left(u^{2}+v^{2}\right)-R\left(t_{1}-t_{2}\right) u v\right]
$$

When $T$ becomes large we have

$$
\frac{\left\langle y^{2}\right\rangle-\langle y\rangle^{2}}{\langle y\rangle^{2}} \approx \frac{48 T}{9 \sigma^{8} T^{2}} \int_{0}^{\infty}\left[3 \sigma^{4} R^{2}(\tau)+R^{4}(\tau)\right] d \tau
$$

The integral of $[x(t)]^{3}$ can also be evaluated in the same way:
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[^0]:    *A well ordered function is one for which all the minterms combine to give a minimum answer of the type $(A \subset B)+(C \ominus D)+\ldots-$

