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Abstract 

New metal-rich Gd5T4 magnetocaloric phases (T - p-element) were designed, 

synthesized and characterized. These phases exhibit a close relationship between the 

valence electron count, size effect, crystal structure and physical properties. The targeted 

cleavage of the interslab T-T dimers was achieved in the Gd5Si4_xPx, Gd5Si4-xSbx and 

GdsSi4-xBix systems. While in the GdsSi4-xPx system only a change in the valence electron 

count was employed for the desired structural transformations, in the Gd5Si4_xSbx and 

Gd5Si4_xBix systems both the valence electron count and size effect were used to break the 

interslab dimers . Incorporation of large Bi atoms into the Gd5Si4 phase resulted in the 

complete cleavage of the interslab T-T bonds and lead to novel slab stacking sequences 

accompanied by stacking faults. 

The GdsSi4-xPx and GdsSi4-xSbx phases undergo ferromagnetic transitions within a 

wide temperature range. Values of the corresponding magnetic entropy changes indicate 

the presence of a conventional magnetocaloric effect. This is likely due to the temperature 

stability of the structures with the broken dimers which hinders first-order coupled 

magnetostructural transitions. 

Metal-rich ferromagnetic phases of the RE5NixT3-x composition with RE = Gd, Dy, 

Lu, T = Sb, Bi were derived from the parent RE5T3 binaries. Incorporation of nickel 

stabilizes the orthorhombic YbsSb3-type structures at 800 °C. The Gd5Nio.96Sb2 o4, 

GdsNio.11Bh.29 and DysNio 66Bh34 phases show relatively low values of magnetocaloric 

effect. 
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Chapter 1. Introduction 

1.1 Magnetism 

1.1.1 Phenomena of magnetism 

Magnetism is a property intrinsic to all materials. It exhibits itself during an 

interaction of matter with a special medium called a magnetic field. There are plenty of 

natural sources of magnetic fields, with our planet Earth being one of them. While Earth's 

magnetic field is considered to be relatively weak, the planet possesses other, much 

stronger local sources of it, such as the magnetite ores. 

Different types of interactions of materials with a magnetic field are indicative of 

various macroscopic magnetic states of matter. For instance, a magnetic field attracts iron 

metal, in contrast to copper metal, which appears to be magnetically benign. To 

understand the macroscopic magnetic behavior of a system, the microscopic origin of the 

magnetism has to be known. 

All substances consist of atoms, which in tum are built of nuclei with electrons 

orbiting around them. Although both species contribute to the magnetism, the nuclear 

contribution to the total magnetic response is negligible. In most cases, including this 

work, electrons are viewed as the only source of magnetism in matter. 

1.1.2 Magnetic poles and magnetic field 

The pivoting bar of a magnetic material (i.e. magnetite), which is commonly 

called a bar magnet, orients itself along the Earth's meridian. The side of the bar magnet 

pointing towards the geographic North Pole is called the north-seeking pole or the north 



pole. Correspondingly, the opposite side of the magnet is called the south pole. Following 

this notation, the magnetic field, which can be represented as magnetic lines, is set to 

originate from the north pole of the magnet and flow towards the south pole (Fig. 1.1.1 ). 

Figure 1.1.1. Magnetic lines propagating from the north to the south pole of a bar magnet 

This shape of magnetic lines can be easily verified experimentally. By exposing a layer of 

tiny iron metal needles to a magnetic field generated by a bar magnet, they orient 

themselves in a manner shown in Figure 1.1.1. 

The north and south poles of the magnet exert force on each other. This force is 

proportional to the product of the pole strengths, p, and inversely proportional to the 

square of the interpolar distance, r: 

(1.1.1) 

where Jlo is the permeability of free space. 
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It is easy to see, that the magnetic field, H, generated by the pole PI is equal to 

(1.1.2) 

therefore the force, F, which is exerted by pole PI on p 2 is 

F = Hp2 (1.1.3) 

It is possible to generate a magnetic field without magnetic materials. One such 

method is to run an electric current through a wire. According to Ampere's law, a field H 

generated at a distance r from an infinite wire with a running current I is 

I 
H = 2rrr· 

(1.1.4) 

The unit of magnetic field strength in SI (Systeme International) is a direct derivative of 

this equation and is equal to the amperes per meter (Aim). However, the more commonly 

used unit is Oe (CGS system). 

1.1.3 Macroscopic magnetic moment, magnetization and induction 

If a bar magnet is placed in a magnetic field H at an angle e to its direction (Fig. 

1.1.2), the forces acting on the poles of the magnet are equal to F =pH ( eq. 1.1.3). 

Figure 1.1.2. Forces acting on a bar magnet in a magnetic field 
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The torque exerted on the bar magnet is equal to 

l l 
pH -zsine + pH -zsine = pHlsine = mHsine (1.1.5) 

where m = pl is the magnetic moment. When the size of the magnet is reduced to the limit 

of a small length, but with a finite moment, its magnetic moment m is called a magnetic 

dipole. The energy of a magnetic moment/dipole in a magnetic field His the negative dot 

product of the m and H vectors: 

E = -110m· H. (1.1.6) 

Magnetic materials, e.g. bulk magnets, can be viewed as being composed of many tiny 

magnets or magnetic moments. 

The magnetization of a material is the sum of all its magnetic moment vectors m 

M= Im. (1.1.7) 

The SI unit of magnetization is the same as for magnetic field (A/m). Again, the most 

commonly used unit is emu from the CGS system. Usually, magnetization is normalized 

to the quantity of a material, i.e. number of moles or mass. In the latter case, 

magnetization has units of emu/g. 

Upon application of a magnetic field on a system with randomly oriented 

magnetic moments, they decrease their magnetic energy by aligning in the direction of the 

field (eq. 1.1.6). The total response of the material to the applied field includes induced 

magnetization, M, and applied field, H, and is called magnetic induction B: 

B = Jlo(H + M) (1.1.8) 

in SI units. 
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1.1.4 Magnetic susceptibility and basic magnetic states 

The response of the magnetization of a material to an applied external field is 

called magnetic susceptibility, x: 

M 
x=

H 
(1.1.9) 

It can have either a positive or negative sign. In the latter case, the material is said to have 

a diamagnetic behaviour. This indicates that the system does not possess free magnetic 

moments, i.e. no unpaired electrons. Since every substance has core energy shells with all 

electrons being paired, a phenomenon of diamagnetism is intrinsic to all materials (except 

atomic Hydrogen). Diamagnetism emerges due to the induced currents, which generates a 

magnetic field opposing the external field (Lenz's law). 

When a system possesses free magnetic moments, 1.e. unpaired electrons, 

magnetic susceptibility is positive. Four distinct basic magnetic states are possible in this 

case: paramagnetic, ferromagnetic, antiferromagnetic and ferrimagnetic (Fig. 1.1.3). 

71"'tt~7f"'" 
~"-~k~~~ 

Paramagnetic 

1'1'1'1'1'1'1' 
~~~~~~~ 

Anti ferromagnetk 

++t++++ 
ttt+ttt 

Ferromagnetic 

Ferrimagnetic 

Figure 1.1.3. Basic magnetic states with positive susceptibility 
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Here, magnetic moments are represented by arrows, whose relative directions and 

magnitudes are assumed to represent those of the magnetic moments in a material. This 

notation will be followed further. 

Paramagnetism is a state with all magnetic moments randomly oriented (Fig. 

1.1.3, top left). All materials with positive magnetic susceptibility, x, are paramagnets 

either throughout all temperatures (Na, Al, Sc) or at higher temperatures. Upon cooling, 

many paramagnetic phases can undergo magnetic ordering. If all moments are aligned 

along one direction (Fig. 1.1.3, top right), this state is called ferromagnetic (Fe, Co, Ni, 1 

Gd,2 SmCo5,
3 Nd2Fe14B

4
). The corresponding ordering temperature is called Curie 

temperature, Tc. The magnetic susceptibility of ferromagnetic materials is several orders 

higher than that of paramagnets. If moments of the same magnitude are aligned anti

parallel (Fig. 1.1.3, bottom left), the material is called an antiferromagnet with the Neel 

temperature, TN, as an ordering temperature (Cr, Mn,5 Mn06
, FeO\ The susceptibility 

values of antiferromagnetic materials are similar to those of paramagnetic materials and it 

arises due to tilting and flipping of magnetic moments along the direction of the applied 

field. When moments are anti-parallel but their magnitudes differ (Fig. 1.1.3, bottom 

right), the corresponding magnetic state is called ferrimagnetic (magnetite Fe30 4
8
). 

Qualitative and quantitative behaviours of ferrimagnetic materials are similar to those of 

ferromagnetic phases. 

There exist many other magnetic states, like canted, sinusoidal/cosinusoidal, 

helicoidal etc. However, they are less common than the above mentioned states and are 

not of a significant interest to the subject of the magnetocaloric effect. 
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1.1.5 Microscopic origin of magnetism 

Electrons are the carriers of magnetism. They contribute through their orbiting 

(orbital momentum) and spinning (spin momentum) motions (Fig. 1.1.4). 

v 
l 

e 

l 
Figure 1.1.4. Angular orbital (l) and spin (s) momenta of the electron and associated 

magnetic moments mt and ms. Orbiting radius denoted as r, speed as v, current as i 

From a classical point of view, the orbital motion of an electron generates a magnetic 

moment 

ml = lA (1.1.10) 

where I is the current and A is the area of the orbit. It is easy to see, that it is equal to 

1 
ml = --evr 

2 
(1.1.11) 

where e is the charge of an electron, v is its speed and r is the orbiting radius, i.e. distance 

from the nucleus to the electron. In classical physics, the angular momentum of motion is 

analogous to the linear momentum L = mv of motion and is equal to L = mvr, where m is 

the mass. Therefore, the magnetic moment originating from the orbital angular 

momentum is 
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e 
m 1=--l 

2m 
(1.1.12) 

Contrary to the classical physics, in real, i.e. microscopic world of electrons, the 

orbital angular momentum can take only certain orientations about the magnetic field. 

The quantized projection of the angular momentum onto the field axis can be written as 

mlz, resulting in the angular momentum magnetic moment, m,, to be equal to 

eh 
ml = --ml 

2m 

(1.1.13) 

where m, is the orbital magnetic quantum number and h is the Dirac constant. The eh/2m 

constant is called the Bohr magneton, p8 , and is the elementary unit of magnetic moment. 

The effective or total orbital contribution to the magnetic moment is 

(1.1.14) 

where I is the orbital quantum number. Taking into account the contribution of the 

electron spin, the total effective magnetic moment is 

(1.1.15) 

where j is the total quantum number, which accounts for the spin-orbital contribution and 

g1 is the Lande splitting factor. 

1.1.6 Theory of paramagnetism 

When a paramagnetic material is exposed to an external magnetic field, its 

moments tend to align along the field direction to reduce their magnetic energy E = 

-j10m · H (eq. 1.1.6). The moment of atoms along the magnetic field is equal to 

m = - g1J1sf, and the resulting energy of the electrons becomes 
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E = -Jlo9]11Bf ·H. (1.1.16) 

If orbital contribution is ignored, J = S. Spins in an external magnetic field 

precess around its direction (Larmor precession) and orient themselves in two ways with 

respect to the field - up and down. We denote these states of an electron by the 

corresponding spin quantum numbers, ms: + 1/2 and -1/2, respectfully (Fig. 1.1.5). 

Figure 1.1.5. Precession of magnetic spins along the field (left) and in the opposite 

direction (right) 

However, thermal energy prevents all moments from orienting along the field 

direction and the resulting equation for magnetization takes the form of 

(1.1.17) 

where BJ is a Brillouin function: 

(
2] + 1) ((2] + 1)x) ( 1 ) ( x) B1(x) = 

21 
coth 

21 
-

21 
coth 

21 
. (1.1.18) 

Wh Po mH 1 h f~ . . . . 1 en << , t e e 1ect1ve magnetizatiOn 1s equa to 
k 8 T 
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The corresponding magnetic susceptibility is 

M Np0gfp~JU + 1) C 
x= -= 

H 3kaT T 

which is a Curie law with 

The classical counterpart of eq. 1.1.21 is obtained when J = oo resulting in 

[ (
mH) kaT] M = Nm coth kaT - mH = NmL(a) 

mH 
where L(a) = coth(a) -1/a is the Langevin function with a=--. 

k 8 T 

1.1. 7 Theory of ferromagnetism 

(1.1.19) 

(1.1.20) 

(1.1.21) 

(1.1.22) 

Magnetocaloric effect has the largest values around ferromagnetic transitions. 

Ordered magnetic states, including ferromagnetic, emerge through the exchange coupling 

of magnetic moments. The total Hamiltonian of this coupling (ignoring orbital 

contribution) can be written as 

(1.1.23) 

where s; and s1 represent spins of atoms i andj and J;1 is the exchange coupling constant. 

A positive sign of JiJ indicates a ferromagnetic type of interaction, negative -
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antiferromagnetic. Now, the magnetic energy of the electrons of a ferromagnetic material 

in an external magnetic field is equal to 

E = -f1oBJf1Bf · (H +aM') (1.1.24) 

where aM' is a field acting on the electron created by its neighbouring electrons. 

Magnetization is now equal to 

(1.1.25) 

where B1 is a Brillouin function. 

Paramagnetic susceptibility of ferromagnetic materials is described by the Curie-

Weiss law 

where 8 is the Weiss temperature. 

c 
x = r-e (1.1.26) 

In magnetic systems based on rare-earth elements, which will be considered here, 

magnetic moments originate from the localized 4f-electrons and exchange interactions are 

mediated by the conduction electrons. This often induces polarization of the conduction 

electrons and an increase in the calculated effective magnetic moment per magnetic atom. 

1.2 Magnetocaloric effect 

1.2.1 Conventional magnetocaloric effect 

The magnetocaloric effect (MCE) was discovered by Warburg in 1880.9 He 

applied a magnetic field on pure iron and noticed a rise in its temperature (Fig. 1.2.1 ). To 

understand the mechanism behind this phenomenon we have to model changes in a 
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magnetically active system induced by a magnetic field. 

T 

H, ad . .. 
T+iJT 

Fig. 1.2.1. Rise in temperature of iron upon application of magnetic field 

Let's consider a system of four unpaired spins in a high-spin state. The total spin 

quantum number, S, for this system is equal to S = (112)n = 2, where n is the total number 

of spins. The number of possible states this system can adopt, Q, is 

Q = 2S +I (1.2.1) 

and equals to five (Fig. 1.2.2). 

0 

Fig. 1.2.2. Five possible states of the system with S = 2 
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The entropy of a system with a known number of possible states can be calculated using 

the Boltzmann equation 

S= ksln.Q (1.2.2) 

where k8 is the Boltzmann constant. Therefore, the entropy of the system of magnetic 

spins can be written as 

S = ksln(2S + 1) (1.2.3) 

and is called magnetic entropy. This equation takes the form of S = Rln(2S + 1) if 

normalized to a mole of moments (R -universal gas constant). 

To illustrate the influence of a magnetic field on the magnetic entropy, let's 

consider a system of randomly oriented (paramagnetic-like state) magnetic moments 

without a magnetic field (Fig. 1.2.3, left). As derived above, the entropy of such a system 

can be calculated using the Smag = Rln(2S + 1) relationship (only spin contributions to the 

magnetic moments are assumed here). If upon application of a magnetic field we obtain a 

perfect order (ferromagnetic-like state), i.e. the system adopts a state with all moments 

oriented along the field (Fig. 1.2.3, right), the entropy of such system is equal to Smag = 

kbln.Q = kbln1 = 0. Therefore, the change in the magnetic entropy, Mmag, upon this type of 

ordering is 10 

L1Smag = -Rln(2S + 1) (1.2.4) 

If the field is applied adiabatically, the system heats up. This increase in 

temperature follows from the fact that entropy of solids consists of three parts: lattice 

(Slat), electronic (Sel) and magnetic (Smag). During an adiabatic process the total entropy 

change, M, equals zero. Since Smag decreases upon the application of a magnetic field, 
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T 

= +H 

-= -H 

Fig. 1.2.3. Complete ordering of spins upon application of magnetic field 

i.e. Mmag < 0, the sum of Mlat and Mel must be positive, i.e. M1at + Mel > 0. The 

adiabatic temperature change, tl.Tab, is related to the sum of M1at and Mel through the 

(tl.S1at + fl.Sei)Tact = Cp 11Tact equation, where Cp is the heat capacity. Since Cp is always 

positive, tl.Tact must be positive as well, i.e. we observe an increase in the temperature of 

the system. 

The mechanism described above represents the conventional MCE and is present 

in any material that has a positive magnetic response, i.e. positive susceptibility. Since 

ordering of magnetic moments lies at the origin of the MCE (as described above), it has 

the largest values for ferromagnetic materials around their ordering temperatures, Tc. For 

gadolinium metal, which orders around room temperature, Mmag reaches -10 J/kg K at its 

magnetic transition.2 

1.2.2 Giant magnetocaloric effect 

The conventional MCE can be enhanced if a ferromagnetic transition is 

accompanied by a first-order structural transition. In this case the magnetic transition 

becomes first-order as well, and a first-order coupled magnetostructural transition 
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occurs. 11 Such transition yields much larger values of the entropy and/or temperature 

changes when compared to the conventional MCE and the resulting magnetocaloric 

response is called giant MCE. It is convenient to use entropy vs. temperature plots to 

describe the giant MCE (Fig. 1.2.4). 

T,K T,K 

Figure 1.2.4. Entropy vs. temperature plots for conventional (left) and giant (right) MCEs. 

H1 represents zero field; Hz- applied field (arb. value); L1Siso(T)t;H,P- isothermal entropy 

change for a field change of L1H under constant pressure; L1 T act(T)t>H,P - adiabatic 

temperature change for a field change of L1H under constant pressure 

During a first-order magnetostructural transition (Fig. 1.2.4, on the right), entropy 

changes discontinuously at the transition point. This results in enhanced values of L1S and 

L1 T when compared to the values of a conventional MCE (Fig. 1.2.4, on the left). The 

equation for the total entropy change, L1S, now consists of two parts - magnetic and 

structural: 

Lls (T) S(T) S(T) f.T [c(T)Hz -c(T)H1 ]p dT _ !JEH1 __ LlS _ flEH 1 
iso !JH,P = H2 ,P - HvP = 0 T Tt,Hl mag Tt.Hl 
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(eq. 1.2.5) where Mmag is the magnetic entropy change; c(T) - heat capacities; t;..E -

enthalpy of structural transition; T1 - transition temperature. Correspondingly, a general 

formula for the total entropy change is 

(1.2.6) 

The equation for the adiabatic temperature change, t;..Tad, IS the same both for the 

conventional and giant MCE: 

L1 Tad (T) IJH,P = 
Tl 

(T ) 
L1Siso (T) IJH,P 

C 1 H2 ,P 
(1.2.7) 

The adiabatic temperature change IS larger for giant MCE since the corresponding 

entropy change, L1S, is larger. 

The giant MCE was discovered in 1997 in the monoclinic Gd5ShGe2 phase, 12 

which is a member of a large family of RE5T4 phases (RE - rare-earth element, T - p-

element). The REsT4 phases are built from [RE5T4] slabs, which are interconnected 

through the T-T dimers. At this point, two structure types of the RE5T4 family have to be 

introduced: orthorhombic GdsSi4-type, where all dimers are intact, i.e. all T-Tbonds exist, 

and orthorhombic SmsGe4-type with all dimers broken (Fig. 1.2.5, on the left and on the 

right, respectively). 13 

The monoclinic modification of the Gd5SizGez phase has half of the interslab T-T 

dimers broken, i.e. it can be viewed as an intermediate structure between Gd5Si4- and 

SmsGe4-types (Fig. 1.2.5, in the middle). At room temperature, monoclinic GdsShGez is a 

paramagnet and transforms into a ferromagnetic Gd5Si4-type structure below 271 K. The 

application of a magnetic field on the monoclinic Gd5ShGez phase in the vicinity of 271 
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K induces a first-order magnetostructural transition, i.e. reformation of all interslab T-T 

(Si/Ge-Si/Ge in this case) dimers and ferromagnetic ordering. 14 This results in giant 

values ofMCE: ~S = -36 J/kg K, ~T = 17 K. 15 
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Figure 1.2.5. GdsSi4- (left), GdsShGe2- (middle) and SmsGe4-type structures 

1.2.3 Magnetic refrigeration 

0 
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0 

The magnetocaloric effect can be used for magnetic refrigeration (Fig. 1.2.6, on 

the left). Its mechanism is analogous to a conventional vapor-pressure method (Fig. 1.2.6, 

on the right), which is commonly used today. 

Let's consider a system of randomly oriented magnetic moments at an arbitrary 

ambient temperature T (Fig. 1.2.6, left-top). Upon an adiabatic application of magnetic 

field, H, the magnetic moments align along the field and the system heats up with a 

change of temperature !J.Tact (Fig. 1.2.6, left-right). The mechanism behind this 
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Figure 1.2.6. Magnetic (left) and vapor-pressure (right) cycles ofrefrigeration 

temperature rise was described in Section 1.2.1. After the system is brought to the 

original temperature, T, with the applied field, H, on (Fig. 1.2.6, left-bottom), the 

subsequent adiabatic release of the field results in a temperature decrease -11Tad (Fig. 

1.2.6, left-left). Cooling occurs due to the increase in the magnetic entropy at the expense 

of the lattice and electronic entropies. Upon the heat exchange with a targeted object, i.e. 

a cooling process, the system returns to the original state with randomly oriented 

moments and temperature T (Fig. 1.2.6, left-top). Continuous cooling can be achieved by 

repeating this cycle. 

The first experimental magnetic refrigeration unit based on gadolinium metal was 

built by the Astronautics Corporation of America, Milwaukee, USA jointly with the 

Ames Lab of DOE USA. 16 The efficiency of this kind of system is about 60%, while the 

efficiency of conventional vapour-pressure units is 30-40%. Beside this advantage, 

magnetic refrigeration is virtually noiseless, vibrationless and is environmentally friendly, 

since no ozone-depleting substances are employed (i.e. no chlorofluorocarbons). 

No commercial magnetic refrigeration units that operate around room 
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temperatures are available to date. Many important aspects have to be addressed prior to 

implementation of this technique into a household. 

1.2.4 Design of magnetic refrigeration materials for application around room 

temperatures 

One of the most chemically and physically challenging tasks is to achieve large 

values ofMCE under a small applied magnetic field. In practice, fields larger than 3 Tesla 

are accessible only with superconducting magnets. Apparently, superconducting magnets 

themselves require a large amount of energy to operate since a constant supply of liquid 

nitrogen/helium is required to maintain their superconducting state. 

Since the MCE peaks around ferromagnetic transitions (section 1.2.1), a 

ferromagnetic ordering is a necessary requirement for a magnetocaloric phase. Therefore, 

a successful material must contain magnetically active 3d- and 4felements. The 4f 

elements are expected to yield larger values of the magnetic entropy change, Mmag, since 

Mmag depends on the total quantum number J as 

LlSmag = -Rln(2J + 1). (1.2.8) 

Besides this, 4felements have high thermal conductivity, which facilitates a heat 

exchange during a refrigeration cycle. Also, high densities of the rare-earth elements 

result in a larger cooling power in a smaller volume and lower lattice heat capacity per 

unit mass. 

The above described concerns the optimization of a magnetic contribution to the 

total entropy change. A first-order structural transition has to be introduced together with 
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a magnetic transition to achieve a giant MCE (section 1.2.2). It is not an easy and 

straightforward task. Abrupt structural changes can be incorporated as a 

cleavage/formation of directional bonds, e.g. covalent ones, as it was done in the 

Gd5ShGe2 phase. The p-block elements are particularly promising for this task. 

Another important property of magnetocaloric materials is hysteresis. While 

hysteresis is an intrinsic phenomenon for phases that undergo first-order transformations, 

it significantly decreases the performance of a magnetic refrigerant. As the purity and 

homogeneity of a material increases, its hysteresis decreases. 17 In addition, homogeneity 

decrease the temperature span of the transition, i.e. making it sharper. This yields a 

greater response to the external magnetic field, resulting in higher values of MCE around 

the ordering temperature. 

Besides the fundamental chemical and physical aspects of the MCE optimization 

described above, a number of engineering issues will have to be addressed. These are the 

chemical and mechanical stability of the refrigeration materials, environmental 

friendliness and a low cost. 
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Chapter 2. Experimental X-ray diffraction techniques 

and crystal structure determination 

2.1 Role of diffraction in solid-state research 

The structure of a material is crucial to the understanding of all of its properties: 

chemical, physical, mechanical, electronic etc. Knowing the relationship between the 

structural features and properties allows for the targeted design of new materials with the 

desired functionality. 

Determination of a structure requires different tools for different materials. For 

instance, structures of organic molecules can often be revealed by various spectroscopic 

methods. Solid-state crystalline materials, besides a short-range order intrinsic to organic 

molecules (interatomic bonds), possess a long-range order. This order can be represented 

as an infinite 3-dimentional network of atoms. While spectroscopy can determine the 

local arrangements of the atoms, it is not able to provide a global picture, i.e. how the 

building blocks (atoms, ions, molecules etc.) of a material are packed into the 3D 

structure. 

Diffraction is a technique that allows for the determination both of short- and 

long-range structural arrangements. However, a structure obtained by means of 

diffraction is an average of all elementary building units of the compound. Although it 

does not affect fully ordered systems, this technique cannot provide a detailed picture for 

disordered phases. Nevertheless, it is a straightforward, easy to use technique which 

allows for quick and, in most cases, conclusive structural determinations. 
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2.2 Selection of the diffraction source 

Diffraction is the coherent and elastic scattering of physical objects with wave

like properties upon an interaction with a periodic material. It can take place only when 

the wavelength of the radiation is commensurate with the periodicity of the studied 

system. Solid-state chemistry deals with atomic-scale structures with typical distances of 

about 2-4 A. Electromagnetic waves which correspond to this wavelength are known as 

hard X-rays. Since microscopic particles exhibit wave-particle duality, they can be 

employed for diffraction experiments as well. Commonly used particles with wavelengths 

matching atomic-scale dimensions are neutrons. 

Due to the diverse nature of X -rays and neutrons, the physics of their interactions 

with matter is different. X-rays are scattered by the electron clouds of atoms while 

neutrons are scattered by their nuclei. Additionally, neutrons interact with the magnetic 

moments of atoms, which makes possible the determination of the magnetic structure of a 

material. 

Many factors have to be considered for the selection of the diffraction source. One 

ofthe most important is accessibility. While powerful X-ray beams can be generated in a 

conventional laboratory using compact X-ray tubes (See Generation of X-rays in the 

laboratory environment section), controlled neutron beams can be generated by nuclear 

fission reactions, i.e. inside a nuclear reactor, or using spallation sources. Another useful 

feature of laboratory X-rays is a much larger flux compared to neutron sources, which 

translates into smaller amounts of a sample needed for the experiment. 
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These factors make X-ray radiation the number one choice for structural studies. 

Neutron diffraction is usually employed to determine the magnetic structure of a material 

or for specific structural needs, such as light atom localization, distinguishing elements 

with similar electron densities or isotopes mapping. 

2.3 Generation of X-rays in the laboratory environment 

The most common laboratory sources ofX-rays are sealed X-ray tubes (Fig. 2.1). 

Cathode 

X-rays X-rays 

Cooling water 

Figure 2.1. Scheme ofthe conventional sealed X-ray tube 

Here, a high voltage (HV) of about 40 kV is applied to create an electric potential 

between the cathode and anode (Fig. 2.1 ). This generates a current of electrons from the 

heated cathode towards the anode in the evacuated tube. Upon contact with the anode, 

continuum (white) and characteristic radiations are generated (Fig. 2.2). 
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Figure 2.2. Continuum spectra ofX-rays with three characteristic lines 

Continuum spectra (background) results from the energy loss of the accelerated electrons 

upon contact with the anode. Characteristic signals with much stronger intensities arise 

from the excitations of the inner shell electrons of the anode material. Therefore, by 

varying the anode material, wavelengths of the characteristic X-rays can be changed. The 

most common anode elements are Cr, Fe, Co, Cu, Mo, Ag and others. 

Generated X-rays travel from the anode to the instrumental optics through 

beryllium windows (Fig. 2.1 ). Characteristic wavelength is singled-out by 

monochromatization of white beam through the diffraction on a single crystal oriented in 

a specific way. Although this dramatically decreases the total photon flux, it provides 

higher resolution data. Resultant monoenergy X-rays are collimated and focused on the 

sample. 

The performance of X-ray tubes can be enhanced by introduction of rotating 

anodes. The latter can handle much higher electron currents without overheating, which 
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results in more powerful X-ray beams. 

2.4 Scattering of X-rays by atoms and the diffraction laws 

X-rays as electromagnetic waves have electric and magnetic constituents. Upon 

contact with atoms, they interact with their electron clouds, causing them to oscillate with 

the same frequency as the electric field of the X-rays. In the case of elastic scattering, 

oscillating electrons generate electromagnetic radiation of the same frequency as the 

incident beam and scatter it in all directions. The intensity of the scattered beam depends 

on the phase differences of the travelling waves: they have the largest amplitude when 

waves travel in phase (constructive interference) and no intensity when waves travel out 

of phase (destructive interference). 

Due to the large volume of the electron clouds (Fig. 2.3), phase differences of 

scattered waves depend on the scattering angle. 

1( 

··"·, ~ / . 
o/'/ / 'Oe, .• / 

0// ... '() ./ .. 
~v/ / 

c...v~./ ./ 
"?_/ / 

Incident beam / / 
------------~~~. ~L·-·-·-·- · -·-·-~ 

Electron 
cloud 

Figure 2.3. Path difference of scattered X-ray beam 

While there is no difference in the path of forward scattered X-rays, any other scattering 
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direction has a path difference, o, between the scattered waves which increases with the 

scattering angle. This results in the weakening of the scattered beam with increasing 

angle. The angular dependence of the radiation intensity scattered by the specific atom is 

described by its scattering factor f In contrast to X-rays, neutrons are scattered on the 

nuclei, which are small and can be viewed as point objects. Consequently, there is a low 

decrease in the scattering intensity for neutrons with the increasing angle. 

When X-rays interact with regular arrangements of atoms, i.e. crystal lattice, they 

scatter only in specific directions. This phenomenon is called diffraction and can be 

described by mathematical equations. The first diffraction conditions were given by Laue 

as a set of three equations, which have to be satisfied simultaneously: 

a(cosa1-cos,81) = h2 

b( cosa2-cos,82) = k2 (2.1) 

a( COSa3-COS,83) = f). 

where a, b and c are the cell parameters; a and ,8 are the angle of incident and diffracted, 

respectively, beams with respect to the row of atoms in three independent directions; 2 -

wavelength; h, k and l are the Miller indices. The latter are integers that indicate the 

number of times a specific plane of atoms intersects the crystallographic unit cell of the 

crystalline solid along the a, b and c directions, respectively. Laue conditions are used to 

describe diffraction from the monocrystalline solids, i.e. single crystals. 

Bulk structural analysis is usually performed on powder samples, which consist of 

many randomly oriented tiny crystallites. In this case it is convenient to use Bragg's law, 

which views scattering as a reflection from the atomic planes and has the form of 
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2dsin8 = nA. (2.2) 

where d is the distance between atomic planes; e - angle of the incident and diffracted 

beam with respect to the atomic planes (Bragg angle); n- diffraction order. Bragg's law 

illustrates the condition for the constructive interference: diffraction occurs when the 

phase difference between the scattered waves is equal to an integer number of 

wavelengths nA.. 

2.5 Reciprocal lattice, Ewald's sphere, structure factor and the Fourier 

transformation 

Mathematical description of diffraction can be conveniently presented with the 

help of the reciprocal lattice concept, which was introduced to crystallography by Ewald. 

The reciprocal lattice is the analogue of the direct lattice of real space and is defined by 

three vectors 

a* = bxc b * = ~ c* = axb 
v, v J v (2.3) 

where x stands for the vector product operator; V is the volume of the direct lattice. A 

reciprocal lattice vector a is inversely proportional to the corresponding direct space 

interplanar distance d 

1 
d* = d' (2.4) 

Consider a two-dimensional reciprocal lattice and an incident wave of wavelength ').... with 

the propagation vector k with an absolute value equal to 11/... (Fig. 2.4). If the incident 

wave is scattered elastically, the resulting wave has the same absolute value of its 
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propagating vector lk'l = lkl = 1/A.. When k and k' have the same origin and the end of k 

coincides with the origin of the reciprocal lattice, diffraction in the k' direction occurs 

when the end of the k' vector overlaps with a reciprocal lattice point. Since k' = k + d*, it 

is easy to see that 

ld*l 
lk'lsin8 = lklsin8 = -

2
-

which is Bragg's law. The sphere of radius 1/A. is called the Ewald sphere . 
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Figure 2.4. Ewald sphere with a radius of 1/A. and the reciprocal lattice 

• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 

(2.5) 

• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 

The intensity of the diffracted beam is related to the structure of the material and 

is proportional to the square of the structure amplitude 1Fhkd 2
, where Fhkt is a structure 

factor equal to 

n 

Fhkl =I fi.(s)gi ti(s)exp[2rri(hxi + kyi + zza] (2.6) 
i=l 

where n is the total number of atoms in the unit cell; sis the sinS/A. function;.fi(s) is the 
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atomic scattering function; gi is the occupation factor; ti(s) is the temperature factor; 

i = H; h, k and l are the Miller indices; xi> y; and z; are coordinates of the ith atom. 

Another important factor that influences the observed intensities is the absorption, which 

depends on the geometry, properties of the samples and the specific diffraction 

instrumentation. 

Real and imaginary parts of the structure factor can be separated by the Euler 

expansion 

e ix = cosx + isinx (2.7) 

which results in Fhkl being equal to 

n 

Fhkl =I fi(s)gi ti(s)cos[2n(hxi + kyi + lza] 
i=l 

(2.8) 
n 

+ i I fi(s)gi ti(s)sin[2n(hxi + kyi + lzi)] 
i=l 

The complex number Fhkl can be represented as a vector with the real, Rhkb and 

imaginary, Ihkb components (Fig. 2.5). 

real axis 

Figure 2.5. Vector representation ofthe structure factor 
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The angle a between the structure factor vector and the real axis is called the phase angle. 

Information about the phase angle is lost during data collection experiments, since the 

intensity of reflections is proportional to the square of the structure factor. In 

crystallography, the associated complication is called a phase angle problem. Methods of 

tackling this problem will be discussed later. 

Determination of the structure of a material, i.e. transition from the reciprocal to 

real space, is done through the mathematical routine called Fourier transformation: 

h=+oo k=+oo l=+oo 

Pxyz = ~ I I I Fhkl exp[-2ni(hx + ky + lz)] (2.9) 

h=-oo k=-oo !=-oo 

where Pxyz is the electron density; Vis the volume of the unit cell in the direct space. 

2.6 Single crystal X-ray diffraction 

2.6.1. Experimental principles behind the single crystal X-ray diffraction 

In the single crystal X-ray diffraction experiment, an incident beam interacts with 

a monocrystalline sample with a typical size of 0.1 to 1 mm. Diffraction occurs when a 

reciprocal lattice point of the single crystal intersects the Ewald sphere, as described 

above. For a good quality structural solution and refinement, data must be collected over 

a wide range of angles, which increases the number of diffraction events, i.e. reflections. 

Collected reflections then are subject to an automatic or semiautomatic indexing, which 

includes assigning specific Miller indices to each of the observed reflections, determining 

a crystallographic space group and unit cell dimensions. Possible space groups are 

deduced from the systematic absences. The indexed reflections are then integrated, i.e. 
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intensities of the reflections that were split into several frames are summed with the 

subsequent generation of an hkl file. This file includes the list of the Miller indices of the 

reflections with the corresponding integrated intensities. 

2.6.2. Structural solutions: tackling the phase angle problem 

By substituting complex coefficients in eq. 2.9 with the squares of structure 

amplitudes, the imaginary part vanishes, meaning no phase angles are needed. This 

method was introduced by Patterson and the resulting equation can be written as 

h=+oo k=+oo !=+oo 

Pxyz = ~ I I I 1Fhkd
2 cos[2rr(hx + ky + lz)] (2.10) 

h=O k=O l=O 

where the multiplier 2 appears because only half of the reciprocal space is integrated due 

to its centrosymmetricity. The P xyz is called a Patterson function. 

Due to the loss of the phase angles, no absolute atomic coordinates can be 

calculated by this method. Instead, the Patterson function provides the distribution of the 

interatomic vectors in the unit cell. By employing symmetry analysis, this information is 

used to build possible structural models. However, in the case of complicated structures, 

the maps of interatomic vectors become packed and vectors can overlap. Therefore, this 

technique is usually used to find locations of heavy atoms in the unit cell with a 

subsequent allocation of light atoms through the difference map. Accordingly, the 

Patterson method is often referred to as a method of heavy atoms. 

Phase angles can be obtained from the observed reflections by a statistical 

technique called the direct method. Here, three reflections r, r' and r-r' which are not 
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symmetrically related are chosen as follows 

r: h, k,l 
(2.11) 

r': h', k', l' 

r-r': h-h', k-k', l-l' 

Corresponding phase angles Ur, Ur· and Ur-r' are related through the tangent formula 

(2.12) 

where Er are the normalized structure factors 

(2.13) 

Some of the phase angles have to be set arbitrarily. In centrosymmetric structures, phase 

angles have only two values, 0° and 180°, which greatly simplifies the solution. The direct 

method produces a set of phase angles which are subject to a subsequent structural 

refinement. 

2.6.3. Refinement of the structural solution 

Validity of the structural solution is easily verified during the refinement 

procedure. In both the single crystal and powder diffraction techniques, structural 

refinement is based on the minimization of the difference between the observed and 

calculated intensities through the least-squares method. Single crystal refinement usually 

includes the following parameters: atomic coordinates, isotropic/anisotropic temperature 

factors, atomic occupancy/mixing, extinction coefficient (correction for back-reflection 

and re-reflection) and weighting scheme (corrects contribution from reflections with 
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different intensities). 

A refined model is subject to structural and mathematical validations. The first 

includes analysis of the interatomic distances, atomic environments, atomic thermal 

vibrations and the overall chemical and physical sense of the new structure. Mathematical 

validation is performed by the comparison of the experimental and theoretical 

(calculated) data through the agreement factors. These are based either on the structure 

amplitudes 

(2.14) 

or the squares of the structure factors 

[ 
2 2 2]1/2 

wR = Li-1 n wdFobs,i - Fcalc.d 
2 ~ W· (F2 .)2 

L...i=1.n ! obs,! 

(2.15) 

where n is the number of reflections; wi = 1/Y2 
obs,i where Y is the intensity of observed 

reflection. The statistical parameter The Goodness of Fit is calculated as 

[ 
2]1/2 W· p2 . - F2 . 

S = Li-t n 1 I obs,L calc,! I 
n-p 

(2.16) 

where n is the total number of reflections, p - the number of refined parameters. 

2.6.4. Single crystal X-ray diffraction instrumentation 

The primary machine used for single crystal X-ray diffraction experiments was 

the STOE IPDS II diffractometer. Here, collimated Mo Ka radiation hits a single crystal 

mounted on a glass capillary ori the goniometer head (Fig. 2.6). The diffracted beam is 

intercepted by an image-plate area detector with a subsequent scanning and retrieving of 
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the experimental intensities. The collection range is determined by the detector position 

and equals 4-59° in 28 for the default distance of 100 mm from the crystal to the detector. 

Angle coverage can be increased by moving the detector towards the crystal, but this 

results in a lower spatial resolution. 

image-plate 
detector 

Figure 2.6. Schematics ofthe single crystal X-ray diffraction setup on the STOE IPDS II 

diffractometer 

Data are collected in the whole reciprocal sphere by scanning along the ro and <p 

angles, as shown in the Figure 2.6. A typical frame collected on the STOE IPDS II 

diffractometer is presented in Figure 2.7 (Si single crystal data). 

Figure 2.7. Typical frame collected on the STOE IPDS II diffractometer 
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The collected data are indexed and then integrated using the STOE X-Area software. 

Subsequent numerical absorption correction is based on the crystal shape derived from 

the optical face indexing and optimized against the equivalent reflections with the STOE 

X-Shape software. 1 

A produced hkl file is used to solve and refine the structure with the SHELXS and 

SHELXL programs, respectively.2 

2. 7 Powder X-ray diffraction 

2.7.1. Experimental principles behind the powder X-ray diffraction 

In a powder diffraction experiment, a studied sample consists of many small 

single crystals, i.e. it is polycrystalline. Nevertheless, the basic mechanism of diffraction 

is the same as in the single crystal method: diffraction occurs when the reciprocal lattice 

intersects the Ewald sphere. 

Ewald 

incident 
beam 

Figure 2.8. Intersection of the Ewald sphere with cones of diffracted radiation from a 

polycrystalline sample 
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The difference is that now there are many small single crystals randomly oriented that 

satisfy the diffraction conditions simultaneously. Their diffraction vectors form a cone 

around the incident beam direction (Fig. 2.8). 

Powder diffraction data are recorded as intensity vs. 29 angle massifs. Either 

transmission or reflection geometries are used, with the latter being more common. 

2.7.2. Utilizing powder X-ray diffraction data 

The great advantage of powder X-ray diffraction is that it allows for the express 

qualitative analysis of bulk specimens. Experimental diffraction profiles are automatically 

compared with the database patterns with a subsequent selection of the matching 

compounds. This procedure is called a phase analysis and is probably the most frequent 

use of the powder method. 

Powder diffraction data are also widely used for the structural refinement of 

compounds with known structure types. Fundamentals of powder structural refinement 

are the same as those of single crystal refinement described above. However, in the 

powder diffraction method, a number of experimental parameters have to be refined along 

with the structural ones. Usually these are background level, width, shape and asymmetry 

of peaks, displacement of the sample from the ideal position, preferred orientation, 

absorption and others. 

Agreement factors for the powder diffraction refinement are defined as follows: 

Rp = lOO Li_lniYobs,i - Ycalc .d 

Li=l,n Yobs,i 

(2.17) 
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[ 

2]1/2 
R = 100 Lj-1 n wdYobs,i - Ycalc.d 

wp " 2 
~i= 1 .n wi Yobs,i 

[ ]

1/2 n-p 
Rexp = 100 

2 
Li=1,n wi Yobs,i 

[
R ]112 x2 = 100 ~ 
Rexp 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

where y is the profile intensity; I is an integrated intensity; n is the number of data points; 

p is the number of least-square parameters; m is the number of possible Bragg reflections; 

w; = 1/Y2 
obs,i where Y is the intensity of the observed reflection. 

Finally, the powder diffraction technique can be used to solve unknown 

structures. However, it is not as trivial and straightforward as in the single crystal method. 

Powder diffraction data are just projections of the reciprocal lattice, which means 

directions of the reciprocal lattice vectors are lost. This can also result in an overlapping 

of the experimental peaks which lowers the resolution of the data. 

The first step in the structural solution from the powder data is the determination 

of the unit cell dimensions. It is done through the automatic indexing of the observed 

reflections with a subsequent deduction of the possible space groups. When high 

resolution and quality powder data are available, intensities of the experimental peaks can 

be integrated individually, i.e. the diffraction pattern is decomposed into separate 

reflections. The resulting dataset is analogous to the hkl massifs obtained from the single 

crystal method. Subsequently, a structural solution can be obtained by the Patterson 

technique or the direct method. 
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Another more popular method is called the simulated annealing. Here, multiple 

structural models are generated using the Monte Carlo or grid search methods and 

corresponding theoretical powder diffraction profiles are simulated. Local minima are 

found through the comparison of the theoretical and experimental patterns using the 

agreement factors. The name "simulated annealing process" reflects the analogy to 

physical annealing. In this method, a sample virtually heats up very close to the melting 

point where it has a large degree of freedom for structural transformations. The following 

cooling allows for the "crystallization" of the phase of interest. 

2.7.3. Powder X-ray diffraction instrumentation 

Experimental powder diffraction data were collected on the P ANalytical 

diffractometer. Here, an incident line-focused beam hits the sample with a subsequent 

reflection and capturing of the signal on the detector (Fig. 2.9). 

spinning sample 
holder· •---

Figure 2.9. Scheme of the powder diffraction experiment setup on the PANalytical 

diffractometer 

The standard operational radiation is CuKai monochromated with a Ge single 
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crystal. For systems rich in Gd and Fe, CoKa radiation is used in order to eliminate 

fluorescence associated with the Cu Ka radiation. 

....;.. J .l J l l._ -
30 40 50 60 70 80 90 100 

28, degrees 

Figure 2.10. Typical X-ray powder diffraction pattern collected on the PANalytical 

diffractometer 

The X-ray detector consists of 128 independent channels to facilitate the collection time. 

During the data collection, the sample holder spins along its vertical axis to increase the 

number of diffracting crystallites (Fig. 2.9). Structures were refined using the Fullprof 

software.3 A typical powder pattern collected on the PANalytical diffractometer is shown 

in Figure 2.10 (mixture of gadolinium metal and gadolinium hydride). 
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Chapter 3. Gd5Si4_xP x: targeted structural changes 

through increase in valence electron count 

This chapter contains the manuscript "Gd5Si4-xPx: targeted structural changes 

through increase in valence electron count", published in the Journal of the American 

Chemical Society (JAm. Chern. Soc. 2009, 131, 2367-2374). The candidate completed 

all of the experimental synthesis, data collection, processing and interpretation and 

prepared the manuscript. Electronic structure calculations were performed in 

collaboration with Dr. G. J. Miller. 

Reproduced with permission from V. Svitlyk, G. J. Miller, Y. Mozharivskyj, J Am. 

Chern. Soc. 2009, 131 , 2367- 2374. Copyright 2009 American Chemical Society. 
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GdsS4-xP x: targeted structural changes 

through increase in valence electron count 

Volodymyr Svitlyk,a Gordon J. Miller,b and Yurij Mozharivskyt 

a Department of Chemistry, McMaster University, Hamilton, Ontario, L8S 4M1, Canada 

bDepartment ofChemistry, Iowa State University, Ames, Iowa 50011 

3.1 Abstract 

Phase transformations in the Gd5Si4-xPx system (0 S x S 2), studied through X-ray 

diffraction techniques, reveal an intimate coupling between the crystal structure and 

valence electron count. An increase in the valence electron count through P substitution 

results in breaking the interslab T-T dimers (dr-r = 3.74 A; Tis a mixture of Si and P) and 

shear movement of the cx?[Gd5T4] slabs in Gd5Si2.1sP1.25. The Gd5Sh.7sP1.2s phase extends 

the existence of the orthorhombic Sm5Ge4-type structures to the valence electron count 

larger than 31 e-/formula unit. Tight-binding linear-muffin-tin-orbital calculations trace 

the origin of the T-T dimer cleavage in Gd5Sb.75P1.25 to a larger population of antibonding 

states within the dimers. 

3.2 Introduction 

Discovery of the giant magnetocaloric effect in Gd5ShGe2, 1 followed by a 

successful test of a rotary magnetic refrigerator,2'3 showed that the magnetocaloric effect 

may be beneficially utilized for room-temperature refrigeration and air conditioning. The 

unique feature which makes GdsSbGe2 and other materials, like MnFeP 1_xAsx, suitable for 
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practical applications is an intrinsic coupling between a first-order structural transition 

and ferromagnetic ordering.4'5 As a result, the entropy change is significantly increased 

(nearly doubled in Gd5ShGe2 for I!:.H = 0-5 T) and the magneto-structural transformation 

yields a large temperature response to magnetic field. 6 The origin of structural 

transformations in Gd5ShGe2 and related phases can be traced back to the interslab T-T 

dimer cleavage and formation (T is a mixture of main group elements, viz., Si, Ge, Sn, 

and Ga) and, associated with that, movement of the o/[GdsT4] slabs/ which are the main 

building blocks of these structures. Thus, the ability to control the T-T bonds is a 

possibility to tune structural and physical properties of existing magnetocaloric materials 

and a route to design new phases. 

The RE5T4 phases (RE is a rare-earth metal), except for some Si-rich La-Nd 

phases, adopt three related structures types: (1) the orthorhombic Gd5Si4-type with all 

interslab T-T dimers intact (dr.r =ca. 2.5 A); (2) the monoclinic Gd5ShGez-type, in which 

the T-T dimers between alternate layers are broken (dr.r = ca. 3.4 A); and (3) the 

orthorhombic Sm5Ge4-type with all interslab dimers broken.4'8-
16 The interslab dimers 

arise from one crystallographic site, called the Tl site. There are two additional sites for 

main group atoms, T2 and 13, which also form dimers, but these dimers reside inside the 

o/[Gd5T4] slabs and are not perturbed during any structural transition.7 As discussed later 

in the text and previously for some RE5T4 phases, 17
"
19 the chemical formulas of the three 

structure types can be written as (RE3+)s(Tz6-)z(3e·), (RE3+)s(Tz6-)I.scr-)(2e·) and 

(RE3+)5(T2 
6-)(r-)2( e} The conduction electrons noted in these formulas reside in the 

region of the conduction band that consists of bonding RE-RE and RE-T states, but 
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antibonding T-T states. The suggested electron counting scheme for the REsT4 phases 

implies that their structures and, consequently, their properties can be governed by the 

valence electron count (VEC). This hypothesis was substantiated when the GdsGe4 phase 

with VEC = 31 e- and broken inters lab dimers could reform the Tl-T1 dimers through 

partial substitution of Ge by the size-equivalent triel Ga in Gd5GaxGe4-x (x = 1-2, VEC = 

29-30 e} 17 Seo et al. subsequently demonstrated that lowering the VEC through 

substitution of trivalent La and Ce with divalent Ca also leads to Tl-T1 dimer formation 

in Las-xCaxGe4 and Ces-xCaxGe4.
19 So far, rigorous exploration of the relationship between 

VEC and structure for the REsX4 phases has been limited to VEC ~ 31 e- and focused on 

forming interslab dimers into the SmsGe4-type structures. 

Alternatively, it should be possible to break interslab dimers in Gd5Si4-type 

structures with VEC = 31 e- by increasing the VEC. To explore structural responses of 

RE5T4 to higher VECs unambiguously, size-equivalent but electron-richer atoms must be 

introduced into a structure with interslab dimers intact. The GdsSi4-xP x system was chosen 

for such studies because the parent Gd5Si4 phase contains interslab dimers, and similar 

atomic radii of Si and P (covalent radii, r cov. of Si and P, respectively, are 1.17 and 1.10 

A)20 will minimize possible matrix effects. In this paper, we report for the first time the 

synthesis and characterization of GdsSi4-xP x phases, in which an increase in the VEC 

through P substitution was employed to break the Si-Si dimers of the parent GdsS4 phase. 

With this Gd5Si4-xP x series, we extend the existence of the RE5T4 phases adopting the 

Sm5Ge4-type structure into an electron-richer region, above the VEC of 31 e-/formula 

unit, and have verified the prediction of breaking inters1ab dimers by replacing some Si 
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atoms with P in GdsSi4. 

3.3 Experimental section 

3.3.1 Synthesis 

According to our in-house analysis, the gadolinium powders purchased from 

several suppliers were severely contaminated with hydrogen. Since such light atom 

impurities may have a detrimental effect on physical and structural properties/1
•
22 the 

synthesis of Gd5Si4_xPx phases had to proceed from bulk gadolinium. Starting materials 

included pieces of gadolinium (99.99 wt.%, distilled grade, Metall Rare Earth Limited, 

China), silicon (99.999 wt.%, Alfa Aesar), and phosphorus (99.999 wt.%, Puratronic, 

Alfa Aesar). To avoid introducing contaminants by filing gadolinium, pieces of Gd and Si 

in a 1:1 molar ratio were arc-melted to obtain the GdSi binary phase (FeB-type structure). 

The resulting GdSi product was ground in an Ar-filled glovebox and intimately mixed 

with ground phosphorus in the GdSi:P molar ratio of 1:1. This mixture was pressed, 

sealed in an evacuated silica tube, heated to 400 at 50 °Cihour, kept at this temperature 

for 12 h, then heated to 800 at 50 °Cihour, kept at this temperature for 48 h, and 

subsequently quenched in cold water. X-ray powder diffraction analysis indicated that P 

substituted for Si in GdSi to form the GdP binary phase (NaCl-type structure), thereby 

discharging elemental Si. This sample was then ground in the glovebox and pressed into 

seven tablets. Each tablet was combined with a proper amount of Gd and Si pieces to 

target GdsSi4-xPx with compositions x = 0.25, 0.50, 0.75, 1.00, 1.25, 1.50, and 2.00, and 

the samples were arc-melted. During melting total losses were negligible, <0.2 wt.%. Any 
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P losses, which would be recognized by a white deposit inside the chamber, could not be 

detected. Absence of any significant P losses can be explained by the fact that phosphorus 

was bound as an anion into the highly refractory GdP binary phase. The Gd5Si4 phase was 

prepared by directly arc-melting Gd and Si pieces; the resulting buttons were remelted at 

least 3 times to improve homogeneity. 

3.3.2 X-ray analysis 

Phase analyses and lattice constant refinements of the products were completed on 

a PANalytical X'Pert Pro diffractometer with a linear X'Celerator detector. CoKa 

radiation was used to avoid the Gd fluorescence associated with CuKa radiation and to 

obtain a better resolution required for the refinement of the structurally similar and 

simultaneously present GdsSi4- and SmsGe4-type phases. The unit cell parameters derived 

from a full-profile Rietveld refinement (Rietica program23
) are summarized in Table 3 .I. 

Amounts of the GdsS4- and SmsGe4-type phases were estimated using the same 

technique. The GdsSi4-xPx samples with x = 0.25-1.00 were found to be mixtures of both 

GdsSi4- and SmsGe4-type phases, with the amount of Sm5Ge4-type phase being 

proportional to the P concentration, x. Samples with x = 1.25-2.00 did not contain a 

GdsS4-type phase. However, at x = 1.50 and 2.00, large amounts of a GdP impurity were 

observed. Based on the phase analysis, it can be concluded that the Sm5Ge4-type phase of 

GdsS4-xPx appears in the region of 1.00 < x ::S 1.25. The unit cell parameters, specifically 

a and c as well as the c/ a ratio (Figure 3.1 ), point to some possible homogeneity for the 

SmsGe4-type phase. But this homogeneity is expected to be relatively small and unlikely 
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to go much beyond x = 1.25, as the increase in the P content above x = 1.25 yields almost 

identical lattice constants and leads to a larger GdP presence. 

Table 3 .1. Crystallographic data for the Gd5Si4_xP x powders and single crystals 

X sample str. type of phases a, A b,A c,A cia 

0 crystal Gd5Si4 7.4743(5) 14.753(1) 7.7424(5) 1.0359(1) 
powder GdsSi4 7.4827(4) 14.746(1) 7.7473(5) 1.0354(1) 

0.25 powder' Gd5Si4 7.4910(5) 14.712(1) 7.7430(6) 1.0336(2) 
0.5 crystal Gd5Si/ + Sm5Ge4 7.522(1) 14.698(3) 7. 724(1) 1.0268(2) 

powder Gd5Si/ 7.4909(6) 14.692(1) 7.7504(6) 1.0346(1) 
Sm5Ge4 7.5739(9) 14.671(2) 7.6686(9) 1.0125(2) 

0.75 crystal Gd5Si4+ Sm5Ge/ 7.548(1) 14.661(3) 7.698(1) 1.0199(2) 
powder Gd5Si4 7.4916(9) 14.668(2) 7.7414(9) 1.0333(2) 

Sm5Ge/ 7.5758(9) 14.664(2) 7.6653(8) 1.0118(2) 
crystal Gd5Si4+ Sm5Ge/ 7.545(1) 14.669(2) 7.695(1) 1.0199(2) 
powder Gd5Si4 7.4890(8) 14.663(2) 7.751(1) 1.0350(4) 

Sm5Ge/ 7.5834(8) 14.649(2) 7.6624(7) 1.0104(1) 
1.25 crystal Sm5Ge4 7.607(2) 14.645(3) 7.684(2) 1.0101(4) 

powder SmsGe4 7.5913(7) 14.628(1) 7.6656(7) 1.0098(1) 
1.5 powder SmsGe4 7.5935(5) 14.626(1) 7.6661(5) 1.0096(1) 
2 powder SmsGe4 7.5946(5) 14.620(1) 7.6634(5) 1.0091 (I) 

a Cell parameters of the Sm5Ge4-type phase could not be reliably refined. Dominant phase. 
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Figure 3.1. cia ratio as a function ofP amount. The gray area indicates a two-phase region 

as established from X-ray powder diffraction patterns at room temperature 
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Single crystals were extracted from the samples with x = 0, 0.50, 0.75, 1.00 and 

1.25. Room-temperature data were collected on a STOE IPDS II diffractometer with Mo 

Ka radiation. Numerical absorption corrections were based on the crystal shapes that 

were originally derived from optical face indexing, but later optimized against equivalent 

reflections using STOE X-Shape software?4 Structural refinements were performed using 

the SHELXL program?5 Significant crystallographic results are summarized in Tables 3.2 

and 3.3. Since the atomic scattering factors of Si and Pare nearly identical, the same Si/P 

statistical mixtures consistent with sample compositions were assumed on the three T 

sites. Nearest-neighbor bond distances could not be used to distinguish Si and P atoms 

adequately, because their similar atomic radii makes such analysis untenable. 

Table 3.2. Crystal data and structure refinements for GdsSi4 and GdsSi2.1sP1.2s at 

293 K, MoKa! radiation, STOE IPDS II diffractometer 

composition 

Space group 
Lattice parameters (A) 

Volume(N) 
z 
Density (calculated), g/cm3 

Crystal size, mm3 

2(} range for data collection 
Index ranges 
Reflections collected 
Independent reflections 
Completeness to max 2(} 
Data/restraints/parameters 
Goodness-of-fit on F2 

Final R indices [/ > 2o(/)] 
R indices (all data) 
Extinction coefficient 
Largest diff. peak/ hole, e·!N 

Pnma 
a= 7.4743(5) 
b = 14.7529(7) 
c = 7.7424(4) 
853.74(8) 
4 
6.991 
0.09 X 0.11 X 0.17 
5.94 to 58.30° 
-10 s: h s: 10,-20 s: k s: 16,-10 s: l s: 10 
8147 
1192 [R;, = 0.0712] 
99.8% 
1192/0/47 
1.089 
R1 = 0.0344, wR2 = 0.0749 
R1 = 0.0419, wR2 = 0.0774 
0.00356(19) 
2.800/-2.802 

Pnma 
a= 7.607(2) 
b = 14.645(3) 
c = 7.684(2) 
856.0(4) 
4 
7.000 
0.05 X 0.07 X 0.08 
5.76 to 56.56° 
-10 s: h s: 9, -19 s: k s: 19, -6 s: l s: 10 
6432 
1065 [R;, = 0.0494] 
96.7% 
1095/0/47 
1.112 
R1 = 0.0754, wR2 = 0.1633 
R1 = 0.0823, wR2 = 0.1665 
0.00063(11) 
5. 769/-3.944 
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Table 3.3. Atomic and isotropic temperature (Ueq) parameters for GdsSi4 and 

GdsSh.7sP1.2s from single crystal diffraction data 

atom site occupancy x/a y/b zlc Ueq (N) 

Gd5Si4 
Gd1 8d 0.02881(5) 0.59724(3) 0.18263(5) 0.0110(2) 
Gd2 8d 0.31646(5) 0.12238(3) 0.17964(5) 0.0095(2) 
Gd3 4c 0.14440(7) 0.25 0.51113(7) 0.0094(2) 
Si1 8d 0.1439(3) 0.0400(2) 0.4723(3) 0.0116(4) 
Si2 4c 0.0214(4) 0.25 0.0996(4) 0.0112(6) 
Si3 4c 0.2590(4) 0.25 0.8753(5) 0.0106(6) 

Gd5Si2.15P 1.2s 

Gd1 8d 1 -0.0380(2) 0.60363(8) 0.1765(2) 0.0110(3) 
Gd2 8d 1 0.3916(2) 0.11477(8) 0.1650(2) 0.0105(3) 
Gd3 4c 1 0.2205(2) 0.25 0.5013(2) 0.0091(3) 
Si/P1 8d 0.69/0.31° 0.2275(9) 0.0469(4) 0.4772(9) 0.011(1) 
Si/P2 4c 0.69/0.31° 0.0998(14) 0.25 0.1114(12) 0.012(2) 
Si/P3 4c 0.69/0.31° 0.3309(13) 0.25 0.8748(13) 0.010(2) 

a Si/P occupancy was not refined 

Structural refinements for the crystals with x = 0.50, 0.75, and 1.00 produced 

positive residual electron density accompanying every atomic position. Additional 

crystals were tested for each sample, but identical results were obtained. The electron 

density maps generated from the experimental intensities showed a smeared, pear-shape 

electron density distribution around every atomic site. Comparison of these maps with 

those from Gd5Si4 and Gd5Si2.1sP1.2s (Figure 3.2) indicated that such electron density 

peaks result from the superposition of the two different structures, GdsSi4 and 

Gd5Sh.7sPJ.2S· Presence of a possible superstructure, which could account for the diffuse 

electron density, was not supported due to the lack of additional Bragg reflections. 

Therefore, it was concluded that the crystals are twins of the GdsSi4- and SmsGe4-type 

structures with similar unit cells but different atomic arrangements. Since the unit cell 

parameters of the GdsSi4- and Sm5Ge4-type structures from the same GdsS4-xPx sample 
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are quite similar (as judged from X-ray powder diffraction), peak splitting is small and 

could not be reliably detected due to the low spatial resolution of the area detector. 

z = 0.54 z = 0.46 
40 

c 

20 

10 

Figure 3.2. Electron density maps for GdsSi4, GdsSh.sPo.s and GdsSh.7sP1.25· The planes 

from two different unit cells at two different z values are shown in order to emphasize 

changes in the Tl-T1 dimer distances 

Instead, the positions and intensities of the peaks originating from the two structures were 

averaged which resulted in the average unit cell dimensions and composite atomic 

arrangements during refinements. Indeed, the unit cell parameters of the crystals with x = 

0.50, 0.75, and 1.00 fall between the values obtained for the Gd5Si4- and Sm5Ge4-type 

structures for the same sample. Annealing the samples with x = 0.50, 0.75, and 1.00 at 

800 °C for two weeks did not eliminate the crystal twinning. Although unusual, such 
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twinning has been previously observed in the two-phase regions of the Gd5GaxGe4_x and 

Gd5Si4-xGex systems. 17
'
26 In Gd5Si 1.5Ge2_5, the composite nature of the crystals was traced 

to their microscopic inhomogeneity_26 A similar compositional inhomogeneity can be 

assumed to exist on the microscopic level in the two-phase Gd5Si4_xP x samples. Further 

details of the crystal structure investigations can be obtained from the 

Fachinformationszentrum Karlsruhe, 76344 Eggenstein-Leopoldshafen, Germany, (fax: 

(49) 7247-808-666; e-mail: crysdata@fiz.karlsruhe.de) on quoting the depository CSD 

numbers 420010 for GdsSi4 and 420011 for GdsSi2.1sP1.2s and also from the Supporting 

Information. 

3.3.3 Electronic structure calculations 

Tight-binding, linear-muffin-tin-orbital calculations usmg the atomic sphere 

approximation (TBLMTO-ASAi7 were carried out for Gd5Si4 and a hypothetical 

"Gd5ShP" with the Stuttgart program.28 The lattice and atomic parameters from the 

GdsSi2.1sP1.2s single crystal were used for the structure of "Gd5Si3P." Exchange and 

correlation were treated by the local density approximation (LDA).29 All relativistic 

effects except spin-orbit coupling were taken into account by using a scalar relativistic 

approximation.30 In the ASA method, space is filled with overlapping Wigner-Seitz (WS) 

atomic spheres, the radii of which were obtained by requiring the overlapping potential to 

be the best possible approximation to the full potential. This overlap should not be too 

large because the error in kinetic energy introduced by the combined correction is 

proportional to the fourth power of the relative sphere overlap. To satisfy the overlap 
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criteria of the atomic spheres in the TB-LMTO-ASA method, empty spheres were 

included in the unit cell employing an automatic sphere generation.31 The WS radii 

employed for these calculations are as follows: Gd = 1.75-1.81 A, Si = 1.47-1.57 A, P = 

1.45-1.54 A, and empty spheres = 0.69-1.06 A. The basis sets included 6s, 6p, and 5d 

wave functions for Gd; 3s and 3p wave functions for Si and P; and Is functions for the 

empty spheres. The Gd 6p orbitals were treated by the Lowdin downfolding 

technique,27'29'30 and the 4f electrons of Gd were treated as core electrons. The k-space 

integrations were performed by the tetrahedron method. 32 The self-consistent charge 

density was obtained using 256 irreducible k-points in the Brillouin zone for the 

orthorhombic cells. 

Three different structural models were considered for "Gd5Si]P." In the first 

model, the P atoms were placed on one-half of the T1 sites in a way that the nearest P 

neighbors are only Sil atoms (Pnma symmetry was reduced to P21ma); in two other 

models, the P atoms were placed, respectively, on the 12 and 13 sites. 

3.4 Results and discussion 

3.4.1 Structural changes 

The phase transition in the Gd5Si4-xP x series, which occurs between GdsSi4 and 

GdsSi2.1sP1.2s, can be characterized as a GdsSi4-to-SmsGe4 transformation. GdsSi4 adopts 

its own structure type, while GdsSi2.1sP1.2s crystallizes with the SmsGe4-type structure. 

The detailed description of the two structure types can be found elsewhere,4'33'34 so only a 

brief summary of the most important structural features will be presented here. The 
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Gd5Si4-type and Sm5Ge4-type structures of the Gd5Si4_xPx series are built from nearly 

identical 32434 nets of Gd atoms (Figure 3.3) . 
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Figure 3.3. Crystal structure of Gd5Si4 and GdsSh.7sPI.25 as projected along b (top) and c 

directions (bottom). Movement of the slabs in GdsSi2.1sPu5, which leads to the Tl-Tl 

dimer cleavage, is represented by arrows 

Two such nets are stacked over one another along the b axis to form two-dimensional 

slabs with Gd3 atoms in pseudocubic and 12, T3 main group atoms in trigonal prismatic 

voids. Since the trigonal prisms in these slabs share a face, the separation between the 12 
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and 13 atoms is small enough to allow dimer formation. The Gd pseudocubes are capped 

top and bottom by the T1 atoms, and the empirical composition of the slabs is identical to 

the overall composition of the phase, GdsT4. Whereas in Gd5Si4 the o?[GdsT4] slabs are 

interconnected via Sil-Sil bonds (dsi!-Sil = 2.49 A), all Tl- T1 interslab bonds are broken 

(dn-n = 3.74 A) in Gd5Si2.7sP1.25• This bond cleavage is accompanied by a shear 

movement of the slabs primarily along the a-direction and an increase in the 

corresponding lattice parameter of the Sm5Ge4-type phases. This type of phase transition 

can be monitored in GdsSi4-xPx through the cia ratio, as proposed by Choe et al.26 for 

Gd5Si4-xGex and also successfully applied to other related phases. 17'19 For the GdsSi4-xPx 

powders, the cia ratio changes discontinuously, which indicates a first-order structural 

transformation (Figure 3.1). For the single crystal data, the increase in cia is smoother, 

with intermediate cia values in the two-phase region, which is due to their unusual 

structural behavior in this region, as discussed above. 

The shear movement of the o?[GdsT4] slabs in GdsSi4-xPx is expected to alter 

interslab interactions more significantly than the intraslab ones. Indeed, using T-T dimer 

distances as a perturbation parameter, it can be seen that the atomic arrangements are only 

slightly disturbed within the slabs (dn-73 = 2.53 A in GdsSb.7sP1.2s vs dsi2-Si3 = 2.48 A in 

GdsS4), while significantly disrupted between the slabs (dn-n = 3.74 A vs dsil-Sil = 2.49 

A) along the GdsSi4-to-GdsSb.7sP1.2s transition. A more detailed analysis of the 

interatomic distances supports this argument and reveals that the intraslab Gd-T and Gd

Gd bonds remain almost unaltered, whereas the interslab Gd-Tl bonds become 

appreciably shorter and Gd-Gd contacts somewhat larger (Table 3.4), as also seen in 
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Gd5Si4_xGex.35 Such variations in the interatomic distances highlight the two unique 

features of the GdsT4 structures, and the REsT4 ones in general, namely the rigidity of the 

o/[GdsT4] slabs and flexibility of the interslab bonds. Thus, the interslab dimers in 

Gd5Si2.1sP1.2s respond to the larger VEC by breaking Tl-Tl bonds, thereby 

accommodating the additional conduction electrons in the valence shell of these Si or P 

monomers. In this way, GdsSb.75P1.2s with the VEC of 32.25 e- is able to preserve the 

cx?[GdsT4] layers, i.e., the essential building units of the RE5T4 structures, while 

optimizing the interslab interactions. To understand the relationship between the 

increased VEC and the dimer cleavage in GdsSi2.1sP1.2s, we will first consider the 

electronic structure of GdsSk 

3.4.2 Electronic structure of GdsS4 

Qualitatively, the electronic structure of many intermetallic compounds 

containing main group elements can be successfully analyzed within the framework of the 

Zintl-Klemm electron counting formalism.36 According to this concept, the Si dimers of 

GdsS4 are isoelectronic with halogen dimers and carry a formal negative charge of 6 

(Sh 6- dimers ). If ionic interactions between the Sh 6- dimers and Gd3+ cations are implied, 

only 28 valence electrons are required to optimize interactions. In reality, the Gd-Si 

interactions are far from being ionic. Furthermore, short Gd-Gd distances indicate strong 

bonding between the neighboring Gd atoms. Still treating the Gd atoms as Gd3
+, the 

chemical formula can be written as (Gd3+)5(Sh6-)2(3e} The three valence electrons in 

excess of 28 e- will occupy a mixture of Si-Si up* antibonding states as well as Gd-Gd 
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and Gd-Si bonding states . 
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Figure 3.4. Total and projected densities of states (DOS) for GdsSi4 and "GdsShP" 

This simple bonding scheme is supported by TB-LMTO-ASA electronic structure 

calculations (Figures 3.4 and 3.5). In the density of states (DOS) and crystal orbital 

Hamilton population (COHP) plots, the two peaks around -8.5 and -6.5 eV represent, 

respectively, the bonding Us and antibonding Us* states from the Sh dimers, with some 

contribution from Gd orbitals. Due to the similar Si l-Si 1 and Si2-Si3 bond lengths, the 
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states originating from the two distinct dimers (Sil-Sil and Si2-Si3) significantly overlap 

each other in the DOS curve. The valence band, which extends from -4.5 to -0.7 eV, is 

separated by a pseudogap from the conduction band. The states below -0.7 eV are derived 

primarily from the ap, 1r, and 1r* states of the Sh dimers mixed with Gd 6s and 5d orbitals. 

The states up to the pseudogap account for 28 valence electrons/formula, which agrees 

with the results obtained by the Zintl-Klemm approach. Presence of Gd states in this low-

energy region is due to the interactions between the 3p lone pairs of the Sh dimers and 

Gd orbitals as well as to the Gd-Gd bonds. 
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Figure 3.5. Crystal orbital Hamilton population (CORP) curves for some interactions in 

GdsS4 and "GdsShP". Interactions in the upper part are bonding and in the lower part are 

anti bonding 
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The conduction band, which lies above -0.7 eV, has the largest contribution from 

Gd 5d and 6p orbitals and a small contribution from the ap * anti bonding states within the 

Sh dimers. Analysis ofthe bonding characteristics by COHP curves indicates antibonding 

interslab and intraslab Si-Si interactions (Figure 3.5), with all other interactions being 

bonding around the Fermi level. The occupancy of the Si-Si ap * antibonding states 

indicates a potential electronic instability, which can be partially lifted by breaking 

interslab Sil-Sil bonds as observed in Er5S4 below 222 K.37 However, in Gd5Si4, this 

instability is not observed to be lifted at low temperatures. Thus, other approaches, in 

particular variations in VEC, can be used to eliminate it. 

3.4.3 Electronic structure of "Gd5Si]P" 

Increasing the VEC through P substitution will have a destabilizing effect on both 

the intraslab and interslab T-T dimers in the Gd5Si4-type phases. Thus, a structural 

response is expected from electronic considerations and, indeed, is observed in 

Gd5Si2.1sP1.2s in the form of Tl-Tl dimer cleavage. For simplicity, we assume that the 

transition also occurs in "Gd5ShP." By treating the monomers resulting from the Tl-Tl 

dimer cleavage to be isoelectronic with noble gas atoms, "GdsShP" can be formulated as 

(Gd3+)5(Sh 6-)(Si4-)(P3-)(2e-) when P is on the T1 site or (Gd3+)5([SiP] 5-)(Si4
-)2(2e-) when P 

is on the 12 or 13 site. As seen, the interslab dimer cleavage absorbs the extra electrons 

and preserves the intraslab dimers and integrity of the slabs themselves. 

Using chemical considerations, it should also be possible to predict site preference 

for the P atoms. Three models are considered here: in Modell, the 4 P atoms occupy one-
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half of the T1 sites in a way that the nearest P neighbors are only Si 1 atoms; in Models 2 

and 3, the P atoms are on the T2 and 13 sites, respectively. The environments around the 

T2 and 13 sites are quite similar, but significantly different from that around the T1 site. 

Thus, it should be possible to differentiate between the preference of P for the T1 site and 

the 72/13 site. Distribution of different atoms over two or more independent sites is 

known as a coloring problem.38 While the entropy contribution to the Gibbs free energy 

always favors statistical distribution of a mixture of elements, electronic and geometric 

factors usually dictate atomic separation.39 

In "GdsShP" size effects seem to be less important than electronic effects. 

According to covalent radii (rcov(Si) = 1.17 A; rcov(P) = 1.10 A),20 P atoms should prefer 

sites with smaller coordination volumes while also leading to smaller unit cell volumes 

than in GdsSi4. Indeed, unit cell volumes decrease with P substitution. With regard to 

electronic effects, the two itinerant electrons indicated in the formulations of "Gd5ShP" 

above will partially occupy (JP * anti bonding states within the intraslab T2-13 dimers. 

Because P is more electronegative than Si (xp = 2.25 vs Xsi = 1.92),40 its (JP * antibonding 

states within the intraslab dimers would be lower in energy and more populated than 

those of Si. Thus, having P atoms on the T1 site results in a lower electronic energy than 

placing P atoms on the T2 or 13 sites. This simple reasoning is supported by the band 

structure calculations. The TB-LMTO-ASA analysis predicts that the total electronic 

energy of Modell will be 2.56 eV/unit cell lower than that ofModel2 and 3.64 eV/unit 

cell lower than that of Model 3. Although there is no experimental proof at this stage to 

substantiate our conclusions for the site preferences in Gd5Si4.xPx, the previous studies on 
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the Gd5ShGe2
41 and Gd5SkxSnx18 phases point to a very good agreement between the 

theoretical findings and experimental data. 

Calculated DOS and COHP curves for the Model 1 of "Gd5Si]P" are presented in 

Figures 3.4 and 3.5. Presence of the P and Si monomers at the T1 sites with very weak 

TI-Tl bonding affects both the DOS and COHP curves. The two most prominent features 

of the DOS of "Gd5ShP," as compared to that of Gd5Si4, are (i) appearance of an 

additional DOS peak around -I 0 e V and (ii) disappearance of the pseudo gap. These 

changes in the DOS are direct consequences of the dimer breaking, with the first feature 

also reflecting the higher electronegativity of P as compared to Si. The peak around -I 0 

eV originates almost entirely from the nonbonding PI 3s orbitals, with its counterpart Sii 

nonbonding 3s orbitals overlapping the anti bonding as* states of the Si2-Si3 dimers. The 

peak position at -IO eV mirrors the energy of the PI 3s orbitals, as the weak interaction 

between PI and Sii is not expected to shift the PI 3s states to significantly lower 

energies. A small energetic dispersion is also expected for the PI and Sii 3p states, 

which, in turn, leads to a larger DOS at lower energies and, thus, elimination of the 

pseudo gap. 

The Tl-Tl dimer cleavage leads to strengthening of the Gd- T1 bonds in 

"Gd5ShP." The COHP calculations show appearance of the additional Gd-Tl bonding 

states around -0.7 eV (Figure 3.5). Such reinforcement of the Gd-Tl interactions is 

expected from chemical considerations, as the T1 electrons freed from the TI-TI bonds 

are donated to the Gd-TI interactions. Integrated COHP (-ICOHP) values calculated for 

Gd-Tl interactions are significantly larger for "Gd5ShP" than for Gd5Si4 (13.63 vs 8.99 
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eV/cell). An increase in Gd-Tl bonding correlates well with the changes in Gd-Tl 

interatomic distances (Table 3.4). During the GdsSi4-to-Gd5Si2.1sP1.2s transition, the 

average Gd-Tl bond distance decreases from 3.108 A in Gd5Si4 to 3.082 A in 

GdsSi2.1sP1.2s· In addition, Gd-Gd interactions become weaker during the transition as 

represented by the average interslab Gd-Gd distances and calculated -ICOHP values 

(3.67 vs 4.86 eV/cell for "Gd5ShP" and Gd5Si4, respectively). Thus, there is an energetic 

tradeoff in interactions during the structural transformation: as the interslab Tl-T1 and 

Gd-Gd interactions became weaker, the Gd-Tl bonds became stronger. 

Table 3.4. Average interatomic distances in Gd5Si4 and Gd5Si2.1sP1.2sa 

bonds 

T2-T3( xl) 
Gd-72 (x8) 
Gd-T3 (x8) 

Gd-Gd (xlO) 

TI-T! (x l) 
Gd-TI (x 16) 
Gd-Gd (x5) 

Distances within the slabs 
2.484 
3.056 
3.077 
3.885 

Distances between the slabs 

2.491 
3.108 
3.871 

Gd5Si2.1sP 1.2s 

d,A 

2.529 
3.064 
3.063 
3.889 

3.741 
3.082 
4.037 

a Number of bonds per formula unit is given in parentheses 

The Tl-Tl bonds appear to break up abruptly with an increasing VEC in Gd5Si4. 

xPx. Only two atomic arrangements, one with dimers intact (dn.n = 2.49 A in GdsSi4) and 

the other with completely broken dimers (dn.n = 3.74 A in GdsSh.1sP1.2s), are observed 

in this system. Indirectly, the composite nature of the single crystals from the two-phase 

region supports this argument. Also, the powder diffraction data (Figure 3.1) indicate 

existence only of the GdsSi4- and SmsGe4-type phases, and no phases with intermediate 
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unit cell parameters and, thus, no intermediate dimer distances were seen, even in the 

two-phase region. Small variations in the lattice constants for the SmsGe4-type phases 

may indicate some variations in the interslab distances, but these variations are expected 

to be small and the bonds are expected to be fully broken. At present, it is not fully 

understood why there is a sudden change in the interslab Tl-Tl interactions instead of 

gradual bond stretching. It can be assumed that a structure with intermediate Tl-T1 

distances is unstable with respect to the GdsS4- and SmsGe4- type structures. A similar, 

abrupt dimer cleavage was observed in the Gd5GaxGe4-x system, where introducing an 

extra 0.3 electron into GdsGaGe3 (dn-n = 2.93 A) leads to complete dimer cleavage in 

Gd5Gao.7Ge33 (dn-n = 3.46 A) and to a firstorder phase transition. 17 Analysis of the 

lattice constants of the GdsSixGe4-x compounds also points to an abrupt dimer cleavage as 

a function of Si content,42 which supports the argument that in some systems stabilization 

of intermediate structures may not be possible. 

3.4.4 Structure vs electron count in RE5T4 phases 

The current work on the Gd5Si4_xP x system clearly demonstrates that the bonding 

within the interslab T-T dimers can be disrupted through an increase in the VEC. As 

discussed above, the atomic sizes are not as influential as electronic factors, i.e., energy 

band filling and electronegativity, toward controlling these dimer interactions. In fact, if 

the electronic effects would be neglected, a somewhat smaller size of P would lead to 

shorter T-T distances. Additionally, Gd5Si2.1sP1.2s extends the existence of REsT4 phases 

(RE is a rare-earth metal, T is a p-element) with a Sm5Ge4-type structure to the VEC of 
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32.5 e-/formula unit, above 31 e- as previously observed. 
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Figure 3.6. Interslab dimer distances in the GdsGaxGe4-x and GdsSi4-xPx phases as a 

function of valence electron concentration. Only single crystal data from single-phase 

samples are used. Data for GdsGaxGe4-x are taken from ref 1 7. The existence ranges for 

the three structure types are shown 

The electron-richer RE5TzSbz phases (RE = Y, Tb, Dy, Ho, Er, T = Si, Ge) have 

been also reported, but they adopt a different orthorhombic structure (space group Cmca), 

which is an ordered version ofthe Eu5As4 structure.43 While being similar to the SmsGe4 

structure such that there are no interslab dimers, this new orthorhombic structure has not 

exhibited any phase transition to reform dimers, and the absence of T/Sb mixing in their 

atomic arrangements suggests a simple structural adaptation for the larger Sb atoms. In 

RE5TzSb2, the Sb atoms are located between the slabs, while T atoms form dimers within 

the slabs. As discussed for "Gd5Si]P ," the more electronegative atoms prefer to occupy 

sites with no homonuclear bonds in order to minimize the total electronic energy. If the 

64 



two sites in RE5T2Sb2 could be occupied by both Si and Sb, then Si would be expected to 

fill in the interslab sites and Sb to form intraslab dimers. Therefore, the REsT2Sb2 

structures adapt to the larger Sb atoms rather than respond to the increased VEC. This 

type of structural adaptation was also observed in Gd5Si4_xSnx, where substitution of Si 

with electron-equivalent, but larger, Sn led to dimer cleavage. 18 There are two 

contradictory reports regarding the existence of Gd5Si2Sb2, with one claiming that the 

phase cannot be obtained43 and the other one stating that Gd5ShSb2 adopts a Sm5Ge4-type 

structure as observed from X-ray powder diffraction (however, the diffraction profile was 

not provided).44 We will refrain from discussing Gd5ShSb2 until further studies are done. 

The current study on the Gd5Si4_xP x system complements the previous studies on 

the GdsGaxGe4-x system. In GdsGaxGe4-x, the lower VEC led to reforming the interslab 

Tl-T1 dimers by substituting Ga for Ge in the 31 e- Gd5Ge4 phase, which adopts the 

SmsGe4-type structure. On the other hand, in GdsSi4-xPx, the higher VEC manifested 

breaking the interslab Tl-T1 dimers in the 31 e- Gd5Si4 phase by replacing Si with P 

atoms. Figure 3.6 shows the dependence of the interslab Tl-Tl dimer distances as a 

function of VEC for various Gd5T4 single crystals. While being similar in its nature, the 

two approaches differ with respect to the targeted phases and potential outcome. In 

particular, in a structure with the interslab dimers intact, an increase in the VEC is 

expected to break the dimers. Obviously, doing so in a phase with already broken dimers 

will have no structural consequences, and, thus, the opposite direction, namely reduction 

in the VEC, has to be pursued. We believe that the two approaches can be extended to 

other REsT4 phases and may be utilized in predicting and, subsequently, obtaining new 
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phases. 

3.5 Conclusions 

Structural transformations in the GdsSi4-xP x system prove that a higher VEC can 

be used to break interslab T-T dimers in Gd5Si4-type phases and, thus, to induce a Gd5Si4-

to-SmsGe4 phase change. Also, the existence of the Sm5Ge4-type phases is extended to 

VEC values larger than 31 e-/formula unit. The driving force for the phase transition in 

GdsS4-xPx and REsT4 phases, in general, is optimization of interslab T-T bonding, which 

leads to T-T dimer cleavage at higher VEC values and their recombination at lower VEC 

values. 
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Chapter 4. Magnetic transitions in the Gd5Si4_xP x (x = 

0.5, 0. 75, 1.25) phases. Magnetocaloric effect of the 

GdsSi2.1sPt.2s phase 

This chapter contains the manuscript "Magnetic transitions in the GdsSi4-xP x (x = 

0.5, 0.75, 1.25) phases. Magnetocaloric effect of the Gd5Si2.1sP1.25 phase", published in 

the Solid State Sciences (Solid State Sci. 2009, 11, 1941-1944). The candidate completed 

all of the experimental synthesis, data collection, processing and interpretation and 

prepared the manuscript. 

Reproduced with permission from V. Svitlyk, Y. Mozharivskyj, Solid State Sci. 2009, 11, 

1941-1944. Copyright 2009 Elsevier. 
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Magnetic transitions in the Gd5SL.-xP x (x = 0.5, 0. 75, 1.25) phases. 

Magnetocaloric effect of the GdsSiz.1sPt.2s phase 

Volodymyr Svitlyk and Yurij Mozharivskyj 

Department of Chemistry, McMaster University, Hamilton, ON, L8S 4Ml, Canada 

4.1 Abstract 

The GdsSi2.1sP1.2s phase with all interslab Si/P-Si/P dimers broken (SmsGe4-type 

structure) undergoes a ferromagnetic transition at 184 K. For this phase, the 

magnetocaloric effect in terms of the magnetic entropy change, /!0, reaches the maximum 

value of -7.8 J/kg Kat 177 K. Absence of a temperature-dependant structural transition, 

as confirmed by the low-temperature single crystal diffraction studies, together with the 

moderate value of 1!0 points to the presence of a conventional magnetocaloric effect. 

GdsSh.sPo.s and GdsSh.2sPo.1s, which are composites of the GdsSi4- (all Si/P-Si/P dimers 

intact) and SmsGe4-type phases, possess two magnetic transitions associated with the 

two-phases. Introduction of P into Gd5Si4 lowers the Curie temperature from 336 K to 

332 Kin GdsSh.2sPo.75· 

4.2 Introduction 

The RE5T4 family (RE - rare earth element, T- p-element) became a subject of 

intense investigation after the discovery of a giant magnetocaloric effect (GMCE) in 

GdsShGe2. 1 The optimally prepared GdsShGe2 phase exhibits an isothermal entropy 

change, /!0, of -36 J/kg K around the 272 K temperature2 at which the coupled magneto-
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structural transition occurs. This reversible first-order transition is accompanied by the 

cleavage/formation of the interslab Si/Ge-Si/Ge {T-n dimers3 and significantly enhances 

the magnetic entropy change.4 

It has been shown that formation or cleavage of the interslab T-T dimers in the 

REsT4 phases can be controlled through the valance electron count (VEC). For instance, 

substitution of Ga forGe in Gd5Ge4 (VEC = 31 e-) with all interslab T-T dimers broken 

reforms the T-T bonds in Gd5GaxGe4_x (x = 1-2, VEC = 29-30 e-/f.u.).5 The T-T dimers 

could be also formed in Las-xCaxGe4 and Ces-xCaxGe4 after the substitution of divalent Ca 

for trivalent La and Ce.6 Recently, the VEC approach has been successfully used to break 

the interslab dimers. Substitution of Si in the Gd5Si4 phase (VEC = 31 e-, all Si-Si dimers 

intact) with size-equivalent P lead to the cleavage of the interslab dimers in Gd5Sb.75P1.2s 

(VEC = 3 2. 5 e-). 7 As confirmed by the electronic structure calculations, the origin of this 

structural transition stems from the population of anti bonding states within the T-T 

bonds. At the critical P amount of 1.25/f.u., the T-T dimers, which now can be 

represented as Si/P-Si/P ones, break to accommodate the extra electron density.7 

GdsSh.7sP1.2s is attractive as a potential refrigerant material. If present, a 

temperature-dependent first-order magneto-structural transition originating from the 

formation of the Si/P-Si/P dimers could yield a GMCE in the phase. In this work we 

report on the magnetic properties of the GdsSi4-xP x (0 :S x :S 1.25) series and on the 

magnetocaloric effect of the GdsSi2. 1sP 1.2s phase. 
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4.3 Experimental 

4.3.1 Synthesis, X-ray structure analysis, single crystal growth and temperature 

treatment 

Starting materials were gadolinium (99.99 wt%, distilled grade, Metall Rare Earth 

Limited, China), silicon (99.999 wt%, Alfa Aesar) and phosphorus (99.999 wt%, 

Puratronic, Alfa Aesar). A GdSi precursor was synthesized by arc-melting of elemental 

Gd and Si. The GdSi alloy was ground in an Ar-filled drybox and mixed with ground 

phosphorus in the 1: 1 molar ratio. The resulting GdSi-P mixture was pressed, sealed in an 

evacuated silica tube, heated to 400 at 50 °Cih followed by a 12 h dwell, then heated to 

800 oc at 50 °C/h followed by a 48 h dwell and quenched in cold water. p was found to 

substitute for Si in the GdSi phase to yield a mixture of GdP and elemental Si, as 

concluded from the X-ray powder diffraction. The GdP-Si mixture was pressed into 

pellets and combined with corresponding amounts of elemental Gd and Si to yield the 

GdsSh.sPo.s, GdsSh.2sPo.1s, GdsShP, GdsSh.ssPus and GdsSh.7sP1.2s compositions and 

arc-melted at least three times. No significant losses of P could be observed during the 

arc-melting, which can be attributed to an ionic nature of the Gd-P bonds in the GdP 

binary. Gd5Si2.1sP1.25 was prepared in order to examine its magnetocaloric properties, as 

discussed in the Introduction. GdsShsPo.s, GdsSi3.2sPo.1s and GdsShP samples were 

synthesized in order to track the changes in magnetic properties as a function of 

composition. Gd5Si2.85P115 was prepared in order to establish finer boundaries for the 

formation of the Sm5Ge4-type phase. All samples were annealed in evacuated silica tubes 

at 800 °C for 2 weeks. 
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X-ray powder diffraction data were obtained on a PANalytical X'Pert Pro 

diffractometer with a linear X'Celerator detector using the CoKa radiation. Quantitative 

phase analysis was performed with the FULLPROF software8 (Table 4.1 ). The Gd5Si)P 

sample had significant amounts of the GdP (NaCl-type structure) and Gd5Si) (Mn5Sb-

type) impurities (ca. 25 mass% in total). The Gd5Sh.75P1.2s sample was found to consist 

only of the Sm5Ge4-type phase along with the GdP and Gd5Sb impurities (9.5 mass% in 

total). Although all phases were synthesized by arc-melting under similar conditions, it 

was impossible to maintain the same temperature and, especially, a cooling rate during 

the arc-melting for the different trials. The cooling conditions may play a crucial role in 

the formation of the GdP impurity, which melts congruently above 2500 °C.9 

Table 4.1. X-ray phase analysis ofthe GdsShsPo.s, GdsSh2sPo.1s, GdsSbP and 

GdsSi2.1sP1.2s samples 

Composition Sample Gd5Si4/Sm5Ge4-type Secondary phases, cia for Gd5Si4/Sm5Ge4-

phases, mass %• total mass% type phases 

GdsShsPo.s Crystal - 9515 Not detected 1.0346(1 )/1.0 125(2) 

GdsSi3.2sPo.1s Powder -50150 GdP, Gd5Sih -10% 1.0333(2)/1.0118(2) 

Gd5Si3P Powder -80/20 GdP, Gd5Si3, - 25% 1.0350( 4)/1.0104(1) 

GdsSi2.1sP us Powder Not detected/tOO GdP, Gd5Si3, - 9.5% n.a./1.0098(1) 

• The total mass of the Gd5Si4- and Sm5Ge4-type phases was normalized to 100% 

To reduce amounts of the GdP and GdsSb impurities, the Gd5Si)P sample was 

annealed at 400, 600, 800, 1000, 1200 and 1400 °C. Samples sealed in evacuated silica 

tubes were annealed at 400 and 600 °C for 4 weeks, at 800 and 1 000 °C for 2 weeks in 

conventional box furnaces. For annealing at 1000 °C the sample was wrapped in Ta foil 
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to prevent undesired reactions with silica. Heat treatment at 1200 and 1400 °C was 

performed for 4 h under a dynamic vacuum of 0.5x10-5 Torr in the induction furnace. 

Phase analysis showed no changes in the sample composition for treatments at 400, 600 

and 800 °C. Samples annealed at 1000, 1200 and especially at 1400 °C showed increased 

concentrations of the GdP and GdsSh impurities. Disproportination of the GdsShP phase 

at high temperatures indicates that the phase is likely to be stable only below 1000 °C. 

A tri-arc Czochralski single crystal growth technique 10 was employed for the 

GdsSh.sPo.s, GdsSh.2sPo.1s, GdsShP and GdsSi2.1sP1.2s samples in order to obtain pure and 

monocrystalline Gd5Si4- or Sm5Ge4-type phases. An eight millimeter-long single crystal 

was grown successfully for the Gd5Sb_5P0.5 sample (Fig. 4.1) but this technique did not 

produce desired results for the phases with the higher P content, i.e. GdsSb.2sPo.1s, 

Gd5ShP and Gd5Si2.1sP1.25. The latter samples contained the GdP phase as a major phase. 

A small part of the GdsShsPo.s crystal was chipped off and analyzed on the STOE IPDSII 

diffractometer. 

Figure 4.1. A single crystal obtained by the tri-arc Czochralski technique from the 

GdsSh.sPo.s sample 
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As shown for the GdsGaxGe4-x and GdsSi4-xPx series,5
'
7 the GdsSi4- and Sm5Ge4-

type phases can be distinguished by the cia cell parameter ratio. For the Gd5Si4-type 

phases with interslab T-T bonds intact, cia is close to 1.03, while for the Sm5Ge4-type 

ones with T-T dimers broken, this ratio is around 1.01. The cia ratios and phase analysis 

of the GdsSh.sPo.s, GdsSh2sPo.1s, GdsShP and GdsSi2.1sP1.2s samples are summarized in 

Table 4.1. 

4.3.2 Magnetic measurements 

Magnetization in a field-cooled (FC) mode for the monocrystalline Gd5Sh5P0.5, 

polycrystalline GdsSh2sPo.1s and GdsSi2.1sP1.2s samples was measured on a Quantum 

Design SQUID magnetometer at 100 Oe field between 375 and 2 K (Fig. 4.2, Table 4.2). 

Magnetization of the GdsShP sample was not measured due to the significant amounts of 

the secondary phases. The magnetocaloric effect for Gd5Si2.1sP1.25 was evaluated from the 

magnetization vs. field (M vs. H) curves measured around the ordering temperature with 

5 K increments. The magnetic field changed from 0 to 50 kOe in 2 kOe steps (Fig. 4.3). 

4.4 Results and discussion 

4.4.1 Phase compositions and magnetic properties of GdsSh.sPo.s, GdsSh.2sPo.1s and 

GdsSh.1sPt.2s 

According to the X-ray analysis, the GdsShsPo.s, GdsSh2sPo.1s, GdsShP and 

GdsSh.ssPus samples were found to consist of two phases, one with all T-T dimers intact 

(GdsSi4-type structure, cia ~ 1.03) and the other with all dimers broken (Sm5Ge4-type 
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structure, cia~ 1.01). While the phase analysis indicates that the homogeneity region for 

the Gd5Si4-type phase does not extend to x = 0.5, the unit cell parameters and magnetic 

data suggest that the P amount in the Gd5Si4-type phase increases slightly with the 

loading composition. Thus, it can be assumed that the phase equilibrium is not reached 

during the arc-melting and annealing. Since no Gd5Si4-type phase could be detected in the 

GdsSh.7sP1.2s diffraction pattern, the limiting composition for the SmsGe4-type phase 

must be close to the GdsSh.?sP1.2s one. The homogeneity ranges established during the 

current studies are similar to the ones observed previously.7 

Table 4.2. Curie temperatures, Tc, for the Gd5Si4- and Sm5Ge4-type phases in the 

GdsSh.sPo.s, GdsSh.2sPo.1s and GdsSi2.1sP1.2s samples from the magnetization data 

Sample 

GdsSh.sPo.s 

GdsSh 2sPo.1s 

GdsSh7sPus 

336K 

332 K 

330K 

~190K 

188 K 

184 K 

A GdsSi4-type phase was found to be dominant in the Gd5Si)5 Po.5 samples 

prepared both by arc-melting and tri-arc single crystal growth. While the crystal grown by 

the tri-arc Czochralski method had well-defined faces and visually appeared to be a single 

face, in reality it contained the Gd5Si4- and Sm5Ge4-type phases as established from the 

single crystal X-ray diffraction. During the structural refinement, the composite nature of 

the crystal manifested itself as a pear-like distribution of electron densities around the 

atomic sites associated with the GdsSi4-type structure. Such unusual crystal behavior has 

been observed previously in the GdsSi4-xPx series7 and is believed to result from the 
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Figure 4.2. Magnetic transitions in the GdsSb.sPo.s, GdsSb.2sPo.1s and GdsSi2.1sP1.2s samples 
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Figure 4.3. Magnetization vs. field (M vs. H) measurements around the Curie temperature for Gd5Si2.1sP1.25 
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microscopic compositional inhomogeneities. The grown crystal had a lower amount of 

the Sm5Ge4-type phase as compared to the arc-melted sample, therefore only its data are 

presented here. 

Because of the smaller covalent radius of P vs. Si (r cov equals to 1.1 0 and 1.17 A, 

respectively 11
), the unit cell volume of the GdsSi4-type phase in the GdsSh.sPo.s sample is 

expected to decrease upon the P substitution, providing the structure remains the same. 

Indeed, a decrease in the cell volume from 854.9(1) for Gd5Si4 to 853.0(1) A3 indicates 

existence of a Si/P homogeneity region. The main magnetic transition at 336 K (Fig. 4.2, 

at the left) corresponds to the Gd5S4-type phase, and matches the literature value of 336 

K for the Gd5Si4 phase. 12 Such magnetic behavior implies that the current P concentration 

has no or little effect on the magnetic interactions in the Gd5S4-type phase. Presence of 

the SmsGe4-type phase in the GdsSh.sPo.s sample is verified by a feature around 190 K on 

the magnetization curve. 

The GdsSb.2sPo.1s sample contained almost equal amounts of GdsSi4- and 

Sm5Ge4-type phases with a GdP and Gd5Sb as a secondary phases (ca. 10% mass). The 

cell volume of the Gd5Si4- type phase decreased to 850. 7(2) A3 indicating a increased P 

content in the phase. The Curie temperature for the Gd5Si4-type structure shifted from 336 

to 332 K (Fig. 4.2, in the centre). The Sm5Ge4-type phase, whose amount increased as 

compared to the GdsSh.sPo.s sample, has a well-pronounced ferromagnetic transition at 

188 K. 

The GdsSi2.1sPus sample found to have SmsGe4-type phase as a major component 

with a small amount of the GdsSi4-type phase. This implies that the GdsSh.7sPus 
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composition still falls in the two-phase region. Amount of the GdsSi4-type phase could 

not be estimated reliably by the mean of the powder X-ray diffraction due to its small 

amount. 

The Gd5Sh.75P1.2s sample, which showed no signs of the GdsSi4- type phase on 

the powder diffraction pattern, did posses a weak magnetic transition around 330 K (Fig. 

4.2, at the right). This indicates the presence of a small amount of the GdsSi4-type phase 

in the Gd5Si2.1sP1.25 sample at the levels not detectable by the X-ray analysis. The GdsSi4-

type impurity is likely to result from the formation of GdP, which shifts the effective 

composition to a P poorer region. The ferromagnetic transition at 184 K corresponds to 

the Gd5Si2.7sP1.2s phase (Sm5Ge4-type structure). A decrease in the Curie temperature as 

compared to Gd5Sh.2sPo.75 can be attributed to a different Si/P ratio in the sample. 

The quantitative phase analysis of the GdsSi4-xP x samples could not be performed 

precisely by the means of the powder X-ray diffraction, due to the presence of the 

preferred orientation, different level of crystallinity for different phases and partial peak 

overlap. Therefore, paramagnetic Weiss temperatures and effective magnetic moments of 

the Gd atoms could not be determined with the satisfactory accuracy. Nevertheless, the 

estimated Weiss temperatures for the GdsSh.sPo.s, GdsSh.2sPo.1s and GdsSh.7sP1.2s 

samples fall around 300 K, indicating a ferromagnetic nature of the interactions. 

4.4.2 Magnetocaloric effect in Gd5Sh.7sP1.2s 

Magnetocaloric effect in terms of the isothermal entropy change, ~S, can be 

evaluated from the magnetization data (Fig. 4.3) using the Maxwell equation: 13 
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(oS(T,H)) = (oM(T,H)) . 
aH r ar H 

(4.1) 

The entropy change is obtained from the integration of the partial derivative of 

magnetization, M, with respect to temperature, T, over a change in the magnetic field, H: 

&(T)&~ = r2(8M(T,H)) dH. 
I ar HP 

(4.2) 

In practice a numerical integration is performed using the following formula: 

(4.3) 

where 8H is a magnetic field step and M; and M;+ 1 are the values of magnetization at 

temperatures T; and T;+J, respectively. The magnetic entropy change, L1S, for L1H = 0-50 

kOe peaks around the Curie temperature with a value of -7.8 Jlkg K (Fig. 4.4) after the 

normalization for the phase concentration in the sample. 
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Figure 4.4. Magnetic entropy change for Gd5Si2.1sP1.2s as a function of temperature for 

L1H= 0-50 kOe 

This shape of the -~S vs. T graph is expected since magnetic moments are oriented 
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spontaneously at the Curie temperature, thus, the magnetization has a higher response to 

the external magnetic field at this region. A similar behavior was observed for other 

systems undergoing ferromagnetic transitions. 1·14•15 The value of -7.8 J/kg K for the 

magnetic entropy change indicates the presence of a conventional magnetocaloric effect 

(MCE) and implies the absence of a first-order coupled magneto-structural transition. 

Single crystal diffraction studies performed at 100 K on a Gd5Si]P single crystal, which 

contained about 80 mass% of the Sm5Ge4-type phase, showed no structural transition into 

the Gd5Si4-type structure, i.e. no reformation ofthe Si/P-Si/P dimers. 

4.5 Conclusions 

The GdsSh.sPo.s and GdsSh.zsPo.7s samples show two magnetic transitions, which 

correspond to the GdsSi4- and SmsGe4-type phases. The Gd5Siz.75Pu5 sample was also 

found to consist of both the GdsSi4- and SmsGe4-type phases. According to the X-ray 

analysis, the GdsSi2.1sP1.2s sample contained only the Sm5Ge4-type phase, thus 

GdsSi2.1sP1.2s the composition can be considered as the right boundary within the Gd5Si4-

SmsGe4 two-phase region. The SmsGe4-type Gd5Si2.1sP1.2s phase is a ferromagnet with a 

Curie temperature, Tc, of 184 K. The MCE in terms of the magnetic entropy change, ~S, 

reaches the maximum of -7.8 Jlk:g K around the Curie temperature. Single-crystals X-ray 

diffraction studies show no signs of a temperature-dependant structural transition, which 

implies the presence of a conventional MCE only. The absence of a structural transition is 

reflected in the lower value of the magnetic entropy change, ~S, as compared to the giant 

magnetocaloric Gd5SizGez material. 
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Chapter 5. Gd5Si4_xBix structures: novel slab sequences 

achieved by turning off the directionality of nearest-slab 

interactions 

This chapter contains the manuscript "GdsSi4-xBix structures: novel slab sequences 

achieved by turning off the directionality of nearest-slab interactions", published in the 

Inorganic Chemistry (Inorg. Chem. 2009, 48, 10364-10370). The candidate completed all 

of the experimental synthesis, data collection, processing and interpretation and prepared 

the manuscript. Analysis of the stacking faults in the Gd5Si4.xBix system was performed in 

collaboration with Dr. B. J. Campbell. 

Reproduced with permission from V. Svitlyk, B. J. Campbell, Y. Mozharivskyj, Inorg. 

Chem. 2009, 48, 10364-10370. Copyright 2009 American Chemical Society. 
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Gd5S4-xBix structures: novel slab sequences achieved by turning off the 

directionality of nearest-slab interactions 

Volodymyr Svitlyk,a Branton J. Campbell,6 and Yurij Mozharivskyt 

aDepartment of Chemistry, McMaster University, Hamilton, ON, L8S 4MJ, Canada 

b Department of Physics and Astronomy, Brigham Young University, Provo, Utah 84602 

5.1 Abstract 

Substitution of Bi for Si leads to the complete cleavage of the interslab dimers T-T 

in the Gd5Si4_xBix system with x = 1.58 - 2.42 (Tis a mixture of Si and Bi). Equivalence 

of the inters lab T· · · T contacts, achieved through combination of the electronic and 

geometrical parameters, removes directionality of nearest-slab interactions and allows for 

a novel slab stacking. Two new slab sequences, ABCDABCD (x = 2.07, 141/acd space 

group) and ABADABAD (x = 2.42, P42bc), have been discovered in GdsSi4-xBix in 

addition to the known one, ABAB, that is dominant among the REsX4 phases (RE is a 

rare-earth element, X is a p-element). The slab stacking for x = 2.07 and x = 2.42 is 

dictated by the second-nearest slab interactions which promote an origin shift either for 

the entire slab sequence as in ABCDABCD or for every other second-nearest slab pair as 

in ABADABAD. The loss of the directionality of the nearest-slab bonding allows for 

extensive stacking faults and leads to diffuse scattering. 

5.2 Introduction 

RE5T4 phases (where RE is a rare earth and Tis a p-element) such as the giant 
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magnetocaloric material Gd5ShGe2 exhibit an intimate relationship between crystal 

structure, valence electron concentration, and physical properties. 1
-
9 Excluding the 

tetragonal Zr5Si4-type and hexagonal TisG~-type structures, most of the known REsT4 

structures can be described as stackings of rigid two-dimensional pseudotetragonal 

oc?[RE5T4] slabs (Figure 5.1). The principal differences among the distinct structures built 

from o/[REsT4] slabs lies in the strength of their interslab T-T dimers. In GdsSi4-type 

structures (space group Pnma), the slabs are interconnected by strong T-T dimers (d'T-T < 

2.7 A). In contrast, the dimers are substantially stretched (d'T-T = ca. 2.9 A) in PusR14 

(Pnma) and entirely broken (d'T-T > 3.2 A) in SmsGe4 (Pnma), EusAs4 (Cmca), and 

U2Mo3Si4 (P2,!c). GdsShGe2 (P2,!a) is an interesting case in which the T-T dimers 

alternate between broken and unbroken from one interslab interface to the next. 

The rigidity of these two-dimensional cx?[RE5T4] slabs and the relative flexibility 

of the interslab T-T dimers make the overall crystal structure quite sensitive to subtle 

variations in the electronic and geometric parameters available via RE and T-atom 

substitution. Extensive research has already demonstrated that the interslab T-T dimers, 

and thus the RE5T4 structures, can be manipulated by modifying either the valence 

electron count or the T-atom size.5
•
9

-
11 In fact, the RE5T4 slab-stacking sequence proves to 

be an excellent probe of the strength of these dimers. In most cases, however, the original 

and modified structures are both described by the same two-slab ABAB stacking sequence 

(Figure 5.1 ), where the relative positions of the slabs are dictated by the lengths and 

orientations of the T-T dimers. Even when the dimers are cleaved (d'T-T > 3.2 A), the 

original ABAB stacking sequence generally remains (e.g., the Gd5S4-to-Sm5Ge4 
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suggesting that the residual interslab interactions are highly directional. 
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Figure 5.1. REsT4 structure built from the o?[RE5T4] slabs. The Eu5As4 structure is similar 

to that of the SmsGe4 but has equal d'r-r and d"r-r distances. The Pu5Rh.t-type structure is 

similar to the GdsSi4-type one but with the stretched d'r-r dimers 
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In contrast to previous work, we now report that by simultaneously adjusting both 

valence-electron and geometric parameters within the Gd5Si4_xBix system, we can 

successfully suppress the directionality of the nearest-neighbor interslab interactions and 

thereby obtain entirely new slab stacking sequences that are controlled primarily by 

longer range (e.g., second-nearest-slab) interactions. 

5.3 Experimental section 

Starting materials for Gd5Si4_xBix samples were pieces of gadolinium (99.99 wt.%, 

distilled grade, Metall Rare Earth Limited, China), silicon (99.999 wt.%, Alfa Aesar), and 

bismuth (99.998 wt.%, Alfa Aesar). Samples with x = 0, 0.5, 1, 1.5, 2.0, 2.5, 3.0, and 3.5 

and a total mass of 1 g were prepared by arc-melting. During the arc-melting process, Bi 

pieces were placed under the Si and Gd pieces in order to minimize Bi losses associated 

with the high vapor pressure of molten Bi. In addition, 2 mg of extra Bi were added to 

compensate for anticipated losses. The samples were remelted two times to improve 

homogeneity. The cast samples were then sealed in evacuated silica tubes, annealed at 

800 °C for 2 weeks, and quenched in cold water. 

Phase analyses of the polycrystalline products were performed on a PANalytical 

X'Pert Pro diffractometer with a linear X'Celerator detector. CoKa. radiation was used to 

avoid the Gd fluorescence associated with CuKa. radiation and to obtain the resolution 

required for the identification of structurally similar phases. Data from the samples with x 

= 0, 0.5, 1.5, 2, and 2.5 suggested phases closely related to the GdsSi4-type structure. The 

samples with x = 3.0 and 3.5 yielded G~Bh and GdSi phases.The sample with x = 1 
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yielded a phase with a different structure and composition that is not discussed here. 

Single crystals were extracted from both the cast and annealed samples with x = 

0.5, 1.5, 2.0, and 2.5. Room-temperature data were collected on a STOE IPDS II 

diffractometer with Mo Ka radiation. Numerical absorption corrections were based on the 

crystal shapes that were originally derived from optical face indexing but later optimized 

against equivalent reflections using the STOE X-Shape software. 14 Structural refinements 

were performed using the SHELXL program. 15 Further details of the crystal structure 

investigations can be obtained from the Fachinformationszentrum Karlsruhe, 76344 

Eggenstein-Leopoldshafen, Germany (fax: (49) 7247-808-666; e-mail: 

crysdata@fiz.karlsruhe.de), on quoting the depository CSD numbers 420923 for x = 0.5, 

420922 for x = 1.5, 420921 for x = 2.0, and 420920 for x = 2.5, and also from the 

Supporting Information. 

5.4 Results and discussion 

5.4.1 Structural analysis 

All crystals except for x = 0.5 showed significant diffuse scattering (Figures 5.2 

and 5.3) due to stacking-fault defects in the o/[GdsT4] slab-stacking sequence (recall that 

Tis the mixture of Si and Bi). This diffuse scattering was most intense at x = 2.5. In each 

case, the observed diffuse scattering obeyed an h + k = 2n + 1 selection rule (equivalent to 

k + l = 2n + 1 in the setting used for x = 1.5), in addition to a rather unusual h =f. 3n and k 

=f. 3n selection rule (equivalent to k =f. 3n and l =f. 3n in the setting selected for x = 1.5). The 

origin of these selection rules is discussed in more detail below. 
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Figure 5.2. Reciprocal layers for the Gd5Sb.5Bi1.5 crystal 
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Figure 5.3. Reciprocal layers for the Gd5Si1.5Bi2.s crystal 
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Space-group determinations and structure solutions were straightforward for the 

crystals with x = 0.5, 1.5, and 2.0. Crystallographic data and atomic parameters are 

summarized in Tables 5.1 and 5.2 and illustrated in Figure 5.5. Because the diffraction 

data from the annealed and unannealed crystals were very similar, only the results from 

the annealed crystals are presented here. Indexing of the Bragg's reflections for the 

crystal with x = 0.5 yielded an orthorhombic Pnma symmetry and an ARAB slab-stacking 

sequence similar to that of GdsSi4. The refined composition GdsSi3.904(s)Bio.o96(8) of the 

Gd5Si4-type phase from the sample with x = 0.5 suggests that the homogeneity region for 

the Gd5Si4-type phase is unlikely to extend beyond x = 0.096(8). For the crystal with x = 

1.5, one of the indexing choices was a C-centered unit cell with the b and c parameters 

being equal within 2 standard deviations (Table 5.1). The orthorhombic symmetry was 

verified through the powder diffraction which clearly indicated peak splitting and yielded 

a larger difference between the b and c parameters (a = 15.262(1), b = 7.9144(8), c = 

7.9333(8) A). The resulting structure had the Cmca symmetry, an ARAB slab-stacking 

sequence, and was isostructural to Eu5As4. But unlike Gd5Si4, the cleaved dimers allowed 

the "B" slab to shift all the way to the symmetric (x = 112, y = 0) position relative to the 

"A" slab. The crystal with x = 2.0 was unambiguously indexed in a larger /-centered 

tetragonal cell (a = 7.9858(9), c = 30.700(6) A) and had systematic absences consistent 

with space-group symmetry 14 1/acd. The c-axis cell-doubling relative to the x =1.5 

structure is due to a novel spiral slab-stacking sequence of the ABCDABCD type, which 

involves four different symmetric in-plane slab positions: A(O, 0), B(l/2, 0), C(112, 112), 

and D(O, 1/2). 
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Table 5.1. Crystal data and structure refinements for Gd5Si4-xBix at 293 K, MoKa1 radiation, STOE IPDS II 

diffractometer 

sample 

composition 

space group 

lattice parameters, A 

volume, A3 

z 
density (calc), glcm3 

Brange 

index ranges 

reflections collected 

independent reflections 

completeness to max 28 

data I restraints I par. 

goodness-of-fit on F2 

final R indices [J>2a(I)] 

R indices (all data) 

absolute structure factor 

extinction coefficient 

largest peak/ hole, el N 
minority fraction 

Gd5Si3.sBio.s 

Gd5Si3.904(8JBio.o96(8J 

Pnma 

a = 7 .4850(8) 

b = 14.776(1) 
c = 7. 7700(7) 

859.3(1) 

4 

7.082 

2.96 to 29.19° 

-10~h~10, -20~k~17, 

-9 ~I~ 10 

7954 

1195 [R;m=0.1191] 

98.9% 

119510148 

0.952 

R1 = 0.0474, wR2 =0.0557 

R1 = 0.0928, wR2 = 0.0626 

n/a 

0.00046(7) 

2.2171-3.448 

0 

Gd5Si2.sBiu 

GdsSi2.416(8JBi 1.584(8J 

Cmca 

a= 15.246(4) 

b = 7.901(2) 

c = 7.898(2) 

951.3(4) 

4 

8.276 

2.67 to 29.15° 

-20~h~19, -10~k~9. 

-10~1~10 

3268 

660 [R;m = 0.1424] 

99.0% 

66010128 

0.855 

R1 = 0.0456, wR2 =0.0437 

R1 = 0.1338, wR2 = 0.0553 

n/a 

0.000059(15) 

2.2891-2.579 

0.059(2) 

Gd5Si2Bi2 

GdsSil .93(2JBh.o7(2J 

1411acd 

a= 7.9858(9) 

c = 30.700(6) 

1957.8(5) 

8 

8.649 

2.65 to 29.16° 

-9~h~10, -10~k~10, 

-41 ~I~ 42 

7461 

646 [R;m = 0.1289] 

96.6% 

64610126 

0.997 

R 1 = 0.0452, wR2 = 0.0394 

R 1 = 0.1361, wR2 = 0.0508 

n/a 

0.000037(6) 

2.5641-1.948 

0.025(2) 

Gd5Si1.sBi2.s 

GdsSi 1.58(1JBi2.42(1J 

P42bc 

a = 8.0296(7) 

c = 30.883(4) 

1991.2(4) 

8 

8.860 

1.32 to 25.12° 

-9 ~ h ~ 9, -9 ~ k ~ 8, 

-36 ~I~ 36 

9675 

1778 [R;m = 0.1776] 

99.5% 

177811188 

0.735 

R1 = 0.0531, wR2 = 0.1224 

R1 = 0.1936, wR2 = 0.1666 

0.0(2) 

0.000048(12) 

2.6221-2.878 

0.084(2) 
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Table 5.2. Atomic and isotropic temperature (U) parameters for Gd5Si4_xBix from 

single crystal diffraction data 

atom site occupancy xla y/b zlc U(N) 

GdsSi3.904(s)Bio.096(8J 

Gd(l) Sd 0.025S2(9) 0.59735(4) 0.1S26(1) 0.0121(2) 

Gd(2) Sd 0.3190(1) 0.12269(4) 0.1793(1) 0.0105(2) 

Gd(3) 4c 1 0.1479(1) 1/4 0.5110(1) 0.0100(2) 

Si/Bi(l) Sd 0.952/0.04S(4) 0.1551(6) 0.03S9(2) 0.469S(4) 0.019(1) 

Si(2) 4c 0.0249(S) 1/4 0.1007(7) 0.011(1) 

Si(3) 4c 0.2656(S) 114 O.S717(7) 0.007(1) 

GdsSi2.4t6(s)Bi t.ss4(8J 

Gd(1) 16g 1 0.12S40(6) O.S295(1) O.S3011(1) 0.0177(2) 

Gd(2) 4b 1 1/2 0 0 0.0120(4) 

Bi/Si(l) Sd 0.792/0.206(4) 0.291S7(S) 0 0 0.0125(4) 

Si(2) Sf 0 O.S779(11) 0.1255(7) 0.014(2) 

GdsSit .93(tJBh.o7(tl 

Gd(l) 32g 0.3331(2) 0.917S(2) 0.06149(2) 0.0163(2) 

Gd(2) Sa 1 0 114 3/S 0.0116(2) 

Bi/Si(1) 16d 0.93S/0.062(6) 0 114 0.97S41(2) 0.0 135(3) 

Si/Bi(2) 16/ 0.902/0.09S(5) 0.365S(3) x+114 11S 0.011(1) 

GdsSi t.ss(tlBi2.42(tl 
a 

Gd(IA) Sc 0.6754(S) 0.1615(S) 0.063SS(S) 0.043(2) 

Gd(2A) Sc 0.6692(S) 0.15S3(7) 0.93612(7) 0.046(2) 

Gd(3A) 4a 0 0 099S7(3) 0.034(2) 

Gd(1B) Sc 0.1693(7) 0.1699(7) 0.3137(2) 0.026(1) 

Gd(2B) Sc 0.1604(7) 0.1652(6) 0.1S64(1) 0.026(1) 

Gd(3B) 4a 0 112 0.247S(3) 0.024(1) 

Bi(l) 4a 0 0 0.1033(2) 0.033(2) 

Bi(2) 4a 0 0 O.S965(2) 0.035(2) 

Bi(3) 4b 0 1/2 0.3511(2) 0.039(2) 

Bi(4) 4b 1 0 1/2 0.1459(2) 0.024(1) 

Si/Bi(5A) Sc 0.7S9/0.211(5) 0.6409(17) 0.8666(17) 0.9974(6) 0.037(3) 

Si/Bi(5B) Sc 0.7S9/0.211(5) 0.1422(12) O.S647(11) 0.2470(5) 0.025(2) 

• For Gd5Siu8(t)Bi242(t )• the A and B labels in the atomic names designate the A and B slabs to which the atoms belong 
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Stacking faults present in Gd5Si4-xBix structures interrupt the o<?[REsT4] slab

stacking sequence, effectively replacing every A slab with a C slab and every B slab with 

a D slab (and vice versa) on one side of the fault plane. In structural refinements, this 

faulting is manifested as a small residual electron density within the slabs at positions that 

are shifted in-plane by (1/2, 112) relative to normal heavy atom positions. This density is 

most noticeable at fault-shifted Gd positions within the 32434 nets. In the x = 2.5 sample, 

however, which had the highest concentration of stacking faults, the more weakly 

scattering Si-rich T site inside the trigonal prism also produced some fault-shifted residual 

electron density. The extra fault-shifted electron density was treated as a split site during 

the refinement, such that the occupancies of all fault-shifted atoms were constrained to be 

the same. The resulting occupancy is referred to as the "minority fraction" in Table 5.1 

and is explained in the detailed description of the refinement contained in the Supporting 

Information. The atomic parameters of the unshifted structure are shown in Table 5.2, 

while the constraints that tie the fault-shifted and unshifted atoms together are also 

described in the Chapter 8. 

5.4.2 The x = 2.5 structure 

The x = 2.5 case was comparatively complicated and will be discussed separately 

below. While the conventional cell shape (a= 8.0296(7), c = 30.883(4) A) of the x = 2.5 

crystal was essentially the same as that of the x = 2.0 crystal, there were many moderately 

weak reflections that violated the /-centering selection rule (h + k + I = 2n), but which 

were consistent with a primitive lattice (Figure 5.3). Oddly, these weaker /-center-
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violating reflections only appear within the diffuse streaks with h + k = 2n + 1 lines and 

never at the h + k = 2n positions. Such a pattern is not consistent with any standard set of 

systematic absences. Careful examination revealed that all of the peaks along the h + k = 

2n + 1 lines (whether or not they violate the I centering) are somewhat diffuse along the 

c* direction and that their diffuse tails actually give rise to the observed diffuse streaks. 

• • ·t-· . • • i 
I ..... ··r .. -... 

.. ... " • • • • T • • • 
• • • • • Cl •-v-·• .. ' .... 

• • I • • 
+H· i ~-t H· i++l· +!-f-,+H++-·+1-H-J--,-H-H 

• • T 
. • • 

.. . . . . . . ...... 
• • • • • • 

..... ··r· .. ' ... . ''. ~ . 
• • • • I 

Figure 5.4. Comparison between the experimental (left) and simulated reciprocal (right) 

hlllayers for the GdsSi1.5Bh.s crystal. The ABAD slab sequence (P42bc space group) was 

used for the simulation 

By neglecting the "primitive" reflections along the h + k = 2n + 1 lines, the 

structure was solved in space group 141/acd, which produced a structure similar to that of 

x = 2.0, except that significant residual density was found around the Gd and Si/Bi sites. 

While the 14!/acd solution demonstrated that the structure is built from the ,,?[GdsT4] 

slabs, the presence of additional "primitive" reflections suggested a different slab-
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stacking sequence. Various slab-stacking models based on cx?[Gd5T4] slabs were 

constructed, and their diffraction patterns were simulated using the ISODISPLACE 

software16 and compared against the experimental diffraction data from the x = 2.5 

crystal. The ABADABAD slab stacking, which has the P42bc symmetry, yielded an 

excellent match between the simulated and experimental patterns (Figure 5.4) and was 

subsequently subjected to a successful structural refinement. 

5.4.3 Structure of and interactions between the c.l[RE5T4] slabs 

At this point, we will briefly discuss the structure of the oc?[RE5T4] slabs and the 

interslab T-T interactions directing their stacking. The Gd5Si4, Pu5Rl4, Sm5Ge4 (Pnma), 

GdsShGe2 (P2tla), and U2Mo3Si4-type (P2tlc) structures of REsT4 (see Figure 5.1) are 

built from nearly identical pseudotetragonal 32434 nets of RE atoms. Two such nets 

are stacked over one another to form cx?[RE5T4] slabs with RE atoms located in 

pseudocubes and half of the T atoms in trigonal prismatic voids. Since the trigonal prisms 

in these slabs share a face, the separation between the T atoms is small enough to 

allow the formation of the intraslab dimers. The RE pseudocubes are capped top 

and bottom by exterior T atoms, which we refer to as the interslab T atoms. In all 

REsT4 structures, the symmetry of the oc?[RE5T4] slabs is either tetragonal or 

pseudotetragonal. 

As mentioned m the Introduction, the difference between different REsT4 

structures lies in how the cx?[RE5T4] slabs are interconnected through the interslab T-T 

dimers. If the dimers are short (d'r-r < 2.7 A), GdsSi4-type structures form. If the dimers 
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are stretched (d'r-r =ca. 2.9 A) or broken (d'r-r > 3.2 A), PusR.l4, SmsGe4, or U2Mo3Si4-

type structures result. And if only half of the dimers are broken, GdsShGe2-type 

structures appear (Figure 5.1). Changes in the dimer length are accompanied by 

movement of the ,/[RE5T4] slab primarily along the direction of the dimer 

stretching/cleavage. Regardless of whether or not the dimers are broken, the TooT 

interslab contacts are not uniform along the dimer direction, i.e. there are two distinct sets 

of Too·T distances (d'r-r and d"r-r in Figure 5.1). For example, GdsSh.7sP1.2s which has the 

largest reported Too·T distances, still has short and long interslab TT contacts (d'r-r = 3.74 

A vs d"r-r = 4.38 A). 10 Depending on the arrangement of the TooT contacts between the 

slabs, two slab-stacking sequences can be formed: the ABAB sequence with its 

herringbone pattern of shorter Too· T contacts and the AAAA sequence with its ascending 

pattern of shorter T 00 T contacts (Figure 5.1 ). In both cases, it is the presence of shorter 

and longer Too· T contacts that provides directionality to the slab stacking. The question 

can be asked, "What will happen to the slab-stacking sequence in general if the inters lab 

Too·T contacts become uniform?". The GdsSi4-xBix system provides some answers to this 

question. 

5.4.4 Interslab dimer cleavage 

There are three structural transitions in the Gd5Si4_xBix system as a function of the 

Bi concentration (Figure 5.5): the Pnma--+ Cmca transition for x = 0.10-1.58, Cmca--+ 

141/acd for x = 1.58-2.07, and 141/acd--+ P42bc for x = 2.07-2.42 (x is the refined Bi 

amount). The Pnma--+ Cmca transition in the GdsSi4-xBix system (x = 0.10-1.58) features 
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complete cleavage of the interslab T-T dimers (d'r-r = 2.63 ~ 4.15 A) so that the T··.Y 

contacts all become identical. This dimer cleavage is the consequence of electronic and 

size effects associated with Bi substitution and mirrors the transitions observed in GdsSi4. 

xPx and Gd5Si4-xSnx. 10
•
11 In Gd5Si4.xPx, an increase in the valence electron count achieved 

through P substitution was used to break the interslab dimers in GdsSh.7sP1.2s (d'r-r = 2.49 

~ 3.74 A). 10 In the Gd5Si4.xSnx system, the larger size ofthe Sn atoms was employed to 

stretch the dimers (d'r-r = 2.49 ~ 3.04 A).ll Similar to Gd5Si2.1sP1.25, the electronic 

contribution to the dimer cleavage in Gd5Sh.42Bi1.5s is related to the population of the 

anti bonding states within the T-T dimers. Also, the larger size of Bi atoms promotes 

dimer cleavage. The two effects can be already seen in Gd5Sh9oBio.1o which shows 

considerable dimer stretching compared to GdsSi4 (d'r-r = 2.49 ~ 2.63 A). 

• • • 0 

b_n nn;. ll 
1 ~ ".1.. 

~ 
~ 1~} .1 .1-

..... ...... 

.T .T n 
".;l., 1 "1.f 

' ·-- i-J 'F. 
j_ :u: .1 . 
~ 

Gd Gd T interslab Tintraslab r• 
}· r· $$}ec•o,' 

(%,%) 

8 

l.: l.: 

-. 

:~}A( j 
·u ":1.. 

ij.~ ·-'!.·2 . ... ..... ·..., 
_n;. fT.. ..u 

"l. 1 

~ 
.'1~- ···i. 

fl. ~ }A 1 

}oco.%) 

A l't}A 
-

IT,. lTn l't 
['>..~. 1'1. 

Ca. 4~i_-· -~:, 

l't}A 
-

(0,0) 

..! 
,]; .II. 

11.: 'l.I u: n: 

1~}c ,]; 

u 'l:I u 
...... 
...l T, 
"1 - ~ ~-

4.2i'•• 

~}A ~ -~ 
"'1- -

L 
}oco.Y.) 

0,0) 

}B(%,0) ~B(%,0) }ecY..o) 

A (0.0) (0,0) 
(0,0) 

Gd,Si,..,Bi.,. (Pnma) Gd,Si,.,Bi,.,. (Cmca) Gd.Si, ... Bi,.07 (14,facd) Gd5Si, ... Bi, .... (P4,bc) 

Figure 5.5. Structures of and slab stacking in the Gd5Si4-xBix phases 

In Gd5Sh.42Bi1.5s, both the electronic and size effects act in parallel and lead to the 

full cleavage of the inters lab dimers. The resulting uniformity of the T ... T contacts creates 

an additional translational symmetry element of 1/2a + 112b, which leads to the Cmca 
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space group symmetry. The full dimer cleavage also allows the slabs to relax into a 

pseudotetragonal state that is very near to their ideal tetragonal state, so the that b and c 

cell parameters become highly similar. In fact, it is only the influence of the nontetragonal 

stacking arrangement that prevents the slabs from becoming perfectly tetragonal. Because 

the ideal o/[Gd5T4] slab has tetragonal point symmetry, it seems natural that slab-stacking 

sequences that are compatible with tetragonal symmetry should exist. Yet in 

Gd5Sh.42Bi1.5s, we continue to see a preference for the ABAB stacking sequence 

associated with unbroken dimers. 

5.4.5 Stacking rules and interslab correlations 

A further increase in the Bi concentration finally yields two new and fully 

tetragonal slab-stacking sequences (and symmetries): ABCDABCD (/41/acd) for 

GdsSi1.93Bh.o7 and ABADABAD (P42bc) for GdsSil.5sBh.42· Consider the four in-plane 

slab origins permitted by uniform T·-T contact distances: A(O, 0), B(l/2, 0), C(l/2, 1/2), 

and D(O, 112). If we label all of the slabs in the crystal with sequential integers, assuming 

that the zeroth slab is of the A type, any stacking sequence built from these four slab 

origins will have the following properties: (1) even-integer slabs will either be of the A or 

C type and (2) odd-integer slabs will either be of the B or D type. Thus, AC, CA, BD, and 

DB nearest-neighbor (INN) pairs are never permitted. 

Both the ABCDABCD and ABADABAD sequences involve four-slab stacking 

sequences, hence a c- 30 A cell parameter. Unlike the ABAB sequence of Gd5Sh.42Bi1.5s, 

neither four-slab stacking sequence possesses an absolute preference for the direction of 
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nearest-neighbor slab correlations - the neighbor of an A slab is equally likely to be of the 

B or D varieties, and the neighbor of a B slab is equally likely to be of the A or C 

varieties. Yet both sequences show a perfect correlation among fourth-nearest- neighbor 

slabs ( 4NN slabs) which must be of the same type. The difference rests in the nature of 

their second-nearest-neighbor (2NN) interslab correlations. For ABCDABCD, all 2NN 

pairs are perfectly anticorrelated (i.e., A pairs with C and B pairs with D). In contrast, for 

ABADABAD, half the 2NN pairs are correlated (i.e., two slabs of the same type) and half 

are anticorrelated. 

5.4.6 Systematic absences 

The primary h + k = 2n + 1 selection rule for the diffuse streaks arises from a fault 

vector of (1/2, 1/2, 0), which corresponds to randomly replacing an A(O,O) slab with a 

C(1/2, 1/2) slab or a B(1/2, 0) slab with a D(O, 1/2) slab. The stacking disorder effectively 

steals intensity from the Bragg peaks along these lines and redistributes it into their 

diffuse tails along the c* direction. 

From Figures 5.2 and 5.3, we observe that the density of Bragg reflections along 

the h + k = 2n + 1 lines is four times higher than the corresponding density along the h + k 

= 2n lines for the x = 2.5 crystal. A similar observation applies to the x = 2.0 crystal, 

where the Bragg peak density is two times higher along the h + k = 2n + 1 lines than 

along the h + k = 2n lines. This is a strong evidence for the rigidity of the c/[Gd5T4] slabs. 

If the slabs were to substantially relax via all of the structural degrees of freedom 

provided by P4zbc (or 14!/acd) symmetry, then additional peaks would also appear along 
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the h + k = 2n lines consistent with the symmetry. But rigidity rather than symmetry 

prevents them from doing so. Thus, the unusual pattern of absences within the h + k = 2n 

lines is due to the fact that all four slabs remain approximately identical even though they 

are permitted by symmetry to differ. 

Figure 5.6. Distribution of IFstabl2 intensities for the h + k = 2n + 1 positions within the l = 

0 plane of GdsSit .93Bhm for -9 ~ h,k ~ 9. The square at the center corresponds to h = 0 

and k = 0. Darker squares indicate higher intensities. The h + k = 2n squares are left 

empty - their intensities are not represented here 

The unusual h -:f 3n and k -:f 3n diffuse-scattering selection rule observed in all of 

the GdsSi4-xBix samples is more subtle but also less interesting. It originates in the X-ray 

structure factor of a single o/[Gd5T4] slab, which can be factored out to the front of the 
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overall diffuse scattering structure factor. Or more specifically, it originates in the 

positions of the Gd atoms within the slab. As an example, consider a single tetragonal 

cx?[RE5T4] slab, where the average a-axis separation between Gd atoms within the 32434 

nets is approximately &oct= 1/6. It turns out that if we set &oct= 1/6 exactly, and neglect 

all non-Gd atoms, we compute IFstabl2 = 0 for any h + k = 2n + 1 position in which h = 3n 

or k = 3n, and IFstabl2 ;::::: (6Nocti for each of the other h + k = 2n + 1 positions, where Noct is 

the atomic number of Gd. In Figure 5.6, which illustrates the distribution of IFstabl2 

intensities for a single slab of Gd5Sit .93Bh.o7, we see that the selection rule is only 

approximate since there are other atoms contributing to the structure factor. 

In Figure 5.3, observe that the intensity of the diffuse streaks from the x = 2.5 

crystal and also the intensities of the Bragg peaks along the same h + k = 2n + 1 lines are 

modulated along the c* direction with a period roughly equal to 4 r.l.u. (relative to a short 

cell parameter corresponding to a two-slab stacking sequence). More generally, the 

diffuse scattering in all of the GdsSi4-xBix samples was modulated along c* (a* for x = 

1.5) with roughly the same period. This rather striking feature also has its origin in IF stabl2
, 

which contains a multiplicative factor of cos2(2rc/ &oct), where &oct is the c-axis 

separation between the Gd2 atoms inside the tetragonal voids and the Gd 1 atoms within 

the 32434 nets. Measured in r.l.u. relative to a two-slab cell parameter, this separation is 

approximately &oct = 0.127, which yields a period of M = (2zoct1)'
1 = 3.94 ;::::: 4 r.l.u., as 

observed. 
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5.5 Conclusions 

The Gd5Si4.xBix system highlights the role of next-nearest-slab interactions in the 

structural assembly in the RE5T4 phases. Interslab T-T dimers or residual bonding left 

from these dimers (i.e., the T···T contacts are not equivalent) serves as a directional force 

for the cx?[RE5T4] slab packing and leads to the ABAB and AAAA stacking sequences. The 

complete cleavage of the T-T dimers in Gd5S4-xBix switches off this directionality and 

produces novel slab sequences. In cases when T···T interactions provide no directionality, 

the second-nearest-slab interactions become important. In particular when these 

interactions are strong and promote an origin shift, a four-slab ABCDABCD sequence 

results. If the second-nearest-neighbor interactions favor the same origin, the ABAB order 

persists, and the presence of the two types of interactions promotes the formation of 

ABADABAD stacking. Strong second-nearest-slab interactions promote long-range 

stacking order, while weaker interactions or competing interactions lead to stacking 

disorder and diffuse scattering. Currently, the physical nature of the second-nearest-slab 

interactions that produced the observed interslab correlations in Gd5Si4.xBix is being 

investigated. 
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Chapter 6. Structural, magnetic and magnetocaloric 

properties of the Gd5Si4_xShx (x = 0.5-3.5) phases 

This chapter contains the manuscript "Structural, magnetic and magnetocaloric 

properties of the Gd5Si4_xSbx (x = 0.5-3.5) phases", published in the Journal of Magnetism 

and Magnetic Materials (J Magn. Magn. Mater. 2010, 322, 2558-2566). The candidate 

completed the experimental synthesis, data collection, processing and interpretation and 

prepared the manuscript. An undergraduate summer student, Y. Y. J. Cheung, was 

involved in the experimental synthesis, data collection, processing and interpretation. 

Reproduced with permission from V. Svitlyk, Y. Y. J. Cheung, Y. Mozharivskyj, J 

Magn. Magn. Mater. 2010,322,2558-2566. Copyright 2010 Elsevier. 
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Structural, magnetic and magneto caloric properties of the 

GdsS4-xSbx (x = 0.5-3.5) phases 

Volodymyr Svitlyk, Yan Yin Janice Cheung and Yurij Mozharivskyj 

Department of Chemistry, McMaster University, Hamilton, ON, L8S 4MJ, Canada 

6.1 Abstract 

Substitution of Sb for Si in the Gd5Si4 phase results in the formation of ternary 

Gd5S4-xSbx phases with three different structure types. For x ~ 0.38 the GdsSi4-type 

structure (Pnma space group) with all interslab T-T dimers intact exists (T is Si or Si/Sb 

mixture), in the x = 1.21-1.79 region the Sm5Ge4-type structure (Pnma) with all interslab 

dimers broken is found. A further increase in the Sb concentration (x = 2.27- 3.1) leads to 

the appearance ofthe Eu5As4-type structure (Cmca) with broken but equivalent interslab 

T···Tbonds. The GdsSi4-xSbx phases with 1.21 Sx S 3.1 undergo ferromagnetic transitions 

in the temperature range from 164 to 295 K. Magnetocaloric effect in terms of the 

isothermal entropy change, LJS, reaches the maximum values of -3.7(4), -4.2(6) and 

-4.6(7) J/kg K for the Gd5ShSb2, GdsSi1.5Sb2.s and GdsSiSb3 samples, respectively. 

6.2 Introduction 

Magnetocaloric materials became a subject of great scientific and industrial 

interest1 as they can be utilized for magnetic refrigeration, which offers a potentially 

higher cooling efficiency than the conventional vapor-pressure technique. For instance, a 

Gd-based refrigerator is about 1.5 times more efficient than its classical counterpart? 
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Cooling performance of magnetocaloric materials depends on the entropy change, M, 

induced by a varying external magnetic field. In the Gd metal, this entropy change stems 

from a second-order ferromagnetic alignment of magnetic moments and, thus, is referred 

to as a magnetic entropy change, Mmag· The entropy change can be enhanced 

significantly if a magnetic transition is coupled to a first-order structural transition. In this 

case the total entropy change has an additional, structural contribution: flS = Mmag + 

Mstr·
3 Such effect is called a giant magnetocaloric effect and was discovered originally in 

Gd5ShGe2
4 and later in other RE5T4 phases (RE- rare-earth element, T- p-element).5

-
8 

Similar effects were also observed in the MnFeP1_xAsx,9 LaFe13-xSix10 and other 

materials. 11-13 

The RE5T4 phases, with Gd5SizGe2 being one of their representatives, are very 

attractive both from the chemists' and physicists' perspectives. They display an intimate 

relation between a crystal structure, physical properties, valence electron count (VEC) 

and size effect14-16 and thus afford a rational modification of their physico-chemical 

properties. The structure-VEC relationship was successfully utilized to control 

formation/breaking of the interslab T-T dimers and to induce desired structural transitions 

in the GdsGaxGe4-x,17 GdsSkxPx, 16 Las-xCaxGe4 and Ces-xCaxGe4 systems. 18 The size effect 

associated with a larger p-element was used to stretch dimers in the Gd5Si4_xSnx system. 19 

Combined VEC and size effects are expected to be even more consequential in 

breaking of the interslab T-T dimers. It has been reported that introduction of larger and 

electron richer Sb (rcov(Sb) = 1.39 A vs. rcov(Si) = 1.17 A)20 into GdsSi4 leads to the 

complete cleavage of the interslab dimers for the GdsShSbz composition.21 GdsShSbz has 
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been characterized through the powder X-ray diffraction (XRD) and assigned a SmsGe4-

type structure (Pnma space group). A related GdsSh.64Sbu6 phase has been reported to 

adopt the same Sm5Ge4-type structure?2 Interestingly, previous research on the REsX2Sb2 

phases (RE = Y, Gd, Tb, Dy, Ho, Er, Tm, Yb; X= Si or Ge) indicated formation of 

ternary phases with the Eu5As4-type structure (Cmca) for all RE metals except Gd and 

Yb?3 Again, the structural analysis was done using the powder XRD methods. Since the 

Sm5Ge4- and Eu5As4-type structures are quite similar, i.e. they are built from structurally 

identical <X,2[RE5T4] slabs with broken T-T dimers between them, they are expected to 

generate similar powder diffraction patterns, which can be difficult to distinguish. 

Additionally, characterization of the Gd-containing phases using the Cu radiation (the 

most common X-ray source on powder instruments) is rather challenging as the Gd 

fluorescence has an adverse affect on the resolution and background. This inconsistency 

regarding the Gd system was one of the impetuses for the detailed structural studies. In 

addition, combination of the geometric and electronic parameters can be very effective in 

achieving novel phases with unique physico-chemical properties. Here, we report 

structural, magnetic and magnetocaloric properties of the GdsSi4-xSbx phases. 

6.3 Experimental 

6.3.1 Synthesis and X-ray structure analysis 

Starting materials were pieces of gadolinium (99.99 wt.%, distilled grade, Metall 

Rare Earth Limited, China), silicon (99.999 wt.%, Alfa Aesar) and Sb (99.999 wt.%, 

CERAC Inc.). The GdsSi4-xSbx samples with x = 0.5, 1.0, 1,5, 2.0, 2.5, 3.0 and 3.5 and a 
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total mass of 1 gram were arc-melted four times to achieve homogeneity. Extra 3 mg of 

Sb was added to all samples to compensate for anticipated Sb losses. The total losses 

were less than 0.5 wt. %. To improve crystallinity and homogeneity, the samples were 

annealed at 800°C for 2 weeks in evacuated silica tubes with subsequent quenching in 

cold water. 

X-ray powder diffraction data for the annealed samples were obtained on a 

PANalytical X'Pert Pro diffractometer with a linear X'Celerator detector using the CoKa 

radiation. Lattice parameters and phase analyses were derived from the Rietveld 

refinement using the FullProf software24 (Table 6.1 ). Single crystal data were collected on 

a STOE IPDS II diffractometer with the MoKa. radiation in the whole reciprocal sphere. 

Numerical absorption correction was based on the crystal shape obtained from optical 

face indexing with subsequent optimization against equivalent reflections using the STOE 

X-Shape software?5 The structures were solved and refined using the SHELXS and 

SHELXL programs,26 respectively (Table 6.2, 6.3). 

More details on the crystal structures are available from the 

Fachinformationszentrum Karlsruhe, 76344 Eggenstein-Leopoldshafen, Germany, (fax: 

+49 7247 808 666; e-mail: crysdata@fiz-karlsruhe.de) on quoting the depository CSD 

number 421230 for GdsSh.79Sb1.21, 421231 for GdsSh.27Sb1.73, 421232 for GdsSi1.73Sb2.27, 

421233 for GdsSi1.nSb2.2s and 421234 for GdsSio.9Sb3.I and also from the Supporting 

information. 

112 



Table 6.1. Phase composition and lattice parameters for the Gd5Si4_xSbx samples 

(x = 0.5-3) from the X-ray powder and single crystal diffraction 

Sample XRD method Phase Str. type (sp. gr) albic, A 

Gd5Sh.5Sbo.5 powder Gd5Si4.,.Sb,. Gd5Si4 (Pnma) 7 .4725(5)/I 4.807( I )17. 7786(6) 

Gd5Si4.,.Sb,. Sm5Ge4 (Pnma) 7. 7700(8)/I 4.9 I 0(1 )17.80 I2(8) 

Gd5ShSb single crystal Gd5Si2.79Sb1.2t Sm5Ge4 (Pnma) 7.7985(5)114.9681(1 I)l7.8247(6) 

powder Gd5Si4.,.Sb,. Sm5Ge4 (Pnma) 7.7879(5)/I4.962(I)I7.8344(5) 

Gd5Si4.,.Sb,. Gd5Si4 (Pnma) a 

Gd5Siz5 Sbu single crystal Gd5Siz.z1Sbt13 Sm5Ge4 (Pnma) 7.856(1)/I 5. 105(2)17.8769(8) 

powder Gd5Si4.,.Sb,. Sm5Ge4 (Pnma) 7.84 I 8(7)11 5.064(1 )17.8852(7) 

Gd5Si4.,.Sb,. Gd5Si4 (Pnma) a 

Gd5SizSbz single crystal Gd5Si 1.73Sbz.21 Eu5As4 (Cmca) 15.211(2)17.9382(8)17.9376(7) 

powder Gd5Si4.,.Sb,. Eu5As4 (Cmca) 15.196(2)17.8923(9)17.9542(9) 

Gd5Si/ Mn5Si3 (P63/mmc) 8.453(7)/8.453(7)/6.322(9) 

Gd5SiuSb2.5 single crystal Gd5Si1.7zSbz.zs Eu5As4 (Cmca) 15.246(6)17 .943(3)17.972(3) 

powder Gd5Si4.,.Sb,. Eu5As4 (Cmca) 15.216(1 )17.9352(8)17 .9772(8) 

GdSbb - 6.2 I 9(1 )/6.2 I 9(1 )/6.2 I 9(1) NaCl (Fm3m) 

Gd5SiSb3 single crystal Gd5Sio.9SbJ.t Eu5As4 ( Cmca) 15.283(6)/8.050(6)/8.042( 4) 

powder Gd5Si4.,.Sb,. Eu5As4 (Cmca) 15.209(2)17.9942(9)/8.0352(9) 

a the lattice parameters could not be refined reliably due to a small amount of the phase in the sample 
b substitution, if any at all, by Sb or Si in Gd5Sh and GdSb appears to be very small based on the lattice 
parameters, however it cannot be excluded 
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Table 6.2. Crystallographic parameters and refinement results for the Gd5Sit-xShx single crystals (MoKa radiation, 2() 
range= 5 - 59oa, z = 4) 

Sample Gd5Si3Sb GdsSh.sSbu Gd5Si2Sb2 Gd5SiuSb2.s Gd5SiSb3 

Refined composition GdsSi2.79(2)Sbl .21(2) GdsSh.27(3)Sb 1. 73(3) GdsSii .73(1)Sb2.27(1) GdsSi 1. n(2)Sb2.28(2) GdsSio.9(1)Sb3 1(1) 

Structure type Sm5Ge4 SmsGe4 Eu5As4 EusAs4 Eu5As4 

Space group Pnma Pnma Cmca Cmca Cmca 

a(A) 7.7985(5) 7.856(1) 15.211(2) 15.246(6) 15.283(6) 

b(A) 14.9681(11) 15.105(2) 7.9382(8) 7.943(3) 8.050(6) 

c(A) 7.8247(6) 7.8769(8) 7.9376(7) 7.972(3) 8.042(4) 

Volume (A3) 913.4(1) 934.7(2) 958.5(2) 965.4(6) 989.4(1) 

-10 :s h :s 10, -10 :S h :S 9, -20 :s h :s 20, -20 :s h :s 20, -15 :S h :S 15, 

Index ranges -20 :s k :s 17' -17 :s k :s 20, -10 :S k :S 10, -10 :s k :s 10, -8 :s k :s 8, 

-IO :S I :S 10 -10 :S I :S 10 -10 :S I :S 10 -8 :S I :S 10 -8 :S I :S 8 

Reflections collected 9064 9420 4874 4172 1732 

Independent reflections 1277 [Rint = 0.0661] 1308 [Rint = 0.0737] 676 [Rm1 = 0.0735] 658 [Rint = 0.2004] 270 [Rint = 0.2823] 

Completeness to max 2(} (%) 98.8 98.8 99.7 97.9 99.6 

Data/restraints/parameters 1277/0/49 1308/0/50 676/0/29 658/0/29 270/0/27 

Goodness-of-fit on F2 1.183 1.162 1.084 0.995 0.747 

Final R indices [.l>2o(J)] 
R1 = 0.0683, R1 = 0.0737, R1 = 0.0462, R1 = 0.0709, R1 = 0.0688, 

wR2 = 0.1608 wR2=0.1817 wR2= 0.1104 wR2 = 0.1696 wR2 = 0.1519 

R indices (all data) 
R1 = 0.0895, R1 = 0.0970, R1 = 0.0664, RI=O. l231, R1 =0.1668, 

wR2 = 0.1684 wR2 = 0.1914 wR2 = 0.1188 wR2 = 0.2050 wR2 = 0.1888 

Extinction coefficient 0.0007(2) 0.0027(3) 0.0004(1) 0.0006(2) 0.0001(2) 

Largest diff. peak/hole (e/A3) 6.192/-5.092 5.322/-6.404 4.322/-2.803 4.3 73/-4.530 2.170/-2.301 

Minority fraction b 0 0 0.13 0.14 0 

a 2(} range = 5 - 40° for the single crystal from the Gd5SiSb3 sample 
b minority fraction is the fraction of the residual electron density resulting from the stacking faults. The relationship between the minority fraction and 
the faulting probability is discussed in Supporting Information 
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Table 6.3. Atomic and isotropic temperature (U) parameters for the Gd5Si4-xSbx 

single crystals 

Atom Site Occupancy xla y/b z/c U(N) 

GdsSivgSb 1.21 

Gd1 Sd -0.0442(2) 0.6097(1) 0.1775(1) 0.01S(1) 

Gd3 Sd 0.3937(2) 0.1217(1) 0.1667(1) 0.01S(l) 

Gd2 4c 1 0.2232(2) 1/4 0.5036(2) 0.014(1) 

Sb/Sil Sd 0.5S/0.42(1) 0.2296(3) 0.0417(2) 0.4781(2) 0.012(1) 

Si/Sb2 4c 0.94/0.06(2) 0.097S(l1) 1/4 0.1140(9) 0.016(3) 

Si3 4c 0.3407(13) 114 O.S723(11) 0.014(2) 

GdsSi2.nSb 1. 73 
Gd1 Sd -0.0603(2) 0.6150(1) 0.1740(2) 0.026(1) 

Gd3 Sd 0.4051(2) 0.1223(1) 0.1675(1) 0.022(1) 

Gd2 4c 0.2342(2) 114 0.5026(2) 0.020(1) 

Sb/Sil Sd O.S2/0.1S(l) 0.2391(2) 0.0431(1) 0.4SS3(2) 0.020(1) 
Si/Sb2 4c 0.95/0.05(1) 0.10S0(10) 114 0.1209(10) 0.0 19(3) 

Si/Sb3 4c 0.96/0.04(1) 0.3594(12) 114 O.S709(10) 0.022(3) 

GdsSi 1. 73Sbn7 
Gd1 4a 0 0 0 0.01S(l) 

Gd2 16g 1 0.130S(l) 0.16S3(1) 0.3323(1) 0.023(1) 
Sb11Si Sd 0.96/0.04(1) 0.2053(1) 0 0 0.020(1) 

Si2/Sb Sf O.S3/0.17(1) 0 0.3663(4) 0.1327(4) 0.01S(l) 

GdsSi 1. 72Sbns 
Gd1 4a 0 0 0 0.032(1) 

Gd2 16g 1 0.1312(1) 0.167S(2) 0.3326(2) 0.03S(l) 
Sb/Si1 Sd 0.95/0.05(2) 0.2050(2) 0 0 0.033(1) 

Si/Sb2 Sf O.S110.19(2) 0 0.364S(S) 0.1332(7) 0.030(2) 

GdsSio.gSb31 
Gd1 4a 0 0 0 0.030(3) 
Gd2 16g 0.1325(3) 0.1656(7) 0.3356(5) 0.037(2) 
Sb1 Sd 1 0.2030(5) 0 0 0.035(3) 
Sb/Si2 Sf 0.55/0.45(5) 0 0.3630(20) 0.1364(15) 0.039(7) 

6.3.2 Quantitative elemental analysis 

Energy dispersive spectroscopic (EDS) elemental analysis was performed on the 

GdsSh.sSbo.s sample using a JEOL JSM-7000F electron microscope with internal 

standards. The alloy annealed at 800°C was finely polished on a Struers automatic 

polishing machine with a colloidal silica suspension used during the final stage. 
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6.3.3 Electronic structure calculations 

Tight-binding, linear-muffin-tin-orbital calculations usmg the atomic sphere 

approximation (TB-LMTO-ASA)27 were performed for the Gd5Si4 phase and hypothetical 

Gd5Si)Sb using the Stuttgart program28 (Figure 6.5). For GdsSbSb, the atomic parameters 

were taken from the Gd5Si2.79Sb1.21 single crystal structure (SmsGe4-type structure). By 

assuming a linear dependence of the lattice parameters on the Sb content, x, in GdsSi4-

xSbx, cell dimensions for hypothetical Gd5Si)Sb were obtained through the linear 

extrapolation of the structural parameters for the phases with the higher Sb content to the 

Gd5Si)Sb composition. More precisely, a mathematical expression for the dependence of 

the cell parameters on x was obtained through a linear least-square fit of the experimental 

data. The coefficients of determination, R2
, for the corresponding regressions had the 

values of 0.996, 0.995 and 0.937, and the resulting cell parameters for GdsSbSb were a= 

7.645, b = 14.810 and c = 7.680 A. In order to populate the T-T dimers with the Sb/Si 

atoms, the symmetry was lowered from Pnma to Pn21a. Gdf-electrons were treated as 

core ones during the calculations. Structural parameters for the Gd5Si4 phase were taken 

from the single crystal refinement results. 16 

6.3.4 Magnetic measurements 

Magnetization in a field-cooled (FC) mode for the polycrystalline GdsSi4-xSbx 

samples with x = 0.5, 1.0, 1,5, 2.0, 2.5, and 3.0 was measured on a Quantum Design 

SQUID magnetometer in the 100 Oe field. The magnetocaloric effect for GdsShSb2, 

Gd5SiuSb2.s and GdsSiSb3 was evaluated from the magnetization vs. field (M vs. H) data 
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measured around the Curie temperatures with 5 or 6 K increments (Figure 6.8, supporting 

information). The magnetic field changed from 0 to 50 kOe in 2 kOe steps. 

6.4 Results and discussion 

6.4.1 Homogeneity regions for the Gd5S~-x8bx phases 

Homogeneity regions for the GdsSi4-xSbx phases are summarized in Figure 6.1. 

From X-ray powder diffraction, the GdsSh.sSbo.s and GdsShSb samples were found to 

contain both the GdsSi4-type and Sm5Ge4-type phases, thus indicating that homogeneity 

region for the GdsSi4-type phase ends at x < 0.5 and that for the Sm5Ge4-type phase starts 

at x > 1.0. The X-ray phase analysis of the Gd5Sh.5Sbo.s sample yielded the 85 wt. % 

presence for the GdsSi4-type phase, which suggests that the composition of the Gd5Si4-

type phase must be close to GdsSh.6Sbo.4, based on the mixture rule. As no X-ray quality 

crystals of the GdsSi4-type phase could be extracted from the two samples, the EDS 

analysis was performed on the GdsSh.sSbo.s sample in order to establish the right 

compositional boundary of the Gd5Si4-type phase. The composition obtained was 

G~.90(s)Sh.n(4)Sbo .38(5) (when normalized to nine atoms) which agrees with the 

conclusions drawn from the X-ray analysis. Assuming the Sb amount to be x = 0.38, we 

can write the formula of this phase as Gd5Sh.62Sbo.3s and we will use this formula during 

our discussion. While the formula may not represent the real composition, it is certainly 

close to the real one as the EDS composition embraces this formula within the three 

standard deviations. The left compositional boundary of the Sm5Ge4-type phase was 
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determined from the Gd5Si)Sb single crystal, whose composition was refined to 

GdsSh.79(2)Sbui(2) (Table 6.3). 

GdsSi4 GdsSi3.6I Sbo.3s 

" ' " " GdsSi4 GdsSi4 + SmsGe4 
SmsGe4 

Pnrita Pnma 

Figure 6.1. Homogeneity regions for the Gd5Si4-xSbx phases. The wavy lines indicate that 

the homogeneity regions extend at least till the values given 

A single crystal from the Gd5Si2.5Sb1.5 sample yielded a Sm5Ge4-type structure 

with the Gd5Sh.2?(3)Sbu3(3) composition. Difference between the loaded and observed 

compositions is due to the presence of small amounts of a non-equilibrium Gd5Si4-type 

impurity (less than 5 wt. %), which was identified from the X-ray powder diffraction and 

also from the SEM analysis (not discussed here). We believe that formation of the 

congruently melting GdsSi4-type impurity precedes the solidification of the SmsGe4-type 

phase, and thus shifts the effective composition of the main phase to the Sb-richer region. 

Annealing of the sample at 800°C for 2 weeks had no detectable effect on the ratio of the 

two phases. Based on the Gd5Sb.27(3)Sbu3(3) composition, we can state that the right 

homogeneity boundary for the Sm5Ge4-type phase extends at least till x = 1.73(3). The 

sample with a higher Sb concentration (x = 2.0) did not contained a SmsGe4-type phase, 

and thus could not be used to refine the right boundary of the Sm5Ge4-type phase. 

Starting from x = 2.0, the major phase was found to adopt the Eu5As4-type (Cmca 

space group, Table 6.2) structure, with impurities being Gd5Si3 for x = 2.0 and GdSb for x 

= 2.5 at ca. 10 wt. %. A single crystal from the Gd5ShS~ sample was refined to the 
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GdsSii.73(l)Sb2.27(t) composition, and that from the GdsSiuSb2.s sample to 

Gd5Sii.72(2)Sb2.28(2) (Table 6.3). Although the refined compositions appear to be similar 

within one standard deviation, an increase in the Sb content is obvious from the expanded 

cell and is also reflected in the magnetization data (see below). Annealing of the samples 

did not produce any detectable change in the sample compositions. As in the case with 

GdsSh.sSbu, solidification of the congruently melting Gd5Sh and GdSb binaries is 

believed to precede the formation of the phases of interest and, thus, to make them Sb-

richer/poorer. Additionally, the single crystal compositions may not represent ofthe bulk 

compositions which may be closer to the loading compositions. 
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Figure 6.2. Three GdsSi4-xSbx structures with different interslab Tl-Tl bonds. The 

intraslab 12 atoms represent two crystallographic sites, 12 and 13, for the Gd5Si4- and 

SmsGe4-type structures 

A crystal extracted from the GdsSiSb3 sample was refined to the Gd5Sio.9(t)Sb3.t(t) 

composition (Table 6.3). The data were collected only up to 28 = 40° since the high-angle 
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data consisted mainly of poorly defined and overlapped peaks. Poor crystallinity and 

multi-component nature (multi-twinning) of the crystal resulted in the low compositional 

accuracy. A multi-component approach during the integration and refinement did not 

improve the outcome. The GdsSio.sSb3.5 sample contained the Th3P 4-type G~SixSb3-x and 

NaCl-type GdSixSb1_x phases, as concluded from the powder X-ray diffraction. Absence 

of a REsX4-type structure might be explained by the absence of the corresponding Gd5Sb4 

binary, to which the targeted phase was close in composition. 

6.4.2 Structural features of the Gd5S4-x8bx phases 

Three structures are present in the Gd5Si4-xSbx system (Figure 6.2): the Gd5Si4-

type one for the low Sb concentration (x ~ 0.38), the Sm5Ge4-type one for the 

intermediate Sb amount (1.21 ~ x ~ 1.73) and the Eu5As4-type one for the Sb-richer 

phases (2.27 ~ x ~ _3.1 ). Detailed descriptions of the Gd5S4- and Sm5Ge4-type structures 

(Pnma space group for both) can be found elsewhere, 15·29
•
30 therefore only a brief analysis 

of these two structures will be provided here. Both structures are built from the two

dimensional oc 
2[Gd5T4] slabs (T is Si or a Si/Sb mixture in Gd5Si4_xSbx). While in the 

GdsS4-type structures the slabs are connected through the interslab T1-Tl dimers (dr-r < 

2.7 A), these dimers are broken in the SmsGe4-type structures (dr-r > 3.4 A). We will 

refer to the Tl-T1 dimers as T-T. Regardless of where or not the inters lab dimers are 

broken, there are two sets of the interslab T···T distances, shorter and longer ones, that 

yield a unique, herring-bone stacking of the oc 
2[Gd5T4] slabs and the ABAB-type slab 

sequence.29 
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Figure 6.3. Reciprocal h1l (left) and h2l (right) layers for the Gd5Si1.73Sb2.21 crystal 

Increase in the Sb amount (2.27 ~ x ~ 3.1) yields a Eu5As4-type structure (Cmca 

space group, ABAB slab stacking, Figure 6.2), in which not only the interslab dimers are 

broken but also the interslab T···T distances are equivalent. Equivalency of the r ... r 

distances allows for stacking faults with a fault vector of (0, 1/2, 1/2), which corresponds 

to randomly replacing an A(O,O) slab with a C(1/2, 112) slab or a B(l/2, 0) slab with a D(O, 

1/2) slab (the numbers in parentheses are the coordinates within the yz fault plane, with 

the A slab being taken as an origin). The stacking faults result in (1) appearance of diffuse 

scattering lines along a*, (2) presence of the k + l = 2n + 1 (k-:~:- 3n and l-:~:- 3n) selection 

rule for diffuse lines (Figure 6.3), and (3) emergence of residual electron density in the 

,/[REsT4] slabs during the refinement. A comprehensive analysis of the scattering 

phenomena associated with such stacking faults was performed by the authors for the 
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Gd5Si4_xBix system and a reader is referred to the relevant article for more details. 31 The 

refinement procedures derived for the Gd5Si4_xBix system were applied to the refinement 

of the Eu5As4-type Sb-containing phases (see Chapter 8). 

The structural transformations in the Gd5Si4_xSbx system resemble transitions 

observed in other RE5T4 systems. 14' 16' 19 The two features, which are common among the 

RE5T4 phase and also present in our case, are the rigidity of the ,x?[RE5T4] slabs and the 

flexibility of the interslab dimers. While the length of the interslab dimers can be tuned 

through the variety of parameters, we believe that the combination of both the size and 

electronic effects associated with the Sb substitution results in the dimer cleavage and 

phase transitions in GdsSi4-xSbx. As shown for the GdsSi4-xSnx system, introduction of 

larger Sn atoms (rcov(Si) = 1.17 A vs. rcov(Sn) = 1.42 Ai0 leads to the pronounced dimer 

stretching: dr-r = 2.49 ~ 3.04 A for x = 2. However in the Gd5Si4_xSbx system, the 

geometric effects by themselves are not expected to break the dimers completely (dr-r = 

3.81 A for x = 1.21) since Sb is smaller than Sn (rcov(Sb) = 1.39 A vs. rcov(Sn) = 1.42 

A)?0 Thus, electronic effects associated with a larger electron count must be more 

consequential for dimer breaking. Indeed, the valence electron count has been shown to 

be a very effective tool in controlling the dimer length, e.g. a full dimer cleavage, dr-r = 

2.49 ~ 3.74 A, was achieved in GdsSi4-xPx for the relatively modest P amount of x = 

1.25. Thus, both geometric and electronic effects (with electronic one being more 

consequential) are believed to drive the structural transitions in the Gd5Si4_xSbx system. 
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6.4.3 Absence of a RE5T4-type structure for x R: 1 

While the T-T dimer cleavage drives the structural transitions in GdsSi4-xSbx, it 

appears to be also the reason for absence of a RE5T4 phase for x R: 1 (a two-phase region 

exist for 0.38 < x < 1.21). Interestingly, it has been also reported that no REsT4-type phase 

could be obtained in the Gd5Si4-xBix system for x R: 1. We performed a structural analysis 

and electronic structure calculations on hypothetical Gd5Si]Sb structure to gain insights 

into this phenomenon. We start with the assumption that the combination of the geometric 

and electronic factors would render a Sm5Ge4-type structure with broken dimers for x = 1. 

r= 3.02 A 

r= 3.25 A 

r=3.11A 

' ' ' , ' 
0 ,f ', 

~--~-;'1 -~~ .. ...;~ 

·~---Vr=3.35A 

Figure 6.4. Average interslab T-Gd distances in GdsSi4 (left) and GdsSh.79Sb1.21 (right). 

The top values represent distances for the upper Tatom to the upper, "its own" Gd layer, 

while the bottom values give distances for the same Tatom to the lower, opposite Gd 

layer 

We also assume that the two-dimensional }[REsT4] slabs are rigid and the intraslab 

bonding is not perturbed when compared with the neighboring Gd5Si4-xSbx phases. The 
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latter assumption is quite reasonable, as the intraslab atomic arrangements remain very 

similar except for the slightly larger interatomic distances induced by the lattice 

expansion upon the Sb substitution. 
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Figure 6.5. COHP curves for the interslab Si-Gd bonds in the hypothetical Gd5Si)Sb 

(dotted line) and real GdsSi4 (solid line) structures 

We want to see if the bonding interactions between the inters lab T and 

neighboring Gd atoms are optimized. Based on the single crystal results for 

GdsSiz.79Sb1.21, we expect the interslab T site in hypothetical GdsSbSb to be occupied by 

equi-atomic mixture of Si/Sb (i.e. all Sb atoms are on this site). The average T-Gd 

distances in GdsSbSb are expected to be close to the ones observed in Gd5Sh.79Sb1.21 

(Figure 6.4, on the right). In GdsSh.79Sb1.21, the average T-Gd to its "own, closer" Gd 
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layer is 3.11 A, whereas to the "other" Gd layer is 3.35 A. While these T-Gd distances in 

GdsSh.79Sbt.2I appear to be reasonable for Sb-Gd bonds (the sum of the Sb and Gd atomic 

radii is 3.21 A),32 they are too large for the Si-Gd interactions (the sum of the Si and Gd 

atomic radii is 2.97 A).32 For comparison, the average Si-Gd distances in Gd5Si4 are 3.02 

A and 3.25 A to the two Gd layers 16 (Figure 6.4, left). Thus in Gd5ShSb, the T-Gd 

interactions will not be optimized for the half of the interslab T atoms, namely the Si 

ones. The crystal orbital Hamilton population (COHP) calculations performed for the 

interslab Si-Gd bonds in the hypothetical GdsShSb and real Gd5Si4 structure support this 

argument (Figure 6.5). The integrated COHP (-ICOHP) values are much larger for the 

interslab Si-Gd interactions in Gd5Si4 than in Gd5Si3Sb (12.91 eV/cell vs. 5.94 eV/cell) 

even despite the lower valence electron concentration in Gd5Si4. 

Thus, the matrix effect imposed by bigger Sb atoms precludes effective bonding 

for smaller interslab Si atoms and appears to make the Gd5ShSb phase unstable in 

comparison with the neighboring Sb-poorer and -richer phases. In order to stabilize a 

SmsGe4-type structure, extra Sb atoms have to be introduced into the interslab T sites. 

While this will optimize the interslab T-Gd interaction, it will also shift the composition 

to the Sb-richer side as observed experimentally. We believe that the same arguments can 

be applied to explain the absence of a RE5T4-type phase in the Gd5Si4_xBix system for x ~ 

1. 
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6.4.4 Magnetic properties of Gd5SL.-xSbx 

The Gd5Sh_5Sbo.s and Gd5Si)Sb samples show two ferromagnetic transitions at 

164 K and 336 K (Figure 6.6), which is consistent with the two-phase composition of the 

samples. The transition at 336 K is attributed to the Gd5Si4-type phase and its temperature 

is equal to that of pure Gd5Si4.33 The Sb substitution of x = 0.38(5) in the Gd5Si4-type 

phase appears to have a negligible effect on the magnetic interactions. A similar behavior 

was observed for the Gd5Si4_xP x phases in the P-poor region. 16 The 164 K transition is 

associated with the ferromagnetic ordering in the Sm5Ge4-type phase. 

A ferromagnetic transition at 227 K in the Gd5Siz.5Sb1.5 sample represents 

magnetic ordering in the Sm5Ge4-type phase. A small bump around 336 K corresponds to 

the Gd5Si4-type impurity, which was also identified from the powder diffraction. Weiss 

temperatures and effective magnetic moments of Gd atoms for the Gd5Si4- and GdsGe4-

type phases in the GdsSh.sSbo.s, GdsShSb and GdsSiz.sSbi.S samples could not be 

determined reliably due to the multi phase nature of the samples. 

Table 6.4. Magnetic parameters for the GdsSi4-xSbx samples 

Sample Major phase Tc,K B,K ,Ue.o(Gd), ,Us -L1S, J/kg K 

GdsSb.sSbo.s GdsSi4-type 336 -* -* NIA 

Gd5SbSb SmsGe4-type 164 -* -* N/A 

GdsSh.sSb1 .s SmsGe4-type 227 -* -* N/A 

GdsShSb2 EusAs4-type 254 255 7.76 3.7(4) 

GdsSiuSb2.s EusAs4-type 271 271 8.45 4.2(6) 

Gd5SiSb3 EusAs4-type 295 297 8.71 4.6(7) 

* Band ,Ue.o{Gd) could not be detennined because of the multiphase nature of the samples 
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Figure 6.6. Magnetization versus temperature for the GdsS4-xSbx samples 
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The GdsShSb2, GdsSi1.5Sb2.s and GdsSiSb3 samples show single ferromagnetic 

transitions at 254, 271 and 295 K, respectively. Weiss temperatures extracted from the 

paramagnetic regions of the magnetization curves equal 255, 271 and 297 K, 

correspondingly, yielding the magnetic frustration indexes close to one as expected for 

the ferromagnetic transitions. Positive B values confirm the ferromagnetic nature of 

interactions between the Gd atoms. Effective magnetic moments, f.l.eff, for Gd atoms 

extracted from the paramagnetic regions for Gd5SbSb2, Gd5Si1.5Sb2.5 and Gd5SiSb3 are 

7.76, 8.45 and 8.71 p8 , respectively. While the Gd magnetic moment in GdsSbSb2 is 

close to the theoretical value of 7.94 p8
34 expected for Gd3

+, the Gd5Si1.5Sb2.s and 

especially Gd5SiSb3 samples yield larger values. Such phenomenon is often observed in 

the ferromagnetic Gd-containing metallic phases and is attributed to the polarization of 

conduction electrons, mainly Gd 5d, through the 4f-5d exchange interactions.34-37 

6.4.5 Curie temperature versus Sb amount 

In GdsSi4-xSbx, the initial GdsSi4-to-SmsGe4 transition accompanied by the 

cleavage of the interslab T-T dimers significantly lowers the Curie temperature from 336 

K to 164 K as seen both for the GdsSh.sSbo.s and GdsShSb samples (Table 6.4). 

Analogues behavior was observed in the GdsSi4-xPx system during a similar GdsSi4-to

Sm5Ge4 transition.38 A further increase in the Sb amount promotes larger T···T separations 

(dr-r = 3.81 ~ 4.27 A for x = 1.21 ~ 3.1), but surprisingly the Curie temperature goes up 

and reaches 295 K for Gd5SiSb3. Such behavior is rather remarkable and suggests that a 

different factor, not the interatomic distances, is more consequential in governing the 
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magnetic interactions. Magnetic interactions between the rare-earth atoms (or ions) are 

best described within the RKKY theory3941 according to which a Curie temperature 

depends both on the Fermi energy, EF, and interatomic separations. Variations in the 

Gd-Gd distances during the GdsSi4-to-SmsGe4 and SmsGe4-to-EusAs4 transitions and also 

as a function of x for a given structure type are rather small and do not correlate well with 

the trend in Curie temperatures (analysis of the interatomic distances is provided in 

Supporting Information). On the other hand, changes in the concentration of the 

conduction electrons, N, which depends on EF (within the free electron model EF is 

proportional to N213
), mirrors relatively well the trend in the Curie temperatures (Figure 

6.7). 
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Figure 6.7. Curie temperature (left) and number of conduction electrons (right) as a 

function of antimony content in the GdsS4-xSbx system 

The concentration of conduction electrons can be estimated from the chemical 

formulas of the GdsSi4-xSbx phases. Considering that both the interslab and intraslab 
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dimers are intact in the Gd5Si4-type phases, the chemical formula of GdsSh.62Sbo.3s 

(idealized EDS composition) can be written as (Gd3+)s(T26-)2(3.38e-), where 3.38e- is the 

number of conduction electrons. In the Sm5Ge4- and Eu5As4-type phases half of the T-T 

dimers, namely the interslab ones, is broken, and their formulas can be given as 

(Gd3+)s(Tunrra)2 
6
-)(T(inter) 

4)2( { 1 +x }e-), with x being the Sb amount (here x is the refined Sb 

amount). Thus, the number of conduction electrons in GdsSh.79Sb1.21, Gd5Sh.27Sbu3, and 

GdsSio.9Sb3.I will be 2.21, 2.73 and 4.31, respectively. An increase in the Sb amount from 

x = 0.38 to 1.21 induces the initial Gd5S4-to-Sm5Ge4 transition and significantly reduces 

the number of conduction electrons from 3.38 to 2.21 (Figure 6.7) even despite an 

increase in the total valence electron count associated with the Sb substitution (VEC = 

31.38 --..; 32.21 ). However, further Sb substitution raises the conduction electron count 

and leads to higher Curie temperatures. 

On going from GdsSi4 to GdsSh.62Sbo.3s (both adopt the GdsSi4-type structure), 

the Curie temperature stays constant while the number of conduction electrons increases. 

We believe that in GdsSh62Sbo.3s an expected increase in the Curie temperature induced 

by a larger conduction electron concentration is offset by larger Gd-Gd distances. While 

there are no atomic parameters for GdsSh.62Sbo.3s, a larger volume of the GdsS4-type 

phase in GdsSh.62Sbo.3s as compared with pure Gd5Si4 (861 vs. 855 A3)16 suggests 

increased Gd-Gd distances. 

130 



6.4.6 Magnetocaloric effect in GdsShSb2, GdsSit.sSh2.s and GdsSiSb3 

MCE in terms of the isothermal entropy change, M, was calculated from the 

magnetization data (Figure 6.8, on the left, data for the Gd5SiSb3 sample is shown) 

through the numerical integration of the Maxwell equation.42·38 
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Figure 6.8. Saturation magnetization (left) and corresponding Arrott plot (right) for the 

GdsSiSb3 sample 

The maximum observed values of M for the GdsShS~, GdsSiuSb2.s and GdsSiSb3 

samples are -3.7(4), -4.2(6) and -4.6(7) J/kg K around their Curie temperatures, 

respectively (Figure 6.9). The standard deviations were calculated using the method 

described in Ref. [43]. The M values are low when compared to -36 J/kg K for 

GdsShGe2 44 and point to the presence of the conventional MCE only, i.e. the magnetic 

ordering is not coupled to a first-order structural transition. This conclusion is supported 

by the behavior of Arrott plots (M2 vs. HIM) for Gd5ShSb2, Gd5SiuSb2.s and GdsSiSb3 

(Figure 6.8, on the right). Absence of S-shape curves indicates second-order magnetic 
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transitions for all three phases. Also, the broad maxima in the M vs. T curves may imply 

the 
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Figure 6.9. Entropy change for the GdsShSb2, GdsSi1.5Sb2.s and Gd5SiSb3 samples around 

their Curie temperatures 

presence of second-order transitions only, but other factors (such as sample crystallinity 

and compositional homogeneity) can contribute to the broadening as well. 

6.5 Conclusions 

The GdsSi4-xSbx phases with a low Sb amount (x ~ 0.38) crystallizes in the 

GdsSi4-type structure. Higher Sb levels (1.21 ~ x ~ 3.1) result in the cleavage of the 

interslab T-T dimers and appearance of the Sm5Ge4- and Eu5As4-types structures. While a 

larger size of the Sb atoms contributes to the dimer stretching, the main driving force for 
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the structural transitions is an increase in the valence electron count and a larger 

population of the anti bonding states within the interslab T-T dimers. The GdsSi4-xSbx 

phases order ferromagnetically in the 164-336 K temperature region. While the Curie 

temperatures show no clear dependence on the Sb amount, it correlates well with the 

conduction electron concentration which is a function both of the inters lab T-T bonding 

and Sb amount. From the Arrott plots, the magnetic transitions for the Gd5Si2Sb2, 

GdsSi1.5Sb2.s and GdsSiSb3 samples were found to be second order. The respective M 

values of -3.7(4), -4.2(6) and -4.6(7) J/kg K are relatively small and indicative of 

conventional magnetocaloric effects. 
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Chapter 7. Appendix 

7.1 GdsNio.96Sb2.04 and GdsNio.nBh.29: Crystal structure, magnetic properties and 

magnetocaloric effect. Structural transformation and magnetic properties of 

hexagonal GdsBh 

This section contains the manuscript "GdsNio.96Sb2.04 and GdsNio.11Bh.29: Crystal 

structure, magnetic properties and magnetocaloric effect. Structural transformation and 

magnetic properties of hexagonal Gd5Bh", published in the Journal of Solid State 

Chemistry (J Solid State Chem. 2008, 181, 1080-1086). The candidate completed the 

experimental synthesis, data collection, processing and interpretation and prepared the 

manuscript. An undergraduate summer student, F. Fei, was involved in the experimental 

synthesis, data collection, processing and interpretation. 

Reproduced with permission from V. Svitlyk, F. Fei, Y. Mozharivskyj, J Solid State 

Chem. 2008, 181, 1080-1086. Copyright 2008 Elsevier. 
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GdsNio.96Sb2.04 and GdsNio.71Bh.29: Crystal structure, magnetic properties and 

magnetocaloric effect. Structural transformation and 

magnetic properties of hexagonal Gd5Bh 

Volodymyr Svitlyk, Fan Fei, Yurij Mozharivskyj 

Department of Chemistry, McMaster University, ABB 423, 1280 Main Street west, 

Hamilton, Ontario, Canada, L8S 4Ml 

7.1.1 Abstract 

Nickel was successfully introduced into the Gd5Sb3 and Gd5Bi) binaries to yield 

the GdsNio.96(I)Sb2.04(I) and GdsNio.7I(I)Bi2.29(I) phases. Both Ni-substituted compounds 

adopt the orthorhombic YbsSb3-type structure. While the Gd5Nio.71 Bh.29 phase is 

thermodynamically stable at 800 °C and decomposes at lower temperatures upon 

annealing, it can be easily quenched to room temperature by rapid cooling from 800 °C. 

The GdsNio.96Sb2.04 phase is found to be thermodynamically stable till room temperature. 

Through annealing at different temperatures, GdsBh was proven to undergo the MnsSh

type (LT) +--+ YbsSb3-type (HT) transformation reversibly, whereas Gd5Sb3 was found to 

adopt only the hexagonal MnsSiJ-type structure. Orthorhombic GdsNio.96Sb2.04 and 

GdsNio.7IBh.29 and low-temperature hexagonal GdsBh order ferromagnetically at 115, 

162 and 112 K, respectively. In Gd5Bi], the ferromagnetic ordering is followed by spin 

reorientation below 64 K. Magnetocaloric effect in terms of LIS was evaluated from the 

magnetization data and found to reach the maximum values of -7.7 J/kgK for 

GdsNio.96Sb2.04 and- 5.6 J/kgK for GdsNio.11Bi2.29 around their Curie temperatures. 
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7.1.2 Introduction 

Discovery of the giant magnetocaloric effect in Gd5ShGe2 and related phases1
'
2 

showed that cooling efficiency of a ferromagnetic material increases significantly if a 

ferromagnetic ordering is coupled to a first-order structural transition. For such materials, 

the total entropy change, LIS, can be divided in two parts: .dSmag and LfSstr associated with 

the magnetic and structural transitions, respectively. While it is difficult to introduce and 

control structural transformations and associated with them LISstr in inorganic solid-state 

materials, it is possible to optimize the magnetic entropy part, .dSmag· In general, large 

.dSmag is associated with metal-rich phases, consisting of magnetically active 3d- or 4!

elements. Besides, the 4f-elements are likely to yield a larger .dSmag as the maximum 

entropy change during the ferromagnetic ordering depends on the total quantum number 

through LIS mag = Rln(2J+ 1 ). 3 Driven by this argument, we initiated exploration of 

structural and magnetic properties of the Ni-substituted Gd5Sb3 and Gd5Bh phases. The 

study was also inspired, in part, by the fact that the structurally related Y sSb3 phase and 

its derivative Y 5NixSb3-x were found to undergo a first-order orthorhombic-to-hexagonal 

structural transition at elevated temperatures.4 

Similar to Y5Sb3, Gd5Bh was found to adopt two structural modifications.5 The 

stoichiometric Gd5Bh phase was believed to adopt a hexagonal MnsSh-type structure, 

while a Gd-richer phase, Gds+xBh, was suggested for the orthorhombic YbsSb3-type 

polymorph.5 No other literature data were found to substantiate existence of Gds+xBh, 

instead recent results by Szade and Drzyzga6 indicated that a Yb5Sb3-type structure is 

adopted by stoichiometric Gd5Bh at higher temperatures. This high-temperature 
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modification was found to exhibit a ferromagnetic-like transition at 110 K, followed by 

spin reorientation or freezing below 60 K.6 The magnetic behavior of the low-temperature 

hexagonal Gd5Bh polymorph was not studied. In contrast to Gd5Bi), only a hexagonal 

Mn5Si]-type phase has been reported for GdsSb3.7 This hexagonal GdsSb3 phase orders 

ferromagnetically at 187 K and then undergoes a possible ferrimagnetic transition below 

50 K.8 Presence of structural and/or magnetic transitions in Gd5Sb3 and Gd5Bh was 

another motivation for us to explore the properties of the Ni-substituted phases. Here we 

report on the structural features and magnetocaloric effect of these phases. 

7.1.3 Experimental 

7.1.3.1 Synthesis and X-ray structure analysis 

The starting materials were Gd (99.9%, CERAC Incorporation), Ni (99.93% Alfa 

Aesar), Bi (99.9999%, CERAC Incorporation) and antimony (99.999%, CERAC 

Incorporation). The samples with initial compositions GdsSb3, GdsBh, GdsNiSbz and 

Gd5NiBh and a total mass of 1 g were arc melted in argon atmosphere, then turned over 

and remelted to achieve homogeneity. Two milligrams of Sb or Bi was added extra to the 

samples to compensate for losses during melting. For annealing at 800 °C and lower 

temperatures, the samples were sealed in evacuated silica tubes, kept at the required 

temperature for 1 or 2 weeks and then quenched in cold water. For annealing at 1350 °C, 

the samples were sealed in tantalum tubes with argon inside and heated in dynamic 

vacuum (10-6 Torr) in an induction furnace. 
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Phase composition and lattice constants of the prepared samples (Table 7 .1.1) 

were determined from the X-ray powder diffraction patterns recorded on a Huber image 

plate Guinier camera with the CuKa1 radiation. The lattice constants were derived 

through a full-profile Rietveld analysis using the Rietica software.9 

Table 7 .1.1. Crystal data for the phases annealed at 800 and 13 50 °C 

Phase 
Annealing Structure. 

Space group Lattice constants, A 
temperature (0 C) type 

GdsSb3 800°C MnsSi3 P6/mcm a= 9.0243(1), c = 6.3241(1) 

GdsNio96Sb204 800°C Yb5Sb3 Pnma a= 12.133(1), b = 8.9528(8), c = 7.9561(8) 

GdsBiJ 800°C Mn5Si3 P6/ mcm a = 9 .1842(7), c = 6.4177(8) 

Gd5Bi3 1350°C Yb5Sb3 Pnma a =12.106(1), b = 9.549(1 ), c = 8.261(1) 

GdsNio 11Biz29 800°C YbsSb3 Pnma a= 12.230(1), b = 9.222(1), c = 8.102(1) 

Single crystal studies were performed on a STOE IPDS II diffractometer with the MoKa 

radiation. Small crystals with a shape of rectangular plates and silver luster were picked 

up from the Gd5NiSb2 and Gd5NiBiz samples annealed at 800 °C for 2 weeks. The 

diffraction data were collected in the whole reciprocal sphere. Using the SHELXL 

program, 10 the compositions were refined to GdsNio.96(I)Sbz.o4(I) and GdsNio.7I(I)Biz.z9(I) 

for the Gd5NiSbz and Gd5NiBiz samples, respectively (Tables 7.1.2 and 7.1.3). While 

during the refinements Ni was found to occupy the 4c site, we also check for the Ni 

presence on the 8d Sb 1 or Bi 1 site by refining their occupancies (Ni presence would lead 

to a lower electron density and thus lower occupancies for the pure Sb1/Bi sites). The 

refined occupancies were 0.993(3) for the 8d Sb1 site in GdsNio.96(l)Sbz.04(I) and 0.995(6) 
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for the 8d Bi 1 site Gd5Nio.71 c1>Bh.29o>· The occupancies are close to one within three 

standard deviations and thus the corresponding 8d site can be assumed to be fully 

occupied by Sb or Bi. 

Table 7.1.2. Crystal data and structure refinements for GdsNio.96(I)Sb2.04(I) and 

Gd5Nio.71c1>Bh29(I) at 293 K, MoKa1 radiation, STOE IPDS II diffractometer 

Composition 

Space group 
Lattice parameters (A) 

Volume (N) 
z 
Density (calculated) (g/cm3

) 

Crystal size (mm3
) 

20 range for data collection 
Index ranges 

Reflections collected 
Independent reflections 
Completness to max 2(} (%) 
Data/restrains/parameters 
Goodness-of-fit on F-
Final R indices 
[I>2a(J)] 
R indices 
(all data) 
Extinction coefficient 
Largest diff. peak/hole, ( e/ N) 

Pnma 
a= 12.136(1) 
b = 8.9472(7) 
c = 7 .9546(7) 
863.7(3) 
4 
8.389 
0.017 X 0.054 X 0.079 
6.12-58.22° 
-16 :::; h :::; 16, -12 :::; k:::; 11' 
-0:::; I:::; 10 
8646 
1227 [Rint = 0.0603] 
99.5 
1227/0/45 
0.812 
R1 = 0.0286 
wR2 = 0.0335 
R1 = 0.0375 
wR2 = 0.0522 
0.00054(3) 
1.60/-2.18 

GdsNio.7I(I)Bh29(I) 

Pnma 
a = 12.228(2) 
b = 9.241(1) 
c = 8.137(1) 
919.5(3) 
4 
9.665 
0.009 X 0.046 X 0.065 
6.02-58.28° 
-16 :::; h :::; 16, -12 :::; k:::; 12, 
-ll:Sl:Sl1 
8898 
1306 [Rint = 0.2325] 
99.5 
1306/0/45 
0.699 
R1 = 0.0479 
wR2 = 0.0547 
R1 = 0.0727 
wR2 = 0.1345 
0.00013(2) 
2.93/-4.30 

Further details of the crystal structure investigations can be obtained from the 

Fachinformationszentrum Karlsruhe, 76344 Eggenstein-Leopoldshafen, Germany, (fax: 

+49 7247 808 666; e-mail: crysdata@fiz.karlsruhe.de) on quoting the depository CSD 
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number 418769 for GdsNio.96(I)Sb2.04(I) and 418770 for GdsNio.7I(I)Bh.29(I) and also from 

the supporting information. 

7.1.3.2 Magnetic measurements 

Magnetization for the field cooled (FC) polycrystalline p1eces of hexagonal 

GdsBh, orthorhombic GdsNio.96Sb2.04 and GdsNio.11Bh.29 phases (all annealed at 800 °C) 

was measured at 100 Oe field between 2 and 320 K (350 K for Gd5Nio.96Sb2.04 compound) 

on a Quantum Design SQUID magnetometer (Fig. 7.1.1). 

Figure 7.1.3. Magnetization versus field curves for orthorhombic GdsNio.96Sb2.04 and 

GdsNio.11Bh.29 

144 



The transition temperatures were derived from the bM/bT vs. T plots and correspond to 

the maxima in these plots. To explore the nature of the magnetic ordering in hexagonal 

Gd5Bh, magnetization curves were measured at 4.2 and 100 K in increasing and 

decreasing magnetic fields (Fig. 7 .1.2). 

Magnetocaloric effect for GdsNio.96Sbz.o4 and GdsNio.7IBiz.z9 was evaluated from 

the magnetization data. For this purpose, a series of magnetization versus magnetic field 

(M vs. H) measurements was done around the ordering temperature with 5 K increments 

(Fig. 7.1.3). The magnetic field changed from 0 to 50,000 Oe with a 1000 and 2000 Oe 

step for GdsNio.96Sbz.04 and GdsNio.7IBiz.z9, respectively. 

7.1.4 Results and discussion 

7.1.4.1 Thermal stability and structures of GdsSb3, GdsBh, GdsNio.96Sb2.04 and 

GdsNio.7tBh.29 

Temperature stability of GdsSb3, GdsBh, GdsNio.96Sb2.04 and GdsNio.7!Bh.z9 is 

summarized in Fig. 7.1.4 (see also Table 7.1.1). From the initial annealing at 800 °C, both 

Gd5Sb3 and Gd5Bi3 were found to adopt the hexagonal Mn5Sh-type structure at 800 oc, 

while GdsNio.96Sbz.o4 and GdsNio.7IBiz.29 were found to crystallize in the orthorhombic 

Yb5Sb3-type structure at 800 °C. Since hexagonal Mn5Sh-type and orthorhombic YbsSb3-

type structures have been identified as low-temperature (L T) and high-temperature (HT) 

forms, respectively, for Y5Sb3,4 the same could be assumed for Gd5Sb3 and GdsBiJ. Also 

based on the literature data for Gd5Bh, 5•
6 it could be hypothesized that the same structural 

sequence is followed by Gd5Bi3, but this was never rigorously proven. To check for the 
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existence of the HT Yb5Sb3-type polymorphs, the two binaries Gd5Sb3 and Gd5Bi), 

annealed at 800 oc, were sealed in tantalum tubes and annealed at 1350 oc in dynamic 

vacuum. After annealing at 1350 °C for 1.5 h, Gd5Bb showed complete transformation 

from the Mn5Si3- type polymorph into the Yb5Sb3-type one. If Gd5Bb treated at 1350 °C 

is annealed again at 800 oc for 2 weeks, it transforms back into the hexagonal 

polymorphs, proving that the Mn5Si)-type ~ Yb5Sb3-type transformation is fully 

reversible. On the other hand, Gd5Sb3 showed no signs of structural rearrangements even 

after 6 h at 1350 °C, thus indicating that the orthorhombic structure is not accessible for 

GdsSb3 at least at this temperature. Annealing of the GdsSb3 and GdsBh samples at 600 

and 400 °C produced the same phases as annealing at 800 °C. 

~ ~ Mn5Si3 structure 

I m Yb5Sb3 structure 

"' ·-"' <t "' ..c c:c ~ N 

C/) N "' 10 ..c c:c 10 "0 C/) "0 (!) ;::: 
(!) «> 

~ __ o 
0 z z 10 
10 "0 "0 (!) (!) 

Figure 7.1.4. Schematic phase diagram for GdsSb3, GdsBb, GdsNio.96Sbz.o4 and 

GdsNio.11Bh.z9 
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The "A5Pn3" pnictides (A = a divalent electropositive atom such as Ca, Sr, Ba, 

Sm, Eu, Yb, Pn = Sb, Bi) with the YbsSb3-type structure have been shown to be, in 

reality, hydrogen-stabilized A5Pn3H phases, with hydrogen coming from the commercial 

A metals. 11,1
2 As Ta becomes relatively transparent to H2 above 550 °C, annealing under 

the dynamic vacuum at higher temperatures dehydrogenates the samples and results in the 

formation of the hexagonal AsPn3 phases (the Mn5Si)-type). 11 

Table 7.1.3. Atomic and isotropic temperature (U) parameters for 

GdsNio.96(t)Sb2.04(t) and GdsNio.7t(t)Bh.29(t) from single crystal diffraction data 

Atom Occupancy xla y/b zlc U(A) 

GdsNio.96(1JSb2.04(1J 

Gd1 4c 0.2907(1) 114 0.6576(1) 0.01 0(1) 

Gd2 4c 0.1991(1) 1/4 0.1299(1) 0.010(1) 

Gd3 4c 0.5005(1) 114 0.9609(1) 0.010(1) 

Gd4 8d 0.4338(1) 0.0390(1) 0.3156(1) 0.011(1) 

Sb1 8d 1 0.3269(1) 0.9926(1) 0.9277(1) 0.009(1) 

Sb2/Ni 4c 0.04/0.96( 1) 0.5148(1) 114 0.5775(2) 0.012(1) 

GdsNio. 7l(JJBi2.29(1J 
Gd1 4c 0.2880(2) 1/4 0.6622(2) 0.019(1) 

Gd2 4c 0.2025(2) 114 0.1331(3) 0.021(1) 

Gd3 4c 0.4986(2) 114 0.9646(2) 0.016(1) 

Gd4 8d 0.4352(1) 0.0446(2) 0.3165(2) 0.025(1) 

Bi1 8d 1 0.3264(1) 0.9906(1) 0.9274(1) 0.014(1) 

Bi2/Ni 4c 0.29/0.71(1) 0.0215(2) 114 0.9119(3) 0.015(1) 

While hydrogen presence is proven to be an important factor in the chemistry of pnictides 

with a divalent metal, A, its role in the stability of analogous pnictides with a trivalent 

rare-earth elements, RE, is not fully understood. Even if hydrogen tends to stabilize the 
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RE5Pn3 pnictides, the conditions of our experiment (1350 oc and dynamic vacuum) are 

expected to dehydrogenate and, thus, preclude hydrogen stabilization of the high

temperature form ofGd5Bi) and also ofthe hexagonal Gd5Sb3 phase. 

The compositions GdsNio.96(I)Sb2.04(I) and GdsNio.7I(I)Bh.29(I) obtained from the 

single crystal refinements were Ni poorer than the initial ones used for the synthesis, 

therefore it was assumed that the Ni amounts in these phases were the largest ones 

accessible under our experimental conditions. Thermal stability of the Gd5Nio.96Sb2.04 and 

GdsNio.11Bh.29 phases was studied through annealing at 600 °C for 1 week, followed by 

annealing at 400 °C for 2 weeks. At 600 and 400 °C, GdsNio.11Bh29 was found to 

decompose into the hexagonal binary Gd5Bi) and an unidentified Ni-containing phase. 

The lattice constants of the obtained Gd5Bi) binary were in good agreement with those of 

the pristine Gd5Bi3 sample, thus indicating that there was no nickel left in the resulting 

Gd5Bi) binary. We could not find suitable single crystals of hexagonal Gd5Bi) to confirm 

that no nickel is present. In contrast, Gd5Nio.96Sb2.04 showed no signs of a structural 

transformation/decomposition at either 600 °C or 400 °C. While GdsNio.96Sb2.04 may still 

undergo a phase transition at lower temperatures, this could require a very long annealing 

time as the atomic rearrangements associated with this transition are very significant (see 

the discussion below). 

In addition to GdsNio.96Sb2.o4, and GdsNio.11Bh.29 reported here, the orthorhombic 

YbsSb3-type structure is observed for other transition-metal substituted REsTxSb3-x and 

REsTxBh-x phases annealed at 830 °C (RE is a rare earth and T = Fe-Cu).4'13 Out of all 

possible REsTxSb3-x and REsTxBh-x phases, only few representatives and only those 
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without gadolinium were prepared. Besides, the thermal stability of these phases was not 

investigated. Based on our current studies and the literature data,4 it can be concluded that 

the substitution of a late 3d-metal for Sb or Bi tends to stabilize the orthorhombic 

polymorphs of the corresponding binaries at high temperatures (exception is 

Gd5Nio.96Sb2.o4). But this substitution by the transition metal is limited. The limited 

amount of Ni and the stability of the corresponding Ni substituted orthorhombic phase 

were analyzed in details for Y5NixSb3.x.4 It has been concluded that Ni incorporation 

reduces the strength of the Y -Sb interactions, which in turn limits the maximum amount 

of Ni in the structure. The structure can be stabilized only at high temperatures due to the 

entropy contribution stemming from the Ni/Sb statistical mixture. We can argue that the 

same is true for GdsNio.96Sb2.04 and GdsNio.7IBh.29· 

0 © • 0 © @ Q • • 
Gd1 Gd2 Bi1 Gd1 Gd2 Gd3 Gd4 Bi1 Bi2 

Figure 7.1.5. Structures of the hexagonal Mn5Sh-type (left) and orthorhombic YbsSb3-

type (right) polymorphs of GdsBh 
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The two structural polymorphs, the Mn5Si3 and Yb5Sb3 ones, differ significantly 

in terms of atomic arrangements (Fig. 7.1.5), and as pointed by Brunton and Steinfink14 

who first discovered the Yb5Sb3 phase, there is little resemblance between the two 

structure types. In the "classical" presentation by Guloy et al., 15 the Mn5Sh-type 

structure of Gd5Bh is constructed from the Gd 1 octahedra that are fused along the c 

direction to form hexagonal columns. The columns are interconnected through the Bi 

atoms, which in turn form channels filled with Gd2 chains. While hexagonal channels can 

be also identified in the Yb5Sb3-type structure of Gd5Bi), they are irregular and filled with 

both Gd and Bi atoms (Fig. 7 .1.5). There are also the trigonal channels filled with the Bi 

atoms and attached to the hexagonal ones. No simple atomic rearrangement is found to 

transform one structure into the other, besides the space groups of the two structures are 

not in a group-subgroup relationship. Such different atomic arrangements may explain 

the fact that the HT orthorhombic polymorphs could be easily quenched into room 

temperature and that a long annealing time is required to obtain a L T hexagonal 

polymorph. 

7.1.4.2 Magnetic properties and magnetocaloric effect 

The L T hexagonal polymorph of Gd5Bh exhibits a complex magnetic behavior 

(Fig. 7 .1.1) which is analogous to that found in hexagonal Gd5Sb3. 
8 While the overall 

shape of the curve may be representative of an antiferromagnetic ordering, the Weiss 

temperature derived from the paramagnetic region clearly indicates that interactions at 

higher temperatures are ferromagnetic in nature. These ferromagnetic interactions yield a 
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ferromagnetic ordering at 112 K, followed by a significant decrease in magnetization 

below 64 K which is indicative of spin reorientation. A step-like change in M vs. Hat 4.2 

K also points at spin reorientation at low temperatures (Fig. 7.1.2). 
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Figure 7.1.6. Entropy change for GdsNio.96Sb2.04 and GdsNio.7tBh.29 as a function of 

temperature for&/= 0-50,000 Oe 

This step-like feature is expected to be absent above 64 K, and this is verified by a 

Mvs. H scan at 100 K. At both temperatures 4.2 and 100 K, magnetization in 50 kOe did 

not reach the gJ value of 7.00 J.lB expected for a Gd3
+ free ion. Above 200 K, Gd5Bh 
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follows the Curie-Weiss law with Bp = 137 K and ,Uerr/Gd = 8.57 ,us (Table 7.1.4). For 

comparison, at the paramagnetic region the HT orthorhombic form of Gd5Bh obeys the 

Curie-Weiss law with Bp = 120 K and ,Uerr/Gd = 8.43 ,us,6 while hexagonal GdsSb3 follows 

the Currie-Weiss law with much larger Bp = 267 K and,uertfGd = 10.9 ,us.8 

The orthorhombic GdsNio.96Sb2.04 and GdsNio.11Bh.29 compounds undergo 

ferromagnetic orderings at 115 and 162 K, respectively. Interestingly, the Currie 

temperature for the Ni-substituted Gd5Nio.11Bh.29 is 50 K higher than that of the pure 

orthorhombic Gd5Bh binary. At higher temperatures, both Ni-substituted phases obey the 

Curie-Weiss relationship with Bp = 161 K and ,Uerr/Gd = 8.48 ,Us for Gd5Nio.96Sb2.04 and Bp 

= 182 K and ,Uerr/Gd = 9.61 ,us GdsNio.11Bh.29· The calculated magnetic moment for Gd in 

Gd5Nio.96Sb2.o4 is similar to those observed in orthorhombic and hexagonal GdsBh, thus 

suggesting that magnetic contribution of Ni atoms is small. Even if assumed otherwise, 

the Ni contribution would be insufficient to yield large magnetic moments observed in 

GdsNio.96Sb2.04 and especially in GdsNio.11Bi2.29· 

Table 7.1.4. Magnetic parameters for GdsSb3, GdsBh, GdsNio.96Sb2.o4 and 

GdsNio.11Bh.29 

Compound Space Magnetic Tc, Peff/Gd, ep, -LiS, Ref. 
grou12 behavior K JlB K JlkgK 

GdsSb3 P6ylmcm Ferromagnetic 187 10.9 266.8 8 

GdsNio.96Sb2 o4 Pnma Ferromagnetic 1 I 5 8.48 161 7.73 this work 

GdsBh P6ylmcm Ferromagnetic 112 8.57 137 this work 
GdsBh Pnma Ferromagnetic 110 8.43 120 6 
GdsNio.11Bh.29 Pnma Ferromagnetic 162 9.61 182 5.63 this work 

a LiS is the maximum entropy change for a magnetic field change.&/= 0-50,000 Oe 
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It is also difficult to say whether the Ni presence influences the Gd moment since the 

phases with the same structure have to be compared. However only two Gd-containing 

phases, GdsBh and GdsNio.71Biz.29, with the same YbsSb3-type structure are known, and 

thus no general conclusions can be drawn. 

Magnetic moments larger than fieff = g[J(J+ 1 )] 112
fiB = 7.94 fiB expected for a free 

Gd3+ ion are found not only in Gd5Bi), Gd5Sb3 and their Ni derivatives, but also in other 

Gd-containing phases: e.g. 8.32 fiB in Gc4Pd10In21 .16 Even elemental Gd shows a -9% 

increase for its measured magnetic moment. 17 Generally, increase in fieff /Gd is attributed 

to the polarization of conduction electrons, predominantly the Gd 5d ones, through the 

4f-5d exchange interactions. 18'19 

Magnetocaloric effect in terms of entropy change, thl, for the Ni-substituted 

materials was evaluated from the magnetization data (Fig. 7.1.3) using the Maxwell 

relationships:3 

(aS(T,H)) = (aM(T,H)) ' 
aH r ar H 

(7.1) 

which after the integration yields 

M(T)& = rz(aM(T,H)) dH. 
I ar H ,P 

(7.2) 

In practice, a numerical integration is performed using the following formula: 

(7.3) 

where oH is a magnetic field step and M; and M;+ 1 are the values of magnetization at 

temperatures T; and T;+J, respectively. The magnetic entropy change, !1S, for !1H = 0-
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50,000 Oe is plotted in Fig. 7.1.6. As expected, !1S peaks around the Curie temperatures 

and has the maximum value of -7.7 J/kgK for GdsNio.96Sb2.04 and -5.6 J/kgK for 

GdsNio.7JBh.29· While these values of !18 are substantial, they are smaller (by absolute 

values) than -9.8 J/kgK measured for pure gadolinium or -18.5 J/kgK found for 

GdsSi2Ge2. 1 

7.1.5. Conclusion 

The two binaries Gd5Sb3 and Gd5Bh exhibit different structural behavior with 

temperature. Gd5Bh adopts two polymorphs: a L T Mn5Sh-type one below 800 °C and a 

HT orthorhombic Yb5Sb3-type one at 1350 °C. In contrast, Gd5Sb3 crystallizes only with 

a hexagonal Mn5Si)-type structure and is not found to undergo any structural transition up 

to 1350 °C. Ni substitution leads to the formation of the orthorhombic structure for 

GdsNio.96Sb2.04 and stabilizes the orthorhombic bismuthide GdsNio.71Bh29 to lower 

temperatures. The magnetic behavior of orthorhombic GdsNio.96Sb2.04 and GdsNio.11Bi2.29 

is similar as both phases order ferromagnetically at low temperatures. Hexagonal Gd5Bh 

shows a more complex magnetic behavior as the ferromagnetic ordering is followed by 

spin reorientation. 
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7.2 Dy5Nio.66Bh.J4 and LusNio.s6Sb2.44 - Substitution derivatives with the 

orthorhombic YbsSb3-type structure. Magnetocaloric effect of DysNio.66Bh.J4 

This chapter contains the manuscript "DysNio.66Bh34 and LusNio.s6Sb2.44 -

Substitution derivatives with the orthorhombic Yb5Sb3-type structure. Magnetocaloric 

effect of Dy5Nio.66Bh.34", published in the Solid State Sciences (Solid State Sci. 2009, 11, 

1700-1702). The candidate completed all of the experimental synthesis, data collection, 

processing and interpretation and prepared the manuscript. An undergraduate summer 

student, F. Fei, was involved in the experimental synthesis, data collection, processing 

and interpretation. 

Reproduced with permission from V. Svitlyk, F. Fei, Y. Mozharivskyj, Solid State Sci. 

2009, 11, 1700-1702. Copyright 2009 Elsevier. 
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DysNio.66Bh.J4 and LusNio.s6Sb2.44 -Substitution derivatives with the 

orthorhombic YbsSb3-type structure. Magnetocaloric effect of DysNio.66Bh.J4 

Volodymyr Svitlyk, Fan Fei, Yurij Mozharivskyj 

Department ofChemistry, McMaster University, 1280 Main Street West, Hamilton, 

Ontario, Canada L8S 4Ml 

7.2.1 Abstract 

DysNio.66Bh34 and LusNio.s6Sb2.44 were synthesized by arc-melting and were 

found to adopt an orthorhombic Yb5Sb3-type structure. Cell parameters are a= 12.075(2), 

b = 9.165(2), c = 8.072(1) A for DysNio.66Bh.34 and a= 11.6187(9), b = 8.933(1) and c = 

7.8377(6) A for LusNio.s6Sb2.44· DysNio.66Bh.34 undergoes a step-like ferromagnetic 

transition around 66 K. Magnetocaloric effect in terms of the magnetic entropy change, 

M, reaches -3.73 J/kg Kat 75 K for DysNio.66Bh.34· 

7.2.2 Introduction 

Research activities related to the magnetocaloric effect (MCE) and 

magnetocaloric phases increased dramatically after the discovery of the giant MCE in 

Gd5ShGe2.1 In this2 and other phases (e.g. LaFel3-xSix\ coupling between first-order 

structural and ferromagnetic transitions significantly increases the entropy change and, 

thus, enhances the MCE. 

Chemical modification of known metal-rich, p-element containing phases can be 

used to influence electronic and magnetic interactions and can lead to structurally and/or 
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magnetically novel phases. Partial substitution of Ni for Sb and Bi in the Gd5Sb3 and 

Gd5Bh binary phases, which adopt the hexagonal Mn5Si]-type structure at 800 °C, yields 

orthorhombic YbsSb3-type structures for GdsNio.96Sbz.04 and GdsNio.7tBh.29 at the same 

800 °C, with a ferromagnetic ordering at 115 and 162 K, respectively.4 A structural 

transition induced through a compositional variation may enhance material's 

magnetocaloric properties provided the transition is a temperature dependant and 

concomitant with the magnetic ordering. Magnetocaloric effect evaluated around Curie 

temperatures equals to -7.7 J/kg K for GdsNio.96Sbz.04 and -5.6 J/kg K for GdsNio.7tBh.29 

and these values are indicative of a conventional MCE. 

Originally, nickel substitution was performed for the high-temperature 

orthorhombic modification of Y sSb3 and the resulting Y sNio.3sSb2.62 phase was found to 

be a Pauli paramagnet. 5 Similar structures were later reported for the GdsNixSb3-x, 

GdsNixBi3-x, HosNixSb3-x and HosNixBh-x systems.4'6 Ni was found to fully occupy the 

original Sb/Bi 4c sites in the He-containing phases, while a partial Ni substitution was 

established in the Gd-containing phases. Here we present structural and magnetic studies 

on DysNio.66Bh.34 and LusNio.s6Sbz.44, another two members of this series. 

7.2.3 Experimental 

7.2.3.1 Synthesis and X-ray structure analysis 

The starting materials were Dy (99.9 wt.%, CERAC Inc.), Lu (99.9 wt.%, 

CERAC Inc.), Sb (99.999 wt.%, CERAC Inc.), Bi (99.9999 wt.%, CERAC Inc.) and Ni 

(99.9+ wt.%, Alfa Aesar). Samples with the Dy5NiBh and Lu5NiSb2 compositions were 
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arc-melted and annealed at 1350 °C for 3 h. Based on the single crystal X-ray diffraction 

results for the crystal extracted from annealed Dy5NiBh, a sample with the DysNio.66Bh.34 

composition was prepared by arc-melting. One half of the cast DysNio.66Bh.J4 alloy was 

annealed at 1350 °C for 1.5 h, the other half was annealed at 800 °C for 2 weeks. By 

means of powder X-ray diffraction both samples were found to be a single phase with 

statistically the same lattice constants. During arc-melting, the samples were remelted 

four times to improve homogeneity. Two milligrams of Sb and Bi were added extra to 

compensate for losses. 

Table 7.2.1. Crystal data and structure refinement for DysNio.66(I)Bh34(I) and 

LusNio.56(2)Sb2.44(2) 

Composition 

Space group 

Lattice parameters (A) 

Volume (A3
) 

z 
Density (calculated) (g/cm3

) 

Crystal size (mm3
) 

28 range for data collection 
Index ranges 

Reflections collected 

Independent reflections 

Completeness to max 28 (%) 
Data/restraints/parameters 

Goodness-of-fit on F2 

Final R indices [J>2a(l)] 

R indices (all data) 

Extinction coefficient 
Largest diff. peak/hole, (e/A3

) 

DysNio.66(IlBi2.34(Il 

Pnma 

a= 12.075(2) 

b = 9.165(2) 

c = 8.072(1) 

893.3(2) 

4 

10.145 

0.009 X 0.030 X 0.038 

6.08-58.50° 

-16 :s h :s 16, -12 :s k :s 12, 

-9 :S I :S 11 
9480 

1275 [Rmt = 0.2844] 

98.8 
1275/0/45 

0.782 

R 1 = 0.0621, wR2 = 0.0644 

R1 = 0.1697, wR2 = 0.0876 
0. 000066(16) 

3.420/-3.461 

LusNio.s6(2)Sb2.44(2) 

Pnma 

a= 11.6187(9) 

b = 8.933(1) 

c = 7.8377(6) 

813.45(13) 

4 

9.869 

0.009 X 0.022 X 0.051 

6.28-58.64° 

-15 :s h :s 15, -12 :s k :s 10, 

-10:Sl:S10 
7301 

1168 [Rint = 0.1690] 
98.8 

1168 I 0 I 45 

0.794 

R 1 = 0.0531, wR2 = 0.0483 

R1 = 0.1173, wR2 = 0.0581 

0.00033(3) 

2 .664/-3 .286 
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Single crystal data for the crystals extracted from the Dy5NiBh and Lu5NiSb2 

alloys annealed at 1350 °C for 3 h were collected on an STOE IPDS II diffractometer 

with the MoKa radiation in the whole reciprocal sphere. Numerical absorption correction 

was based on the crystal shape obtained from optical face indexing and optimized against 

equivalent reflections using the STOE X-Shape software.7 The structures were solved and 

refined using the SHELXS and SHELXL programs,8 respectively (Tables 7.2.1 and 

7.2.2). 

Table 7.2.2. Atomic and isotropic temperature (U) parameters for 

DysNio.66(I)Bh.34(t) and LusNio.s6(2)Sb2.44(2) from single crystal diffraction data 

Atom Site Occupancy xi a yl b z/c U(A) 

Dy5Nio66(IJBi2.34(1J 

Dyl 4c 0.2862(2) 114 0.6666(4) 0.021(1) 

Dy2 4c 0.2035(2) 1/4 0.1334(4) 0.023(1) 

Dy3 4c 0.4978(3) 1/4 0.9645(4) 0.016(1) 

Dy4 8d 0.4346(2) 0.0473(2) 0.3180(3) 0.026(1) 

Bil Sd 0.3267(1) 0.9892(1) 0.9284(2) 0.015(1) 

Bi2/Ni 4c 0.34( I )/0.66(1) 0.5220(3) 114 0.5918(6) 0.017(1) 

Lu5Nio.56(2JSb2.44(2J 

Lui 4c 0.2816(1) 114 0.6697(2) 0.017(1) 

Lu2 4c 0.2060(1) 1/4 0.1381(2) 0.016(1) 

Lu3 4c 0.4965(1) 114 0.9652(2) 0.010(1) 

Lu4 8d 0.4335(1) 0.0499(1) 0.3166(1) 0.018(1) 

Sbl 8d 0.3275(1) 0.9884(2) 0.9300(2) 0.01 0(1) 

Sb2/Ni 4c 0.44(2)/0.56(2) 0.5207(2) 1/4 0.5913(4) 0.007(1)) 
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In analogy with the previous results for GdsNio.96Sbz.o4, GdsNio.11Biz.z94 and 

Y5Ni0.38Sb2.62
5

, Ni was found to mix with Bi/Sb on the 4c site yielding the 

DysNio.66(I)Biz.34(1) and LusNio.s6(2)Sbz.44(2) compositions. X-ray powder diffraction 

patterns were collected on a PANalytical diffractometer with the CuKa1 radiation. More 

details on the crystal structures are available from the Fachinformationszentrum 

Karlsruhe, 76344 Eggenstein-Leopoldshafen, Germany (fax: +49 7247 808 666; e-mail: 

crysdata@fiz-karlsruhe.de) on quoting the depository CSD number 420519 for 

DysNio.66Biz.34 compound and 420520 for LusNio.s6Sbz.44 one and also from the 

Supporting information. 

7.2.3.2 Magnetic measurements 

Magnetization in a field-cooled (FC) mode for the polycrystalline Dy5Nio.66Biz.34 

sample annealed at 1350 °C and 800 °C was measured on a Quantum Design SQUID 

magnetometer at 100 Oe field between 320 and 2 K (Fig. 7.2.2, on the left, data for the 

sample annealed at 800 °C are shown). Magnetocaloric effect for Dy5Nio.66Biz.34 in terms 

of magnetic entropy change was derived from the magnetization vs. field (M vs. H) 

curves measured around the ordering temperature with 5 K increments. The magnetic 

field changed from 0 to 50 kOe in 2 kOe steps. The entropy change (Fig. 7.2.2, on the 

right) was calculated using the following numerical integration: 

(8.1) 
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where 5H is a magnetic field step and M; and M;+ 1 are the values of magnetization at 

temperatures T; and T;+I, respectively. 

7.2.4 Results and discussion 

7.2.4.1 Structures ofDysNio.66Bh.J4 and LusNio.s6Sb2.44 

The DysNio.66Bh.34 and LusNio.s6Sb2.44 compounds are isostructural to the 

orthorhombic Yb5Sb3-type structure (Tables 7.2.1 and 7.2.2). The structure of 

DysNio.66Bh.34 is shown in Fig. 7 .2.1. It consists of trigonal and hexagonal channels of Dy 

atoms propagating along the b direction. While trigonal channels are filled with Bi atoms 

only, larger hexagonal ones accommodate both Dy and Bi/Ni atoms. 

c~ 
a 

Qoy 
. Bi2/Ni 

.Bi1 

Figure 7.2.1. Structure of the DysNio.66Bi2.34 phase 

Since the refined compositions are Ni poorer than the loading compositions, it can be 

stated that the DysNio.66(1)Bh.J4(1) and LusNio.s6(2)Sb2.44(2) formulas represent maximum 

possible Ni contents achievable under the employed synthesis conditions. As was shown 
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for the Y 5NixSb3_x phase, 5 introduction of Ni reduces the strength of the Y -Sb interactions 

and this dictates the maximum possible degree of substitution. At the same time entropy 

contribution associated with the Sb/Ni solution lowers the total Gibbs free energy and 

favors the substitution in the limited concentration range. This argument can be also 

applied to the DysNio.66Bi2.34 and LusNio.s6Sb2.44 compounds. 

7.2.4.2 Magnetic properties and magnetocaloric effect of Dy5Nio.66Bh34 

Polycrystalline DysNio.66Bh.34 annealed at 1350 °C for 1.5 h showed a 

ferromagnetic step-like transition around 66 K. A step-like feature can be indicative of a 

compositional and structural inhomogeneity of the sample. Therefore additional 

magnetization measurements under the same conditions were performed on the 

DysNio.66Bh.34 sample annealed at 800 oc for 2 weeks. The magnetization curve (Fig. 

7.2.2, on the left) was analogous to the one obtained for Dy5Nio.66Bh.34 annealed at 1350 

oc. 

4 80 

3.5 

3 

~ 2.5 
= e 2 ... 

70 

60 

~ 50 
= e 40 .. 

} 

45-95 K 
AT=5K 

'i 1.5 'i 30 

20 

0.5 10 

0 0 
0 50 100 150 200 250 300 350 0 10 20 30 40 50 

T,K Field, kOe 

Figure 7.2.2. Magnetization as a function oftemperature (on the left) and of field (on the 

right) for DysNio.66Bh.34 
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Presence of the step-like feature after the additional temperature treatment points to the 

intrinsic nature of this behavior. While indirectly, the compositional homogeneity of the 

sample established from the X-ray powder diffraction also supports the intrinsic nature of 

the magnetic ordering. This step-like transition may stem from spin reorientation or 

gradual ordering of magnetic moments on different Dy sites. In the future, we plan to 

perform a neutron diffraction experiment on the DysNio.66Bh.34 sample to establish the 

nature of this transition. Since routine neutron diffraction studies on bulk Dy-containing 

samples cannot be performed because ofthe large Dy absorption cross section of994 (13) 

b (1 b = 10-24 cm2, value for the 2200 m/s neutrons),9 special sample mounting and 

collection procedures will be employed as described in Ref. 10. 

A magnetic moment per Dy atom extracted from the Curie-Weiss fit in the 

paramagnetic region equals to /leff!Dy = 10.73 p 8 which is close to the theoretical value of 

10.50 /18 for a free Dy3
+ ion. A positive value of a Weiss temperature 8 = 67.8 K indicates 

a ferromagnetic nature of interactions between the magnetic moments. 

The step-like feature of the ferromagnetic transition leads to a non-uniform 

separation between the magnetization curves during the saturation measurements (Fig. 

7.2.2, on the right) and scattered values of the magnetic entropy change, /J.S, around the 

Curie temperature (Fig. 7.2.3). t::.S reaches the maximum value of -3.73 J/kg Kat 75 K, 

which is indicative of the conventional MCE in the Dy5Nio.66Bh.34 phase. 
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Figure 7.2.3. Magnetic entropy change for Dy5Nio.66Bh.34 as a function of temperature for 

LJH= 0-50 kOe 

7.2.5 Conclusions 

The DysNio.66Bh.34 and LusNio.s6Sbz.44 phases were found to adopt orthorhombic 

Yb5Sb3-type structure. Dy5Nio.66Biz34 shows a step-like ferromagnetic transition around 

66 K and exhibits the magnetic entropy change, /1S, of -3.73 Jlkg Kat 75 K. The small 

value of 118 points to the presence of the conventional MCE in this phase. 

7.2.6 Appendix. Supplementary data 

Supplementary data associated with this article can be found in the online version, 

at doi: 10.1 016/j.solidstatesciences.2009.05.020. 
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Chapter 8. Supporting information 

8.1 Gd5Sit-xBix structures: novel slab sequences achieved by turning off the 

directionality of nearest-slab interactions 

Volodymyr Svitlyk,a Branton J. Campbell,b and Yurij Mozharivskyt 

aDepartment of Chemistry, McMaster University, Hamilton, ON, L8S 4Ml, Canada 

b Department of Physics and Astronomy, Brigham Young University, Provo, Utah 84602 

8.1.1 Residual electron density 

The diffuse streaks along c* (or a* for x = 1.5) are evidence of stacking-fault 

disorder, which was most severe at x = 2.5 and initially caused problems with the 

refinement. This is because, even when using the correct P42bc symmetry, stacking 

disorder modifies the intensities along the diffuse h + k = 2n + 1 lines of reciprocal space. 

The (Yz, Yz, 0) fault vector [or (0, Yz, Yz) for x = 1.5] lies within the plane of the ,/[REsT4] 

slabs, so that a stacking fault interrupts the slab stacking sequence, effectively replacing 

every A slab with a C slab and every B slab with a D slab on one side of the fault, and 

vtse versa. 

During the refinement, the fault-shifted structure manifested itself as a small 

residual electron density at fault-shifted Gd positions within the 32434 net (Figure 8.1.1 ), 

and to a lesser extent, at fault-shifted T-atom positions within the center-plane of the slab. 

Because the scattering power of a Gd atom is larger than that of an intraslab Tatom, only 
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the residual electron density associated with fault-shifted Gd was observed at low fault

defect concentrations (e.g. for x = 1.5 and 2.0). 

Figure 8.1.1. Presence of additional electron density (gray circles) in the Gd1 32434 net of 

the crystals with x = 1.5, 2.0 and 2.5 

Note that a sufficiently high defect concentration would eventually broaden and diminish 

the Bragg reflections along the h + k = 2n + 1 lines to the point that they could no longer 

be viewed as peaks. Because this was clearly not the case in the samples studied here, we 

were still able integrate the diffuse peaks and refine an approximate stacking-fault model 

in which a fault-shifted copy of the entire structure was superimposed on top of the 

unshifted structure, so that the relative occupancies of the two copies were r and 1-r, 

respectively. Thus, the extra electron density was treated using split sites, which are 

designated with a* in Tables 8.1.1 and 8.1.2. 

8.1.2 Refinement of the structures with x = 1.5 ( Cmca) and x = 2.0 (141/acd) 

The relationship between the atomic parameters of the unshifted atoms and the 

fault-shifted atoms (i.e. split positions) is given by the faulting vector (Yz, Yz, 0) for x = 2.0 
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and (0, Yz, Yz) for x = 1.5. Only the Gdl atoms of the fault-shifted structure could be 

reliably located on the residual electron density map. The residual density at the fault

shifted T2 position was small enough to be neglected. The Gd2 and Tl sites don't need 

fault-shifted partners because the space-group symmetry already places symmetry

equivalent atoms at their fault-shifted positions. Introduction of the fault-shifted Gd atoms 

into the structure significantly reduced the R values and yielded smoother residual 

electron density maps. E.g. without the fault-shifted Gdl atoms, R1 = 6.41% (vs. 4.56 %) 

and a residual density peak of 14.18 e/A3 (at 1.80 A from Gd1) are obtained for x = 1.5, 

while R1 = 4.99% (vs. 4.52 %) and a peak of 4.88 e/A3 (at 1.91 A from Gd1) present are 

for x = 2.0. 

During the refinement the following constrains were used both for x = 1.5 and 2.0: 

1) for the Gd 1 atoms, the unshifted and fault-shifted occupancies were constrained 

to sum to 1; 

2) the fault-shifted temperature factors were constrained to be equal to the 

unshifted temperature factors; 

3) the fault-shifted coordinates (x*, y*, z*) were constrained to follow the 

unshifted coordinates (x, y, z) as follows: for x = 1.5 (Cmca), x* = x, y* = y + Yz, z* = z + 

Yz, or x* = x, y* = y and z* = -z, since under the symmetry operations of Cmca, x*, y*, z* 

transforms into x*, y* = Yz + y*, z* = Yz- z*; for x = 2.0 (14 1/acd), x* = x + Yz, y* = y + Yz, 

z* = z, or x* = -x, y* = y and z* = z, since under the symmetry operations of 141/acd, x*, 

y*, z* transforms into x* = Yz - x*, y* = Yz + y*, z*. 
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Table 8.1.1. Atomic and isotropic temperature ( U) parameters for the x = 1.5 and 

2.0 single crystals 

Atom Site Occupancy x/a ylb z/c U(A2) 

GdsSi24I6(S)Bius4(8) (x = 1.5) 

Gd(l) 16g 0.941(2) 0.12840(6) 0.8295(1) 0.83011(1) 0.0177(2) 

Gd(l)* 16g 0.059(2) 0.12840(6) 0.8295(1) 0.16989(9) 0.0177(2) 

Gd(2) 4b 1 1/2 0 0 0.0120(4) 

Bi/Si(l) 8d 0.792/0.206(4) 0.29187(8) 0 0 0.0125(4) 

Si(2) 8/ 0 0.8779(11) 0.1255(7) 0.014(2) 

GdsSiL93( I)Bizo7( I) (x = 2) 

Gd(1) 32g 0.975(2) 0.3331(2) 0.9178(2) 0.06149(2) 0.0163(2) 

Gd(1)* 32g 0.025(2) 0.6669(2) 0.9178(2) 0.06149(2) 0.0163(2) 

Gd(2) Sa 1 0 1/4 3/8 0.0116(2) 

Bi/Si(l) 16d 0.938/0.062(6) 0 114 0.97841(2) 0.0 135(3) 

Si/Bi(2) 16/ 0.902/0.098(5) 0.3658(3) x+ 114 118 O.ol 1(1) 

* designates a split, fault-shifted site 

8.1.3 Refinement of the GdsSii.SBh.s structure (P42bc space group) 

The GdsSi1.5Bh.s structure has the ABADABAD slab sequence, and the atoms in 

Table 8.1.2 are labeled according to slabs where possible. The P42bc symmetry relates the 

first A slab and the B slab to the second A slab and the D slab. A stacking fault then 

substitutes C slabs for A slabs and reverses the B and D slabs. In agreement with this 

model, fault-shifted copies of the Gd atoms within the 32434 nets (Gd1A, Gd2A, GdlB 

and Gd2B) and the T atoms within the trigonal prisms (Si/Bi5A and Si/Bi5B) were be 

readily identified in the residual electron density map. The other Gd and T sites (Gd3A, 

Gd3B, and Bi1-4) don't need fault-shifted partners because the space-group symmetry 

already places symmetry-equivalent atoms at their fault-shifted positions. 
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The fault-shifted atoms (labeled "C" and "D" in Table 8.1.2) were treated as split 

sites in the refinement. Originally, the positional parameters of split, fault-shifted 

structure were treated independently from those of the unshifted structure; but this 

approach lead to severe correlations among the atomic parameters, besides the refinement 

was unstable. And even if the fit had been stable, it would not be a straightforward matter 

to interpret differences between the internal structures of fault-shifted and unshifted slabs 

(possibly related to structural relaxation near a fault interface). Therefore, the positional 

parameters of the fault-shifted atoms were constrained to follow those of the unshifted 

structure by (Yz, Yz, 0). The occupancies and temperature factors of fault-shifted atoms 

were handled just they were for the x = 1.5 and 2.0 structures. The chemical compositions 

of each of the slabs were also assumed to be identical. In summary, the following 

constraints were used. 

1) the positional coordinates of the fault-shifted (*) and the unshifted structures 

were constrained according to x* = x + Yz, y* = y + Yz, z* = z, or x* = x, y* = -y and z* = 

z, since under the symmetry operations of P42bc, x*, y*, z* transforms into x* = Yz + x*, 

y* = Yz - y*, z*; 

2) the occupancies of each pair of fault-shifted and unshifted atoms (AIC or BID) 

were constrained so as to sum to 1 ; 

3) the occupancies of all fault-shifted atoms were constrained to have the same 

value (r); 

4) the temperature factors of each pair of fault-shifted and unshifted atoms (AIC or 

Bl D) were constrained to be equal; 
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5) the Si/Bi ratios were constrained to be the same in each slab; 

6) additionally, we constrained z(GdlA) = -z(Gd2A) in order to center the A slab 

around the cell origin. 

Table 8.1.2. Atomic and isotropic temperature ( U) parameters from the x = 2.5 

single crystal 

Atom Site Occupancy xla ylb z/c U(N) 

GdsSi I.5s(I)Biz.42(Il 

Gd(IA) 8c 0.916(2) 0.6754(8) 0.1615(8) 0.06388(8) 0.043(2) 

Gd(1C)* 8c 0.084(2) 0.6754(8) 0.8385(8) 0.06388(8) 0.043(2) 

Gd(2A) 8c 0.916(2) 0.6692(8) 0.1583(7) 0.93612(7) 0.046(2) 

Gd(2C)* 8c 0.084(2) 0.6692(8) 0.8417(7) 0.93612(7) 0.046(2) 

Gd(3A) 4a 1 0 0 09987(3) 0.034(2) 

Gd(IB) 8c 0.916(2) 0.1693(7) 0.1699(7) 0.3137(2) 0.026(1) 

Gd(ID)* 8c 0.084(2) 0.1693(7) 0.8301(7) 0.3137(2) 0.026(1) 

Gd(2B) 8c 0.916(2) 0.1604(7) 0.1652(6) 0.1864(1) 0.026(1) 

Gd(2D)* 8c 0.084(2) 0.1604(7) 0.8348(6) 0.1864(1) 0.026(1) 

Gd(3B) 4a 0 112 0.2478(3) 0.024(1) 

Bi(l) 4a 0 0 0.1033(2) 0.033(2) 

Bi(2) 4a 1 0 0 0.8965(2) 0.035(2) 

Bi(3) 4b 1 0 112 0.3511 (2) 0.039(2) 

Bi(4) 4b 1 0 112 0.1459(2) 0.024(1) 

Si!Bi(5A) 8c 0. 722/0.193(5)) 0.6409(17) 0.8666(17) 0.9974(6) 0.037(3) 

Si/Bi(5C)* 8c 0.0667/0.0178(4) 0.6409(17) 0.1334(17) 0.9974(6) 0.037(3) 

Si!Bi(5B) 8c 0.722/0.193(5) 0.1422(12) 0.8647(11) 0.2470(5) 0.025(2) 

Si!Bi(5D)* 8c 0.0667/0.0178(4) 0.1422(12) 0.1353(11) 0.2470(5) 0.025(2) 

8.1.4 Faulting probability 

The residual electron density (r) that we refined as a low-occupancy fault-shifted 

copy of the structure should not be interpreted as the fraction of fault-shifted material, 

however unintuitive this may seem. Because the stacking faults are randomly placed 
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within the crystal, and each slab has one of two possible in-plane positions (A vs C or B 

vs D), there will be nearly equal amounts of shifted and unshifted material, so that it 

becomes irrelevant which position we refer to as "faulted". The refined r parameter 

should instead be interpreted as the average fraction of minority material (either fault

shifted or unshifted) within a volume that spans one X-ray coherence length. Depending 

on the crystal volume sampled by a given X-ray photon, the local minority fraction could 

be anywhere between zero and the 50% upper limit. But on average, it will have the value 

that we call r. The refined values of the minority fraction (see Table 5.1 of the 

manuscript) were r = 0.059, 0.025 and 0.084 for the respective x = 1.5, 2.0 and 2.5 

samples. In the limit of low defect concentration, it is easy to show that r ~ 0.25 p, where 

p is the average number of fault defects per coherence length. We then estimate that p = 

0.24, 0.10 and 0.34 for the respective x = 1.5, 2.0 and 2.5 samples. 

The faulting probability, a, is related top according to a~ (slc)p, where s ~ 7.7 A 

is the interslab spacing (i.e the distance between the centers of two adjacent slabs), can 

also be determined if the X-ray coherence length (c) is known. Though the coherence 

properties of the instrument used have not been characterized, we note that a typical 

laboratory-diffractometer coherence length of 1000 A would yield a = 0.18%, 0.077% 

and 0.26% for the respective x = 1.5, 2.0 and 2.5 samples. 
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8.2 Structural, magnetic and magnetocaloric properties of the 

GdsS4-xSbx (x = 0.5-3.5) phases 

Volodymyr Svitlyk, Yan Yin Janice Cheung and Yurij Mozharivskyj 

Department of Chemistry, McMaster University, Hamilton, ON, L8S 4Ml, Canada 

8.2.1 Refinement of the fault shifted structures 

The diffuse scattering along a* for Gd5ShSb2 and Gd5Si1.5Sb2.s resulted from the 

stacking-fault disorder. During the refinement, the fault-shifted structure appeared as a 

residual electron density at fault-shifted Gd positions. This extra electron density was 

treated as split sites and the following constrains were used for Gd5ShSb2 and 

GdsSiuSb2.s during the refinement: 

1) for the Gd2 atoms, the sum of unshifted and fault-shifted occupancies were constrained 

to 1; 

2) the fault-shifted temperature factors were constrained to be equal to the unshifted 

temperature factors; 

3) the fault-shifted coordinates (x*, y*, z*) were constrained to follow the unshifted 

coordinates (x, y, z) as follows: x* = x, y* = y + ~. z* = z + ~. or x* = x, y* = y and z* = 

-z, since under the symmetry operations of Cmca, x*, y*, z* transforms into x*, y* = ~ + 

y*, z* = ~ - z*; 
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Table 8.2.1. Atomic and isotropic temperature (U) parameters for GdsSi1.73Sb2.21 

and Gd5Si1.nSb2.2s from single crystal diffraction data 

Atom Site Occupancy x/a ylb z/c U(A2
) 

Gd5SiJ_73Sb2.27 (Eu:Asrtype) 

Gdl 4a 1 0 0 0 O.OI8(1) 

Gd2 I6g 0.87(1) 0.1308(1) O.I683(1) 0.3323(1) 0.023(I) 

Gd2I 16g 0.13(1) O.I308(1) O.I683(I) 0.6678 (l) 0.023(1) 

Sb/Sii 8d 0.96/0.04(1) 0.2053(I) 0 0 0.020(1) 

Si/Sb2 8f 0.83/0.17( 1) 0 0.3663(4) 0.1327(4) 0.018(1) 

Gd5SiJ_ 72Sb2.2s (Eu:Asrtype) 

Gdi 4a I 0 0 0 0.032(1) 

Gd2 I6g 0.86(2) O.I3I2(1) O.I678(2) 0.3326(2) 0.038(1) 

Gd21 I6g 0.14(2) 0.1312(1) 0.1678(2) 0.6674 (2) 0.038(1) 

Sb/Si I 8d 0.95/0.05(2) 0.2050(2) 0 0 0.033(I) 

Si/Sb2 8f 0.81/0. I9(2) 0 0.3648(8) 0.1332(7) 0.030(2) 

8.2.2 Faulting probability 

The refined values of the minority fraction (see Table 6.2 of the manuscript) were 

r = 0.13 and 0.14 for the x = 2.0 and 2.5 samples. In the limit of low fault concentration, 

the minority fraction, r, is related to the average number, p, of fault defects per coherence 

length through r ~ 0.25 p. We then estimate that p = 0.52, and 0.56 for the respective x = 

2.0 and 2.5 samples. 
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The faulting probability, a , is related top according to a~ (slc)p, where s ~ 7.6 A 

is the interslab spacing (i.e the distance between the centers of two adjacent slabs), and it 

can be determined if the X-ray coherence length (c) is known. Though the coherence 

properties of the instrument used have not been characterized, we note that a typical 

laboratory-diffractometer coherence length of 1000 A would yield a= 0.40% and 0.43% 

for the respective x = 2.0 and 2.5 samples. 

The Gd-Gd distances as a function of Sb concentration 
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Figure 8.2.1. The average intraslab Gd-Gd distances between the oc 
2[Gd5T4] slabs as a 

function of the Sb content 
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Figure 8.2.2. Saturation magnetization (left) and corresponding Arrott plot (right) for the 

GdsShSb2 and GdsSi1.5Sb2.s samples 
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Chapter 9. Conclusions 

9.1 Development of the Gd5T4 phases 

The RE5T4 (RE- rare-earth element, T- p-element) phases are known for their 

close relationship between the valence electron count, size effect, structure and physical 

properties. It has been shown that the broken interslab Ge-Ge dimers in the Gd5Ge4 phase 

can be reformed by substitution of Ge by Ga, 1 which has one less valence electron. The 

origin of this structural transition is an enhancement of the Ge-Ge interactions through 

depopulation of the anti bonding levels within the Ge-Ge bonds. 

For the first time we have shown that the Si-Si interslab dimers in the Gd5Si4 

phase can be broken by an increase in the valence electron count. Substitution of Si in 

GdsSi4 with size-equivalent but electron-richer P destabilizes and breaks the T-T bonds 

(dsi-Si = 2.49 A) in GdsSiz.7sP1.2s (SmsGe4-type, dsi!P-Si!P = 3.74 A) due to the population of 

their antibonding levels? Cleavage of the T-T bonds in the Gd5Si4-type phase is abrupt, 

the dimers break at the critical P content of 1.25/f.u. when the T-T bonding is no longer 

energetically favourable. 

The motivation behind these targeted structural changes, despite the purely 

scientific interest, is to achieve a first-order temperature-dependant structural transition in 

new phases. If during cooling the broken Si/P-Si/P dimers were to reform and this 

structural transition was to be accompanied by a ferromagnetic ordering, this could yield 

a first-order coupled magnetostructural transition. As was discussed previously, a first

order coupled magneto-structural transition is at the origin of the giant MCE. Although 
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Gd5Si2.1sP1.2s orders ferromagnetically at 184 K, it does not undergo a structural 

transformation, and thus only a conventional MCE with the ~Smag value of -7.8 J/Kg Kat 

177 K is observed. 3 The absence of the structural transition was confirmed by low

temperature single crystal X-ray diffraction studies. 

It can be speculated, whether a possible temperature-dependant reformation of the 

broken Si/P-Si/P dimers in Gd5Si2.1sP1.2s is hindered by impurities, which stabilize the 

Sm5Ge4-type structure. This phenomenon was observed in the giant magnetocaloric 

material Gd5ShGe2 
4 prepared from the commercial grade Gd metal, however it is not 

expected to exhibit itself in the studied Gd5Si4.xP x system due to the high purity of the 

initial elements (section 3.3 .1 ). The absence of a temperature-dependant structural 

transition is likely due to the thermodynamic stability of the Sm5Ge4-type Gd5Si2.15Pu5 

structure throughout the studied temperature range. 

In addition to the purely electronic mechanism, the size effect can be used for 

structural alterations in the RE5T4 systems. The method of breaking the interslab T-T 

dimers using the size effect was originally demonstrated in the Gd5Si4.xSnx system,5 

where the dimers were gradually stretched and eventually broken due to the introduction 

of larger Sn atoms. Both valence electron count and sizes effects were employed to cleave 

the interslab dimers in the Gd5Si4-xBix6 and GdsSi4-xSb/ systems. Incorporation of large 

Bi completely disrupted the interslab T-T bonding and resulted in slab stacking sequences 

never observed before in the RE5T4 systems. Additionally, uniformity of the T-T bonds 

caused severe stacking faults accompanied by diffuse scattering. 
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Incorporation of Sb atoms yielded a less diverse structural behaviour in the 

Gd5S4-xSbx system and a larger Gd5Si4-type homogeneity region. This is expected as Sb 

is smaller than Bi and this results in more gradual structural changes upon the substitution 

of Sb for Si. All phases in the Gd5Si4_xSbx system undergo ferromagnetic transitions in a 

wide temperature range, including room temperature. However, magnetic orderings in the 

Gd5Si4_xSbx system are not accompanied by reformations ofthe interslab dimers, and thus 

only the conventional magnetocaloric effect is observed. We believe that the broken 

dimers in the Gd5Si4-xSbx phases do not reform upon cooling due to the thermodynamic 

stability of the corresponding phases, similarly to the GdsS4-xPx system. 

9.2 Ni-substituted RE5T3 phases 

The REsNixT3-x phases with RE = Gd, Dy, Lu, T = Sb, Bi8
•
9 represent an 

exploratory part of the research. Here, structural and physical properties of the parent 

REsT3 phases were altered through the incorporation of Ni. At 800 °C, the Gd5Sb3 and 

GdsBh binaries adopt a hexagonal Mn5Si]-type structure. Limited substitution of Ni for 

Sb and Bi resulted in the stabilization of the orthorhombic Yb5Sb3-type structures at 800 

°C due to the entropy contribution from the Ni/(Sb,Bi) mixtures. Structural diversity in 

the homologous series of phases is desired, since it can lead to polymorphous structural 

transformations in the system. Although the Yb5Sb3- and Mn5Si}-type structures are quite 

different and are not expected to easily transform into each other, the presence of 

intermediate structures is possible. Ferromagnetic GdsNio.96Sb2.04, GdsNio.11Bh.29 and 
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Dy5Nio.66Bh.34 exhibit the conventional magnetocaloric effects around their ordering 

temperatures which implies absence of coupled magneto-structural transitions. 

The studied GdsT4 and REsNixT3-x phases provide important fundamental 

knowledge which will facilitate further development and design of the magnetocaloric 

phases. 
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