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Abstract 

Most wireless optica.l modems are able to modulate and detect only the intensity of 

tho optical carrier. As a result, conventional techniques, designed for radio frequency 

communications, arc seldom efficient. This thesis designs new efficient modulation 

and detection techniques for wireless optical communication systems that take into 

consideration the characteristics and constraints of wireless optical channels. 

Many degrees of freedom are available at the transmitter and the receiver in both 

ternpora1 and spatial domains. The main theme of this thesis is to use such degrees 

of freedom to achieve higher pO\ver/spectral efficiencies and simpler transceivers. A 

new modulation technique, optical impulse modulation (OIM), is proposed for indoor 

diffuse wireless infrared channels. Present-day laser diodes have higher pulse rates 

than the channel bandwidth. OIM utilizes such extra temporal degrees of freedom to 

satisfy the channel amplitude constraints, while the transmit data are confined to the 

lowpass region that represents the channel passband. Another modulation technique, 

halftoned spatial discrete m:ultitone (HSDMT) modulation, is proposed for indoor 

multi-input/multi-output (MIMO) point-to-point wireless optical links. Current spa­

tial light modulators (SLMs) have higher spatial bandwidth than can be supported by 

the spatially lowpass MIMO channel. Such bandwidth provides extra spatial degrees 

of freedom that are employed by HSDMT modulation to decrease the transmitter 

v 



complexity by considering binary-level SLMs. Finally, a novel detection technique 

is proposed which employs the receiver spatial degrees of freedom to mitigate the 

effects of atmospheric turbulence in outdoor free-space optical communications. By 

using digital micromirror devices, the receiver optically computes linear projections 

of the turbulence-degraded focal-plane signal distribution onto an orthogonal basis. 

These projections are used to select the portions of the focal-plane which contain sig­

nificant energy for symbol detection. Performance improvements are quantified via 

simulations for all the proposed techniques. 
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Chapter 1 

Introduction 

vVireless communication is indeed one of the most active and fast growing sectors 

of the telecommunication industry. It has notably evolved since Guglielmo Marconi 

transmitted 1.forse-coded signals with his radio apparatus in the late 1800s [1]. ·wired 

local area networks are currently being replaced by wireless networks in many homes, 

schools and businesses. The developments in wireless communication systems and 

networks are motivated by the rapidly growing demand for ne-w wireless capacity, 

and are being driven primarily by advances in hardware and antenna technologies 

which enable widespread deployment [2]. 

·while increasing the capacity of wired communication systems can be fulfilled 

with the addition of new infrastructure, increasing the capacity of wireless systems 

is fulfilled mainly with the addition of rnore bandwidth and/or transmitter power. 

Unfortunately, radio bandwidth is a limited resource because of the extremely over­

crowded radio spectrum. Transmitter power is al"Jo limited in order to minimize in­

terference between different devices, and due to the fact that portable devices require 

the use of limited battery power. 
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In this thesis, the term radio spectrum, or radio freqnency (RF), refers to the 

spectral regions from 3 Hz to 300 GHz, while the term optical spectrmn refers to the 

spectral regions from 30 THz to 750 THz, which include both infrared and visible 

light.* Since the radio spectrum is a scarce resource that is shared by many users, 

regional and global regulatory bodies put restrictions on its use. That is, to build 

RF wireless links, spectrum licensing fees are paid to regulatory bodies and emitted 

signals must be confined within strict spectral regions. :Moreover, these regulations 

vary from country to country, which makes standardization difficult for wireless RF 

modems. As a result, a new trend in wireless communication systems exploits the use 

of the optical spectral bands, which are unlicensed worldwide, and have many THz 

of bandwidth [3-10]. 

\!Vireless optical transmitters are constructed from light-emitting diodes (LEDs) 

or laser diodes (LDs), while optical receivers are constructed from photodetectors. 

These devices are characterized by low power consumption, light weight, small size, 

low price, and high speed. These characteristics make wireless optical modems par-

ticularly appealing in portable applications. In fact, indoor applications employing 

the optical spectrum for wireless communications go back to the 1950s .. For example, 

the first wireless television (TV) remote control, called Flash-Ma.tic, was developed 

by the Zenith Radio Corporation in 1955 [11]. Nowadays, the majority of TV sets, 

video recorders, DVD players, laptops, and air-conditioners include infrared remote 

controls. 

Optical spectral bands also find application in outdoor free-space optical (FSO) 

communication links, which are point-to-point links that transmit information through 

*Throughout the thesis, wireless optical channels are assumed to utilize infrared light unless 
explicitly stated that visible light is utilized. 
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free-space by modulating the intensity of an optical carrier [12-19]. FSO links provide 

high bandwidth connectivity for terrestrial, inter-satellite and deep-space communi­

cation applications. They are attractive alternatives to RF links for long-range com­

munication due to the fact that the shorter wavelength allows for the use of highly 

collimated optical beams, which reduces the transmitted power required to maintain 

a given link performance. Small volume, light weight, and the absence of government 

regulations on the use of the optical bandwidth are other attractive features of FSO 

communication systems. 

The first FSO link was developed by Alexander Graham Bell in 1880 when he 

invented the photophone, a wireless telephone that transmits voice signals by mod­

ulating the sun light reflected from a mirror. The voice signal is projected toward 

the mirror such that the voice vibrations cause similar vibrations in the mirror, and 

consequently, cause similar fluctuations in the reflected light intensity. The reflected 

light propagates to the receiver where the intensity fluctuations are converted back 

to sound. With this system design, Bell was able to transmit an audible signal over 

a distance of 213 m [9, Sec. 1.1]. Although Bell's photophone did not work when sun 

light is obscured by clouds or fog, it is considered the oldest successful FSO prototype 

link [20]. 

1.1 Intensity Modulation with Direct Detection 

An optical field is said to be spatially coherent if the phases of the field at different 

points in space are varying with time in a perfectly correlated way, while it is said to be 

8patially incoherent if the phases are varying in uncorrelated fashions [21, Sec. 6.1]. 

Accordingly, optical detection can be divided into two basic types, coherent and 
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incoherent detection. For incoherent detection, also referred to as direct detection, 

no use is made of the spatial coherence of the optical field, and the detector responds 

only to the power of the received field [22, Chapter 5]. Whereas, coherent detection 

requires the mixing of a spatially coherent received field with another well-aligned 

spatially coherent field that is locally generated at the receiver [22, Chapter 6]. 

While coherent detection offers large gains in the signal-to-noise ratio (SNR) for 

wireless optical communication [23-25], direct detection is currently the detection 

type chosen for commercial use due to its low cost [26, Sec. 8.8]. Currently available 

optical moderns utilize inexpensive optoelectronic components which are incapable of 

modulating the phase or frequency of the THz optical signal. Moreover, for terrestrial 

and space-to-earth FSO links, the spatial coherence of the transmitted optical beam 

is broken due to atmospheric effects. This makes it more difficult to employ coherent 

detection schemes for such links, even if expensive transceivers that are capable of 

generating and detecting coherent fields are used [27-29]. Therefore, direct detection 

is the detection scheme considered in this thesis for both short-range indoor and 

long-range outdoor wireless optical communication links. 

The most common practical modulation technique used for both indoor and out­

door wireless optical links is intensity modulation with direct detection (IM/DD) [6]. 

As shown in Fig. 1.1, the transmitted information signal is an electrical current, i( t). 

The instantaneous intensdy, I(l), of the optical emitter is defined as the emitted 

power per unit solid angle, in Watts per steradian. Intensity modulation is done at 

the transmitter, where I ( t) is directly proportional to i ( t). At the receiver, direct 

detection is done via a photodetector which produces an output current, y(t), pro­

portional to the received instantaneous optical irradiance, Ir(t), defined a.5 the power 
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Figure 1.1: Intensity Modulation/Direct Detection (ll'v1/DD) channels 

per unit area incident over the detector surface. The exact dependence of lr(t) on J(t) 

is a function of the specific wireless optical channel model and channel propagation 

characteristics. Communication performance is also dependent. on noise signals that 

interfere with the data-bearing signal at the receiver. For example, ambient noise 

from incandescent and fluorescent lighting degrades the performance of indoor links, 

while sky background radiation degrades the performance of outdoor links. Optical 

wireless channel models and noise are studied in more detail in Chapter 2. 

Since the signal being modulated and detected is a power signal, the average 

transmitted optical power is given by the average signal amplitude rather than the 

average square amplitude as is the case with conventional RF channels. Two con-

straints are imposed on the transmitted signal amplitude: (i) it must be non-negative, 

and (ii) its average value is bounded above by a limit defined by eye and skin-safety 

standards [6], [9, Sec. 2.1]. As a result of these constraints, conventional modulation 

and detection schemes designed for RF channels cannot be applied directly to op-

tical channels, and new optical signalling schemes are required.. This thesis treats the 

design of such modulation and detection schemes. 
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1.2 Indoor Wireless Optical Communications 

The enormous growth in the number and functionality of portable devices and infor­

mation terminals in indoor environments requires a corresponding advance in com­

munication system design. Indoor applications require low power consumption, low 

cost, light weight, small size, and high speed modems. These requirements have moti­

vated ongoing studies into indoor wireless optical communications [3, 4, 610]. \Vhile 

the capacity of traditional RF wireless systems is limited due to the scarcity and 

cost of bandwidth, optical signals are unlicensed worldwide, are confined by opaque 

boundaries, are immune to RF interference, and have many THz of bandwidth. 

In indoor wireless cornnnmications, the transmitted signal may suffer multiple 

reflections off walls and different room objects between the transmitter and receiver. 

Many of these reflections propagate to the receiver along multiple paths. This kind of 

propagation is referred to as m'ullipath propagation. Multipath propagation leads to 

time dispersion of the transmitted pulse due to different time delays along different 

propagation paths. This kind of pulse dispersion is knO\vn as multipath d-isperS'ion. 

Effects of multipath propagation on indoor optical wireless links depend on the link 

topology since such links exist in different topologies characterized by different degrees 

of directionality and mobility as shown in Fig. 1.2. 

1.2.1 Point-to-Point Links 

The simplest link topology is the point-to-point link shown in Fig. 1.2(a). This link 

topology assumes the existence of a line-of-sight from transmitter to receiver. It uses 

narrow-angle directional transmitters and receivers. Therefore, the received power is 

maximized and the majority of ambient light noise is rejected. Since the transmitter 
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Transmitter Receiver 

(a) Point-to-Point Link 

(b) MIMO Optical Intensity Link 

( c) Diffuse Link 

Figure 1.2: Indoor wireless optical link topologies. (a) Point-to-point link, (b) point­
to-point MIM 0 link, and ( c) diffuse link. 

points precisely to the receiver, multipath dispersion is minimized. On the other 

hand, the link is sensitive to blocking and misalignment errors, and does not permit 

high degrees of user mobility. 

Non-interfering indoor point-to-point links have been used in [4], where data rates 

of 50 Megabits per second (Mbps) per link can be accommodated for up to 100 links 

in a large room . This has been accomplished by using a ceiling-mounted multiple-spot 

base station to transmit a number of directive narrow beams to receivers placed in 

different room locations. Large aggregate data rates can be achieved at the expense 

of increased system complexity [4]. Fast electronic tracking have been used in [30] 

to align the transmitter and receiver. Rates of 155 1v1bps have been shown over a 

distance of nearly 2 m. The transmitter is made of an LD array combined with 

multiple-beam forming optics, while the receiver is made of a wideangle lens and a 
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photodetector array. Fast electronic tracking of a link is possible by switching the 

signal path onto the right pixel in the array [30]. 

For high-speed point-to-point wireless data transfer, the Infrared Data Association 

(IrDA) [31] has developed the Fast Infrared Data (FIR) physical layer specification, 

which offers 4 Mbps communication rate. It also has published the Very Fast Infrared 

(VFIR) extension which offers 16 Mbps rates, and, in March 2009, approved the 

final draft of a new specification (Giga-IR) that enables data rates of 1 Gigabit per 

second (Gbps) [31). Giga-IR is considered one of the fastest wireless communication 

specifications available that is easily integrated into portable devices [31]. KDDI 

Corporation demonstrated the Giga-IR at its booth in Expo Comm ·wireless Japan 

in 2008 and 2009, and is considering implementing Giga-IR as a new feature in cellular 

phones [32]. 

IrDA compatible links have been used for short-range point-to-point communi­

cations in remote control units, printers, scientific calculators, laptops and cellular 

phones. An application of such links is the IrDA Infrared .Financial Messaging (IrFM) 

system [31, 33). This system is a future digital payment system that is capable of inte­

grating different payment systems such as credit cards, debit cards, loyalty cards and 

automated teller machine cards. It provides a quick and secure way for consumers 

to use their personal devices, such as cellular phones, to pay for services and mer­

chandise. This is done by transmitting financial data, such as credit card numbers, 

to a payment terminal by using short-range infrared beams. The advantage of using 

wireless optical links is the low cost and light weight of optical transceivers, and the 

inherent security of using highly directive beams [33]. Another interesting applica­

tion is the Talking Signs communication systems [34) that provide remote directional 
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human voice messages that help vision impaired and print-handicapped individuals 

to travel safely. The system sends short audio signals by directional infrared beams 

from fixed transmitters to hand-held receivers carried by the impaired persons. The 

receiver decodes the signal and delivers the voice message through its speaker or 

headset [34]. 

Multiple-input/multiple-output (MIMO) techniques are signalling techniques where 

multiple antennas are used at both the transmitter and receiver to improve the link 

performance. As shown in Fig. 1.2(b), such techniques can be applied to point-to­

point links by using a spatial light modulator (SLM) transmitter consisting of an 

array of optical emitters and an imager receiver consisting of an array of photode­

tectors. In this case, information is conveyed through the channel by transmitting a 

series of time-varying two-dimensional (2D) optical intensity images from transmitter 

to receiver. The 2D MIMO channel model is discussed in Sec. 2.3. Such 2D optical 

intensity channels have been used in a variety of applications such as holographic 

data storage [35 -37], page-oriented optical recording [38, 39], 2D barcodes [40, 41], 

and MIMO wireless optical communications [6, 42--44]. Spatial diversity techniques 

have also been applied to indoor wireless optical communications by using multiple 

line-of-sights and diffusing spots [5]. 

The receiver samples the spatial distribution of the optical intensity wavefront 

incident on its surface at discrete time intervals. Examples of imaging-type receivers 

are arrays of photodetectors, charge coupled device (CCD) cameras, and complemen­

tary metal oxide semiconductor (CMOS) imagers. Several such arrays have been 

constructed for free-space and indoor wireless optical communications [45,46], as well 

as for high-speed imaging applications with rates near 10 kiloframes per second (kips) 
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for arrays of over 105 pixels [47, 48]. Higher frame rates have been designed for ul­

tra high-speed imaging applications at the expense of a limited number of captured 

frames. For example, a ~~2 x 32 pixel imager that can take 8 frames at a rate of a 

billion frames per second has been designed in [49]. A 312 x 260 imager that can 

take 100 frames at a Megaframes per second (Mfps) has been developed in [50], and 

a 12 x 12 imager that can take 32 frames at 4 Mfps has been fabricated in [51]. 

An example application of wireless optical MIMO channels is the 2D barcode 

reader used by cellular phones. The 2D barcode may be displayed on a computer 

screen, a piece of paper, or a street billboard. The barcode can be imaged by the 

cellular phone high-resolution camera, and using a pre-installed barcode reader, the 

phone retrieves the data stored in the barcode. Barcodes storing web addresses may 

appear in supermarkets, newspapers and magazines. For example, 2D barcodes are 

printed in pages of the Metro newspaper [52]. The codes can be imaged by cellular 

phones to be taken directly to the newspaper website for more information [52, 53]. 

An example 2D barcode is shown in Fig. 1.3. 

Another example is wireless optical backplanes, which are interconnect systems 

for parallel data exchanges between electronic boards. In conventional electrical back­

planes, a major bottleneck to high-speed communication between boards is the limited 

communication bandwidth due to signal propagation delay, power consumption, and 

capacitive effects. Strictly aligned wireless optical backplanes are better alternatives 

for solving these problems [44,54]. For example, wireless optical backplanes have been 

used to implement intra-craft data buses in [55]. 
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Figure 1.3: An example 2D barcode encoding the quotation, "\Vireless conmmnica­
tions is indeed one of the most active and fast growing sectors of the telecommunication 
industry. It has notably evolved since Guglielmo Marconi transmitted Morse-coded sig­
nals with his radio apparatus in the late 1800s." The barcode \Vas generated online at 
http://www.terryburton.eo.uk/barcodewriter/generator/, where the barcode type was 
chosen to be (JR-Code, and the website default generation parameters were used. 

A major practical problem of many of these applications is the requirement of 

strict spatial alignment between the transmitter and receiver in order to avoid inter­

channel interference [35, 36, 56]. Such a system is termed "pixel matched", i.e. each 

receive pixel images a single transmit pixel. A signalling technique that does not 

require such strict spatial alignment has been introduced in [57, 58] for 20 wireless 

optical MIMO channels. The technique provides high spectral efficiency, which is the 

data rate that can be transmitted per unit bandw·idth, by modelling inter-channel 

interference and exploiting it at the transmitter and receiver. 
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1.2.2 Diffuse Links 

Another link topology for indoor wireless optical links is the diffuse link shown in 

Fig. l.2(c). Unlike point-to-point links, diffuse links use wide-angle transmitters and 

receivers, and do not assume the existence of a line-of-sight [3, 6, 59, 60]. For this 

link topology, the received signal is composed of reflections of the transmitted signal 

by the room ceiling, walls and other pieces of furniture, and therefore a line-of-sight 

is not necessary. Since they were introduced in 1979 [3], diffuse links have received 

much attention due to the fact that they offer high degrees of mobility, robustness 

and immunity to shadowing. However, this comes at the expense of high signal power 

loss due to wide-angle transmitters, high noise due to wide-angle receivers, and low 

bandwidth due to multipath dispersion. The diffuse channel can be modelled as a 

dispersive baseband channel [61]. Various techniques have been used to evaluate its 

impulse response [6172], and many equalization and coding techniques have been 

considered to mitigate the dispersive nature of the channel [6, 61, 73-76]. The diffuse 

channel model is discussed in more detail in Sec. 2.2. 

The IrDA has developed the Advanced Infrared (Air) physical layer specification 

for diffuse infrared channels, which offers 4 Mbps communication rate [31, 77, 78]. 

In addition, the Institute of Electrical and Electronics Engineers (IEEE) defines a 

specification for the physical layer of the diffuse infrared channel as a part of its 

IEEE 802.11 standard for wireless local area networks. This infrared physical layer 

was designed to support two data rates (1 and 2 Mbps), and includes provisions for a 

smooth migration to higher data rates [79]. Diffuse infrared experimental links have 

been demonstrated in [80] at 25 Mbps, and in [81, 82] at 50 Mbps. 

While the above mentioned standards and demonstrations consider the infrared 
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optical spectrum, the visible optical spectrum can also be used for communication over 

diffuse channels. Visible LEDs are used for illumination purposes as they have long 

life expectancy and high power efficiency. The visible light emitted can be modulated 

to convey information over the diffuse channel, while providing illumination for a 

room [8]. In this case, the SNR is about 30 dB higher than that for a link utilizing 

the infrared light [83]. This is because infrared links suffer from high noise due to 

illumination devices, while visible links do not. 

The visible light communications (VLC) consortium [84] was founded in 2003 to 

research and standardize VLC systems in Japan. The VLC system standard, JEITA 

CP-1221, was issued in 2007 by the Japan Electronics and Information Technology 

Industries Association [85]. In Europe, the OMEGA project [86] is funded by the 

European Commission [87] to set a standard for ultra-broadband home area net­

works that enables 1 Gbps speeds via heterogeneous communication technologies, 

such as RF, optical wireless, and power line communications. The project aims to 

combine optical wireless communications techniques to provide a range of communica­

tion channels. For example, infrared can be used to provide high rate point-to-point 

communications, while VLC can be used to provide diffuse broadcast coverage at 

lower rates [88]. The project consortium consists of 20 partners, with a total cost of 

about€ 19 million, and a European Commission fund of€ 12.4 million [89]. In the 

USA, the National Science Foundation [90] granted $18 .. 5 million to Boston Univer­

sity [91], Rensselaer Polytechnic Institute [92] and the University of New Mexico [93] 

to develop VLC technology. This fund is used by the Smart Lighting Engineering Re­

search Center [94] to create VLC systems. Such well-funded projects indicate a strong 

interest in indoor wireless optical communications for a wide host of applications. 
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1.2.3 Advantages and Disadvantages 

Indoor wireless optical links offer many advantages over indoor wireless RF links. 

However, they also have some disadvantages. In this section, a comparison between 

optical and RF indoor wireless links is presented. 

The propagation environment surrounding the transmitter and the receiver in­

cludes many time-varying objects that act as signal reflectors. Therefore, the received 

signal is the sum of time-varying multiple reflections that may add constructively or 

destructively in the receiver plane. This results in time-varying random nulls and 

peaks in the received spatial power distribution, which are separated on the order of 

the wavelength. As a result, the signal power detected by the receiver suffers from 

random time-varying fluctuations, a phenomenon known as multipath fading. For 

wireless RF links, such fluctuations may be very large due to the fact that the dimen­

sions of the receiving antenna are comparable to the RF wavelength. ·whereas, for 

wireless optical links, the detector surface area is very large compared to the short 

optical wavelen[:,ith. This leads to inherent spatial diversity that mitigates multipath 

fading, and hence, greatly simplifies optical modem design [6]. 

Since radio signals are not confined to a room, they are susceptible to eavesdrop­

ping by any nearby antenna. On the other hand, optical signals are confined to a 

room by opaque boundaries, and therefore optical wireless channels are inherently 

secure. This security feature is very important for applications that include highly 

confidential or financial information. For example, the IrD.A has standardized a fi­

nancial application, IrFM, that provides high levels of security [31, 33]. J\foreover, 

the same optical spectral band can be reused without interference with other optical 

channels in neighboring rooms, and without interference with coexisting RF systems. 
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This increases the aggregate capacity of wireless optical networks and simplifies their 

design since transmissions in neighboring rooms need no coordination [6, 9]. 

However, if wireless cormnunication between different rooms is required, then op­

tical links are not advantageous as they require the installation of access points that 

are connected by means of a wired backbone [6]. Optical links also suffer intense 

ambient noise from sun and artificial light sources. \Vhile the transmit optical power 

can be increased to mitigate the effect of ambient noise, it is limited by skin and eye 

safety constraints [95, 96]. Therefore IM/DD optical links usually operate in low SNR 

regimes [6]. 

In fact, RF and optical links are complementary technologies, and it is up to the 

designer to choose the technology that is best suited to the application requirements. 

Optical links are preferred for short-range applications where the bit rate per link and 

the aggregate bit: rate need to be maximized. They are also preferred when the cost 

needs to be minimized, when international compatibility is required or, when receiver 

signal-processing complexity needs to be minimized. On the other hand, RF links 

are preferred for long-range applications when user mobility needs to be maximized 

or when transmission through walls is required [6]. 

It is also possible to use both RF and optical links simultaneously in order to 

maximize the net throughput. An example of this approach is to augment low band­

width RF coverage with a high bandwidth localized optical link in locations where 

people congregate, such as lobbies of buildings [97]. Since optical wireless links are 

capable of confining optical power within relatively smaller areas than RF channels, 

it is possible to use optical hotspots that offer localized high bandwidth connectivity. 

Hotspots can be made by optical transmitters that are mounted on the ceiling. This 
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is especially useful in environments with higher download capacity than the upload 

one, as is the case with regular Internet traffic. Since the optical hotspot requires a 

line-of-sight between transmitter and receiver, it is subject to blocking. In the case 

of such blocking, the system performs a handover to the RF link depending on the 

blocking duration. That is, the optical link increases the efficiency of the communi­

cation system by augmenting the capacity of the RF coverage when needed. Since 

the fourth generation of wireless communication systems will be based on multiple 

access techniques, it is expected that wireless optical communication will contribute 

considerably to future communication systems [83, 98]. 

1.3 Outdoor Wireless Optical Communications 

1.3 .1 Free-space optical com1nunication links 

Free-space optical (FSO) communication links are point-to-point links that transmit 

data by modulating the intensity of an optical beam propagating through free-space 

from the transmitter to the receiver as shown in Fig. 1.4. These links are similar to 

indoor point-to-point links of Sec. 1.2.1, but they operate over much longer ranges 

and are affected by different outdoor effects. FSO links provide high-speed terrestrial, 

inter-satellite and space-to-earth communication links. For terrestrial and space-to­

earth links, the performance is degraded by different atmospheric effects as mentioned 

in Sec. 1.3.2. 

For terrestrial applications, FSO links provide efficient solutions to the last-mile 

problem as they offer rates of about 1-2.5 Gbps over distances in the range of 

1-5 km [99]. Using wavelength-division multiplexing, FSO links have been shown to 
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Figure 1.4: Free-space optical (FSO) links. Different atmospheric effects degrade the 
link performance in case of terrestrial and space-to-earth links. 

provide higher rates of about 80 Gbps over 3.4 km distance [100], and much higher 

rates in the order of Tera bits per second (Tbps) at distances in the order of a couple 

hundred meters [101]. FSO communications provide secure high-speed links, because 

the optical beam is difficult to find or intercept , which is particularly important for 

military applications [102 -106]. FSO links are notably useful to distribute broad-

band services in communities with litt le infrastructure. The light weight, low cost, 

and rapid deployment features make FSO links a good choice for humanitarian as-

sistance in disasters [107]. For example, Qwest Communications, among other U.S. 

carriers, used FSO links to put customers back online in the aftermath of the Sept. 

11, 2001 tragedy [108]. Having recognized these attractive features, the FSO ind us-

try is growing rapidly, and various commercial terrestrial FSO links are available in 
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Table 1.1: Examples of commercial terrestrial FSO links. 

Company fSONA Systems AIRLINX Geodesy Solectek 
Corporation Communications Incorporated Corporation 

Incorporated 

Product SON Abeam 
TM 

Cano beam SuperGiga Solectek FSO-
1250-M [109] DT-130 [110] [111] lOOE [112] 

Rates 0.1 - 1.448 Gbps 1.25 Gbps 1.25 Gbps 0.2 Gbps 

Distances 0.4 - 5.:3 km 0.1 - 1.0 km 1.0 - 3.5 km 20 - 100 Ill 

Transmitter LD, 640 m\V LD, 11 mvV LD, 80 m\V LED 

Wavelength 1550 nm 785 nm 785 nm 870 nm 

the market that provide a broad range of data rates and operating link distances. 

Examples of such links are given in Table 1.1, where data rates, transmit powers and 

operating link distances are contrasted [109~112]. 

Short-range FSO links can also employ visible light to convey information. For 

example, the visible light emitted from LED traffic signals can be used to broadcast 

voice messages to distant receivers. For drivers, the message can announce the time 

until the next signal change, and for pedestrians or people with visual impairments, 

the voice message can tell location or directional information [8, 113, 114]. 

FSO technology has the potential to revolutionize space communications due to 

its efficient low-divergence beams. Example demonstrations of near-earth FSO com-

rnunication links include, (i) the geosynchronous lightweight technology experiment 

(GEOLite) [19, Sec. 7.1], (ii) the ground/orbiter lasercomm demonstration (GOLD) 

between the Japanese engineering test satellite (ETS-VI) and an optical ground sta­

tion at the 1~'lble Mountain Facility in California, USA [115, 116], and (iii) the semi­

conductor inter-satellite link experiment (SILEX) between a low-earth orbit satellite 

(SPOT-IV) and a geostationary spacecraft (Artemis), where a 50 Mbps link was 
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demonstrated [19, Sec. l.1:3L [117, 118]. A downlink from Artemis to a ground station 

showed an average bit error-rate (BER) of 10-6 over a geostationary distance of about 

36,000 km and a transmission rate of 2 Mbps, while an uplink to Artemis showed an 

average BER of 10 3 at a 49 Mbps rate [119]. The goals of such demonstrations are 

to demonstrate spatial acquisition and tracking of optical beams with spacecrafts, 

and to gather atmospheric transmission statistics from actual space-to-earth links. 

The Jet Propulsion Laboratory (JPL) [120] optical communications telescope lab­

oratory has propagated 30-µrad beams to low-earth orbit satellites as part of an 

active satellite tracking experiment [121]. Horizontal grnund-to-ground FSO links 

have been demonstrated as precursors to space-to-earth links. Such link<i enable the 

comparison between theory and observations of atmospheric effects. For example, 

horizontal FSO link<> have been demonstrated at an altitude of 2 km and a range of 

46.8 km, where bit error-rates as low as 10 5 were reported at a 400 Mbps transmis­

sion rate [122-124]. Another horizontal link has been demonstrated over a range of 

32 km, where bit error-rates as low as 10· 9 were reported at 2.5 Gbps transmission 

rate under low atmospheric turbulence conditions (defined in Sec. 1.3.2), and average 

visibility [104]. 

FSO links also find application in high altitude platforms (HAPs), which are air­

ships that float at an altitude of about 20 km, and provide broadband communication 

services to stationary and mobile users on the ground .. For example, FSO technology 

has been considered by the CAPANINA consortium [125] to establish HAP interplat­

form links. Such links are used above cloud height, and therefore, they do not suffer 

outages due to rain and clouds [126]. 

Successful studies and demonstrations for near-earth FSO communications have 
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resulted in a serious interest to employ FSO communication technology for deep­

space applications [17-19]. There is a continuously increasing demand for higher 

data rates for communication between deep-space terminals and earth. Deep-space 

missions employ high resolution sensors and imagers that require very high-rate links 

to send measurement data to earth. The National Aeronautics and Space Adminis­

tration (NASA) [127] anticipates a significant increase in the near future demand for 

deep-space to earth communications over distances from 0.1 to 40 astronomical units 

(AU)t and data rate requirements range from a few megabits to a few gigabit:s per 

second [128]. FSO links are attractive alternatives to RF links for such long-range 

communication. 'With smaller transmit and receive apertures, FSO links can poten­

tially deliver signal power more efficiently than RF links since the shorter wavelength 

allows for the use of highly collimated optical beams. This feature is extremely im­

portant since the main problem with deep-space communication is the extreme link 

distance. FSO commmtications promise lighter and smaller spacecrafts, and are ca­

pable of providing orders-of-magnitude more data return from deep-space missions 

than that provided by conventional HF communications [129, 130], [19, Sec. 1.1]. 

The Galileo optical experiment (GOPEX) demonstrated an optical uplink to a 

deep-space spacecraft, Galileo, from two earth terminals at the Table :rviountain Fa­

cility in California, and Starfire Optical Range in New Mexico, USA. The demonstra­

tion link distance ranged from 1 to 6 million km. The GOPEX objectives were to 

demonstrate optical beam transmission at deep-space distances, to verify beam point­

ing strategies, and to validate the models developed to predict the link performance. 

Not all the transmitted frames were successfully detected due to unfavorable weather 

tone AU is equal to 1119.6 million kilometers 
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conditions, restrictions on transmissions by regulatory agencies, temporary signal-to­

noise anomalies on the downlink, and unexpected pointing bias error [131]. Another 

demonstration is the Mars laser communications demonstration (MLCD) that was 

initiated to demonstrate optical communications from Mars to earth at data rates 

from 1 to 80 l\'Ibps and distances from 0.67 to 2.4 AU [19, Sec. 7.1], [128, 132]. The 

project was part of the Mars Telesat orbiter, which, before its cancellation, was sched­

uled to launch a spacecraft to Mars in 2009. Insights gained from these projects may 

be applied to any deep-space FSO system [132]. 

1.3.2 Cornplications and Challenges 

FSO communications exhibit a number of complications that impose challenges on 

FSO link design. 

Atmospheric attenuation, due to fog, clouds and other atmospheric particles, 

causes a decrease in the effective FSO link distance. The intensity of the optical 

beam is attenuated, or even vanishes, due to absorption, scattering, and reflection by 

various atmospheric particles [19, Sec. 3.2]. Another form of attenuation is free-space 

loss, which is the attenuation caused by the optical beam divergence due to free-space 

propagation. 

For the proper operation of FSO links, it is necessary to accurately direct the 

transmitted beam toward the receiver. That is, FSO links are highly dependent 

on the pointing performance. Pointing errors in terrestrial FSO links arise due to 

mechanical misalignment, building sway, or other mechanical vibrations present in the 

transceivers. In space-to-earth and inter-satellite links, the relative motion between 

the transmitter and receiver exacerbates pointing errors. Therefore, it is necessary to 
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have accurate pointing and tracking systems to avoid severe performance degradation 

[133]. 

The main source of background noise that affects FSO links is sky background 

radiation due to scattered solar photons. This noise is characterized by the sky 

radiance, defined as the power radiated per unit source area into a unit solid angle, 

where the sky is regarded as an extended uniform background source. For space links, 

the optical receiver rnay also collect undesired background photons from point sources 

such as illuminated planets or stars [19, Sec. 3.2]. 

Inhomogeneities in atmospheric temperature, pressure, water vapour content, and 

wind velocity lead to random variations of the medium refractive index along the 

transmission path. These random variations are known as atmospheric turb'Ulence, 

which tends to vary on time-scales of 10-100 msec [I;H]. That is, its variation time 

is much longer than the pulses transmitted over the channel, which are typically 

on the order of nanoseconds. Atmospheric turbulence causes phase fluctuations in 

the received field, particularly for FSO links longer than 1 km in distance. These 

fluctuations result in random variations of the detected intensity at the receiver, a 

phenomenon known as optical scintillation. Twinkling of stars when viewed from the 

earth surface is an example of optical scintillation. In fact, stars would not twinkle if 

viewed from the outer space, i.e., in absence of the turbulent atmosphere [135138]. 

1.3.3 Single-Detector Receivers 

The lens of a conventional receiver focuses the collected optical field onto a single 

photodetector in the focal-plane as shown in Fig. 1.5. The photodetector produces 

an electrical signal that is proportional to the intensity of the field incident on its 

22 



Ph.D. Thesis - Mohamed D. A. Mohamed Mdvlaster Univ. - Electrical Engineering 

atmospheric 
turbulence 

Symbol 
detection 

Photodetector 

Figure 1.5: Conventional single-detector receiver. 
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surface, and is used to detect the output symbol. The point spread function (PSF) is 

defined as the intensity distribution in the focal-plane when a spatial intensity impulse 

is transmitted. Ideally, the PSF is a very narrow spatial pulse whose shape and size 

depend on the diffraction of the received field by the receiver aperture as described 

in Sec. 2.1.2. This narrow pulse coincides with the photodetector, and hence, in the 

absence of atmospheric turbulence, a small photodetector is capable of detecting all 

of the power incident on the receiver aperture. 

In practical links, the received optical wavefront is distorted by atmospheric tur-

bulence. The phase of the received field tends to become uncorrelated over distances 

greater than the atmospheric coherence width, defined in Sec. 2.4, which is on the 

order of a few centimeters [139, Sec. 12.4], [124]. This leads to random fluctuations 

of the intensity distribution in the focal-plane, where the collected intensity is dis-

tributed over a much larger spot. That is, the dimensions of the receiver PSF increase, 

as shown in the example turbulence-degraded PSF of Fig. l.6, and its location in the 

focal-plane is subject to random excursions. 

A conventional FSO receiver uses a single photodetector as shown in Fig. 1.5. 

However, a large photodetector area+ is required in order to collect a majority of the 

PSF power. This degrades the receiver performance due to the fact that a great deal 

+As implied by (2.3), a large photodetector area is equivalent to a large field-of-view. 

23 



Ph.D. Thesis - Mohamed D. A. 1fohamed McMaster Univ. - Electrical Engineering 

Figure 1.6: A power plot of an example turbulence-degraded PSF for D /ro = 11.92, 
where D is the receiver aperture diameter and ro is the atmospheric coherence width. 
The outline of a circular photodetector is indicated. \Vhile a large detector diameter 
is required to collect a majority of the PSF energy, a small one is required to reject a 
majority of background noise. 

of background noise is also collected. In other words, while a large detector area is 

required to collect a majority of the PSF energy, a small one is required to reject a 

majority of background noise. This tradeoff can be mitigated by using array receivers 

as described in Sec. 1.3.4. 

1.3.4 Array Receivers 

Spatial diversity reception is the use of a multiple-element receiver to mitigate the 

PSF degradation due to atmospheric turbulence [1 40- 152]. In [140, 141] , it was shown 

that spatial diversity, by using an array of smaller receiver apertures, considerably 

decreases the symbol error-rate (SER) when compared to a single large aperture 

receiver. This is due to the fact that multiple receiver apertures are separated in 

space such that they see independent signal fades, and therefore, their measurements 
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can be combined to improve symbol detection. 

Adaptive optics compensation systems have been used in [142146] to correct 

the phase of the optical beam after it propagates through a turbulent atmosphere. 

The phase of the received laser beam is measured using a wavefront sensor, and is 

compensated using a spatial phase modulator. A deformable mirror is an example 

of such phase modulators, where the mirror shape is changed by using mechanical 

actuators and a real-time control system. The main disadvantage of using adaptive 

optics systems is the increased receiver complexity and cost. 

An adaptive multiple-detector array receiver is presented in [134, 147, 148] which 

reduces the background noise by assigning higher confidence levels to detector ele­

ments that contain significant signal energy and suppressing those that do not. That 

is, the receiver pictures the incident intensity image, as shown in Fig. 1. 7, and uses 

this picture to estimate the PSF. Preliminary experimental verification of the optical 

array receiver was reported in [149, 150] by the JPL as part of a research and technol­

ogy development effort. T\vo telescopes were used for these experiments, where each 

telescope was equipped with a high-sensitivity 16-element photon-counting detector 

array. However, the processing algorithms, available at the time of the experiments, 

did not allow for the proper combining of the individual detector outputs to account 

for the effect of noise or atmospheric turbulence, and therefore, only the summed out­

put of the entire focal-plane detector array was used. Data collected in the field were 

processed off-line to validate the Poisson channel model and to demonstrate optical 

array reception in the photon-counting regime. 

A key limitation of all of the above approaches is the increased complexity and ne­

cessity for many high-speed photodiodes and preamplifiers. The increased complexity 
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Figure 1. 7: Multiple-detector array receiver. 
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of the multiple-detector array receiver stems from the fact that its frame rate is equal 

to the very high transmitted pulse rate. This array receiver can be regarded as a 

very high-speed digital camera such that, each pulse duration, an intensity image is 

captured and used to detect the transmitted pulse. These intensity images, captured 

successively in time, are also stored and used to estimate the PSF. A key point is 

that the PSF varies at a mud1 slower rate than the pulse transmission rate. The 

transmitted pulse is on the order of nanoseconds, while the PSF variations follow 

the atmospheric turbulence which tends to vary on time-scales of 10-100 msec as 

mentioned in Sec. 1.3.2. Therefore, there is no need to capture an entire image every 

pulse duration for the purpose of PSF estimation. 

This fact is particularly important since FSO communication links employ the 

infrared wavelength range between 800-1550 nm. \Vhile building high-speed imager 

arrays is expensive in general, building them in the infrared wavelength range is even 

more costly. This is due to the fact that the quantum efficiency of silicon is low in 

the infrared range, which leads to low bandwidth-efficiency product [153]. Moreover, 

for multiple-detector array imagers, very low noise photodetectors are required to 

maximize the gain of combining the array outputs, and to achieve background noise-

limited reception. In this case, more expensive compound semiconductors are needed 
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to implement such photon-counting detectors [154]. That is, it is quite expensive to 

build multiple-detector array imagers which are (i) high-speed, (ii) operating in the 

photon-counting mode, and (iii) operating in the infrared spectral region. 

1.4 Thesis Contributions 

This thesis provides contributions to both indoor and outdoor wireless optical com­

munications. Many degrees of freedom are available at the transmitter in temporal 

and spatial frequency domains, and at the receiver in the spatial intensity domain. 

The main theme of this thesis is to use such degrees of freedom to improve the wireless 

optical link performance. \Nhile the majority of previous \vork considers conventional 

modulation and detection schemes that were originally designed for RF communica­

tion, this thesis designs new modulation and detection schemes which are capable of 

matching the transmitted signal to the optical channel and its amplitude constraints. 

Consequently, these new schemes achieve higher power and spectral efficiencies, and 

simpler transmitters and receivers. An outline of the contributions of individual 

chapters is given in Table 1.2. 

Chapter 3 treats the modulation design problem for indoor diffuse wireless optical 

links. Current lasers and LEDs have far higher pulse rates than can be supported by 

the lowpass indoor diffuse channel. High-frequency emissions are attenuated by the 

channel and are not detected by the receiver. Such emissions provide extra degrees of 

freedom in the temporal frequency domain that are available at the transmitter. A 

new modulation scheme, optical impulse modulation ( OIM), is proposed that employs 

these degrees of freedom to improve the link power efficiency, to improve its immunity 

to multipath dispersion, and to decrease receiver complexity. Data are confined to the 
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Table 1.2: The main therne of this thesis is to use the extra degrees of freedom available 
at the transmitter/receiver to improve link performance. 

Chapter Channel Location Domain Contributions and 
considered of extra of extra publications arising 

degrees of degrees of 
freedom freedom 

3 Indoor Transmitter Temporal Improved power • diffuse frequency efficiency and 
link domain immunity to 

multipath dispersion 

• Decreased receiver 
complexity [155-157] 

4 Indoor Transmitter Spatial Improved link • MIMO frequency spectral efficiency 
link domain • Decreased 

transmitter 
complexity [158 160] 

5 Outdoor Receiver Spatial • Mitigate atmospheric 
FSO intensity turbulence effects 
link domain Decreased receiver • 

complexity [160--163] 

lowpass region while the highpass region, which is attenuated by the channel, is used 

to satisfy the channel amplitude constraints. A mathematical framework for OIM is 

presented, and a simple sub-optimal channel-independent receiver filter is designed. 

OIM is shown to be a general scheme to transmit non-negative discrete sequences 

over a dispersive optical intensity channel. It can be used with all pulse-amplitude 

modulation (PAM) schemes such as on-off keying (OOK) and pulse-position modu­

lation (PPM), which are defined in Sec. 3.2. Using a well-known exponential model 

for indoor diffuse optical channels, at a normalized delay spread of 0. 2, the gain in 
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average optical power of OIJV1 with a simple lowpass receiver is shown to be 4.9 optical 

decibels (dBo) which exceeds the gain of rectangular OOK with a complex decision 

feedback equalizer. From an information theory point of view, at the same normalized 

delay spread of 0.2, the information rate of OIM with a lowpass receiver is shown to be 

11.5% higher than that of rectangular OOK with a more complex whitened matched 

filter receiver. Similar gains are reported in Chapter 3 in case of PPM [155-157]. 

Chapter 4 treats the modulation design problem for indoor MIMO wireless op­

tical links. Current SLMs have higher spatial bandwidth than can be supported 

by the spatially lowpa...;;s MIMO channel. The high spatial frequency emissions are 

attenuated by the channel and are not detected by the receiver. Such emissions 

provide extra degrees of freedom in the spatial frequency domain that are available 

at the transmitter. A new modulation scheme, halftoned spatial discrete rnultitone 

(HSDMT) modulation, is proposed that employs these degrees of freedom to improve 

the link spectral efficiency and to decrease the transmitter complexity by consid­

ering binary-level SLMs. A binary-level transmit image is produced by exploiting 

the excess high spatial frequency regions to shape quantization noise away from the 

data-bearing low spatial frequency regions. Our approach combines spatial discrete 

multitone (SDMT) modulation, developed for spatially frequency selective channels, 

with halftoning to produce binary-level transmit images. Neither strict spatial align­

ment between transmitter and receiver nor independence among the spatial channels 

is required. A general mathematical framework is presented in Chapter 4 in which 

such systems can be analyzed and designed. In a pixelated wireless optical channel 

application, halftoning achieves 99.83 of the capacity of an equivalent unconstrained 

continuous amplitude channel using 1 megapixel arrays [158-160]. 
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Chapter 5 treats the spatial diversity reception problem for outdoor long-range 

FSO links. The receiver extra degrees of freedom in the spatial intensity domain are 

used to mitigate the atmospheric turbulence effects and to decrease receiver com­

plexity. Using digital micromirror devices, the receiver optically computes linear 

projections of the turbulence-degraded PSF onto an orthogonal binary basis. By us­

ing such projections, an estimate of the PSF is computed and updated adaptively 

to follow the time variations of the PSF. The estimate is used to perform selection 

combining, i.e., to select the portions of the focal-plane which contain significant 

energy for symbol detection. The proposed receiver is less complex, requires fewer 

high-speed components, has lower preamplifier noise and can operate at higher rates 

than a comparable multiple-detector array receiver. SER is simulated on a photon­

counting channel and performance improvements near 3.0 dBo over a conventional 

single-detector receiver are obtained at SER = 10 2 . The proposed receiver is best 

suited to long range terrestrial, or space-to-earth FSO links, where atmospheric tur­

bulence effects are considerable [160-163]. 
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Chapter 2 

Channel Models 

2.1 Wireless Optical Communication Systems 

\Vireless optical communication systems share a number of common components and 

characteristics. This section overviews these common aspects, while the following 

sections present details of three specific wireless optical channels. 

2.1.1 Transmitter 

A block diagram of a conventional transmitter used by wireless optical communication 

systems is shown in Fig. 2.1. In general, the emitted intensity, in \Vatts per steradian, 

is a function of direction. The transmitter optical beam angle, Oa, is the solid angle in 

steradians, measured from the transmitter antenna, into which the ma..'Cimum intensity 

must be concentrated in order to have the same total transmitted power. In other 

words, the total transmitted power is equal to the product of Oa and the maximum 

intensity. The beam angle can be \veil described by its planar angular beamwidth, 
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Figure 2.1: Conventional wireless optical transrnitter. 

for small Ba. [19, Sec. 3.4]. For a circular lens antenna of diameter Dr, 

,\ e ,.....,_ 
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T 

which indicates that highly directional beams are possible at the very short optical 

wavelength, ,\, with a practical transmitter diameter, Dr [22, Sec. 1.2]. On the other 

hand, to have a comparable beam width at RF wavelengths, very large transmitter 

dimensions are required. This fact makes the optical wavelength very attractive for 

long-range wireless communications since the narrow collimated optical beams deliver 

signal power more efficiently than their RF counterparts. 

2.1.2 Receiver 

A block diagram of a conventional direct detection wireless optical receiver is shown 

in Fig. 2.2. The receiver front-end lens focuses the collected optical field onto a 

photodetector, which outputs a current proportional to the optical power focused 

on its surface. The focusing lens acts as a concentrator that allows a smaller size 

photodetector than that of the lens. That is, Aa « An where Aa is the photodetector 
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Figure 2.2: Conventional wireless optical receiver. 

area and Ar is the receiver aperture area. The field emitted by a distant point source, 

and collected by the receiver lens aperture, is ideally focused onto a single point in the 

focal-plane. However, due to effects of field diffraction by the finite lens aperture, the 

collected field is focused onto the focal-plane according to a certain pattern, termed, 

diffraction pattern, which depends on the receiver aperture shape and dimensions. 

The corresponding normalized focal-plane power pattern is called the point spread 

.fnnction (PSF) [22, Sec. 1.6]. The Fourier transform of the PSF is called the optical 

transfer function ( OTF). 

The PSF is dependent on the finite extent of the lens aperture. This extent can 

be represented by defining a pupil function 

P(u,v) = { ~ inside the lens aperture 
(2.1) 

otherwise, 

where (u, v) are continuous spatial coordinates. The PSF is given by 

(2.2) 
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where fe is the focal length, £p =ff IPtUu, fv)l 2 <~f11 dfv, and P1Uu, fv) is the contin­

uous Fourier transform of P(v., v) [21, Chapter 6], [29]. In the absence of atmospheric 

turbulence, as is the case with indoor links, ht ( u, v) is constant with time. However, 

the subscript l is retained to represent the time-varying nature of the PSF in the 

general case when turbulence effects are considered [29, 147], as is the case with out-

door links. Notice that in the ideal case of an infinite-extent lens aperture, the PSF 

is a Dirac impulse. Qualitatively, due to the Fourier transform relationship, the PSF 

extent gets wider as the lens aperture extent gets narrower. 

The receiver field-of-view (FOV) is the solid angle, measured from the receiver 

antenna, within which all point sources must occur in order to project their PSFs 

onto the photodetector. As shown in the geometrical clarification of Fig. 2.3, the 

FOV is the solid angle subtended by the photodetector area at the lens center, 

(2.3) 

where nfv is much smaller than unity. The area of the PSF is approximately equal 

to fl ( ~:), in both cases of a rectangular or circular apertures [22, Sec. 1.6]. All 

close by point sources, which lie within the FOV and whose PSFs superimpose, are 

indistinguishable. That is, the PSF extent defines the inherent spatial resolution of 

an optical imaging system [22, Sec. 1.6]. 

2.1.3 Noise 

An inherent source of noise is the probabilistic nature of the photodetection process. 

The photodetector photosensitive material releases free electrons in response to the 

light incident over its surface. The released electrons compose the detector output 
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Figure 2.3: Receiver field-of-view. 

current process. This process is a random process since each photon absorbed by the 

photodetector releases an output electron with probability equal to the quantum effi­

ciency of the photosensitive material. If the mth released electron produces a current 

response function :tJe(t) shifted at the release time, tm E (0, t), then the photodetector 

output current process can be written as 

j(O,t) 

y(t) = L Ye(i - tm), 
1n=l 

where J(O,t) is the number of electrons released during the time interval (0, t), which is 

a random counting process termed a shot noise process, and the functions {Ye(t-tm)} 

are called the shot noise component functions. The counting process at time tis often 

modelled using a Poisson random variable, denoted by 

J(O,t) ~ Poisson[tt(t)], 
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where p(t) is the mean of J(O,t). In this case, the process is termed, Poisson shot noise 

process [ 22, Sec. 4.1]. If T/q is the quantum efficiency and eph is the photon energy, 

then 

r7 1t µ(t) = _q ra(T) dT, 
eph o 

where ra(t) is the instantaneous power incident over the detector surface [22, Sec. 2.2]. 

While the output process, J(O,t), is referred to as a shot noise process, it should be 

clear that it also conveys useful information through its mean, JL, which is proportional 

to the energy incident on the detector surface during the integration time. From a 

communication system perspective, the deviation of J(O,t) away from its mean is the 

actual noise that degrades the detection performance. Notice also that this noise is 

signal-dependent since the variance of a Poisson process is equal to its mean. 

An additional noise source that degrades the link performance is the circuit ther-

mal noise following the photodetection process. However, the effect of thermal noise 

can be reduced by using expensive photodetectors, such as avalanche photodiodes, 

that offer pholom11li'iplication [154]. The photomultiplication process is a detector 

internal amplification process that amplifies the current response function, Ye(t), of 

each released electron, so that the detector output power is much larger than that of 

the additive thermal noise [22, Sections 1.8 and 7.8]. In this case, thermal noise can 

be ignored, the system is termed shot noise-limited, and the receiver photodetector is 

said to be operating in a photon-counting mode. 

For indoor wireless optical links, ambient background radiation from incandescent 

and fluorescent lighting contains considerable infrared emissions. The spectral energy 

distribution of a tungsten lamp is the most unfavorable for an infrared receiver [4]. 

Traditionally, fluorescent lamps emit 120 Hz infrared emissions with harmonics up 
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to 50 kHz during turn-on time [4]. However, recent high-efficiency electronic ballasts 

drive fluorescent lamps at frequencies of tens to hundreds of kilohertz, which makes 

fluorescent lamps a considerable noise source for indoor infrared links [6]. Moreover, 

indoor infrared links may be affected by sunlight, especially near windows [ 4]. 

The shot noise induced by such background radiation is usually of high inten­

sity. Since a Poisson distribution with a high mean can be well approximated as a 

Gaussian distribution [164], the intense shot noise due to ambient illumination can 

be well approximated as Gaussian signal-independent additive noise [6]. Indoor links 

also suffer from the receiver thermal circuit noise, which is also Gaussian and signal­

indcpendent [6]. Therefore, it is assumed that the noise affecting indoor wireless 

optical links is Gaussian and signal-independent. In this case, the signal-dependent 

shot noise component is negligible compared to the intense background and circuit 

noises. The high mean of the background radiation is assumed known and compen­

sated for at the receiver, and hence the noise can be modelled as zero-mean noise. 

For outdoor FSO links, the main source of noise is the sky background radiation. 

The sky is modelled as an extended uniform background source that is characterized 

by its spectral radiance function, N (.f), defined as the power radiated into a unit 

solid angle, per cycle bandwidth, per unit source area [22, Sec. 1.7]. In this case, the 

received background noise power is given by 

Pb - N(J)B(Ar/l2)(l2Dfv) 

- N(J) BA,. nfv, 

where B is the receiver bandwidth which is assumed much smaller than the frequency, 

f, of the optical field, l is the distance between the receiver and the background 
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source, (Ar/l 2
) is the solid angle, and (Z:~nfv) is the source area within the receiver 

FOV [22, Sec. 1. 7]. Therefore, the received background noise power is proportional 

to both the receiver aperture area, A.,., and the receiver FOV, nfv· 

Sky background radiation induces shot noise at the FSO receiver. Circuit noise 

may also exist as is the case with indoor receivers. The dominant source of noise may 

vary from one FSO link to another. If the background radiation power, or circuit 

noise power, is much higher than the signal power, then the signal-dependent shot 

noise can be ignored, and the background and circuit noises can be well modelled as 

signal-independent Gaussian noise [136]. ·whereas, if the background radiation power 

is on the order of signal power, then both signal-dependent and signal-independent 

shot noise components have to be considered. Moreover, if photomultiplication is used 

at the receiver, then the circuit noise can be ignored and photon-counting reception 

is achieved. An example of shot: noise-limited links is the high rate deep space FSO 

link, where the received power is very low, on the order of tens of photons, due to the 

very long link distance and the short transmit pulses, and the background radiation 

is low due to the narrow FOV [129, 132, 134]. 

2 .2 Indoor Wireless Optical Diffuse Channels 

Indoor wireless optical diffuse links depend on the reflection of optical power from 

surfaces in the room and do not necessarily require an uninterrupted line-of-sight 

between the transmitter and receiver [3,6,59,60]. \.Yhile optical waves may experience 

mirror-type, or specular, reflection off shiny surfaces, their reflection off different room 

surfaces is dominated by diffuse-type reflection. This is because optical wavelengths 

are on the order of the dimensions of the surface roughness of different room objects, 
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which generates reflections in many different angles (70]. According to the diffusive 

reflection model, the direction of the optical power reflected from a differential surface 

element is independent of the angle of incidence. In fact, the optical intensity, in 

·watts per steradian, reflected from many typical materials is well approximated by 

a Lambertian radiation pattern, which is given by 

n+l 
ILambertian(e, </>) = 'Pe!ern-

2
- cosn(e), 
7r 

where hambertian(e, </>) is the optical intensity in \V /sr reflected at a polar angle e E 

[O, ~] and an azimuthal angle¢ E [O, 27r), with respect to the normal to the reflecting 

element as shown in Fig. 2.4, 'Peiern is the total power, in Watts, reflected by the surface 

element, and n is the mode number of the Lambertian pattern [3, 9, 61]. Notice that 

hambertian(e, </>) is independent of 1> due to symmetry in the azimuthal coordinate as 

shown in Fig. 2.4. 

As depicted in Fig. 2.5, the optical intensity transmitted is diffusively reflected by 

the ceiling, walls and different room objects. The reflected radiations cover the room, 

and therefore, diffuse links are insensitive to pointing errors, immune to shadowing 

and permit receiver mobility. These properties are particularly appealing in portable 

devices. As mentioned in Sec. 1.2, diffuse links do not suffer from multipath fading 

due to the large surface area of the photodetector in relation to the \vavelength of 

light. The received optical field shows spatial intensity variations due to multipath 

propagation so that multipath fading is experienced if the detector diameter is less 

than an optical wavelength. However, typical detector diameters are on the order 

of thousands of wavelengths. That is, the received optical field is integrated over an 

area that is on the order of millions of square wavelengths, which leads to spatial 
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Figure 2.4: The Lambertian reflection pattern for P eJem = 1 and mode number n = 3. 
The x - y plane represents the surface of the differential reflecting element. 

diversity that eliminates multipath fading [6] . This also leads to unaltered channel 

characteristics if the detector moves by a distance on the order of a wavelength [6] . 

On the other hand, indoor wireless optical diffuse links suffer from low SNR and 

low bandwidth. The lmv SNR is due to t he high optical power loss resulting from 

the use of wide-angle transmitters and the high ambient noise collected by wide-angle 

receivers . The low bandwidth is due to multipath dispersion ·which is the dispersion 

of the transmit pulse due to the fact that the receiver detects multiple diffusively 

reflected versions of the transmit pulse as shown in Fig. 2.5 and discussed in Sec. 1.2. 

For IM/ DD channels, t he instantaneous intensity I(t ), in \i\Tatts per steradian, of 
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Figure 2.5: Wireless optical diffuse link. The Lambertian reflection pattern is shown 
for ceiling and wall differential reflecting elements, and a mode number n = l. The 
receiver detects multiple diffusively reflected versions of the transmitted signal. 

the optical emitter is directly proportional to the information signal as mentioned 

in Sec. 1.1. The instantaneous emitted optical power x( t), in vVatts, is given by the 

integral of I(t) over the transmitter solid angle. Direct detection is done via a pho­

todetector receiver which produces an output current y(l), in Amperes, proportional 

to the integral of the received irradiance, in \Vatts per unit area, over the detector 

surface. The indoor IM/DD optical communication system can be modelled as a 

baseband linear system 

y(t) = Rx(t) * h(t) + z(t), (2.4) 

where R is the photodetector respons'iv-ity in Amperes per \rVatt, h(t) is the optical 

channel impulse response, * is continuous-time convolution, and z(t) is the channel 
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noise [3,6,9,59]. The channel model (2.4) can be rewritten as 

y(t) = x(t) * h(t) + z(t), (2.5) 

by assuming, without loss of generality, that the photodetector responsivity is unity. 

As discussed in Sec. 2.1.3, z( t) is a high intensity shot noise process which is well 

modelled as zero-mean, Gaussian, and independent of x(t). Moreover, z(t) is assumed 

white with double-sided power spectral density (PSD) N0/2 [6]. 

The channel multipath dispersion is modelled by a lowpass impulse response, h(t), 

whose DC-gain, 

Ho= 1: h(t) dt, (2.6) 

ranges from 10-7 to 10-5 [6, 64]. The temporal dispersion is quantified by the root­

mean-square (rrns) delay spread of h(t), 

oc 

f (t - e)2 h2 (t) dt 

V= -oc 
00 

(2.7) 

J h2 (t) dt 
·····00 

which ranges from 2 to 10 nanoseconds [6, 64], where 

00 

J t h2 (t) dt 
-(X) 

f2 = -00-' ---

1 h2(t) dt 

is the mean delay [6, 64]. Experimental measurements [62-65], ray-tracing simu­

lations [61, 66], Monte Carlo-based ray-tracing simulations [67-69], photon-tracing 

42 



Ph.D. Thesis - Mohamed D. A. Mohamed McMaster Univ. - Electrical Engineering 

simulations [70], and functional modelling [71, 72] have been used to estimate h(I:). 

Both h(t) and V are dependent on the specific room dimensions, objects within the 

room and on the positions of the transmitter and receiver. For a given transmitter, 

receiver and room configuration, h(t) and V are considered fixed [6]. 

Two functional models for h(t) have been developed in [71], namely, the exponential-

decay model and the ceiling-bounce model. The exponential-decay model, 

h(t) =~~exp(;~) U(t) ~ H(f) = 1 + ;:orrV.f' (2.8) 

is used in this thesis to contrast the performance of different modulation schemes over 

diffuse channels, where U(t) is the unit step function, and H(f) is the continuous-

time Fourier transform of h( t). Similar results can be obtained by using the ceiling-

bounce, however, the exponential model (2.8) is used in this thesis due to its con­

venient analytical form. The 3-dB cutoff frequency, hrIB, is the frequency for which 

20log10 \Ho/H(.farn)\ = 3 dB, which is given by 

for the exponential model (2.8). Using this model, if V ranges from 2 to 10 nanosec­

onds [6, 64], then the :3-dB channel bandwidth approximately ranges from 10 to 

40 MHz. 

Due to the fact that the transmitted signal, x(t), is a power signal, it must satisfy 

the constraints 

x(t) 2:: 0, (2.9) 
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1 Ju Pt = 2~~! 2u u :r(t) dt ::; P (2.10) 

where Pt is the transmitted average optical power, and Pis the average optical power 

limit imposed by eye-safety constraints. The non-negativity constraint (2.9) arises due 

to the modulation and detection of solely the intensity of the carrier. Constraint (2.10) 

indicates that the average optical power is given by the average signal amplitude, 

rather than the squared signal amplitude as is the case with conventional RF channels. 

These channel constraints prohibit the direct application of most traditional signalling 

schemes, and power and bandwidth efficient modulation schemes must be designed 

with (2.9) and (2.10) in mind. 

2.3 Indoor Point-to-Point Wireless Optical MIMO 

Channels 

Indoor wireless optical MIMO intensity channels are short-range point-to-point chan-

nels, as shown in Fig. 2.6. As mentioned in Sec. 1.2.1, the transmitter is an SLM 

consisting of a 2D array of pixels, while the receiver consists of a 2D array of photo-

diode pixels. Information is conveyed through the channel by sending time-varying 

optical intensity images. 

It is assumed that imaging optics are employed, and that the optical a."'<:es of the 

transmitter and the receiver are aligned so that the receive intensity image y(u, v) 

is an orthographic projection of the transmit intensity image a:( u, v). According to 

scalar diffraction theory, the impact of the imaging system can be well modelled 

as a lowpass linear space-invariant system filter that is characterized by the system 

PSF [21, Chapter 6]. The effect of the non-zero extent of the transmit and receive 
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Figure 2.6: Wireless optical MIMO link. 

~ 
Data out 

Pixelated 
Receiver 

pixels can be modelled as spatial lowpass filters as well [57, 58]. The channel model 

can be written as 

y(u, v) = x(1t, v) ® h('u, v) + z(n, v), (2.11) 

where z( u, v) is the channel noise, which is assumed white in spatial frequency, ® 

is 2D linear convolution, and h(u, v) is the optical impulse response that models 

the combined lowpa.ss filtering effect due to the PSF, (2.2), and the transmit and 

receive pixels [57, 58]. It is also assumed that the imaging system magnification is 

unity. Systems with non-unity magnification have been considered in [165, 166]. The 

channel model in (2.11) is a generalization of a previous model used in holographic 

data storage [37] and 2D optical recording [38] , where the channel was modelled 

as a finite-extent 2D linear filter that represents the optical blur, or the 2D inter-

symbol interference. The same model has been used in wireless optical c01nmnnication 

applications [57, 58], and can also be regarded as a 20 generalization of the model 

(2.5) used for indoor wireless optical diffuse channels. 

The noise power per receive pixel is proportional to the receive pixel area [167,168]. 
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Therefore, low noise power can be achieved by a small pixel area. However, a small 

pixel collects less optical signal power as well. In other words, the channel DC-gain is 

also proportional to the pixel area. To demonstrate this fact, let the impulse response 

be written as 

h(u, v) = PT(u, v) @J ht(u, v) C:f> PR(u, v), 

where PT(u, v) and PR(u, v) arc the transmit and receive pixel shapes, respectively [58]. 

This can be written in frequency domain as 

where H(fu, .fv) is the system frequency response, PT(Ju, fu) and PH(f~, fv) are the 

Fourier transforms of the pixel shapes, and IIt(fu, fv) is the OTF. Therefore, the 

channel DC-gain is given by 

H(O, 0) = PT(O, 0) Ht(O, 0) Pn(O, 0), 

which is proportional to the receive pixel area, since PR(O, 0) = II PR(u, v) dudv. 

That is, both the channel noise power and DC-gain are proportional to the receive 

pixel area. This fact is used to calculate the optical SNR in the simulations presented 

in Sec. 4.4.1. While the receive pixel size affects the DC-gain, its effect on the system 

bandwidth is negligible since the pixel size is very small when compared to the PSF, 

ht(u,v). That is, the bandwidth of h(u,v) is dominated by that of ht(u,v). ·with a 

slight abuse of notation, the system impulse response, h( u, v), is referred to a.s the 

PSF in Chapter 4, and its Fourier transform is referred to as the OTF. 
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Since the transmitted image, ;r;(u, v), is an optical power signal, two channel am­

plitude constraints are imposed on it: a non-negativity constraint, 

x(u, v) 2: 0, (2.12) 

and an average power constraint, 

Pt= ~t JJ :r:(u, v) dudu:::; P, (2.13) 

where At is the transmitter aperture area, and the integration is performed over the 

transmitter aperture. It is assumed that each transmit frame has the same average 

optical power, and therefore the transmit signal satisfies ( 2.10) as well. 

2.4 Outdoor Free-Space Optical Channels 

As shown in Fig. 1.4, FSO communication links are point-to-point links that transmit 

data by modulating the intensity of an optical beam propagating through free-space 

from the transmitter to receiver. The channel model can be written as 

y(t, u, v) = 2:(t) ho ht('u, v) + z(t, u, v), (2.14) 

where z(t, u, v) is the background noise, ht( it, v) is given by (2.2), and ho is a scaling 

factor that accounts for the transmit power and optical path loss. 

As mentioned in Sec. 1.3.2, atmospheric turbulence breaks the spatial coherence of 

a propagating optical beam. The phase of the optical field, at two points in the plane 

transverse to propagation direction, tends to be uncorrelated if the two points are 
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separated by a distance on the order of the atrnospheric coherence widt.h, r0 , which 

is also known as Pried'8 pararneler [139, Sec. 12.4], [19, Sec. :3.4]. As the strength 

of atmospheric turbulence gets higher, r0 gets shorter. At sea level, r0 is roughly 

2-30 cm at visible and infrared wavelengths [1;39, Sec. 14.1]. An expression for r 0 

in terms of the propagation path length and other atmospheric parameters is given 

by [139, Sec. 14.3, Eq. (25)], which shows that r0 decreases with path length. 

Ideally, the PSF diameter is approximately proportional to the ratio, A.f D, where 

D is the receiver aperture diameter. In this case, the imaging system is termed 

dijJraction-limded as shown in Fig. 2.3 [19, Sec. 3.4]. However, due to turbulence 

effects, the PSF diameter is proportional to the ratio, >-..fr0 , which is usually referred 

to as atmospheric seeing, expressed in units of radians. That is, the PSF diameter in­

creases by the ratio, D f r 0 , which is a measure of the atmospheric turbulence strength. 

In this case, the performance is limited by turbulence effects and the system is termed 

turbulence-l-imded [19, Sec. 3.4]. Atmospheric turbulence causes alternate patches of 

constructive and destructive interference in the focal-plane, and causes random fluc­

tuations in the beam angle of arrival. This results in the random distribution of the 

received focal-plane energy, and in random PSF excursions in the focal-plane, which 

are referred to as beam wander [19, Sec. 3.4]. 

As a result, there exists a relative displacement between the PSF position and the 

receiving photodetector. A small photodetector placed in the focal-plane will suffer 

from random fluctuations in the detected irradiance, which are referred to as optical 

scintillation as mentioned in Sec. 1.3.2. The received optical irradiance tends to be 

uncorrelated over time periods on the order of the atmospheric coherence time, 1~Dh, 

which is about 10-100 msec [134, 136]. Notice that T~Dh is much longer than typical 
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transmit pulse widths that are on the order of nanoseconds. 

The PSF degradation due to atmospheric turbulence is simulated by replacing the 

constant pupil function of equation (2.1) by a random Kolmogorov phase screen, 

{ 

exp(j8t(u, v)) 
P(u, v) = 

0 

inside the lens aperture 
(2.15) 

otherwise, 

where 8t(u, v) is a Kolmogorov phase screen at time t [28, 29, 147]. Substituting by 

(2.15) in (2.2), a realization of the turbulence degraded PSF can be obtained. Nu-

merical simulation of Kolmogorov phase screens and a time-varying PSF is discussed 

in Sec. 5.6.1. 

2.5 Conclusions 

In this chapter, the indoor and outdoor channel models used in this thesis are pre-

sented. Due to the unique features and constraints of wireless optical channels, con-

ventional RF modulation and detection schemes are seldom efficient. In the following 

three chapters, new modulation and detection schemes are proposed for use over the 

wireless optical channel models presented. 
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Chapter 3 

Optical Impulse Modulation 

3.1 Introduction 

This chapter treats the modulation design problem for indoor wireless optical diffuse 

channels. A new modulation scheme, optical impulse modulation (OIM), is designed 

that provides higher information rates and significant power gains over conventional 

modulation schemes. Moreover, the proposed scheme utilizes a simple lowpass re­

ceiver. That is, OIM offers significant performance improvements while decreasing 

receiver complexity over equalized rectangular PAM [155157]. 

The channel model of indoor wireless optical diffuse channels has been presented 

in Sec. 2.2. The channel temporal dispersion is modelled by the channel impulse 

response, h(t), in (2.5), and is quantified by the channel delay spread defined in (2.7). 

Conventional modulation schemes designed for RF channel'> cannot be applied directly 

to optical diffuse channels due to their amplitude constraints, (2.9) and (2.10), and 

new schemes are required to design efficient communication systems. 

51 



Ph.D. Thesis - Mohamed D. A. Mohamed Mell.faster Univ. - Electrical Engineering 

Figure 3.1: Block diagram of an optical intensity PAM communication system. 

3.2 Optical Intensity Pulse Amplitude Modulation 

A classical optical communication system is opticaJ intensity PAM, shown in Fig. :3.1. 

A discrete symbol sequence { ak} is transmitted across the channel at a rate 1/T by 

forming the transmitted signal :r(l) as 

x(t) = L ak p(t - kT), (3.1) 
k 

where p(t) is the transmitter pulse shape,. and Tis the symbol duration. The output 

of the receive filter r(t) is sampled at the same rate so that an estimate ak of ak is ob-

tained. The channel noise, z(t), is zero-mean, white, Gaussian and signal-independent 

with double-sided PSD of N0/2 as mentioned in Sec. 2.2. 

The non-negativity constraint (2.9) can be written in terms of the symbol sequence 

{ak} and the transmitter pulse shape as 

(3.2) 

p(t)20 Vt. (3.3) 
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In general, the sequence { ak} only needs to satisfy (3.2) and does not need to be 

constrained to a finite set of PAM levels. However, in practical digital communication 

systems, it is constrained to a finite number of levels. In this case, the system is 

denoted by £-PAM, where Lis the number oflevel<>. Combining (2.10) and (3.1), the 

transmitted average optical power is expressed as 

(3.4) 

where µa is the mean of {ak}, and j5 is defined by 

1100 

p = T _
00 

p(t) dt. 

That is, Pt is factored to two terms: the first is dependent on the transmitted discrete 

sequence and the second is dependent on the pulse shape. Without loss of generality, 

in the remainder of the chapter, we assume that p(t) is normalized so that .f p(t) dt = 1 

and 

(3.5) 

A discrete-time model for the PAM system can be developed by setting 

q(t) = p(t) * h(t) * r(t). (3.6) 

The equivalent discrete-time impulse response of the system is 

Qk = q(to + kT), (3.7) 
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where lo is the sampling phase at the receiver. The sample with the highest amplitude 

is called the cursor sample. The preceding samples are called the precursor samples, 

while the following samples are called the postcursor samples. The sampling phase, 

lo, is chosen to max.imize the cursor sample, q0. The estimate a,k is given by 

(3.8) 

where ® is discrete-time convolution, and 

Zk = z(t) * r(t)lt=to+kT 

is zero-mean Gaussian noise. 

The autocorrelation of Zk is calculated as 

(3.9) 

where lE is the expectation operator, and* denotes the complex conjugate. Therefore, 

the noise variance is given by 

\Vhich reduces to 

2 No J 2 crz = 2 lr(r)I dr, 

2 JVo 
(T =­

z 2 

when r(t) is a unit-energy pulse. \Vithout loss of generality, the receive filter, r(t), is 
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restricted to be unit-energy throughout this chapter so that the noise variance at the 

sampler output is N0 /2. If the right-hand side of (:3.9) vanishes for all k # rn, then 

r(t) is called a square-root Nyq'Uist pulse, and zk is white noise with autocorrelation 

function O"; <>k, where Jk is the Kronecker delta. 

Rectangular pulse-amplitude modulation (Rect-PAM) is defined as a PAM system 

where both p(t) and r(t) are rectangular pulses of width T, i.e., 

where 

Rect-PAM 1 (t) p(t) = T rect T , 

r(t) = Jr rect (~), 

rect(:r) = { 
1 

0 

lxl < 1/2 

otherwise. 

(3.lOa) 

(3.lOb) 

Rectangular on-off keying (Rect-OOK) is a special case of Rect-PAM when ak is 

uniformly distributed over { 0, 2µa}. Rectangular pulse-position modulation (Rect­

PPM) is coded Rect-OOK in which each symbol is divided into L sub-intervals, 

termed ch,ips, such that one of the L chips is on, and L - 1 chips are off. A total 

of log2 ( L) bits per symbol are used to select the location of the on chip. A PPivI 

system that uses L chips per symbol is denoted by L-PPM. The detection of PAM 

signals requires the knowledge of detection thresholds that are channel dependent as 

mentioned in Appendix A. On the other hand, the detection of PPM signals requires 

no knowledge of such thresholds since the detected symbol is that corresponding to the 

chip of highest amplitude. The detection of PAM and PPl\'1 signals over dispersive 

channels is discussed in Appendices A and B, along with the corresponding error 
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probabilities. 

The relationship between the optical output power of an LD (or LED) and its 

electrical input current is ideally linear. However, because these devices are sensitive 

to temperature, this relationship is partially nonlinear [169, Sec. 6.2]. Such nonlin­

earity makes it difficult to accurately convert the electrical transmit pulse, p(t), from 

the electrical to the optical domain. Rect-OOK and Rect-PPM are conventional see-

narios used in previous studies [6, 61, 64, 73], where the linearity of the optoelectronic 

transmitter is not a sensitive issue as the transmitter is only turned on/off during 

transmission. 

PPM increases the peak-to-average ratio of the modulated optical signal. That is, 

it increases the electrical energy for a given average, which enhances the SNR at a cost 

of additional bandwidth. For wide bandwidth channels, PPM outperforms PAM while 

the performance of PPM degrades quickly as the channel becomes more dispersive 

[73]. Thus, there exists a fundamental tradeoff in the modulation design for optical 

wireless channels between power efficiency and immunity to channel dispersion [9]. 

To reduce the degradation of PPM performance at higher delay spreads, maximum 

likelihood sequence detection (MLSD) and decision feedback equalization (DFE) have 

been employed at a cost of higher complexity receivers [7:3-76]. 

In order to compare different PAM systems, we define the gain in average optical 

power of the PAM system as 

PRect 
'"V = --
/ Pt ' 

(3.11) 

where Pt and PRect are the average optical powers of the system under consideration 

and Rect-PAM system, respectively. Both systems are operating at the same BER 

and bit-rate, and are transmitting the same sequence { ak} over the same optical 
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channel h( t). The optical power gain, in optical decibels, is given by 10 log(!) dBo. 

Since the emitted optical power is proportional to the la..c,;er diode driving current, 

therefore the electrical power gain, in electrical decibels, is given by 20 log(!) dB. 

That is, an optical power gain of 1 dBo is equivalent to an electrical power gain of 

2 dB. 

Despite the fact that many bandlimited pulses outperform rectangular pulses over 

inter-symbol interference (ISI) channels, many such pulses cannot be used over optical 

intensity channels due to the fact that they do not satisfy the non-negativity con­

straint (:3.3), such as sine pulses, root-raised-cosine pulses, and many others [26,170]. 

However, for the sake of comparison, define a Sine-PAM system as 

Sinc-PAIVI p( t) = ~ sine ( ~) , 
1 ( t) r(t) = vT sine T , 

where 

. ( ) sin(JT:r) 
SlnC X = . 

1T.T 

In the following section, OUvl is proposed to enable the use of arbitrary pulse shapes 

over optical intensity channels, and thus approaches the ISI immunity of bandlimited 

pulse shapes, such as Sinc-PA:tvl, while satisfying (2.9) and (2.10). 

3.3 Optical Impulse Modulation 

The fact that the optical spectrum is unregulated and the availability of very fast 

laser diodes provide the potential for high pulse rates [9, Sec. 2.2.l]. These rates 
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are not supported by the lowpass diffuse optical channel which typically has a 3-

dB bandwidth of tens of MHz [6, 61]. Previous techniques reduced symbol rates or 

employed complicated equalizers in order to avoid severe multipath penalties [7 4, 82]. 

An insight of this work is that the extra degrees of freedom available at the transmitter 

due to high-speed modulators can be exploited to mitigate the channel amplitude 

constraints. One way of doing this is by using a set of reserved high-frequency carriers 

in a multiple-Su bcarrier modulated wireless optical system [171, 172]. In this section, 

OIM is presented as an alternative approach of achieving the same goal for optical 

intensity PAM and PPM systems [155-1.57]. 

PPM has a qualitatively higher power efficiency than PAM that results from trans­

mitting narrower pulses which concentrates the optical power in smaller time slots. 

However, this is the same reason why PPM has a lower immunity to channel dis­

persion. The idea behind OIM is to achieve a compromise between the dispersion 

immunity of PAM and the power efficiency of PPM. This is done by transmitting 

narrow pulses which approximate Dirac impulses on the limit. That is, the transmit­

ted sequence of symbols is essentially a modulated impulse train, and hence OIM is 

power efficient since the impulses concentrate the power in very narrow time inter­

vals. Despite the fact that the transmitted impulse train is wideband, its spectrum 

is periodic and the transmitted data can be recovered by knowledge of only the low­

pass region of the transmitted spectrum, and hence 011\tI is also immune to channel 

dispersion. 
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3.3.1 OIM Definition 

Optical impulse modulation is optical intensity PAivl in which the transmit pulse 

shape approximates an impulse. To conceptualize OIM, consider a PAM system with 

pulse shape p(t) = b(t) and receive filter r(t) = g(t) as shown in Fig. 3.2. As in 

Sec. 3.2, assume that g(t) is unit-energy and J b(t) dt = 1 so that Pt = /ta/T. The 

equivalent system impulse response can be factored as follows 

b(t) ......_.,, 
p(t) 

* h(t) * g(t) ......_.,, 
r(t) 

<5(t) * b(t) * h(t) * g(t), 

where <5(t) is the Dirac delta function. From the commutativity of the convolution 

operator, the filter b(t) can be moved from the transmitter side to the receiver side 

without affecting the combined channel impulse response to give 

llPAM(t) = 8(t) * h(t) * b(t) * g(t) . ......_.,, ~ 
p(t) r(t) 

That is, b(t) is pushed beyond the non-negative optical intensity channel into the 

receiver. As a result, the non-negativity constraint (3.3) on b(t) is rela..xed, while the 

non-negativity constraint (3.2) on the transmitted sequence {ad remains. Notice 

also that Pt is unaffected by moving b(t) since J <5(t) dl = 1. 

Although the signal path is unaffected by moving b(t), the noise at the output of 

the receiver is changed. In order to have the same noise variance at the output of the 
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Electrical Optical Electrical 
domain domain domain 

z(t) 

ak > 0 
p(t) = b(t) 

x(t) 
h(t) 

y(t) 
r(t) = g(t) 

ak 
+ 

1 
T 

Transmit Optical Receive 
Filter Channel Filter 

Figure 3.2: Block diagram of an optical intensity PAM communication system. 

sampler as in Fig. 3.2, define 

bg(t) = n,b(t) * g(t) 

as the combined receive filter due to b(t) and g(t), and K is a normalization factor 

such that bg(t) is unit-energy. The equivalent OIM system is presented in Fig. 3.3, 

and the equivalent system impulse response can be written as 

QOIM(t) = J(t) * h(t) * bg(l) . ...._,,_, ~ 

p(t) r(t) 

Notice, that the noise variance at the output is the same in both Figs. 3.2 and 3.3, 

and that the only difference between QPAM(t) and qo1M(t) is the scaling factor K. 

Therefore, if /'i. > 1, then OIM exhibits an optical power gain of 1.0 log("') over the 

corresponding optical PAM system. That is, OIM not only relaxes the non-negativity 

constraint on b(t), but is also capable of achieving an average power gain. Notice, 

however, that the parameter K is used only in this section to show how OIM is 

conceptually developed, while in practical designs, as in Sec. 3.4.2, the filter bg(t) is 

jointly designed without factoring it to b( t) * g( t). 
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Figure 3.3: Block diagram of an OIM communication system. 

The OIM transmitted signal is given by substituting 8(t) for p(t) in (3.1) to get 

:r(t) = L ak 8(t - kT), 
k 

which is equivalent to transmitting an impulse train sampled version of a lowpass 

bandlimited PAM signal. Thus, the combination h(t) * bg(t) can be viewed as an 

interpolating filter for the transmitted samples. Notice that, in this case, the OIM 

receiver design is independent of the transmitter, and is equivalent to picking the 

interpolating filter that gives the highest optical power gain. 

The PSD of the transmitted signal in (3.1) is given by 

q>PAM(J) ~ 19'(!)1
2 

[ ~ + ;~ J;.
00 

6 (!- ;) l (3.13) 

where /:YJ(f) is the Fourier transform of p(t), O"~ is the variance of {ak}, and the {ak} 

are assumed to be independent and identically distributed [170, Sec. 4.4]. Substituting 

~rect(f ), ~sinc(t) and 8(t) for p(t), the PSDs for Rect-PAM, Sine-PAM and OIM, 
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respectively, can be obtained, 

•) 2 

<T,;, sinc2 (Tf) + Pa 6(f) 
TL . y2 ' (3.14a) <f.>Rect (.f) 

2 2 
(Ta (Tj) Pa -(j) T rect . + T 2 o , (3.14b) 

2 2 00 

<Ta P-a '""' 6 (J _ m) 
T+T2 ~ r· <f>o1M(f) (3.14c) 

rn=-oc) 

These PSDs are plotted in Fig. 3.4, along with sample time-domain waveforms. In 

light of (3.4), the transmitted average optical power is the same for all three schemes 

due to the same value of p. 

Comparing the PSDs of Rect-PAM and Sinc-PAl\!I in Figs. 3.4(a) and 3.4(c), Sine-

PA1.f shows better ISI immunity due to its bandlimited spectrum. However, Sine-

PAIV1 cannot be applied to optical IM/DD channels due to the fact that its pulse shape 

does not satisfy the constraint (3.3), and consequently its time-domain signal does 

not satisfy the channel non-negativity constraint (2.9) as shown in Fig. :3.4(d). The 

PSD of OIM, shown in Fig. 3.4(e), is a 1/T frequency repetition of the bandlimited 

PSD of Sine-PAM. This is evident by comparing (3.14b) and (3.14c), or by comparing 

Figs. 3.4( c) and 3.4( e). That is, OIM uses the high-frequency spectral regions sup-

ported by the high-speed transmitter to satisfy the channel non-negativity constraint, 

while at the same time the transmitted data are confined to the low-frequency spec-

tral regions supported by the lowpass channel. Therefore, OIM is as immune to ISI 

as Sine-PAM, and at the same time satisfies the channel non-negativity constraint. It 

should also be noted that the OIM signal in Fig. 3.4(f) is an impulse train sampling of 

the Rect-PAM signal in Fig. 3.4(b) or the Sine-PAM signal in Fig. :3.4(d). Therefore, 

the OIM PSD in Fig. 3.4(e) is a 1/T frequency repetition of the Rect-PAM PSD in 
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Figure 3.4: The PSDs for Rect-PAM, Sine-PAM and OIM, along with sample tirne­
domain waveforms. The vertical arrows represent Dirac impulses. The pulses ampli­
tudes, in time domain, are selected randomly and independently since, in general, the 
sequence { ak} need not be constrained to a finite set of PAM levels. 
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Fig. 3.4(a) or the Sine-PAM PSD in Fig. 3.4(c). 

Generating an arbitrary optical pulse b(t), in case ofthe conventional PAM system 

of Fig. 3.2, is difficult due to the nonlinearity of the optoelectronic transmitter (i.e., 

LD or LED). On the other hand, implementing an arbitrary filter bg(t) in case of the 

OIM system of Fig. 3.3 is done in the electrical domain at the receiver, and hence 

is not affected by the transmitter nonlinearity. Therefore, OIM simplifies the optical 

pulse generation process in addition to the relaxation of the non-negativity constraint 

(3.3) on b(l;) and the possibility of achieving an optical power gain in case K, > 1 as 

mentioned before. Moreover, the PSD of OIM includes discrete frequency components 

at the symbol rate, 1/T, and its harmonics. This is indicated by the Dirac impulse 

train given by the second term of (3.14c) and shown in Fig. 3.4(e). Such discrete 

frequency components can be used at the receiver for symbol timing recovery. 

3.3.2 Practical OIM Implementation 

Practically, it is impossible to use a Dirac impulse as the transmit filter. Therefore, 

this impulse can be approximated by any narrow pulse <\(t). For example, it can be 

approximated by a rectangular pulse of the form 

<L (t) = -
1 

rect (-t ) . . ET ET , (3.15) 

as shown in Fig. 3.3, where EE (0, 1] is the pulse duty cycle. Notice that a rectangular 

shape for c5c:(t) is not required. In fact, the specific pulse shape is immaterial as long 

as it is non-negative, i.e. satisfies the channel constraints, and is wideband. This gives 

greater flexibility in the implementation of the transmit filter, and hence the system 

performance is no longer sensitive to the transmitter nonlinearity. The degradation 
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of the performance due to this approximation is mild and is quantified in Sec. 3.5. 

The PSD of the practical OIM implementation is obtained from (3.13) by replacing 

9(f) by D.Jf), 

(3.16) 

where D.,,:(.f) is the Fourier transform of Sc:(t). That is, the ideal spectrum of (3.14c) 

is shaped by JD.5 (.{)1 2 . The PSD and a sample time-domain \vaveform are sho\vn in 

Figs. :3.4(g) and :3.4(h) for E = 0.2 and Sc:(t) as in (3.15), i.e., JD.c:Cf)l 2 = sinc2(cTf). 

The time-domain waveform is similar to that of Rect-PAM, except that the pulse 

width is reduced by the ratio E = 0.2. As E decreases, JD.c:Cf)l 2 becomes flatter and 

the distortion in the lowpass data bearing spectrum is small allowing for recovery 

using a simple lowpass filter. 

Oil\iI is suitable for optical wireless communications because there exists a huge 

amount of unregulated bandwidth. Higher frequency bands, that are used to satisfy 

the channel amplitude constraint, do not affect the transmitted average optical pmver. 

OIM is relatively immune to multipath since data are confined to the lowpass region 

of the optical spectrum. l\foreover, linearity of the optical transmitter is not a severe 

constraint. Conceptually, OIM is analogous to ultra-wide band communications in 

RF systems, however, significant differences exist in the channel models employed, 

pmver constraints, and non-negativity amplitude constraints [173]. 

OIM can also be regarded as a return-to-zero PAM scheme with low duty cycle. 

However, the OIM receiver designed in Sec. 3.4 is fundamentally different than con-

ventional receivers used with return-to-zero PAM systems. In this sense, OIM can be 

described as a novel detection rather than modulation scheme. 
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3.4 OIM Receiver Design 

OIM refers to the transmission of data by modulating the amplitudes of a train 

of optical impulses. In this section, the problem of detecting these amplitudes is 

considered. As in Sec. 3.2, the receive filter, bg(t), is normalized to have unit energy 

in order to have the same noise power at the sampler output as previous techniques. 

The optimal receiver depends on h(t) and is presented in Sec.3.4.1. The complexity 

of this receiver is high and depends on the channel impulse response. As a result, a 

different receiver is required whenever the channel delay spread changes. To overcome 

these difficulties, a novel simple receiver is designed in Sec. 3.4.2. This suboptimal 

receiver is independent of h(t) and is shown in Sec. 3.5 to approach the performance 

of the optimal receiver at high channel delay spreads. 

3.4.1 Whitened Matched Filter Receiver 

The optimal front-end receive filter is one that. is matched to the received pulse, i.e. 

bg(t) = K J10(-t) * h(-t). That is, h(t) must be known at the receiver. The matched 

filter is followed by a digital precursor equalizer to whiten the noise. The cascade 

of the t\vo filters is termed a whitened matched filter (vVMF). Moreover, a DFE can 

also be applied to remove postcursor ISI [26]. 

For high delay spreads, h(t) is much wider in time than Jc:(t), and the front-end 

filter is nearly matched to the channel impulse response, h(t). Matched filtering is 

practical in this case as the received pulse is lowpass . 

. For low delay spreads, both pulses h(t) and Je:(t) are narrow, and so is the received 

pulse. In this case, matched filtering is quite difficult to implement in practice due to 

the wide bandwidth and sensitivity to timing errors. 
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Notice also that for each channel delay spread, different vVMFs and DFEs are 

required because bg(t) is a function of h(t). Due to these difficulties, a simple receiver 

filter, which is independent of channel delay spread, is designed in Sec. 3.4.2. 

Power Gain at Zero Delay Spread 

At zero delay spread, h(t) = H0<5(t). In this case, the front-end filter is matched 

to <5€(t). That is, the unit-energy receive filter is given by bg(t) = Jerrect C~.). In 

this case, the equivalent discrete-time impulse response (3.7) reduces to Qk = J?r bk, 

which is obtained by substituting in (3.6). Therefore, the OIM system reduces to 

at zero delay spread. Similarly, the Rect-PAM system reduces to 

at zero delay spread. Therefore, OIM achieves an average optical power gain of 

1 
~(=-

JS 
(3.17) 

using the definition in (3.11). This gain increases unboundedly a.."J c decreases, how-

ever, achieving this gain is impractical for small values of E due to the wide bandwidth 

and timing accuracy required. 
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3.4.2 Double-Jump Receiver 

The \:VlVIF is complex and requires channel knowledge at the receiver. Moreover, at 

low delay spreads and small values of E, the received pulse is wideband, and hence 

matched filtering is impractical. In this section, a simpler receiver that requires no 

channel information is designed. 

As given by equation (3.16) and shown in Fig. 3.4(g), the OIM spectrum is wide­

band. For high channel delay spreads, the received spectrum is a lowpass filtered 

version of the 01.M spectrum, and consequently using a wideband receiver is not 

necessary. For low channel delay spreads, the received spectrum is wideband, but it 

is practically difficult to match the receiver front-end filter to this wideband spec­

trum. Moreover, the useful information is confined to the lowpass region of the OIM 

spectrum as shown in Fig. 3.4(g). Therefore, in this section, we restrict our atten­

tion to lowpass receiver filters that are independent of the channel impulse response. 

Specifically, the OIM receive filter bg(t) is chosen to be a. bandlimited unit-energy 

filter with excess bandwidth er, i.e. the support set of the filter frequency response is 

lfl ::; (1 + o:)/2T, where 0::; et::; 1. 

For the purpose of design, the spectrum of the received pulse, f:l 6 (f)H(f), is 

assumed to be fiat within the range I/I ::; (1 + a)/2T, where H(f) is the Fourier 

transform of h(t) as defined in Sec. 2.2. That is, llc:(f)H(f) =Ho for I/I ::; (1+a)/2T, 

where Ho is the channel DC-gain defined in (2.6), and ll6 (0) = .f 66 (1) dt = 1. This 

is a reasonable assumption as H(.f) is typically lowpass and ll,.(J) is a wideband 

pulse. The impact of non-fiat frequency response in the lowpass region is quantified 

in the simulation results presented in Sec. 3.5. Additionally, in order to eliminate ISI, 

the filter bg(t) is chosen to satisfy the Nyquist criterion. As a result, the equivalent 
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discrete-time impulse response <Jk is zero for k =J 0, and the discrete-time system 

model (3.8) reduces to 

(3.18) 

where bg(O) is the filter cursor. Therefore, a sensible design procedure is to find 

the bandlimited unit-energy Nyquist receive filter that ma..ximizes the cursor bg(O). 

Notice that the CHM receiver bg(t) is designed independently of the non-negativity 

constraint and can be changed from one unit-energy Nyquist pulse to another without 

the need to feedback any information to the transmitter. 

Consider a general bandlimited Nyquist pulse with excess bandwidth a written in 

the frequency domain as [174, 175] 

f]T [1 - Q (1;:/; + f)], _ l+n '.5:f < 1 
2T -2T 

~1T Q* (-f - 1?_]'!), 1 '.5: f '.5: 1--Q 
-2T - 2T 

J3T, 1---Q <!< 1-----Q 

BG(f) = - 2'1' 2'1' 

J3 T Q (.f - 12-;~~) ' 
1-n '.5: f '.5: 1 
2T 2T 

/3T [1- Q* (\i~ - f)], 1 <f'.5: l+n 
2T 2T 

0, otherwise, 

where Q(f) is a function satisfying Q(O) = 1 with support on [O, ;,J, and /3 is the 

filter cursor given by 

bg(O) = 1: BG(f) d}' = ;3. 
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Notice that BG(-!)= BG*(!), thus bg(t) is real. The energy of bg(t) is given by 

£bg .l: IBG(f)/2 df 

/J2T+4J32 T2 1n/(2

T) (1Q(.f)l 2 -R{Q(f)}) df, 

where R{-} is the real-part operator. Therefore, the optimal filter can be found by 

solving the optimization problem 

max ,(J 
Q 

s.t. £bg = 1. 

Solving the constraint for 1 //]2
, we get 

n/(21') 

1
: 2 = T + 4T

21 (IQ(/)12 - R{Q(f)}) df, 

and therefore the optimization problem reduces to 

rt/(2T) ( ) ngn lo I Q(f )12 - R{ Q(J)} df. 

(3.19) 

Since IQ(f)l 2 = R{Q(f)}2 + ~{Q(f)} 2 where~{·} is the imaginary-part operator, 

and both the real and imaginary parts of Q(j) are optimized independently, then 

~{ Q(f)} = 0, and the optimization problem reduces to 

/'n/(21') ( ) ngn lo Q(/)2 - Q(f) df, 
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where Q(f) is a real function. Define the integral 

o./(2T) 

T(Q) = 1 \J!(Q(f)) df, 

where \J!(Q) = Q2 - Q. Therefore the optimization problem is given by 

min T( Q). 
Q 

Notice that the requirement that Q(O) = 1 is immaterial in evaluating the integral 

T(Q). 

The problem is solved by calculus of variations where Q(f) is written as Q(f) = 

Q(f) + E 17(!), where Q(f) is the optimal solution and r7(f) is an arbitrary trajectory 

[176]. Therefore, 

1
·a/(2T) 

T(Q + 07) = \J!(Q(f) + f'rJ(f)) <i:f. 
0 

If Q minimizes T( Q), then T( Q+E r7) must have a minimum at E = 0 for all trajectories 

r1(f). That is 

. dxl \11 = - . = 0, 
dE €=O 

where Vi: is the first variation of the integral T along Q(.f) [176]. Therefore, 

Vi: 1
a/(2T) d\J! dQ 

--df 
0 dQ dE 

€=0 
a/(2T) 1 (2Q(J) - 1) 77(!) df 

71 



Ph.D. Thesis - Mohamed D. A. Mohamed McMaster Univ. - Electrical Engineering 

BG*(!) 

..j2T/(2 - a) 

0.5..j2T/(2 - a) 

-~ 
2T 

1-a 
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2T 

Figure 3.5: The double-jump pulse. 

f 

For vZ. to vanish for all 'r}(/), we must have (2Q(f) - l) = 0 which yields 

Substituting by Q(j) into (:3.19) yields the optimal filter cursor: 

- - l ~2 bg(O) = fJ = ;m -2 -. 
vT -o: 

As a result, the optimal receive filter is given by 

J2T/(2 - a) 0 ~If/< 1-a 
2T 

BG(!)= ~J2T/(2 - o:) 1-0'. 
~If/~ l+a 

2T 2T 

0 otherwise, 

(3.20) 

(3.21) 

which is the unit-energy double-jump pulse shown in Fig. 3.5. In fact, the double­

jump pulse was developed independently by Ftanks in 1968 when he showed that, 

in addition to satisfying the Nyquist criterion, it introduces minimal interference for 

small carrier phase errors at the receiver [177]. 
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Power Gain at Zero Delay Spread 

At zero delay spread, the channel impulse response is h(t) = H0<5(1;). Substituting this 

h(t) and (3.10) into (3.G), the Rect-PAM equivalent discrete-time impulse response 

(3.7) reduces to Qk = 7fa Ok· Therefore, the Rect-PAM system reduces to 

(3.22) 

at zero delay spread. \:Vhereas, the OIM system, with double-jump receiver and 

E -+ 0, reduces to 

by substituting from (;3.20) in (3.18). Consequently, for a fiat channel, the gain in 

average optical power, defined in (3.11), of OIM over Rect-PAM is given by 

(3.23) 

Notice that this gain is increasing in n and reaches a maximum of 1.5 dBo at n = l. 

Moreover, this gain is shown to increase at higher delay spreads in Sec. 3.5, ·which is 

justified by the high ISI immunity of OIM when compared to Rect-PAM. 

3.5 Numerical Results 

In this section, the exponential functional model (2.8) is used to simulate the impulse 

response of indoor diffuse wireless optical channels. This functional form will be 

used to predict the power requirements and the information rates of such multipath 

communication systems in Sections 3.5.1 and 3.5.3. The equivalent impulse response, 
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q(t), is computed by convolving the exponential functional model with the transmit 

and receive filters. The receiver sampling phase is computed by solving the problem, 

t0 = argmFq(t), numerically, and q(t) is sampled to obtained the equivalent discrete­

time impulse response <Jk = q(t0 + kT). 

3.5.1 Average Optical Power Requirements 

The BER calculation for L-PAM systems over dispersive ISI channels is presented 

in Appendix A. In order to compare the average optical power requirements for 

different PA:t-.11 systems, the BER is fixed at 10 ·5 , and the value of Pt that is required 

to maintain this BER is calculated by solving (A.4) for Pt· This is done by putting 

BER = 10-6 in (AA), and calculating the corresponding value of Pt by numerical 

optimization. As is conventional, Pt is normalized to the power, P?°K, required by a 

Rect-OOK system, transmitting at the same bit-rate, to achieve the same BER over 

a flat channel with the same noise power [71, 73, 74]. As given by (A.5), P?°K is 
(J'. 

proportional to ~, where n is the bit duration. Therefore this normalization 
Ho 

eliminates the dependence of the normalized power, Pt/P?°K, on the channel noise, 

channel DC-gain ai-1d bit-rate. In practice, however, the transmit power level is first 

defined according to eye and skin safety standards, as mentioned in Sec. 2.2, and the 

transmission bit-rate is then defined in terms of the transmit power level, the channel 

noise, the channel DC-gain and the required BER. 

Fig. 3.6 presents a plot of the normalized optical power required to achieve BER 

of 10-5 versus the normalized channel delay spread, D /Tb, for Rect-OOK and OIM­

OOK with double-jump receiver. The results presented in the figure are for a = 0 

and a = 1. Notice that for these values of a, the filter bg(t) is a root-Nyquist filter 
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Figure 3.6: Normalized optical power, 10 log(Pt/P[>°K), required by Rect-OOK and 
OIM-OOK with double-jump receiver to achieve BER=l0-6. 

and hence the noise, zk, at the sampler output is white. For other values of a, the 

noise is colored, and a whitening filter is required to improve the detection. 

The effect of non-zero values of E is quantified in Fig. ::3.6 for OIM-OOK by taking 

c: = 0, 0.2, 0.5, where the curve at E = 0 is simulated by using an impulse c5(t) instead 

of 6c:(t). The optical power required at E = 0.2 nearly coincides with that at E = 0 

over a wide range of delay spreads. Thus, a duty cycle of E = 0.2 achieves nearly all 

of the gain and there is no need to use narrmver pulses. For a typical indoor diffuse 

channel, the bandwidth is 10 to 40 ~v1Hz as mentioned in Sec. 2.2. Therefore, using 

E = 0.2 implies a pulse rate from 50 to 200 MHz, which is far below the rates available 

75 



Ph.D. Thesis - Mohamed D. A. l\fohamed McMaster Univ. - Electrical Engineering 

in present day laser diodes. 

The gain in optical power of Oil'vI with double-jump receiver, given by (3.23), 

is evident in Fig. 3.6 as the delay spread approaches zero. Notice that the gain is 

higher at larger delay spreads. For instance, in Fig. 3.6 with o = 1, the gain is 

approximately 1.5 dBo at zero delay spread as suggested by (3.23), and increases 

gradually as the channel delay spread increases. This is attributed to the fact that 

the useful information is confined to the lmvpass region of the OIM spectrum as shmvn 

in Fig. :3.4(g), while the spectrum of Rect-PAM is wideband. Therefore, OIM shows 

better immunity to channel multipath dispersion. Fc>r example, at a normalized 

channel delay spread of 0.2, the gain of OIM-OOK over Rect-OOK is 3.2 dBo at 

o: = 0, and 4.9 dBo at o; = 1. It is clear that the gain at n = 1 is higher than that at 

o: = 0. This can be attributed to the higher initial gain at zero delay spread, given 

by (3.23). 

To produce the results in Fig. :3.6, the equivalent discrete-time impulse response 

(3.7) is computed numerically. Although qk is defined for all integer values of k, it is 

truncated to a finite number of samples, 1'1 + 1, which constitutes the cursor sample, 

q0 , in addition to AJ samples that represent the channel impulse response tails as 

discussed in Appendix A. The samples that are ignored are those whose amplitudes 

are less than 0.5% of q0 at the highest values of E and D /n considered in the figure. 

At lower values of E and D /1/;, tho ignored samples are less than this percentage since 

the impulse response decays faster. 

Similar results arc presented in Fig. 3.7 for 4-PAM. Since the summation in (A.4) 

is done over LM different sequences, the complexity of computing the BER of L-PAM 

is proportional to vu. Therefore, it is difficult to compute the BER in (A.4) for L = 4 
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Figure 3. 7: Normalized optical power, 10 log(Pt/PP°K), required by Rect-PAM and 
OIM-PAM to achieve BER=l0-6 at L = 4. For OIJ\11, a double-jump receiver is used 
with u = 1 and c: = 0.2. 

at high delay spreads where high Af is required. In Fig. 3.7, the power requirements 

are simulated up to V /Tb = 0.3, where samples whose amplitudes are less than 0.53 

of q0 are ignored as mentioned before. 

At zero delay spread, the normalized optical power of 4-PAM is 3.34 dBo, which 

is the value obtained from (A.6) at L = 4 and BER = 10-6 . This value and the initial 

"'1.5 dBo gain of OIM with double-jump receiver are evident in Fig. 3.7 as the delay 

spread approaches zero. The OIM gain increases as the delay spread increases. For 

instance, the gain is approximately 8.4 dBo at V/Tb = 0.18, which is attributed to 
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the fact that OIM has high immunity to channel multipath dispersion as mentioned 

before. Despite this high gain, it should be noticed that the performance, at V Jn = 

0.18, of OIM-OOK in Fig. 3.6 is better than that of OIM 4-PAM in Fig. 3.7. 

Fig. 3.8 presents a comparison of Rect-OOK and OIM-OOK when a WMF is 

employed as well as the case when a DFE is employed. At high delay spreads, the 

use of a \Vl'v1F and DFE greatly improves the performance of both Rect-OOK and 

OHvf-OOK. Notice that the performance of OIM-OOK with \VMF and DFE remains 

better than a comparable Rect-OOK, however, the incremental gain in using the 

equalizer is less for OIM-OOK versus Rect-OOK. Notice also that the performance of 

equalized OIM-OOK is relatively insensitive to the choice of c so long as it is chosen 

small enough, i.e., s :S 0.2. 

As the channel delay spread tends to zero, the gain in optical power of OIM-OOK 

over Rect-OOK with matched receive filters is given by (3.17). The fact that the gain 

increases unboundedly as s decreases is evident in Fig. 3.8. As mentioned earlier, 

despite this high gain at low delay spread, matched filtering to a narrow transmitted 

pulse is difficult to implement in practice. Thus, the use of a vVMF for 011\/1-00K 

is practical only at moderate to high delay spreads. In the case of a wide bandwidth 

channel, the OIM-OOK receiver can switch its front-end filter to the double-jump 

filter (3.21), without the need to feedback any information to the transmitter. 

The gain in optical power over Rect-OOK is listed in Table 3.1 for different OOK 

schemes at a normalized channel delay spread of 0.2. The gain of OIM-OOK with 

double-jump receiver is slightly greater than that of Rect-OOK with \VMF and DFE 

receiver. 
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Table 3.1: Optical power gain (dBo) over Rect-OOK at normalized delay spread 
'D ;n = 0.2. For OIM, c = 0.2 is used. 

Rect-OOK I OIM-OOK 

WMF DFE double-jump (o = 1) vVMF DFE 

0 1.14 4. 76 4.92 5.4 5.99 
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That is, OIM with a single, simple lowpass receive filter provides better perfor­

mance than the more complex receiver Rect-OOK with \VMF and DFE. Notice that 

in addition to the lower complexity, a single double-jump receive filter is used for OHvl 

for all delay spreads, while different vVIvlFs and DFEs are required for each channel 

delay spread in the case of Rect-OOK. 

In the case of PPivl, inter- and intra-symbol interference exists between neighbor­

ing received PPM symbols and within the same symbol, respectively. The BER cal­

culation for £-PPM systems over dispersive ISI channels is presented in Appendix B. 

OIM can be applied to PP1-'1 in the sarn.e way it was applied to PAM. The normalized 

optical power is plotted in Fig. 3.9 for Rect-PPM and OIM-PPM with double-jump 

receiver, and in Fig. 3.10 for \VMF equalized PPM. At zero delay spread, the nor­

malized powers for Rect-PPM at L = 4, 8 and 16 are -2.89, -5.15 and -7.17 dBo, 

respectively, which are the values obtained from (B.6) at BER= 10 6 . These values 

are evident in Fig. 3.9 as the delay spread approaches zero. 

Similar optical power gains, to those achieved with PAM systems, are achieved 

by OIM-PPM in both the unequalized and WMF scenarios. This indicates that OIM 

is a general technique that can boost the performance of all PAM-based modulation 

schemes. For instance, as shown in Fig. 3.9 and suggested by (3.23), the average 

optical power gain of OIM-PPM with double-jump receiver (o: = 1) over Rect-PPM 

for the same L is about 1.5 dBo at zero delay spread. A DFE can also be applied to 

PPM at the chip-rate or the symbol-rate. The performance of these DFE systems is 

not examined in this chapter due to the increased difficulty of its numerical simulation, 

and the fact that it is not key to the current discussion. The interested reader may 

refer to [74], where the performance of these DFE systems is examined on measured 
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indoor channels. 

3.5.2 Peak Optical Power and Eye-Safety 

Even though OIM reduces the average power required to achieve a certain BER 

compared to Rect-PAM, an increase in the peak optical power is evident from (3.15) 

as c gets smaller. In this section, the increase in peak power is shown to be mild for 

practical values of E, and to be compliant with international eye-safety standards [95]. 

For the same BER, OIM achieves an average power gain, ')', over Rect-PAM. As 

a result, the increase in peak optical power of OIM over Rect-PAtv1is1/('lc) for the 

same BER. Consider the case when E = 0.2. The gain at 'D = 0 can be obtained 

using (3.23) in case of a double-jump receiver. Although (3.23) is strictly valid only 

for E -+ 0, it was shown in Fig. 3.6 that c = 0.2 is close to this ideal case of c -+ 0. 

Therefore, for c = 0.2, the increase in peak power is about 5/v'2 ~ 3.5 for a double­

jnmp receiver with o: = 1. Moreover, ')' increases with the channel delay spread due 

to the fact that the transmitted information is confined to the lowpass region of the 

OIM spectrum. Hence, the increase in peak power of OIM at zero delay spread is a 

conservative estimate for those at higher delay spreads. 

Constraints on the maximum peak optical power as well as the maximum average 

optical power are defined to guarantee eye-safety. For pulse amplitude modulated 

optical radiations, the average power constraint dominates the peak power constraint 

for modulation frequencies over 5.5 kHz [95]. Detailed calculations of both constraints 

for some consumer electronic products are given in [96]. For example, for a commercial 

IrDA link, the allowed peak-to-average power ratio is about 17 [96]. In this specific 

instance an increase of about 3.5 in the peak optical power due to OIM can be 
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easily tolerated although experimental verification is required in all cases to ensure 

compliance with eye-safety standards. 

3.5.3 Inforrnation Rate 

\Vhile the performance of uncoded PAM systems is considered in Sec. 3 .. 5.1, the per­

formance of PAM systems from a more fundamental perspective is studied in this 

section. An information theoretic performance measure of a communication system 

is its information rate, defined as the maximum rate at which reliable communica­

tion is possible given a certain input distribution and arbitrarily high coding and 

decoding complexities. Information rates are very important in comparing differ­

ent communication systems since they provide fundamental limits on the achievable 

communication rates. Calculating the information rates of binary signalling over ISI 

channels has been considered in [178-180]. Information rates of wireless optical diffuse 

channels have been investigated for Rect-PAM and Rect-PPM modulation schemes 

in [181, 182] for a uniform binary input distribution. In this section, the information 

rates of optical Rect-OOK and OIM-OOK are calculated and contrasted. 

Referring to the discrete channel model (3.8), if the input sequence { ak} takes 

binary values, i.e. ak E {O, 2µ 0 }, then the channel can be modelled as a finite state 

machine with 2M states, followed by additive Gaussian noise. This allows for a trellis 

diagram representation, where each vertical column of nodes corresponds to the 2M 

distinct states at a given time instant k, and each branch represents a transition from 

the current state to the next state. That is, the trellis shows how the channel state 

evolves with time such that there exists a unique path through the trellis for every 

possible state sequence. 
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Assuming that the input sequence { ak} is chosen independently and uniformly 

distributed over {O, 211a}, the information rate over the binary-input channel is given 

by the mutual information 

I(a; a) = it( a) - it(aia) = fi(d) - fi(z), 

where ~(a), h(a) and ~(z) are the differential entropy rates of the channel input 

process, output process and noise process, respectively, and fi(ala) is the conditional 

differential entropy rate [183, Chapter 11]. In case of independent and identically 

distributed Gaussian channel noise with noise power l'.T;, then fi(z) = ~ log(27reO";), 

and computing the mutual information reduces to computing the entropy rate fi(a) 

defined as 

where /i(ax) is the differential entropy of a sequence of N realizations, 

of the stochastic process, a. 

According to the Shannon-McMillan-Breiman theorem, for a stationary ergodic 

finite-state hidden-Markov process a, 

(3.24) 

with probability one as N _, oo, where IP'(aN) is the probability of the sequence 

aN [183, Sec. 15.7], [178, 184]. As a result, fi(a) can be estimated by computing the 
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probability JP'( aN) for a sufficiently long sequence. This probability can be computed 

by the forward recursion of the BCJR (forward/backward) algorithm [185] which 

operates on the channel trellis [178-180]. 

For this computation, a random input sequence of length N is generated, and the 

corresponding channel output sequence aN is simulated via (3.8). For the kth trellis 

section, a trellis state rn, where 0 :S rn :S 2M - 1, is assigned a state metric 

(3.25) 

where JP'(rn, ak) is the joint probability of being in state m and having ak = ( (11, fJ2, · · · , a.k) 

as the channel output up to time k. Similarly, a trellis branch, connecting state m' 

to state m, is assigned a branch metric 

where lP'(mlm') is the state transition probability from state m' to state m, and 

lP'(aAm', m) is the probability that the channel output is G,k given the state transition 

(m', m). In order to find sN(m), the channel trellis is processed iteratively according 

to the recursive relation 

sk(m) = 2:::>k-1(m') 6k(m', m), (3.26) 
m' 

and by using the initial conditions s0 (0) = 1 and s0 (m) = 0 form=/= 0. Finally, 

m 
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by virtue of (3.25). Numerically, the state metrics computed by (3.26) tend to zero 

very quickly for large J\[. As a result, the recursive relation (3.26) is modified to 

sk(rn) = L Ak sk ... 1 (m') 6k(m', m), 
m' 

where Ak is a scaling factor such that l::m sk(rn) = 1. In this case, 2:::~ 1 log(Ak) = 

-log(IP(a.v)) and hence, 

(3.27) 

by using (3.24) [178, 180]. 

The information rates obtained by using the left-hand side of (3.27) as an estimate 

for h(a) are plotted versus the sequence length, N, in Fig. 3.11. The information rates 

presented are for OIM-OOK with double-jump receiver (n = 1), at a normalized 

delay spread of 0.2 and different values of PtHoff&/az. The standard deviation of 

the information rate simulated over the range 104 < N ~ 105 is normalized to the 

information rate simulated at N = 105 . This normalized standard deviation ranges 

from about 0.02 at PtHoff&/az = -5 dBo to about 0.001 at +5 dBo. That is, 

the rates almost converge to a constant value for N > 101 as shown in Fig. 3.11. 

Therefore, a sequence length of N = 105 is used to compute the information rates 

presented in this section. 

Fig. 3.12 compares the information rates of Rect-OOK with vVMF receiver, and 

OIM-OOK with double-jump receiver (n = 1) over the indoor diffuse optical channel. 

The information rates of OIM at D/Tii = 0.2 are equivalent to the values in Fig. 3.11 

at N = 105
. At both high and low delay spreads, the information rate of OIM­

OOK with the simple channel-independent double-jump receiver is higher than that 
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Figure 3.11: Information rate versus the sequence length, JV, for OIM-OOK with 
double-jump receiver (n = 1) at a normalized delay spread of 0.2. Results are presented 
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of Rect-OOK with the complex vVMF receiver. This shows that, in the case of equally 

likely binary inputs, OIM-OOK is fundamentally better than Rect-OOK while being 

significantly less complex. Notice that, at a normalized delay spread of 10-2 , the gain 

in optical SNR of OIM-OOK with double-jump receiver over Rect-OOK is about 

1.5 dBo as shown in Fig. 3.12. This gain corresponds to the 1.5 dBo optical power 

gain in Fig. :3.6 and equation (3.23) at low delay spread. 

Fig. 3.13 compares the information rates versus normalized channel delay spread 

a.t PtHo~/az = 3 dBo. At V/Tb = 0.2, the information rate of OIM-OOK with 

double-jump receiver is 14.5% higher than that of Rect-OOK, while its rate when 
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using a \VMF receiver is 17.9% higher than that of Rect-OOK with \VMF receiver. 

At the same delay spread, the rate of OIM-OOK with double-jump receiver is 11.53 

higher than that of Rect-OOK with vVMF receiver, at a much reduced complexity 

cost. Thus, in all cases 0Hv1 provides a significant gain in information rate over 

rectangular modulation while simultaneously reducing the complexity of the receiver. 

At a low delay spread of 10-2 , the rate of OIM-OOK with WMF receiver is much 

higher than with the double-jump receiver. However, as mentioned earlier, matched 

filtering to a narrow transmitted pulse is difficult to implement in practice. 
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3.6 Conclusions 

This chapter defines OIM which provides good optical power efficiencies for tempo-

rally dispersive optical wireless channels, at a lmv implementation complexity. A key 

insight of OIM is that it confines the useful information to the lowpass region of the 

spectrum. The higher frequency regions, which are attenuated by the channel, carry 

no independent information and are only used to satisfy the channel amplitude con-

straints. As a result, the detector operates on the lowpass region of the spectrum and 

can be implemented with a simple lowpass filter whose design requires no knowledge 
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of the channel impulse response. OIM provides high optical power gain over Rect­

PAM and Rect-PPM over a wide range of channel delay spreads. Moreover, it has 

been shown that the information rate of OIM is higher than that of Rect-OOK over 

a wide range of delay spreads. 

The next chapter treats the modulation design problem for spatially dispersive 

optical \Vireless channels, which arc 2D generalizations of the temporally dispersive 

optical wireless channels considered in this chapter. 
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Chapter 4 

Halftoned Spatial Discrete 

Multitone Modulation 

4.1 Introduction 

This chapter treats the modulation design problem for indoor point-to-point wireless 

optical MIMO channels. ·while indoor wireless optical diffuse channels, treated in 

Chapter 3, use wide-angle transceivers and do not assume the existence of a line­

of-sight between the transmitter and receiver, indoor point-to-point wireless optical 

MIMO channels use imaging-type transceivers and assume the existence of such a line­

of-sight. Comparing the channel models (2.5) and (2.11) of the diffuse and 1'1IIV10 

channels, it is evident that both channels share the same general dispersive model, 

however, the dispersion occurs in different domains. f(n· diffuse channels, the dis­

persion is in the temporal domain, whereas it is in the spatial domain for MIMO 

channels. \Vhile temporal degrees of freedom have been used in Chapter 3 for modu­

lation design over indoor wireless optical diffuse channels, spatial degrees of freedom 
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are used in this chapter for modulation design over indoor point-to-point wireless 

optical MHvfO channels. 

Indoor wireless optical MIMO links employ the spatial dimensions to improve the 

performance of point-to-point links [9, Chapter 7]. As mentioned in Sec. 1.2.1, they 

have been used in different applications, such as holographic data storage [35-37], 

page-oriented optical recording [38, 39], 2D barcodes [40, 41], and MIMO wireless 

optical communications [6, 42-44]. An example of an indoor point-to-point wireless 

optical MIMO link is shown in Fig. 2.6. Information is conveyed through the channel 

by transmitting a time-varying 2D optical intensity image. As in (2.11), the channel 

is modelled as a linear space-invariant system, characterized by the PSF, which is 

the spatial optical intensity impulse response of the system. The transmitter is an 

SLM consisting of a 2D array of pixels, while the receiver consists of a 2D array of 

photodetector pixels. The constraints (2.12) and (2.13) imply that the transmitted 

signal should be non-negative, and the average transmitted power is given by the 

average image amplitude rather than the average square amplitude as in conventional 

electrical channels. As a result of these amplitude constraints, the direct application 

of conventional RF signalling theory is seldom efficient. 

As mentioned in Sec. 1.2.1, in ''pixel matched" channels, each receive pixel images 

a single transmit pixel and requires strict spatial alignment between transmitter and 

receiver in order to avoid inter-channel interference. To avoid this practically difficult 

condition, a recent signalling technique has been introduced in [57,58] which does not 

require such strict alignment. However, the transmitter array is assumed to be able 

to generate multiple (e.g., 256) intensity levels, and the non-negativity constraint of 

the generated image is not considered explicitly, rather, amplitudes are clipped to 
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ensure that the constraints are met. 

In this chapter, the earlier work in [57, 58] is extended by considering transmitter 

arrays in which each pixel is able to output a binary-level intensity, i.e., on or off. 

Such transmitters are far simpler to construct than those previously assumed and can 

be operated at very high frame rates. The non-negativity constraint is treated explic­

itly through the design of modified halftoning algorithms that produce binary-level 

transmit images. First order noise shaping filters are used to shape the quantization 

noise away from the data bearing spatial spectral regions. Thus, excess degrees of 

freedom in spatial frequency domain are exploited to provide binary-level output im­

ages which satisfy all amplitude constraints while maintaining the relaxation on strict 

spatial alignment [158160]. The results presented in this chapter can be extended 

by considering multi-level quantization and/or higher order noise shaping filters as 

in [166, 186]. 

4.2 Spatial Discrete Multitone Modulation 

Discrete multitone (DMT) is a modulation scheme developed for frequency selective 

channels [187], [170, Sec. 12.2.2]. Spatial discrete multitone (SDMT) modulation is 

a generalization of DMT to 2D spatial frequency [57, 58], [9, Sec. 7.5]. An appealing 

advantage is that SDMT is insensitive to the receiver sampling phase, and hence, 

strict alignment between the transmitter and receiver is not necessary. 

Let the transmit SDMT symbol, x(n1, n2 ), be an image of N1 x N2 pixels, and 

let X(ki, k2) be the discrete Fourier transform (DFT) of .T(ni, n2). The complex 

data to be transmitted are loaded into frequency bins such that Hermitian symmetry, 

X ( k1 , k2 ) = X* ( N1 - k1 , N2 - k2), is satisfied in order to guarantee real transmit 

95 



Ph.D. Thesis - Mohamed D. A. Mohamed McMaster Univ. - Electrical Engineering 

Data data 
loading 

;:-1 cyclic 
extension 

Figure 4.1: SDMT transmitter block diagram. 
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Figure 4.2: SDMT receiver block diagram. 

images. As shown in Fig. 4.1, the transmit SDMT symbol is given by the inverse 

where the inverse DFT is denoted by F- 1
. The receive image is equal to the linear 

convolution of the transmit image and the channel PSF. By appending a cyclic ex-

tension [58, 187] around the transmit SDMT symbol, whose size is at least half the 

channel memory, the periodicity assumption of the DFT is satisfied. In this case, the 

channel model (2.11) can be simplified in discrete spatial frequency domain (k1 , k2 ) 

as 

( 4.1) 

where H0 is the channel DC-gain, Y(k1, k2 ) and Z(k1 , k2) are the DFTs of the receive 

symbol and channel additive Gaussian noise respectively, and JJ(k1 , k2 ) is the OTF 

which is normalized to have unity DC-gain. Upon reception, the cyclic extension is 

removed by cropping the received image to the SDMT symbol as shown in Fig. 4.2. 

Since the transmit and receive images are defined over rectangular spatial regions, 

both the 2D DFT and the 2D inverse DFT are separable, which allows for their 

efficient implementation. 
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Figure 4.3: An example SD MT syrnbol, X ( k1, k2), of 256 x 256 pixels with a cyclic 
extension of width 8 pixels. For clarification, \vhite border lines separate the SDMT 
symbol from its cyclic extension. 

An example transmit image is shown in Fig. 4.3, which is composed of an SDMT 

symbol surrounded by its cyclic extension. After the cyclic extension removal at the 

receiver, the DFT, denoted by :F, is computed as shown in Fig. 4.2. For such SDtv1T 

systems, channel equalization is a complex multiplication by 11011 tk
1
,k

2
) per spatial 

frequency bin [fi8, 187]. That is, 

Therefore, the indoor point-to-point wireless optical MIMO channel can be consid-

creel as a number of parallel Gaussian channels in spatial frequency domain, and the 

aggregate capacity, in the absence of amplitude constraints, is maximized by a water 

pouring algorithm over the spatial frequency channels [183, Chapter 10] , [58]. 
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In [57, 58], the water pouring algorithm has been applied in absence of the non­

negativity amplitude constraint, and the signal amplitude has been clipped in order 

to satisfy the constraint. However, due to the constraints of the spatial intensity 

domain, pouring power to the spatial frequency domain is not straight forward, and 

does not necessarily maximize the capacity [57,58]. Moreover, the complexity of the 

technique in [57, 58] is increased since it requires an SUvI capable of outputting a 

continuous range of intensities with a high dynamic range, as is noted in electrical 

DMT systems. In the next section, halftoned spatial discrete mult'itone (HSDMT) 

modulation, is proposed to rnitigate these difficulties. 

4.3 Binary-Level 2D Optical Channels 

In an effort to reduce the complexity of the transmitter, SL.Ms with binary-level 

output are considered. Binary-level signalling over the 2D optical wireless channel 

simplifies not only the SLl\/I design but also ensures that the channel non-negativity 

constraint can be easily met since dark/bright pixels are only transmitted over the 

channel. 

Two popular examples of such binary-level SL1fa include digital micro-mirror 

devices (DMD) and arrays of vertical-cavity surface-emitting lasers (VCSELs). Com­

mercial DIVIDs can operate at switching speeds of 40 kHz with array sizes of 1024 x 768 

mirrors [188, DLP@ DiscoveryTM 1100], while faster DMDs whose S\vitching period 

is about 8-16 µsec are used to eliminate motion blur in high-definition television [188, 

DLP@ HDTV]. A 540-element array with 1080 VCSELs has been produced for op­

tical interconnect in which each pixel can be modulated in excess of 200 Mbps [189]. 

An integrated solid-state array of transceivers has been designed to operate at 155 
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0 -+ k1 
. k2 k2 

Figure 4.4: A Gaussian OTF, H(k1, k2) = exp (- 2w~ - 2w~ ), where w1i1 and Wh2 
h1 h2 

are measures of the O'J'F widths. The in-band and out-of-band regions are indicated. 

Mbps per pixel, where arrays of resonant cavity LEDs are bonded to arrays of C.tvIOS 

driver circuits [190]. 

The high frame rates permit many channel uses per second, while the large number 

of pixels gives many spatial degrees of freedom. Since the OTF of the channel is 

typically spatially lowpass, it is not possible to transmit data in high spatial frequency 

modes as these modes are effectively filtered by the channel. That is, these modes are 

excess degrees of freedom that are available at the transmitter, but not supported by 

the channel. The high-frequency modes are termed the out-of-band region, while the 

low-frequency modes which carry independent data are termed the in-band region. 

These spatial frequency regions are indicated in Fig. 4.4 for a Gaussian OTF. 

In this section, a method that utilizes these out-of-band spatial modes is proposed 
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to satisfy the channel non-negativity constraint by producing binary-level output im­

ages while achieving high communication rates that approach the rates of uncon­

strained continuous SLM transmitter. 

4.3.1 Digital Irnage Halftoning 

In image processing, digital image halftoning is defined as the process of converting a 

continuous-tone image to a binary-level one which is perceptually close to the original 

continuous image [191, 192]. The difference between the two images is termed q11an­

ti::alion noi8e. The perceptual quality of the image is dominated by the low spatial 

frequency region since the human visual system is more sensitive to this region of the 

spectrum. Therefore, the PSD of the quantization noise is shaped to the high spatial 

frequency region where the human visual system is not sensitive. 

Error diffusion halftoning is the most popular ha1ftoning algorithm first proposed 

empirically by Floyd and Steinberg in 1975 [193]. Later, Anastassiou defined a rigor­

ous unifying framework linking .6.l:; modulation and error diffusion halftoning [194]. 

He showed that the error diffusion algorithm is an extension of .6.I: modulation to 

two dimensions and that both algorithms are oversampled analog-to-digital convert­

ers that rely on the spectral shaping of quantization noise. The error diffusion system 

used in this work is surrounded by a dashed box in Fig. 4.5. The error diffusion feed­

back filter j(n1 , n2 ) was chosen empirically by Floyd, however, others have presented 

more rigorous designs based on classical filter theory [195]. An all-optical implemen­

tation of the error diffusion algorithm has been described in [196], where all pixel 

quantizations are computed in parallel. 

In 2D optical intensity communication channels, considered here, the perceptual 
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Figure 4.5: HSDMT transmitter block diagram. 

quality of the transmitted images is not of concern. Instead, the goal is to design a 

series of binary-level images which ma.ximize the rate at which reliable communication 

can take place over the channel. Since the channel OTF is analogous to the lowpass 

human visual system, data are loaded into spatial frequency bins where the channel 

attenuation is low. Halftoning is then used to produce a binary-level transmit image 

in which the quantization noise is shaped to the out-of-band frequency bins that are 

heavily attenuated by the channel OTF. This high frequency quantization noise will 

be filtered out by the channel and the received image will be a continuous-tone image 

which carries the transmitted data along with some residual quantization noise. 

In Fig. 4.5, let q be the quantizer error, and ij = v - :.r: be the closed loop quan-

t'ization noise, where x and v are the input continuous-tone image and the output 

halftoned image respectively. Therefore, 

(4.2) 
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where Q(k1, k2 ) and Q(k1, k2 ) are the DFTs of q(n1, n2) and ij(n1, n2 ), respectively, 

and .J(k1 , k2 ) is the DFT of the feedback filter. The PSD of the quantization noise, 

ij, is given by 

(4.3) 

where <Pq(ki, k2 ) is the PSD of the quantizer error, q. That is, the power of the 

quantizer error is shaped by the noise power shaping function ll - .J(k1 , k2 )12. In 

order to shape the quantizer error power to the out-of-band region, the error diffusion 

feedback filter J(k1 , k2 ) is chosen to be a unity DC-gain filter such that the noise power 

shaping function ll - J(k1 , k2)1 2 will have a null at DC. 

4.3.2 Halftoned Spatial Discrete Multitone Modulation 

The binary-level SDMT communication system based on halftoning is shown in 

Fig. 4.5. The SDI\i1T transmit symbol, x(n1 , n2 ), is formed as described in Sec. 4.2 

and is the input of the error diffusion system. A cyclic extension is added to the 

halftoned image and the frame is biased by a constant. bias of + 1 to satisfy the non­

negativity constraint. Finally the entire frame is multiplied by Pt to scale the output 

levels to {O, 2Pt}· Since the input continuous SDMT symbol, x(n1 , n2 ), is assumed 

to be zero mean, the output halftonecl binary image, v(n1 , n2 ), is also zero mean, and 

hence the average transmit optical power is equal to Pt. That is, the transmitted 

signal is Pt [x(n1 , n2) + ij(n1, n2) + 1]. 

The received image is calculated by replacing X(k1 , k2 ) in (4.1) by the DFT of 
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the transmitted signal, 

Y(k1, k2) = 

Pt Ho [ X(k1, k2) + Q(k1, k2) + NiN2o(k1, k2)] H(k1, k2) + Z(k1, k2)· (4.4) 

Channel equalization is done at the receiver by dividing ( 4.4) by PtH0H(k1, k2 ), which 

yields 

where 

is the effective channel Gaussian noise. That is, the effective received SDMT symbol 

is equal to a DC-biased version of the transmit SDMT symbol contaminated by two 

noise components: CJ(k1 ,k2 ) and Z(k1 ,k2 ) whose PSDs are 'Pq(k1 ,k2 ) and 'Pz(k1,k2 ) 

respectively. 

4.3.3 Linearized Analytical Model 

The analysis of this error diffusion system is not straightforward because the binary-

level quantizer is a highly nonlinear element. A conventional simplifying assump-

tion is to linearize the quantizer by assuming that the quantizer error, q, is signal-

independent as shO\vn in Fig. 4.6 [197, Sec. 2.3], [198, Chapter 14]. This assumption is 

more likely to be valid for small input electrical power, a; [197, Sec. 2.3], [198, Chap­

ter 14]. Moreover, since it is difficult to determine the distribution of the quantization 
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Figure 4.6: Linearized HSDM'l' transmitter block diagram. 

noise, ij, a simplifying assumption that it is Gaussian distributed is made in order 

to have tractable expressions. This assumption represents a worst case study since 

the worst additive noise, that minimizes the mutual information between the chan-

nel input and output, subject to average power constraints is a Gaussian distributed 

noise [199]. According to this assumption, <P9(k1, k2)+<P2 (k1 , k2) defines the Gaussian 

noise "bmvl" over which the total available electrical power is poured in order to maxi-

mize the aggregate channel capacity [183, Chapter 10], [58]. If <Pq(k1, k2) » <P,;;(k1, k2) 

in the in-band region, the quantization noise dominates and the system is termed 

quantization noise-limded. On the other hand, if <P9(k1 , k2 ) ~ <P,;;(ki, k2) in the 

in-band region, the channel noise dominates and the system is then termed optical 

power-limited. Examples of quantization noise- and optical power-limited systems are 

presented in Sec. 4.4. 

Notice that the non-negativity constraint is no longer an issue while pouring 

power to the bowl <P9(k1, k2) + <P,;;(k1, k2 ), as was the case in [57, .58], because the 
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output image is a binary one. Let <I>x(k1 , k2 ) be the electrical power allocated to the 

complex frequency bin (k1 , k2 ) such that the total frame electrical power is equal to 

Ni~IV2 L <P:r.(k1, k2) = er; N 1N2 for some fixed input electrical power er;. Then, the 

aggregate system capacity C is given by 

(4.5) 

where <I>x(k1 , k2 ) is calculated by the water pouring algorithm to maximize the ca-

pacity C [18:3, Chapter 10], and no power is poured to the DC-bin, i.e. <I>x(O, 0) = 0, 

because a constant DC-level of Pt is added to each frame such that the transmit 

signal satisfies (2.10). 

Notice that the expression in (4.5) for the capacity is only valid under the afore-

mentioned simplifying assumptions of signal-independent quantizer error, q, and 

Gaussian quantization noise, ij. In fact, the larger the electrical power of the quan-

tizer input, the more likely the quantizer is to saturate, and the more likely the 

signal-independence assumption is to fail. In this case, the halftoning system is said 

to be unstable, where the system instability means that the quantization noise is much 

higher than that predicted by the linearized model [197, Chapter 4]. In Sec. 4.3.4, 

upper bounds that are necessary to ensure the consistency of the system model are 

deduced on the total input electrical power and feedback filter energy. 

4.3.4 Halftoning Design 

In Sec. 4.3.3, the quantizer is linearized by assuming that the quantizer error, q, is 

signal-independent as shown in Fig. 4.6. Moreover, it is conventional to assume that 
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q is white with variance O"~ [197, Sec. 2.3], [198, Chapter 14]. In this case, ( 4.3) can 

be written as 

(4.6) 

where the PSD of q is <I>q(k1 , k2) = N1 N2 O"~. The total quantization noise power, in 

all complex frequency bins, after noise shaping is given by: 

I: <I>q 
k1,k2 

(4.7) 

where 

is the feedback filter energy, and the fa.ct that ""'£, J(k1 , k2 ) = N1 N2.f (O, 0) is used. 

Therefore, the total quantization noise pmver increases with the filter energy Ej. 

Ifowever, high values of Ej are not problematic as long as the noise is well shaped 

to the out-of-band region that is attenuated by the channel OTF. The key point is 

to rna.ximize the channel capacity, defined in (4.5), and not to minimize the total 

quantization noise power. 

Using tlw signal-independence and \vhiteness assumptions of q, the variance O";,, of 

the input to the quantizer can be written as 

(4.8) 

where O"; is the average electrical power of the input SDr..·1T signal as shown in Fig. 4.5. 

The availability of some information about the statistical properties of the input 
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SDMT signal can further aid the estimation of the quantizer error power O';. The 

amplitude of DivIT signals is known to closely approximate Gaussian distributed 

signal [200, Sec. ~L3]. i\foreover, from (4.2) and the Gaussianity assumption of the ij, 

the quantizer error q is also Gaussian. Consequently, the input w to the quantizer is 

Gaussian distributed as well, and the quantizer error power is given by 

O'~ - j~f~' fw(w)(-1 - w)2dw + 100 

fw(w)(l - tu)2dw 

- 1 + (}~ - 40'w / .J2;i-, (4.9) 

where fw(w) is a zero-mean Gaussian probability density function with variance O'~. 

Solving (4.8) and (4.9) for O'w, 

(4.10) 

Therefore, O",; can be estimated from knowledge of a.; by using (4.9) and (4.10). For 

a-w to be real, the discriminant under the square root in (4.10) must be non-negative, 

and hence, the following upper bound on a-; exists when Ej > 1, 

(4.11) 

Since O'; ~ 0, then so too is the right hand side of ( 4.11). Hence, the following upper 

bound exists on the feedback filter energy, Ej, 

7r 
Ej < -- ~ 2.75. 

- 7f - 2 
(4.12) 

That is, for the model to be consistent with the assumptions made, the feedback filter 
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energy cannot exceed 2.75, and the input electrical power cannot exceed the bound 

in ( 4.11) when Ej > 1. Results obtained by using this model are compared to those 

obtained by simulations in Sections 4.4 and 4.5 

4.4 Example: Pixelated Wireless Optical Channel 

The pixelated wireless optical channel (2.11) is introduced in [57, 58], where each 

transmitter element is assumed to be able to generate 256 intensity levels. Addi-

tionally, the non-negativity constraint of the generated image was not considered 

explicitly, rather, amplitudes are clipped to ensure non-negativity. In this section, 

HSDJ\:IT is applied to the channel measured in [57, 58], and the obtained channel 

capacity is compared to the results of [57, 58]. 

4.4.1 Simulation Setup 

In Sec. 4.3, it has been assumed that the quantizer error is white and signal-independent 

with variance (}~. It is also assumed in the simulations that the channel noise is white, 

Gaussian, and signal-independent with variance (}~ per pixel. Therefore the PSD of 

the effective noise Z is equal to 

where 

Pt Ho 
p=-­

(J z 
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is the optical SNR. Substituting from (4.13) in (4.5), the capacity is given by 

(4.15) 

and by further substitution from ( 4.6), it is given by 

(4.16) 

As defined in Sec. 4.3.3, the system is quantization noise-limited if p » l/O'q, and is 

optical power-limited if p « 1/0'q. 

In the simulations presented in this section, it is assumed that spatial syuchro-

nization is achieved through scaling of the imaging optics such that the system mag-

nification is unity and both the transmitter and receiver have the same number of 

pixels [58], [9, Sec. 7.5.2]. The presented results can be extended by considering links 

with non-unity magnification as in [165, 166]. The transmitted image is required to 

be in the FOV of the receiver, while strict alignment between the transmitter and 

receiver is not necessary. The simulations are done for a square frame N 1 = N2 = N, 

and a unity DC-gain Gaussian OTF, 

( 4.17) 

where Wh1 and Wfi 2 are measures of the OTF widths, and k1 and k2 are integers in 

the range { - l 11-J, l N:; 1 J } , where l:r J is the greatest integer that is less than or equal 

to x. In all simulations, the channel parameters are taken from a measured pixelated 

wireless optical channel [58], and the para.meters are presented in Table 4.1. 
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Table 4.1: Measured parameters of a pixelated wireless optical channel in (57,58]. The 
measured pis a worst case, calculated at the highest noise variance measured in (57,58]. 

154 41.01 41.85 56.05 

All the measurements presented in Table 4.1 were done for a single receiver array 

with N = 154 pixels. For a given imager size, the receiving pixel area is inversely 

proportional to the number of pixels, N 2
• Since, as mentioned in Sec. 2.3, both the 

DC-gain, H 0 , and the channel noise power, a;, are directly proportional to the pixel 

area, then both of them are inversely proportional to N 2 . Therefore, in light of ( 4.14), 

p is inversely proportional to N, and the following appropriate scaling of p is used 

during simulations 

(4.18) 

where pN is the value of p when the imager is N x N pixels, and p154 is the value of 

p when the imager is 154 x 154 pixels, given in Table 4.1. Notice that the effect of 

changing the pixel area on the bandwidth of the OTF is negligible due to the very 

small pixel size relative to the PSF size as mentioned in Sec. 2.3. 

The Gaussian OTF in ( 4.17) is plotted in Fig. 4. 7 for N = 256 and N = 512. 

Due to the assumption that the imager size is fixed, increasing N results in a corre-

sponding increase in the number of out-of-band spatial frequency bins as shown in 

Fig. 4.7(b). These extra out-of-band degrees of freedom can be used to accommodate 

the quantization noise power as shown in the next section. 
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Figure 4.7: The Gaussian OTF of (4.17) for N = 256 and N = 512. Values of wh 1 

and w1i2 are as in Table 4.1. 

4.4.2 Halftoning Design 

In this example, the following form for the error diffusion feedback filter is proposed 

.i(O, 0) 0, 

j(O, 1) - j(l , 0) =a, ( 4.19) 

j(l,1) 1- 2a. 

This filter is symmetric, causal, has unity DC-gain, and is among the simplest feed-

back filters that can be used for digital halftoning. The short length of the filter makes 

it faster and less complex to implement in real time. Another attractive feature is 

that a single parameter, a, indexes the entire family of filters . In this case, 

(4.20) 
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0.7 0.75 0.8 0.85 0.9 0.968 
a 

Figure 4.8: The upper bound (4.11) on a;. 

Substituting from (4.20) in the bound (4.12), a is restricted to the interval 

-0.3 < a < 0.968, (4.21) 

in order for the model to be consistent. For a E (-0.3, 0) or (0.667, 0.968), then E.i > 1, 

and the upper bound ( 4.11) on a; is necessary. Notice also that £J is increasing with !al 

on these two intervals. This upper bound is plotted in Fig. 4.8 for a E (0.667, 0.968), 

where it is shown that smaller values of a_; are required for higher values of a. This is 

attributed to the fact that higher values of a~ can saturate the binary-level quantizer, 

which consequently causes system instability as mentioned in Sec. 4.:3.3. Since a~ is 

the sum of a; and a~£J, from (4.8), then a smaller a; is required when £J is high in 

order to prevent quantizer saturation. In the simulation results that follow, a; = 0.1 

is used which satisfies the upper bound ( 4.11) for all values of a considered. 

A cross-section for k1 = k2 through the noise power shaping function I 1-J ( k1 , k2 )12 
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Figure 4.9: Cross-sections of the noise power shaping function, ll --- J(k1, k2)1 2, for 
ki = k2 and a variety of feedback filter parameters a. 

is plotted for different values of a in Fig. 4.9. It is straight forward to show that for 

a = 1/3, £J is minimized. Consequently, a. = 1/3 minimizes the total quantization 

noise power, in (4.7). However, a. = 1/3 is not necessarily the best choice for J 

since the goal is to minimize the residual quantization noise in the spatial frequency 

bins which carry data, rather than minimizing the total quantization noise power. 

From the figure, it is evident that maximizing a is desirable, within ( 4.21), in order 

to widen the low quantization noise region around DC. The noise power shaping 

function, ll - J(k1, k2 )1 2
, is plotted in Fig. 4.10 at a= 0.9. 
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Figure 4.10: The noise power shaping function , ll - .J(k1,k2)1 2 , for N = 256 and 
N = 512. The error diffusion filter para.meter is taken as a = O.~). 

and 4.12 for N = 512 and N = 256, respectively. In general , the shape of the noise 

bowl depends on both the OTF and the noise shaping function. Comparing the bowls 

in Fig. 4.ll(a) and Fig. 4.12(a), the shape of the noise bowl is dominated by the OTF 

at N = 512, and by the noise shaping function at N = 256. In order to rnax:imize 

the capacity, power is poured over such noise bowls according to the water pouring 

algorithm [18~), Sec. 10.4]. The capacity-maximizing power allocations arc also shown 

in Figs. 4.ll(b) and 4.12(b). 

The error diffusion halftoning is performed by processing the input image, x(n1, n 2), 

in a raster scanning fashion as shown in Table 4.2. An example of a continuous-tone 

image is shown in Fig. 4.1:3 for N = 512, along with the corresponding halftoned 

image and their spectra. The complex data to be transmitted are loaded to the low 

frequency bins of the continuous-tone image as implied by the water pouring allo-

cation of Fig. 4.ll(b). By comparing the spectra in Figs. 4.13(c) and 4. 13(d), it is 
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Figure 4.11: Optical power-limited system. 'l'he noise bowl, N1N2(T~ll - J(k1, k2)1 2 + 
N1N2/lpH(k1, k2)1 2

, and the water pouring power allocation are shown for N1 = N2 = 
512. The error diffusion filter parameter is ta.ken as a = 0.9, w1i1 and w1i2 as given in 
Table 4.1, and pas given by (4.18). An example transmit image is shown in Fig. 4.13. 
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Figure 4.12: Quantization noise-limited system. The noise bowl, N1N2a~ll -
J(k1,k2)1 2 + N1N2/lpII(k1,k2)1 2

, and the water pouring power allocation are shown 
for N1 = N2 = 25G. The error diffusion filter parameter is taken as a = O.D, w1i1 and 
'Whz as given in Table 4.1, and p as given by (4.18). An example transmit image is 
shown in Fig. 4.14. 

evident that the data can be recovered from the low frequency region of the halftoned 

binary-level image. A great majority of the quantization noise power is shaped to the 

out-of-band region, which is indicated by the four high power corners of the halftoned 

image spectrum. In this case, the system is optical power-limited as the effect of quan-

tization noise is mild, and the shape of the in-band power allocation is dominated by 

the OTF. 

A similar example is shovvn in Fig. 4.14 for N = 256. The complex data to be 

transmitted are loaded to the low frequency bins of the continuous-tone image as 
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Table 4.2: Raster scanning procedure. The feedback filter, j(ni. n 2 ), is assumed to be 
causal and haw support on n1E{O,1, · · ·, l'vf1 - 1} and n2E{O,1, · · ·, lvh - 1}. 

Input: a:(n1, n2 ) and j(n1, n2 ) 

Output: v(n1, n2) 
1 initialization: 't/n1, n2, w(ni, n2) = a:(n1, n2); 
2 for n1 = 0 to N1 - 1 do 
3 for n 2 = 0 to N2 - 1 do 

{ 
+1 ifw(n1,n2) ::'.'.: 0 

v(n1 n2) = 
4 ' -1 otherwise 

5 q(n1, n2) = v(n1, n2) - 'w(n1, n2); 
6 for m 1 = 0 to Afi - 1 do 
1 for m2 = 0 to 1\-12 - 1 do 
s I w(n1 + rn1, n2 + rn2) = w(n1 + m1, n2 + m2) - q(n1, n2) j(m1, m2); 
9 end 

10 end 
11 end 
12 end 

implied by the water pouring allocation of Fig. 4.12(b). In this case, the system is 

quantization noise-limited due to the reduced number of out-of-band spatial modes 

to which quantization noise can be shaped, and the shape of the in-band power 

allocation is dominated by the quantization noise shaping function ll - J(k1 , k2 )12. 

Qualitatively, data can not be fully recovered from the low frequency region of the 

spectrum of the halft:oned image because of the in-band quantization noise. As will 

be shown in Sec. 4.4.3, the reduction in capacity resulting from reducing N from 512 

to 256 is nearly 51.7%. 

Notice that the capacity of the HSDMT system, or any finite-level SDlVIT sys­

tem, is upper bounded by that of a continuous SDMT transmitter with the same er; 
neglecting the non-negativity amplitude constraints. This upper bound is given by 
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continuous-tone image halftoned binary-level image 

continuous-tone image spectrum halftoned binary-level image spectrum 

Figure 4.13: Optical power-l'irnited system. (a) Continuous-tone image. (b) Corre­
sponding haJftoned image. (c) Spectrurn of continuous-tone image. (d) Spectrum of 
halftoned image. N = :312, a= 0.9, a;= 0.1, Wf!J and Wh2 as given in Table 4.1, and p 

as given by (4.18). 
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continuous-tone image halftoned binary-level image 

continuous-tone image spectrum halftoned binary-level image spectrum 

Figure 4. 14: Qnantization noi8e-lirnited 8ystem. (a) Continuous-tone image. (b) 
Corresponding halftoned image. (c) Spectrum of continuous-tone image. (d) Spectrum 
of halftoned image. N = 256, a.= 0.9 , a;= 0.1, 'lL'h1 and wh2 as given in Table 4.1, and 
pas given by (4.18) . 
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Figure 4.15: Iterations used in simulations to evaluate <I>q(k1, k2) and the power 
allocation. 

4.4.3 Discussion 

In this section, the capacity of the HSDMT system is estimated for a; = 0.1 and the 

system parameters given in Table 4.1 by two different procedures: (i) by using the 

linearized model to estimate a~, as in (4.9), and substituting in (4.16), and (ii) by 

simulations, where <I>q(k1, k2 ) is estimated by averaging over 1000 randomly generated 

frames and substituting this estimate in (4.15). The first procedure is based on 

the whiteness assumption of q and estimates <I> ii( k1 , k2) by using ( 4.6). \iVhereas, 

the second procedure does not require the whiteness assumption since <I>q(k1 , k2 ) is 

estimated from simulations. Notice that, with the second procedure, the measured 

<I>q(k1 , k2 ) affects the water pouring bowl \vhich in turn affects the power allocation 

over the complex frequency bins which again impacts the quantization noise. As a 

result, the iterative scenario shown in Fig. 4.15 is used during simulations to allow 

<I> ci( k1, k2 ) to converge to the correct value for power allocation. 

The results obtained from the linearized analytical model are compared to sim-

ulations in Fig. 4.16. It is evident that both model and simulations are in close 
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agreement. Notice that the capacity increa..ses with N due to the fact that the size 

of the out-of-band region increases with N 2 , and hence the quantization noise can be 

shaped further from the data bearing region as in Figs. 4.13 and 4.14. However, the 

capacity saturates to a limiting value as N increases. This is due to the fact that, 

although the number of channels increases as N2
, the electrical SNR (proportional 

to p2
) decreases at the same rate as in (4.18). Additionally, larger values of a lead 

to high channel capacities. This is due to the fact seen in Fig. 4.9, that larger a 

alknvs for lower residual quantization noise in the band of interest. Notice however, 

as mentioned in Sec. 4.4.2 and shown in Fig 4.8, as a increases, (j; must decrease to 

ensure stability of the halftoning modulator. 

Fig. 4.16 compares the capacity of the HSDMT system to an upper bound ob­

tained by employing a continuous unconstrained SDMT transmitter with the same (j;. 
The gap between the capacities of the binary-level transmission and the continuous­

amplitude transmission diminishes as N increases. This gap approaches zero in the 

limit N ~ oo as the in-band quantization noise also approaches zero on this limit. 

Thus, for a given OTF, increasing the number of excess spatial degrees of freedom 

allows a binary-level SDMT transmitter to approach the same capacity as the optical 

power-limited regime. 

Fig. 4.16 also compares the capacity of the HSDMT system to that of the experi­

mental 256-level SDMT system rnea..sured in [58] at N = 154. The coded rate achieved 

in [58] is also indicated at the same value of N. The binary-level system with a= 0.9 

achieves 57.~n% of the capacity of the 256-level system for N = 154. Thus, for small 

N, quantization noise-limited channels benefit greatly from multi-level output. The 

capacity of the continuous system is an upper bound for both the 256-level and the 
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Figure 4.16: Capacity of the pixelated channel versus N = Ni = N2 with a,~ = 0.1. 
Results of the linearized analytical model in Sec. 4.:~.4 are compared to those from 
sirrmlat.ions, and to those of a continuous SDl'vIT transmitter without. non-negativity 
constraint. The capacity est.irnate ( /:::;.) and code rate ( \1) achieved in [58] using 256-
level transmitter a.re also shown at N = 154. 

binary systems. At higher values of N, the capacity of the binary system approaches 

the coutinuous-arnplitude upper bound. For instance, the binary system (a = 0.9) 

achieves approximately 92.6% of the upper bound at N = 512, and nearly 99.8% at 

N = 1024. This suggests that employing more than two quantization levels is not 

necessary as N gets large, because the system is optical power-limited in this case, 

and quantization noise is effectively shaped out-of-band. 
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4.5 Experimental Prototype Pixelated Wireless Op­

tical Channel 

In this section, an experimental prototype of a pixelated wireless optical channel is 

constructed to measure the salient channel parameters [159]. Unlike Sec. 4.4, where 

the imager size has been assumed constant and increasing the number of receiving 

pixels has been achieved by decreasing the pixel size, a more practical assumption 

of having a fixed pixel size is considered in this section. This allows for p to be 

independent of the array size, N, and for the capacity to increase proportional to 

the number of pixels, N 2
, since the sizes of both the in-band and out-of-band regions 

increase with the same proportion. That is, if N is doubled, the number of complex 

frequency channels is multiplied by four, and so approximately is the capacity. 

4.5.1 Experimental Setup 

The transmitter is based on a commercial digital light processing (DLP) projector 

[201, LT30] which projects its image onto a flat wall. The circuitry of the projector has 

been replaced with a controller board for the DLP which allows freedom to transmit 

any sequence of stored images [188]. This configuration allows for frame rates of up 

to 10 kfps and a maximum resolution of 1024 x 768 pixels. The illumination source 

of the projector has been replaced with a metal halide machine vision illuminator 

that is coupled to the projector optics using a 1/2" fiber optic lightguide as shown in 

Fig. 4.17. 

The receiver is a high speed mega-pixel CMOS digital camera [202, MC1310] 

which captures the image projected on the wall. The camera is connected to a frame 
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Figure 4.17: l\1IMO link prototype setup 
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grabber [20:3, Odyssey XCL] using the full camera link configuration which is capable 

of transferring data at a maximum rate of 660 Megabytes per second (MBps). Digital 

recording software [204, Streampix] is used to capture and store the received frames. 

Temporal synchronization is achieved by using a signal generator card [205, Nl6601] 

that generates trigger pulses that drive both the transmitter and receiver. \Vhen a 

trigger pulse is received by the projector, an image is projected onto the wall. After 

a few microseconds delay, the camera starts integrating the spatial intensity image. 

The integration time of the camera is controlled by a programmable shutter, with 

exposure time less than the illumination period of the frame. 

The separation distance between the camera, and the projected image was set to 

1.1 m. The carnera was positioned to ensure that its optical axis aligns with that 

of the image in order to minimize the projective distortion. The focal length of the 

projector was adjusted to get unity magnification (i.e. image size in pixels is the same 

at both transmitter and the receiver). To mitigate hardware limitations and generate 

consistent measurements, the operating frame rate was fixed to 100 frames per second 

(fps), and the programmable shutter was used to adjust the exposure time such that 

the effective frame rate is given by the inverse of the exposure time. As the exposure 

time changes, the sensor gain was manually adjusted such that the histogram of the 

received image occupies the full dynamic range (0 to 25.5) of the sensor. Therefore the 

optical SNR is given by p = 127.5/0'z for the experimental prototype link considered. 

Channel noise measurements were performed by transmitting and receiving se­

quences of dark and illuminated frames. The channel noise consists of fixed pattern 

noise, due to variations over the sensor array, and signal-independent noise. For each 

frame rate, the fixed pattern noise is estimated by sending 1000 dark frames and 
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Figure 4.18: Measured noise variance, r.r;, of the experimental prototype link versus 
frame rate for different values of N. 

averaging over the received frames. The signal-independent noise is estimated by 

averaging over 1000 dark frames and 1000 illuminated frames. By assuming that 

the noises of neighboring pixels are independent, the complex noise in t:he discrete 

frequency domain is white. The measured values of O"; are plotted versus frame rate 

in Fig. 4.18. 

Since the OTF is the Fourier transform of the channel impulse response, it can 

be measured by computing the Fourier transform of the received image given that a 

spatial intensity impulse is transmitted. The transmit impulse can be approximated 
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by turning a single transmit pixel on, while all other pixels are kept off. However, 

the received power in this case is very low to be accurately detected by the receiver 

array. Therefore, the channel OTF is measured by sending a narrow spatial pulse 

(2 x 2 pixels) at different positions in space (top left, top right, center, bottom left, 

and bottom right). For each pulse position, 1000 frames were captured and the 

average OTF was computed. Using least-squares fitting, the average OTF is fitted to 

a 2D Gaussian shape. The obtained widths are U'hi = 137.12 and w1i2 = 141.16 for 

a 768 x 768 frame. Therefore, 'Wh 1 = 137.12 x .f~s and Wh2 = 141.16 x f~8 are used 

in simulations. It is also possible to measure the OTF by performing a 2D frequency 

sweep. That is, by sending a sequence of all spatial harmonics, and measuring the 

corresponding frequency response. However, this approach is difficult in practice since 

the number of spatial harmonics is on the order of N 2
. 

4.5.2 Halftoning Design 

As in Sec. 4.4.1, the receiver is N xN pixels, while the transmitter is (N +IV) x (N +IV), 

where N is the width of the cyclic extension. The feedback filter is taken as 

j(O, 0) - 0, 

j(O, 1) - j(l, 0) = 0.9, 

j(l,1) -0.8, 

and a; = 0.2 is used, which satisfies the upper bound ( 4.11) that is necessary for the 

modulator stability. At this value of a;, the cross-correlation between the signal and 
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the quantization noise, 

is about 2.53, where /lq = 1~2 Ll=>j(n1,n2 ) and fl·x = 1~2 LL~c(n1 ,n2 ). The 
n1 n2 n1 n2 

higher a~, the higher the correlation, which violates the aforementioned assumption 

of signal-independent quantization noise. 

An example of a continuous-tone image is shown in Fig. 4.19 for a frame rate of 

7.142 kfps, along with the corresponding halftoned image and their spectra. Corn-

paring the spectra in Figs. 4.19(c) and 4.19(d), it is clear that a great majority of 

the quantization noise power is shaped to the out-of-band region, and the system 

is optical power-limited. A similar example for a frame rate of 400 fps is shown in 

Fig. 4.20. The channel noise at this frame rate is far lower than that at the higher 

frame rate of Fig. 4.19, i.e. higher value of p. As a result, the system is quantization 

noise-limited. 

4.5.3 Discussion 

The capacity of the HSDMT system, or any finite-level SDMT system, is bounded 

above by that obtained by setting 1>q(k1 , k2 ) = 0 in (4.15). The capacity of the 

HSDMT system, measured in kilobits per frame (kbpf) and Mbps, is compared to 

this upper bound in Figs. 4.21 and 4.22 respectively. 

At a given frame size, the capacity per frame decreases with the frame rate in 

Fig. 4.21. This is because the channel noise variance, a;, increases with the frame 
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(a) continuous-tone image (b) halftoned binary-level image 

(c) continuous-tone image spectrum (d) halftoned binary-level image spectrum 

Figure 4.19: Optical power-l'imited system. (a) Continuous-tone image. (b) Corre­
sponding halftoned image. (c) Spectrum of continuous-tone image . (d) Spectrum of 
halftoned image. For 7.142 kfps, N = 256, o-;, = 0.2, wh1 = 49.57, wh2 = 48.29, and 
p = 2.13. The images are based on experimental measurements. 
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(a) continuous-tone image (b) halftoned binary-level image 

(c) continuous- tone image spectrum (d) halftoned binary-level image spectrum 

Figure 4.20: Q'Uantization noise-limited sy.stem. (a) Continuous-tone image. (b) 
Corresponding halftoned image. (c) Spectrum of continuous-tone image. (d) Spectrum 
of ha.lftoned image. For 400 fps, N = 256, a; = 0.2, w1i1 = 49.57, w1i2 = 48.29, and 
p = 20.83. The images are based on experimental measurements. 

130 



Ph.D. Thesis - Mohamed D. A. Mohamed Mdvlaster Univ. - Electrical Engineering 

............ ·.· ...... ·.· .... : ... ·.· .. : ............ ·.· ... · .......... : ..... ·: ...... . - . . . . . . . . . . . . . """"'' ..................................................................... . 

....... "."' .. -.• ·...:.·····:·····: .... : ... : ............. : .... : ......... : ...... : ...... . 
·············:···--..·~~··:····:···:·············:····:·········:······:········ 

: : ~-: ~~::: ... ·:·.::::: ::: : : :}~ :~: ~~::::::::::: ::: : : : : : : : : : : : : : ~:::::: ~::::::: ... 
. · .> ~·~· ~ ·: · · · · · · · ·N ;·1so· · · · · · · 

102 --a. 
..0 
~ 
_. 
~ -·c::; 
ro 
a. 
ro 
() 

101 

-.... :--.. ....... · ....... . · ..... : ... . · ... : ........ . - . . . . ....... 
. .... ... . -¢ . 
. ~- ..... : . . . . 

: : : : : : : : : : : : :;: : : : : : : :;: : : : : '.:: :~:~t><~:: :N ~:25£~::::: :~f: r:: :: : .. : ·:: 

..... 
. . ·>'·.: ......... : ..... ·:· ...... . 

.......................................... 
. . . . . . . . . . . . . : ........ : ..... : .... : ... : ......... :-.. .: .... : ......... : ...... : ...... . 

' ............. · ........ · ..... : .... · ... , ............... ,., ......... , .. ····:···· ... . 
. . . . . . 

-· -·~ ·-· G~ntin~ou~· · ·: · · · · · · · · · · · · ·:· · · ·: · . 

---H1~ary·: · · · ·:· · ·: · · · · · · · · · · · · ·:· · · ·!'· · · · · · ·: · .~. ~:· · 
.....___---..,.--____,..: -....,...: -: : N = ~ 28: : : 

10°.__ ______ _._ ____ _._ __ _.___. __ ...._ ______ _,_ __ ~ ____ _._ ____ ~--~ 

~ ~ ~ ~ "" "b< n...°-> n<-:> ._Cl, ~co rt' 1><i::s ro(:;:, co(:;} ..._(:;}" ,rt' n;,<:::>'J <-:><:::iv /\.. ..._,,.. ..._(:;}ro 

Frame Rate 

Figure 4.21: Capacity of the pixelated channel, in kbpf, versus frame rate with O",; = 
0.2. The linearized analytical model in Sec. 4.3.4 is compared to a continuous SDMT 
transmitter without non-negativity constraint. The presented results are based on the 
measured channel parameters. 
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Figure 4.22: Capacity of the pixelated channel, in Mbps, versus frame rate with 
a; = 0.2. The linearized analytical model in Sec. 4.3A is compared to a continuous 
SDMT transmitter without non-negativity constraint. The presented results are based 
on the measured channel parameters. 
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rate as shown in Fig. 4.18. Hence the system tends to be optical power-limited a..s the 

frame rate increases, and the capacity of the binary-level transmitter approaches the 

upper bound as shown in Figs. 4.21 and 4.22. 

On the other hand, the capacity in Mbps increases with frame rate, as in Fig. 4.22, 

at low and moderate frame rates. If the channel noise were uncorrelated in time, then 

(}; \vould increase linearly with the frame rate, and therefore, from (4.14), p would 

vary inversely as the square root of the frame rate. In this case, the capacity would 

saturate to a limiting value as the frame rate increases due to the fact that the 

number of channel uses per second increases as the frame rate, and the electrical 

SNR (proportional to p2
) decreases at the same rate. In Fig. 4.22, the capacity does 

not saturate as the frame rate increases. In fact it decreases beyond a frame rate of 

7.142 kfps, where maximum capacity is achieved. This is attributed to the fact that 

the noise is not white for this experimental link. 

4.6 Conclusions 

The capacity and data rates of indoor point-to-point wireless optical channels can be 

significantly improved by using spatial degrees of freedom. In this chapter, the design 

of these channels has been considered in which only binary-level optical intensity 

transmitters are used. The approach proposed combines SDMT modulation with 

halftoning ideas from image processing. Using a simple error diffusion filter, the 

channel capacity using a binary-level transmitter has been shown to approach that 

when using an idealized continuous transmitter that is capable of transmitting positive 

and negative amplitudes. In practice, the capacities reported in this chapter could be 

approached using spatio-temporal coding of the data bins, as was done in [58] for a 
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pixelated wireless optical channel. However, the goal of this chapter is to demonstrate 

that the fundamental limits of pixelated channels with binary-level transmission are 

significant and merit continued study. 

In the next chapter, spatial degrees of freedom are used to improve detection in 

FSO links. 
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Chapter 5 

Diversity Reception for FSO 

Communications using Linear 

Projections 

5.1 Introduction 

This chapter treats the detection problem for point-to-point outdoor FSO channels. 

Unlike indoor wireless optical links, treated in Chapters 3 and 4, outdoor FSO links 

suffer from atmospheric turbulence effects. \Vhile the transmitter temporal and spa­

tial degrees of freedom have been used in Chapters 3 and 4 for modulation design, 

the receiver spatial degrees of freedom are used in this chapter to improve symbol 

detection. 

For atmospheric FSO links, the PSF is subject to random spatial fluctuations, 

as shown in Fig. 1.6, and is subject to random excursions in the focal-plane. Spa­

tial diversity reception can be achieved through the use of a multiple-detector array 
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receiver to mitigate the PSF degradation due to atmospheric turbulence. However, 

as mentioned in Sec. 1.3.4, it is quite expensive to build multiple-detector array im­

agers which are (i) high-speed, (ii) operating in the photon-counting mode, and (iii) 

operating in the infrared spectral region. 

This chapter proposes a novel spatial diversity receiver that eliminates the need 

for such expensive multiple-detector imaging arrays. The proposed receiver provides 

spatial diversity in the detection process by using at most four photodetectors and 

three DMD arrays. It estimates the turbulence-degraded PSF and simultaneously 

employs this estimate to improve the detection accuracy [160 16:3]. 

As described in Sec. 5.4, only two of the four photodetectors are used for detecting 

the transmitted pulse. These two detectors need to operate at the high pulse trans­

mission rate. The other two detectors are used solely for PSF estimation, and are 

operated at the same rate as the DMD arrays, which is much slower than the pulse 

transmission rate. For example, while the transmitted pulse duration is on the order 

of nanoseconds and the turbulence varies on time-scales of milliseconds, the DMD 

switching period is on the order of microseconds [206]. 

Since it is less expensive to build two high-speed single detectors than a high­

speed multiple-detector array, the proposed DMD receiver is less expensive than the 

multiple-detector array receiver of Fig. 1. 7. The DMDs are also less expensive when 

compared to high-speed multiple-detector array imagers [188, 206]. Although fixed­

pattern and circuit noise are not considered in this chapter, the DMD receiver does 

not suffer from these types of noise that are associated with high-speed multiple­

detector arrays. DMDs are passive optical components that do not add noise to 

the signal and have small insertion loss. Notice also that the DMD arrays operate 
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over a wide range of wavelengths. This makes it much easier to modify the DMD 

receiver to allow operation at different wavelengths. Only the four detectors need to 

be replaced to operate at a different wavelength. On the other hand, modifying the 

multiple-detector array receiver requires the replacement of all the array elements. 

5.2 Array Receiver 

5.2.1 Receiver Model 

For an array receiver, a lens collects the incident radiation on the receiver aperture 

and projects it onto a two-dimensional array of photodetectors that is placed in the 

focal-plane of the receiver lens, as shown in Fig. 1. 7. Therefore, the PSF is given 

by the intensity distribution over the array surface. According to the channel model 

(2.14), the received optical power, incident on the nth array element at time t, is given 

by 

(5.1) 

where 

An(t) = ff x(t) ho ht(u, v) dudv (5.2) 

nth element 

is the signal power, in photons per second, incident over the nth array element, 

>..b(t) = JI z(t, u, v) dudv 

nth(']ement 

is the background noise power, in photons per second, incident over the array element, 

:r(t) E {O, 1} is a binary-level transmit signal, ht(u,v) is the PSF defined in (2.2), 

137 



Ph.D. Thesis - Mohamed D. A. Mohamed ivicMaster Univ. - Electrical Engineering 

z( t, u, v) is the background noise, and h0 is a scaling factor that accounts for the 

transmit power and optical path loss. Notice that >..b(t) is independent of n. If 

x(t) = 1, then the collection of signal components {>..n(t) : n = 1, 2, · · · , N} is termed 

the pixelated PSF, and the photodetector array is said to pixelate the PSF, where N 

is the number of array elements.* 

For links employing PPM, ;r(t) consists of a sequence of symbols, and each symbol 

consists of L successive chips such that one of the L chips is on, and L - 1 chips are 

off as mentioned in Sec. 3.2. Notice that :r(t) = 1 during the interval of an on chip, 

and .r(t) = 0 during the interval of an off chip. At the receiver, a photon-counting 

detector can be well modeled as a Poisson random point process as mentioned in 

Sec. 2.1.3. The process mean is equal to the integral of the optical power incident on 

the detector surface over the PPM chip duration [22]. Therefore, the output current 

samples of the nth phot:odetector are proportional to a Poisson counting process 

(5.3) 

where I~j) is the photon count of the nth detector at the end of the Ph PPM chip, 

d (j) . tl f J(j) . b an /Ln is · ie mean o n , given y 

(j+l)1~ 

I r (t) dt = J(Cil + Kb, n n , (5.4) 
j '.[~.· 

*Notice that the total number of anay elements is represented by N in this chapter, whereas in 
Chapter '1, the total number of array elements has been represented by N 2 . 
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where T~ is the PPM chip duration, and 

(j+l)Tc 

j >-nU) dt, (5.5) 

j'l"'c 

(j+l)I~ 

J >.b(t) dt, (5.6) 

jTc 

are the signal energy, in photons, incident over the nth array element during the p1i 

PPM chip duration, and the background noise energy in photons per array element 

per chip duration, respectively. Notice that Kb is assumed independent of j [147]. 

The total signal energy, in photons, incident over the entire array during the Ph PPM 

chip duration is given by 

jth PPM chip is on 

P11 PPM chip is off, 
(5.7) 

where K 0 N is the total signal energy in photons per chip duration, when the chip 

is on. While the shape of h-t( u, v) defines the redistribution of energy in space, the 

value of K 0 N is dependent on the PPM chip duration, Tc, and the scaling factor, h0 , 

in (5.2). As in [147], it is assumed that the fluctuations in the total received signal 

energy, KON, can be ignored due to aperture averaging, i.e. K 0 N is independent of j. 

5.2.2 PSF Estimation 

For simplicity of notation, define the vector xU) as the collection of signal energies, 
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where the transpose of a matrix is designated by the superscript 'T'. Notice that, if 

the p1i PPM chip is on, then xU) is the time integral of the pixelated PSF over the 

p1i PPM chip interval. 

Practically, the FSO receiver attempts to estimate x(j) for an on chip, rather than 

the PSF, ht(u,v), itself. This is the approach used in [134,147] which is considered a 

benchmark for performance comparison in the munerical results of Sec. 5.6. In [134], 

the components of x(j), for an on chip, are estimated as 

Kr(j) ,..., ~ ( ~ J(k) - JL·K' ) 
n "'J L n • .J b ' 

' k=j-JL+l 

where J is the number of past PPM symbols involved in the estimation process. This 

implies that all the past: JL images captured by the array imager need to be stored 

at the receiver. 

5.2.3 Selection Combining 

A simple and efficient detection technique is selection combining detection, where the 

elements \vith high SNR are summed and used for detection, while the other elements 

are ignored. Let the array elements be indexed by the set of indices S = {1, 2, · · · , N}, 

and let S be partitioned to two mutually exclusive sets Sg and SB such that Sg carries 

the indices of the good elements, i.e. the elements with high SNR, and S8 carries the 

indices of the bad elements, i.e. the elements with low SNR.. Since only the detector 

elements with high SNR contribute to the detection process, the decision statistic is 

given by 

I (j) = ~ j(j) 
g L n. 

nESg 
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At the receiver, the decoded symbol is the symbol corresponding to the chip that 

produces the highest value for the decision statistic. 

Another detection technique is equal-gain combining detection, where the outputs 

of all the N array elements are combined to produce the decision statistic. This is 

equivalent to the conventional single-detector receiver, and can be represented by the 

special case Sg = S and S8 = </>. 

In both cases of equal-gain and selection combining, the decision statistic in (5.8) 

is a sum of independent Poisson processes, and hence, is also a Poisson process. From 

(5.4) and (5.8), the mean of 1y) is given by 

/Ly)= L K~j) + ISglKb, (fi.9) 
nESg 

where ISgl is the cardinality of Sg. Since the decision statistic is Poisson distributed, 

an upper bound on the SER of £-PPM can be calculated as 

(5.10) 

where p81, is the Poisson probability mass function of mean JLY), and Pb is the Poisson 

probability mass function of mean IS~1IKb [207]. 

The partitioning of 5 to 5 = 59 U 58 at every time interval can be performed by 

sorting the estimated signal distribution such that Kr~) ;::: K<;/} · · · ;::: K~~, and 

setting Sg = {n1,n2, ... ,n1s9 1} and SB= {n1s9 1+1 , ... ,nN} [134,147]. The optimal 

value of the number of good elements, i.e. 159 1, can be determined by exhaustive 

optimization. That is, by simulating the system for all values ISgl E {1, 2, · · · , N} and 
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choosing the value that corresponds to the lowest SER This exhaustive optimization 

is not easy to implement in practice, however, it is performed in Sec. 5.6, as in 

[134, 147], in order to demonstrate the performance improvement limits of selection 

over equal-gain combining. Some practical methods to determine a sub-optimal value 

for JSgJ are given in [134]. 

5.3 DMD Receiver 

In Sec. 5.2, it was shown that the array receiver is capable of performing the PSF 

estimation and the selection combining detection simultaneously. In Sections 5.3.2 

and 5.3.3, it is shown that each of the two tasks can be performed by using a D:tvfD, 

which is a simple and inexpensive passive optical element. In Sections 5.4 and 5.5, 

it will be shown that PSF estimation and selection combining can be performed 

simultaneously by using DMD arrays. 

5.3.1 Digital Micromirror Devices 

A DMD is a micro-electro-mechanical component that consists of an array of de­

ftectahle micromirrors [188, 206]. Each micromirror can be independently switched 

into one of two positions, and hence reflects the light incident on its surface to one 

of two predefined directions. In each of the two directions, a lens concentrates the 

reflected field onto a photodetector which outputs a current proportional to the in­

tegral of the incident fields over the detector surface. As is the case with the array 

imager, the DMD pixelates the spatial intensity distribution falling over its surface, 

which allows the optical computation of linear projections of the signal distribution 
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onto an arbitrary binary basis. This concept has been employed in [208] to build a 

single-pixel camera that estimates the falling intensity irnage by computing its linear 

projections onto a random binary basis. 

The DMD switching period, 1'n, is the period of time during which the m1-

crornirrors are fixed in a given position. The DMD switching rate is the recipro­

cal of its switching period. Commercial DJ\i1D arrays of 1024 x 768 micromirrors 

are available at switching rates of 32.55 kHz [188, DLP@ DiscoveryTM 4000] and 

40 kHz [188, DLP@ Discovery TM 1100], while faster DMDs whose switching period 

is about 8-16 µsec are used to eliminate motion blur in high-definition television [188, 

DLP@ HDTV]. 

5.3.2 Selection Combining using a DMD 

As shown in Fig. 5.1, the DMD array, Ml, is placed in the focal-plane of the receiver 

lens such that the PSF is given by the intensity distribution over its surface. The 

micromirror array, which constitutes the surface of Ml, pixelates the PSF. That is, if 

the number of micromirrors is N, then the PSF can be represented by an array of N 

optical powers that corresponds to the micromirror array of Ml. Therefore, equation 

(5.1) can be used to describe the system, where the nth element of the photodetector 

array, used in Sec. 5.2, is replaced by the corresponding nth micrornirror of Ml. 

As in Sec. 5.2, let the N micromirrors be indexed by S = {1, 2, · · · , N}, and let 

S be partitioned into two mutually exclusive sets 59 and 58 which carry the indices 

of the high and low SNR micromirrors respectively. This partitioning is performed 

as in Sec. 5.2.3, where a PSF estimate is assumed to be available. In Fig. 5.1, the 

micromirrors of Ml, whose indices are in 59 , reflect their optical powers toward the 
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l 
incident 1 

optical beam 

r:~~iver<. · .. '•.\,> 

Ml 

Symbol 
Detection 

Dg 

Sg = {2,3,4} 

Figure 5.1: An illustration of how the DMD array is used to pixelate the PSF, and 
to perform the selection cornbining detection. For drawing simplicity, the number of 
micromirrors is taken as N = 4. In this diagram, S = {1, 2, 3, 4}, 55 = {1}, and 
Sg = {2, 3, 4}. 

photodetector Og, and the complement set, whose indices are in 55, reflect their pow­

ers toward 0 8 . Therefore the output current samples of 0 9 follow the same Poisson 

counts defined by (5.8) and (5.9). Notice that, in contrast to the multiple-detector ar­

ray receiver, the individual counts, J.;/l, in (5.8) are not accessible. Consequently, the 

SER is given by (5.10), with the same definitions of K~J) and Kb as in (5.5) and (5.6), 

where each array element is replaced by the corresponding micrornirror as mentioned 

before. Notice that, although 1¥l is not used in the detection process, the detector 

0 8 is placed in Fig. 5.1 as it serves the presentation of the full receiver architecture 

in Sec. 5.4. 

144 



Ph.D. Thesis - Mohamed D. A. Mohamed McMaster Univ. - Electrical Engineering 

5.3.3 PSF Estimation using a DMD 

In this section, it is shown that PSF estimation can be performed by the use of a 

DMD array, instead of an imager array. This is done by computing linear projections 

of the PSF onto a binary orthogonal basis, then estimating the PSF by using these 

measurements. 

As mentioned m Sec. 5.2.2, if the / 11 PPM chip is on, then the PSF can be 

represented by the components, K~), which are the time averages of An(t) over the 

/h chip duration. While the array receiver of Sec. 5.2 estimates the time averages 

over the chip duration, the DMD array can be used to estimate the time averages of 

An(t) over the DMD switching period, T'v, which is much larger than the PPi'd chip 

duration T~. Define J{~i) and Kb as the averages of An(t) and ,\1)(t) over the ith DMD 

switching period 

(i+l)'I:V 

k<i) n .I >-n(t) dt, (5.11) 

iTv 

(i-t-l)TD 

J{b - .I ,\b(t) dt. (5.12) 

iTv 

In other words, k~i) and k 1, are the average signal and background noise energies, in 

photons, received by the nth micromirror during each T"D interval. The total energy 

received by the entire array is given by 

(.5.13) 

which is independent of i by assuming that f¥;, is an integer, where LTc is the PPM 
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symbol duration .. For simplicity of notation, define the vector X:(i) as the collection of 

signal energies of all the N micromirrors in a DMD switching interval, 

- (i) = [}-((i) }-((i) . . . };·(i)] T 
X 1 ' 2 ' ' 'N (5.14) 

where i E {O, 1, 2, · · · }. Therefore, the time-varying PSF is represented by the time­

varying vector, :X(iJ, which is required to be estimated by using the DMD array. 

To estimate :X(i), its linear projections onto a binary orthogonal basis are computed 

successively in time. Consider an J\;f x N binary measurement matrix, A, of ±l's, 

and let a~~(i) be the rnth row of A, where the row index rn is defined as a function of 

the time index i, 

m(i) = 1 + (i mod A1), 

such that rn varies from 1 to Af as i varies as i = 0, 1, 2, · · ·. This is intuitive since 

at most Af binary orthogonal measurement vectors am(i) exist. In case A1 = N, the 

measurement matrix is referred to as a full measurement matrix, whereas it is referred 

to as a partial measurement rnatrix in case 1'1 < N. 

The index set, S, is partitioned into two mutually exclusive sets S+ and S _ such 

that S+ contains the indices of the positive entries of am(i), and S_ contains the 

indices of the negative entries. The micromirrors, whose indices are in S+, reflect 

their optical powers toward the photodetector D+, and those whose indices are in 

S_, reflect toward D_ as shown in the illustrative diagram of Fig. 5.2. Therefore, the 
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output Poisson counts of D+ and D_ are ft') and f~) with means 

Jl~i) L f(~i) + IS+lkb, 

(i) µ_ 

nES+ 

I: k~i) + 1s v<b, 
nES .... 

respectively. If Yi is the difference measurement between the detectors output counts, 

1 . = jUl _ j(i) 
!Ji. + - ' (5.15) 

then, for a given :X(i), the mean, variance and distribution of Yi are given by 

IE[yi] - µ~) - it~) = ~;(i)x(i) +(IS+ I - IS l)kb, (5.16a) 

V-ar[!'•] (i) + (i) - K-- + -r..rK'"'.-~· fl+ µ_ - H b, (5.16b) 
k 

fuJk) - e-"~1 
""' (:~:)' I, ( 2 

(i) (i)) 
µ+µ· , (5.16c) 

where k is an integer and lk is the modified Bessel function of the first kind of order 

k [209]. 

The measurement, Yi, can alternatively be written as 

.- T -(i)+·. Yi - a.;n('i)x n,,, (5.17) 

where lE[ni] = (IS+I - IS-l)Kb, which is known since kb is assumed known at the 

receiver, Var[ni] is the same as in (5.16b), and fn;(k) is the same as in (5.16c) but 

shifted about the mean IE[n.i]. That is, the measurement Yi can be regarded as the 

projection, a;,0):X(i), of X:(i) onto the subspace spanned by am(i), plus a noise term, 
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incident l 
optical beam 

r3(t) 

Ml 

D+ 

S+ = {3,4} 

J(i) 
+ 

Figure 5.2: An illustration of how the DMD array is used to estimate the PSF through 
linear measurements. For drawing simplicity, the number of rnicromirrors is taken as 
N = 4. In this diagram, S = {1, 2, 3, 4}, S = {l, 2}, and S+ = {3, 4}. That is, 

T am(i) = [-1, -1, +1, +1] . 

ni. Therefore, by repeating the above procedure for all vectors am(i), the projection 

of x(i) onto the basis defined by A can be approximately calculated. 

Every T 0 seconds, a new measurement Yi is taken while the states of the rnicromir-

rors are defined by the corresponding vector am(i). Therefore, at the end of the ith 

D.MD period, the sliding window of measurements 

(5.18) 
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approximates the linear projection of x(il onto the space spanned by the rows of A. 

This approximation is adequate since typically Tv « T roh, implying :X(i) does not 

change significantly during the period of JV! successive measurements. 

An estimate of x Ul can be calculated in terms of the measurements ( 5 .18) as 

XA (i) = _1_. " 
II II ) ~ Yk am(k)l 
a :. k=i - M -t-1 

(5.19) 

since the rows of A are orthogonal and have the same £2-norm of llall · Ivloreover, the 

PSF estimate can be updated adaptively every Tv seconds as follows, 

A (i+l) - A (i) 1 ( ) x - X + llall 2 Yi+l - Yi - lvf+l CLm (i+ l ), (5.20) 

which requires N addition/subtraction operations, since Clin(i) is a vector of ±1 's. 

That is , turbulence-degraded PSF is estimated from the measurements taken by the 

receiver during a sliding time window of NT0 seconds. The estimate is updated 

every T0 seconds, and is used to improve the accuracy of symbol detection. The 

computational requirement is N /To floating-point addition/subtraction operations 

per second. Moreover , these N operations can be performed in parallel every Tv 

seconds, which simplifies the computational requirements even further. 

5.4 3-chip DMD Optical Receiver Architecture 

A single DMD is shown to be capable of performing the selection combining detection 

in Sec. 5.3.2, and is shown to be capable of estimating the PSF in Sec. 5.3.3. However, 

a single DMD is incapable of performing both tasks at the same time. This is because 
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the partitioning of S to S9 uS8 may contradict its partitioning to S+ US _. For example, 

consider the two cases illustrated in Figs. 5.1 and 5.2. The mirrors orientations in 

Fig. 5.1, required to have the shown values of Sg and SB, are different than their 

orientations in Fig. 5.2, required to have the shown values of S+ and S_. 

To achieve both combining and PSF estimation simultaneously, two additional 

Dl\!ID arrays are added to the proposed receiver as depicted in Fig. 5.3. These extra 

micromirror arrays introduce the necessary degrees of freedom that enable both tasks 

simultaneously. The DMD array, Ml, is placed in the focal-plane of the receiver 

lens. Its function is to define the partitioning of S to S+ U S __ , which is similar to 

its function in Fig .. 5.2. The Dl\1D arrays :tv12 and M:3 are identical to Ml, and are 

assumed to be well aligned to Ml such that, by the help of lenses, each component 

r,Jt) can be projected precisely onto the corresponding micromirror of M2 or M3 

as shown in the illustrative example of Fig. 5.4. The strict alignment of the three 

DMDs is feasible in practice. For example, in the commercially available 3-chip DLP 

projection system [188, 206], three D~JD chips arc used for red, green and blue color 

components. The three DMDs are strictly aligned such that the light projected by 

them coincides to form the projected image. 

The DMD array M2 partitions S to two mutually exclusive sets Sg and S8 , such 

that the components whose indices are in Sg- are reflected toward the photodetector 

Dg-, and those whose indices are in 58 - are reflected toward D8 -. Similarly, M3 

partitions S+ to Sg+ and 58 + whose signals are collected by Dg+ and D8 + as shown 

in Figs. 5.3 and 5.4. That is, ivll is responsible for PSF measurements, while M2 and 

M3 perform the selection combining. In fact, the three DMD arrays partition the set 
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Figure 5.3: 3-chip DMD optical receiver [162]. 
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Figure 5.4: An illustrative example of the 3-chip DMD optical receiver. For drawing 
simplicity, the number of micrornirrors is taken as N = 4. In this example, S = 
{1,2,3,4}, SB= SB+USB- = {l}, Sg = Sg+USg- = {2,3,4}, Si= SB+USg+ = {3,4}, 
and S =SB US~;- = {1, 2}. Notice that this configuration gives the same values of 
SB and Sg as in Fig. 5.1, and the same values of$_ and S+ as in Fig. 5.2. Imaging 
lenses are omitted for diagram clarity. 
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of indices, S, to four mutually exclusive sets 58 +, 58 -, Sg+ and Sg-, such that 

Sg = Sg+ u Sg-, S_ = 58 u Sg , 

and the incident radiation components rn(t), indexed by each of these four sets, are 

collected by the corresponding photodetector as shown in Figs. 5.3 and 5.4. 

The detector Dg of Fig. 5.1 is operated at the PPIVI chip rate, 1/Tc, while D+ 

and D of Fig. 5.2 are operated at the DMD switching rate, 1/TiJ. That is Dg is 

a high-speed detector, while D+ and D are much slower since typically Tc « Tv. 

Similarly, \vith the full receiver architecture of Fig. 5.3, the two detectors Dg+ and 

Dg- are high-speed detectors since they are operated at the PPM chip rate, while Ds+ 

and 0 8 - are operated at the much lower DIVID switching rate. In fact, the receiver 

performance relies on the ratios between the three different rates: (i) PPM chip rate, 

1/T~, which is the fastest, (ii) DMD switching rate, 1/10, and (iii) rate of change of 

the PSF, 1/Tcah, which is the slowest. Define the ratios as 

(= Tv 
- T c 

and (5.21) 

which are assumed to be integers. Although this assumption is not required in prac-

tice, it is made to simplify the analysis. That is, within every turbulence state, 

we have TJ DMD switching periods, and within each of these periods, ( PPM chip 

pulses are detected by the receiver. If the atmospheric turbulence coherence time is 

10-100 msec [134], the DMD switching period is 25-100 µsec [188], and the PPM 

chip duration is on the order of nanoseconds for a high-speed link, then typical values 

of ( and r7 are 1000 and 100-4000, respectively. 
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Figure 5.5: A timing diagrnm showing that each DMD period, [iTD, (i + l)TD), is 
(i+l)(-1 

divided to ( PPM chips such that [iTD, (i + l)To) = LJ [jTc, (j + l)Tc)· The 
j=i( 

counts i~l and iSl are shown, while i~~ and 1g~ are eliminated for diagram clarity. 

The counts 1yJ, where i( ~ j < (i + 1)(, are used for detectiug the (chips, while their 

sum Jg{ is used to cornpute the ith PSF measurement, Yi· 

Notice that the averages over the ith DivlD switching period given by (5.12) and 

(5.1:3) are related to the averages over the yt11 PPM chip given by (5.6) and (5.7) as 

follows, 
(i+l)(-1 

]{b - 2: Kb - (K b, 
J=i( 

(i+l)(·····l 
K(J) _f Kem K 2: 

j=i( L ' 

where each DMD period consists of ( PP!vl chips as shown in the timing diagram of 

Fig. 5.5. The scale factors differ by L since only one of the L PPM chips contains a 

signal pulse, while all the chips contain background noise. 

The decision statistic 1y>, defined in (5.8), that is used for symbol detection in 
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Sections 5.2.3 and 5.3.2, is calculated as 

Jen - JU) I(jJ 
g - g+ + 9' 

where 1YJ and 1yJ are the Poisson counts of the detectors Dg+ and Dg- respectively. 

This statistic is available every Tc seconds for symbol detection, has the same mean 

defined by (5.9), and yields the same SER upper bound given by (5.10). On the other 

hand, to calculate the measurements, Yi, as in (5.15), the following two counts are 

computed 

,h .. · ·' J-(i) , n -u) \\< ere B+ a d Ir:; are the Poisson counts of the detectors DB+ and DB respectively, 

and 

as shown in Fig. 5.5. 

j(i) 
g+ 

(i+l)(·l 

""" /J) L..J g+' 
j=i( 

(i+l)(-1 . 

I: 1y!, 
j=i( 

That is, in every Tn interval, two events occur simultaneously: (i) the outputs of 

the two detectors Dg+ and Dg- are used to detect ( PPM chip pulses, and (ii) the 

outputs of the four photodetectors are used to take the measurement Yi· As mentioned 

in Sec. 5.3.3 and described in Sec. 5.6.3, an estimate of :XU) can be calculated in terms 

of the measurements (5.18), and is used to select the subset of the micromirrors with 

high SNR to be used in the detection process by the photodetectors Dg+ and Dg-. 

This is done by defining the states of the micromirrors of the DMD arrays M2 and 

M3 such that Sg+ and Sg- constitute the indices of the high SNR mirrors, and 58 + 
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and SB- constitute the indices of the low SNR mirrors. Independently, the states of 

Ml are defined every TD seconds according to the rows of the measurement matrix 

A. That is, the proposed receiver in Fig. 5.3 is simultaneously capable of estimating 

the PSF and detecting the transmitted pulses, where the detection is based on the 

high SNR elements only. 

5.5 2-chip DMD Optical Receiver Architecture 

An optical receiver that uses only two DMD arrays is shmvn in Fig. 5.6, where the 

DMD array Ml, of Fig. 5.3, and a high-speed photodetector are replaced by a beam 

splitter. The two arrays M2 and 1-1:3 have to be identical and strictly aligned with the 

splitter. The beam splitter splits the incident energy KU), defined in (5.7), to two 

components K~~~ and J(~~; for PSF estimation and PPM chip detection respectively, 

where J(~~~ +Kc~~ = K(j). The component K~~~ is pixelated by the DMD array M2, 

and the index set, S, is partitioned to S+ and S whose radiations are collected by D+ 

and D ..... respectively. Similarly, the component K~~~ is pixelated by the DMD array 

!v13, and S is partitioned to Sg and SB. The radiations of the mirrors indexed by Sg 

are collected by Dg, while the radiations of the mirrors indexed by SB are ignored. 

The outputs of D+ and D_ are used for calculating the PSF linear projections a..s in 

Fig. 5.2, and the output of Dg is used for PPIVI symbol detection as in Fig. 5.1. 

The 2-chip DMD receiver of Fig. 5.6 is simpler than the 3-chip DMD receiver 

of Fig. 5.3 since it uses one high-speed detector instead of two and uses a beam 

splitter instead of a DMD array. On the other hand, it is shown in Sec. 5.6.4 that 

the performance of the 3-chip receiver is better than the 2-chip receiver. This can be 

attributed to the fact that all the received energy is available for both estimation and 
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Figure 5.6: 2-chip DMD optical receiver. A beam splitter is used to split the inci­

dent energy J((j) to two components K;~f and K~~~ for PSF estimation and PPM chip 
detection respectively. 
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detection in case of the 3-chip receiver, while the 2-chip receiver splits the energy to 

two components, one for estimation and the other for detection. 

Define the reflection coefficient of the beam splitter as the ratio, 

'T'J = Kr(j) /f<(J) 
/'\, est ' 

which is a parameter of the 2-chip receiver that affects its performance as shown 

in the numerical results of Sec. 5.6. In [210], two prisms have been used to design 

a continuously adjustable beam splitter such that R can be varied continuously by 

sliding one prism on the other. 

5.6 Simulation results 

5.6.1 Simulating a Time-Evolved PSF 

As mentioned in Sec. 2.4, a realization of the turbulence degraded PSF can be ob­

tained by generating a Kolmogorov phase screen, 8t('u, v), then substituting by (2.15) 

in (2.2). In order to simulate the PSF on a digital computer, Equation (2.2) is sampled 

in both the spatial and frequency domains to obtain an expression for the samples of 

the PSF in terms of the samples of the pupil function, 

(5.22) 

where n1 , k1 E {O, 1, 2, · · · , N1 - 1 }, n2, k2 E {O, 1, 2, · · · , N2 - 1 }. Equation (5.22) 

is developed in Appendix C, where the pupil function P(u, v) is assumed to have 

support on lul, lvl < D/2. 

158 



Ph.D. Thesis - Mohamed D. A. Mohamed McMaster Univ. - Electrical Engineering 

(a) (b) 

Figure 5 .7: The instantaneous t urbulence-degraded PSF for D/ro = 11.92. (a) An 
energy plot of the PSF. (b) The integration of the PSF over t he surface of a 16 x 16 
array receiver. 

A fast algorithm that generates Kolmogorov phase screens for a given turbulence 

strength is presented in [28], where the turbulence strength is measured by the ratio 

D f r 0 . This algorithm is used to simulate Kolmogorov phase screens for simulations 

in this section. t The generated screens and (2.15) are used in (5.22) to generate 

samples of the turbulence-degraded PSF. An example snapshot of a realization of 

the turbulence-degraded PSF is shown in Fig. 5.7 for Dfr0 = 11.92. This value of 

D f r0 is a typical value that is used to simplify the comparison to the results reported 

in [134, 14 7], where the same value of D fro has been used with a 16 x 16 array which 

is the same array size used in our simulations, i.e. N = 256. 

For the proposed DMD receiver, the PSF estimation is done through successive 

time measurements. Therefore, it is necessary to evolve the PSF with time to reflect 

tThe author would like to thank Dr. Richard Lane for providing a Matlab implementation of the 
algorithm described in [28] for the generation of Kolmogorov phase screens. 
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its time-varying nature. A simple approximate model of the time-varying PSF is 

obtained by generating a sequence of independent phase screens at different times 

and lowpass filter the sequence by an ideal lowpass filter whose bandv.ridth is the 

reciprocal of the turbulence coherence time, 

e 
8t(u,v)= I: 8i('u,v)sinc(/ -i), 

i=-(f-1) mh 

where 8t is the phase screen at time t, and {8i} is a sequence of 2f independent 

phase screens. That is, intermediate time correlated phase screens are computed by 

the bancllirnited interpolation of the independently generated screens [163]. Samples 

of the time-varying PSF are then computed by substituting by 8t and (2.1.5) in (5.22). 

5.6.2 Measurement Matrices 

The measurement matrix, .ll, can be taken as an N x N Hadamard basis matrix, 

which is a square binary orthogonal matrix of ±l's. It can also be formed by 1\1 < N 

rows of an N x N Hadamard basis matrix. In this case, the Af Hadamard rows must 

be selected carefully, as in Sec. 5.6.3, such that the PSF, x(i), approximately lies in 

the subspace spanned by the selected rows. The PSF estimate, :X(i), is given by (5.20) 

for !vf ::; N, where l!all = /Fi. The case of li1f < N is particularly useful when the 

PSF is fast varying process, since it updates each projection of X:(i) every lo.1TD rather 

than NT D seconds. 

Another possibility for the measurement matrix is an N x N identity matrix. The 

PSF estimate is also given by (5.20), where llall = 1. In this case, S+ contains the 

indices of the positive entries of am(i), and S_ contains the indices of the zero entries. 
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Since any row, am(i), of the identity matrix contains only one non-zero entry, then 

IS+I = 1, and therefore the DMD receiver of Fig .. 5.3 can be simplified by replacing the 

D:rv1D array M3 by the detector Dg+, and removing the detector D8 +. The simplified 

DMD receiver is shown in Fig. 5.8. If S+ C Sg, i.e. the single micromirror of Ml 

that reflects its light towards Dg+ is also a good mirror, then the output of Dg+ 

is combined with that of Dg for detection, otherwise, detection is based solely on 

D1or · Additionally, the detector D8 can be removed since the PSF estimate is given 

directly by the measurements (5.18), where each measurement, Yi, is given by (.5.15) 

with f~) = 0. The statistics of measurements for PSF estimation are given by (.5.16) 

with r/~> __, O. 

5.6.3 Symbol Error Rates 

To numerically compute the infinite summation in (.5.10), the summation set, {O, 1, · · · }, 

is partitioned into non-overlapping subsets. The first subset is given by the integers 

in the interval [ 0, /tY) + M] , where µy) and M are the mean and standard 

deviation of the probability mass function Psb, as mentioned in Sec. 5.2.3. The sum-

mation is first evaluated on this subset where most of the probability mass is concen-

trated. Next, the summation is evaluated over neighboring subsets in the intervals, 

(rt~)+ kM, Jl·Y) + (k + l)M], where k = 1, 2, 3, · · ·. The obtained values are 

accumulated until the increment corresponding to the kth subset is less than 10-6 of 

the accumulated value. 

The SER upper bound, given in (5.10), is simulated for a 2-PPM system using the 

:3-chip DMD receiver, and plotted in Figs. 5.9 and 5.10 versus the total array signal 

energy, Kem, in photons per chip duration. High background noise level of Kb = 1.0 
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Figure 5.8: A simplified version of the 3-chip DMD optical receiver of Fig. 5.3 when 
employing a full identity measurement matrix. The simplified DMD receiver uses two 
DMDs and two high-speed detectors. 
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and low background noise level of Kb = 0.1 photons per micromirror per chip duration 

are considered in the two figures respectively, as in [134, 147]. The results presented 

are the average over 103 random initial turbulence states. The performance of equal­

gain combining, which is equivalent to a conventional single-detector receiver that 

receives the entire focal-plane signal distribution, is compared to that of optimal 

selection combining, which assumes that the PSF is known exactly at the receiver in 

order to define the detection set Sg. It is clear that the optimal selection combining 

is idealistic since it assumes that the PSF can be estimated perfectly. The SER of 

selection combining by using a multiple-detector array receiver is lower bounded by 

that of the optimal selection combining. 

It is evident from the figures that the gain, in total energy KON, of optimal 

selection over equal-gain combining is considerable. This motivates the use of spatial 

diversity· receivers for enhancing the performance of atmospheric turbulence links. As 

mentioned in Sec. 5.2.3, the number of detection elements, ISgl, has been determined 

by exhaustive optimization in order to demonstrate the performance limits of different 

optical receivers [134, 147]. The values of 159 1 has been determined for the case of 

optimal selection combining, and are shown in Figs. 5.9 and 5.10. These values 

are used with all spatial diversity receivers simulated in this section so that all the 

considered receivers are compared at the same number of detection elements. 

Consider Figs. 5.9 and 5.10 where a 256 x 256 full identity matrix, a 256 x 256 full 

Hadamard matrix and a 27 x 256 partial Hadamard matrix have been used for PSF 

measurement. In the case of the partial Hadamard measurements, the 27 measure­

ment vectors are selected by generating 1000 independent PSFs and projecting them 

on a complete Hadamard basis, then selecting the basis vectors that span 993 of the 
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Figure 5.9: SER upper bound for 2-PPM system using the 3-chip DMD receiver at 
Kt>= 1.0, D /ro = 11.92 and ( = 1000. The optimal number of detection elements used 
is shown for each KON. 
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PSF energy. The selected vectors are fixed and used for all subsequent simulations. 

Notice that the selected set of vectors will change for different values of D /r0 . 

As shown in the figures, for r1 = 1000, i.e. a slow turbulence process, the perfor­

mance of the DMD receiver is very close to that of the optimal selection combining 

receiver in case of full identity and Hadamard measurements. For example, at; SER 

= 10 2
, r7 = 1000 and J(b = 1.0, the gain in total absorbed signal energy, K 0 N, 

over the single-detector is about ~1.2 dBo for the optimal selection combining array 

receiver and 2.9 dBo for the DMD receiver with identity or Hadamard measurement 

matrix. v\Thile at Kb = O.l and the same SER = 10 2 and 17 = 1000, the gain is 

about 2.3 dBo for the optimal selection combining array receiver, 2.l clBo for the 

D!v'lD receiver with identity measurement matrix, and 2.0 dBo for the DMD receiver 

with Hadamard measurement matrix. That is, the 3-chip DMD receiver is capable of 

achieving the majority of the gain in K 0 N when 17 is high. This is because, at high 

T/, the atmosphere seems frozen to the successive DMD measurements, and hence the 

PSF estimate is a better approximation to the time-varying vector x(il in (5.14). 

Full measurement receivers outperform the partial Hadamard receiver at T/ 

1000. However, at 17 = 100, i.e. a fast turbulence process, the partial Hadamard 

receiver outperforms the full measurement receivers. This can be attributed to the 

fact that the PSF estimate is fully updated every 27Tv seconds in case of the partial 

Hadamard receiver, while it is fully updated every 256Tv seconds in case of the 

full measurement receivers. In fact, the performance of the full measurement DMD 

receivers can be outperformed by the equal-gain combining receiver at T/ = 100, 

as shown in Figs. 5.9 and 5.10, due to the fast varying PSF. Notice also that the 

performance of the full identity measurements is slightly better than that of the full 

166 



Ph.D. Thesis - Mohamed D. A. Mohamed McMaster Univ. - Electrical Engineering 

Hadamard measurements at r7 = 1000. Whereas, at r7 = 100, the performance of the 

full Hadamard measurements is better than that of the full identity measurements. 

Thus, full measurement DMD receivers are recommended for slowly varying chan­

nels, i.e. high values of r7, \vhile the partial Hadamard DMD receiver is recommended 

for fast varying channels, i.e. low values of ry. With the availability of high-speed 

DMD arrays, as mentioned in Sec. 5.3.1, it is expected that the D~1D receiver can 

always operate at high values of ry, and hence the performance of optimal selection 

combining can be approached by a DI\lD receiver with a full measurement matrix. 

Although a full identity or Hadamard measurern.ent matrices can be used in this case, 

an identity matrix has the advantage of fewer hardware components as mentioned in 

Sec. 5.6.2. 

5.6.4 Beam Splitter Reflection Coefficient 

The reflection coefficient R affects the performance of the 2-chip receiver, and should 

be optimized for each value of KON. To demonstrate the effect of this ratio on the re­

ceiver performance, the performances of the 3-chip and 2-chip receivers are compared 

in Figs. 5.11 and 5.12 for different values of R and full Hadamard measurements. It is 

clear from the figures that a smaller value of R is required as J(ON increases in order 

to minim.ize the SER. This is because when the total number of received photons 

increases, the fraction that is sacrificed for PSF estimation can be decreased without 

degrading the estimation accuracy. Nevertheless, the 3-chip full Hadamard receiver is 

still outperforming the 2-chip full Hadamard receiver due to the fact that the 2-chip 

receiver devotes a percentage of the received energy for PSF estimation rather than 

symbol detection. 
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Figure 5.12: SER upper bound for 2-PPM at Kb= 0.1, D/ro = 11.92 and ( = TJ = 
1000. A 3-chip full Hadamard DMD receiver is compared to a 2-chip full Hadamard 
DMD receiver at different values of R. 
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5. 7 Conclusions 

A new receiver , based on DMD arrays, is presented for FSO channels with atmospheric 

turbulence. While the single-detector receiver integrates all the signal and noise over 

its surface, the DMD receiver only chooses those port ions of the intensity distribution 

that contain signal and suppresses those that are dominated by noise. For the same 

PPM chip rate, the frame rate of the multiple-detector array receiver is equal to the 

PPM chip rate, while the frame rate of the D1\.1D arrays used in the DJVID receiver is 

much slower and defined by the turbulence rate. For the DMD receiver, only two single 

detectors have to operate at the PPM chip rate. Therefore, the DMD receiver is much 

simpler and can operate at much higher speeds than a comparable multiple-detector 

array receiver. High-speed multiple-detector arrays are expensive and often produce 

noisy output. This is particularly important since deep-space communication links 

are operating in the photon-counting detection mode and employing the near-infrared 

spectral region . The DMD receiver does not suffer from fixed-pattern noise and circuit 

noise associated with multiple-detector arrays. Although preamplifier noise is not 

considered in this chapter, the D"iVID receiver uses only two high-speed preamplifiers 

after the photodetectors Dg+ and Dg , and hence the noise at the output is lower 

than the multiple-detector array receiver. The DMDs used are passive components 

that do not add noise to the signal, and have a small insertion loss. 

It should also be noted that the DMD receiver is practical as it performs selection 

combining based on the noisy measurements taken by the photodiodes. Its perfor­

mance approaches that of the optimal selection combining receiver, which is idealistic 

in the sense that the signal distribution fdi) for all n = { 1, 2, · · · , N} is assumed 

known in order to be able to do the optimal selection. 
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Chapter 6 

Conclusions and Future Work 

6.1 Conclusions 

This thesis has proposed new modulation and detection schemes for use over optical 

wireless communication links. Conventional schemes, originally designed for RF links, 

are seldom efficient when used over optical wireless channels because they do not take 

into consideration the specific optical channel characteristics and constraints. Unlike 

these conventional schemes, the proposed schemes take into consideration such charac­

teristics and constraints in order to improve communication performance over indoor 

and outdoor optical wireless channels. These improvements have been achieved by 

utilizing temporal and spatial degrees of freedom that are available at the transmit­

ter/ receiver. 

A new modulation scheme, OIM, has been proposed in Chapter 3 for indoor diffuse 

wireless optical links. OIM employs the transmitter extra degrees of freedom in the 

temporal frequency domain to improve both the link power efficiency and immunity 

to multipath dispersion, while decreasing the receiver complexity. Such degrees of 
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freedom exist due to the fact that current transmitters, e.g. LDs and LEDs, have 

higher pulse rates than can be supported by the lowpass indoor diffuse channel. 

Although such high frequency emissions are attenuated by the channel and are not 

detected by the receiver, OIM employs them to satisfy the optical channel amplitude 

constraints, while data are confined to the lowpass region. 

OIM enables the use of arbitrary pulse shapes over optical intensity channels, 

and thus approaches the ISI immunity of bandlimited pulse shapes. In fact , OIM 

exploi ts the wide unregulated bandwidth available in indoor wireless optical channels 

to satisfy an1plitude constraints while transrn.itting bandwidth efficient pulses. Thus, 

OIM is able to simultaneously achieve high bandwidth and power efficiencies. 

A key advantage of OIM is that the receiver design is independent of the trans­

mitter. Actually, the OIM receiver can change from one Nyquist filter to another 

independent of the transmitter and without the need to feedback any information. 

For example, the receiver filter can be selected to be a double-jump filter with excess 

bandwidth which need not be known at the transmitter. In simulations, the informa­

tion rate of OIM-OOK is higher than that of R.ect-OOK with a complex \VMF for all 

delay spreads and over all SNR5. Similarly, the average optical power requirement for 

OIM-OOK is lower than that required by Rect-OOK employing a WMF for all delay 

spreads, and lower than that required by Rect-OOK employing a \VMF followed by 

a DFE for normalized delay spreads up to 0.2. A key point to emphasize is that the 

front end of the OIM filter is a simple lowpass filter that is fixed for all channels, 

while WMF and DFE equalizers require channel knowledge at the receiver. 

Another modulation scheme, HSD.t\·1T modulation, is proposed in Chapter 4 for 

point-to-point indoor MIMO wireless optical links. HSDMT modulation employs 
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the transmitter extra degrees of freedom in the spatial frequency domain to improve 

the link spectral efficiency and to decrease the transmitter complexity by consider­

ing binary-level SLIVls. Such degrees of freedom exist due to the fact that current 

SUvls have higher spatial bandwidth than can be supported by the spatially lowpass 

MIMO channel. Although such high spatial frequency emissions are attenuated by 

the channel and are not detected by the receiver, HSDMT modulation employs them 

to decrease the transmitter complexity, while data are confined to the spatial lowpass 

region. 

Neither strict spatial alignment between transmitter and receiver nor indepen­

dence among the spatial channels is required for HSDMT modulation. It has been 

shown that with a simple feedback filter, the capacity of the channel using a binary­

level transmitter approaches that when using an idealized continuous transmitter that 

is capable of transmitting positive and negative amplitudes. Potential applications 

of HSDMT modulation include holographic storage, page-oriented memories, optical 

interconnects, 2D barcodes, and MIMO wireless optical links. 

A new spatial diversity receiver has been proposed in Chapter 5 for outdoor long­

range FSO links. The receiver extra degrees of freedom in the spatial intensity domain 

are used to mitigate the atmospheric turbulence effects and to decrease the receiver 

complexity. Using DMDs, the receiver optically computes linear projections of the 

turbulence-degraded PSF onto an orthogonal binary basis. An estimate of the PSF 

is computed in terms of these projections and updated adaptively to follow the time 

variations of the PSF. The estimate is used to perform selection combining, i.e., to 

select the portions of the focal-plane which contain significant energy for symbol 
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detection. The proposed receiver is less complex, requires fewer high-speed compo­

nents, has lower preamplifier noise and can operate at higher rates than a comparable 

multiple-detector array receiver. ·while the multiple-detector receiver requires more 

high-speed analogue hardware, the DMD receiver requires more digital hardware for 

the signal processing and the control of the DMD arrays, which is simpler and more 

reliable. 

The DMD receiver tracks those portions of the PSF that contain the majority of 

signal energy, and is capable of achieving a majority of the energy gain achieved by an 

optimal selection combining receiver. SER is simulated on a photon-counting chan­

nel and performance improvements near 3.0 dBo over a conventional single-detector 

receiver are obtained at SER = 10- 2 . The proposed receiver is best suited to long 

range terrestrial, or space-to-earth FSO links, where atmospheric turbulence effects 

are considerable. 

6.2 Future Work 

OIM has been shown to be a general scheme to transmit non-negative discrete se­

quences over a dispersive optical intensity channel. It can be used with all PAM­

based modulation techniques. It would be interesting to quantify its performance 

when used with differential PPM [211] and multiple PPM [212] techniques. More­

over, error-correcting codes can be applied to approach the information rates of OIM 

promised in Chapter 3. Since RF and optical wireless communication technologies are 

complementary technologies, hybrid RF/infrared indoor wireless modems are possi­

ble. For such modems, an RF channel and a diffuse infrared channel employing OIM 

can be established in parallel to maximize the net throughput. OIM may also find 
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application in other non-negative dispersive channels. For example, it may find ap­

plication in wireless ultraviolet communication links, which are gaining popularity 

for outdoor non-line-of-sight communications [213-216]. This popularity is mainly 

due to recent progress in ultraviolet solid-state devices and successful experimental 

test-beds. Such wireless ultraviolet links depend on the strong scattering of ultra­

violet waves while traversing the atmosphere, which creates diverse non-line-of-sight 

communication paths from source to destination. As a result, ultraviolet FSO links 

share many properties with indoor diffuse wireless infrared links. In particular, they 

share the same general dispersive channel model, and therefore, OIM is expected to 

perform well over ultraviolet channels. 

For indoor point-to-point wireless optical MIMO channels, the development of the 

binary-level pixelated channel prototype needs to be continued. Additionally, reduced 

complexity spatio-temporal coding and decoding techniques for these channels should 

be explored to permit real-time operation and to approach the capacities reported 

in Chapter 4. The signalling techniques considered in Chapter 4 assume that the 

receive image is an orthographic projection of the transmit intensity image with unity 

magnification. \Vhile magnification errors have been considered in [165], techniques 

to mitigate errors due to rotational and projective distortions of the receive image 

need further investigation. 

It would be interesting to examine MIMO techniques for outdoor FSO channels. 

The main challenge is to mitigate the effect of the time-varying atmospheric turbu­

lence. An accurate channel model is required to know how the PSF varies under 

spatial shift. This is important in order to simulate the received focal-plane signal 

distribution when transmitting an array of planar spatial impulses. An experimental 
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FSO prototype link needs to be developed to demonstrate the performance of the dif­

ferent DMD receivers designed in Chapter 5. It would be interesting to demonstrate 

such receivers under different atmospheric turbulence conditions. 
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Appendix A 

Bit Error-Rate of L-PAM over 

Dispersive ISi Channels 

Consider an L-PAivl system over the discrete system model (3.8), where the individual 

symbols, ak, are independent and uniformly distributed over the set, 

{ 
2 µa 4 µ.a 6 µa . . . (2L - 2) Pa} 

<LA: E O, L - 1' L - 1' L - 1' ' L - 1 . 

The discrete-time system model (3.8) can be written as 

where 

xk = 2.:aiqk-i 
ifk 
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represents the ISI from the neighbouring symbols. Notice that Xk 2: 0 since both 

ak and <Jk are non-negative. That is, the received symbol, <lk, is given by a scaled 

version of the transmitted symbol, q0 ak, contaminated by non-zero-mean Gaussian 

noise, Xk + Zk· The signal constellation is defined as the set, 

{
O 2 /la <Jo 4 /l·a <Jo 6 Ila <Jo • . . (2L - 2) /l·a <Jo} 
'L-l'L-l'L-l' ' L-l ' 

and each element of this set is referred to as a constellation point. At the receiver, 

the detector thresholds are assumed fixed at the midpoints, 

{ 
Pa <Jo 3 /la <Jo 5 {La <Jo 7 /la <Jo . . . (2L - 3) Pa <Jo} 
L-l'L-l'L-l'L-1' ' L-l ' 

which depend on the channel cursor q0 . 

The SER can be calculated by considering a given sequence of symbols a = 

(· · · , °'k-J, ak, ak+1, · · · ). The conditional probability densities associated with two 

neighbouring constellation points are illustrated in Fig. A.l. The conditional proba-

bility of error associated with these two points, conditioned on the transmit sequence 

a, is given by the following integrals of the Gaussian tails, 

where Q(.i:) = Lc:' exp(-1t2 /2)/ v'27f du, and fi(x) and h(x) are Gaussian densities 

with variance a; and means 2~!~~f° + Xk and (2k~~?~1aqo + Xk, respectively, as shown 

in Fig. A.l. Therefore, the conditional probability that the estimate <lk is in error is 
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2kµa Qo 
L-l 

(2k+l)µ 0 qo 
L-l 

(2k+2) P·a Qo 
L-1 

Figure A.1: Conditional probability densities associated with two neighbouring con­
stellation points. 

given by 

where the scaling factor, L£1, is due to the fact that the probability of error is given 

by the first term of (A.l) in case of the first constellation point, 0, and by the second 

f. (A 1) · f l 1 11 · · (2L - 2) µa qo term o . m case o t 1e ast conste at1on pomt, · . 
L-1 

The SER can be found by averaging over all possible symbol sequences, a, 

SER= L~t LIP[ak =!= akla] (A.3) 
a 

where the summation is done over all LM sequences a, where JV! is the length of the 

impulse response tails, assumed to be finite [61]. That is, <Jk is assumed non-zero 

for 111 + 1 values, which are the cursor sample, q0 , in addition to 1\11 samples that 

represent the tails of qk. 

For the results presented in this thesis, it is assumed that Gray encoding is used to 
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map each group of log2 ( L) bits to an L-PAM symbol. According to this encoding, the 

adjacent PAM levels differ by only one bit, and therefore, the BEH. is approximately 

equal to the SER since errors are more likely to occur between adjacent levels [170, 

Sec. 4.3]. In this case, the BER expression can be found by substituting from (A.2) 

in (A.3) to get 

BER= ~"'""' [Q (_.!__ [PtTqo _ X]) Q (_.!__ [PtTqo + X ·] )] 
LM + 1 ~ (T z L - 1 .,( k + (T z L - 1 . k ' 

a 

(A.4) 

\Vhere µa= PtT from (:3.5). At L = 2, the expression in (A.4) reduces to the BER of 

OOK given in [61]. 

A.1 Performance at Zero Delay Spread 

Over a flat channel, i.e., at zero delay spread, (A..4) reduces to 

BER= 2L - 1 Q (_.!__ [PtTqo]) ' 
L CTz L-1 

since Xk vanishes in this case. For Rect-PAM, q0 = H0 /VT at zero delay spread as 

shown by (3.22), and therefore, 

BER= 2L-1Q ( HoPtVT). 
L (L - l)crz 
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Moreover, the symbol duration is T = log2 (L )n, and hence, the transmit power 

required to achieve a given BER over a flat channel can be expressed as 

p = O'z • L - 1 . Q_1 ( L ·BER). 
t H0 ./Tb J1og2 (L) 2(L - 1) , 

where Q-1(;r) is the inverse of Q(;r). For Rect-OOK, this last expression reduces to 

OOK O'z -1 Pt = . JTb · Q (BER) . 
Ho Tb 

(A.5) 

The pmver required to achieve a given BER at zero delay spread is conventionally 

normalized to P[X)K as follows, 

L-1 ·Q_1 (L·BER)/Q-i(BER). 
J1og2 (L) 2(L - 1) 

(A.6) 
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Appendix B 

Bit Error-Rate of L-PPM over 

Dispersive ISi Channels 

For an L-PPlVI system, a transmitted symbol consists of L pulses called chips, each of 

duration Tc. Therefore the symbol duration is given by T = LTc. The PPM system 

is similar to that shown in Fig. 3.1, however, the pulse rate is 1/Tc rather than 1/T . 

. For example, the transmit and receive filters of Rect-PPM are given by 

Rect-PPM p(t) = ;.~ rect (;c), (B.la) 

r(t) = -
1
-. rect (!___) . 

vT:: 1:: 
(B.lb) 

The system model is similar to the discrete system model (3.8). However the PAM 

symbol, ak, in (3.8) is replaced by the PPM chip, bk, as follows 

(B.2) 
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where bk is the received chip value. The kth PPM symbol utilizes L chips, 

to transmit one of L distinct messages, 

{ITJ,[fil, ... ,~}' 

to the receiver. If the kth PPM symbol transmits message I rn I, then bk-L+m = L'PtTc, 

and all other L - 1 chips are zeros. At the receiver, the symbol detection is based on 

the maximum received chip value. That is, if {bk-L+l, bk-L+2, • • · , bk} are the received 

chips, then message Im I is detected if bkL+m > bkmL+-j for all j E {1, 2, · · · , L}. 

The BER can be calculated by considering a given sequence of PPM chips b = 

( · · · , bk 1 , bk, bk+J, ···),where the individual chip values obey the rule that each group 

of L consecutive chips has only one non-zero chip. Given a sequence b and a transmit 

message J m I, the conditional probability of error in detecting the transmitted symbol 

is bounded above by the union bound 

L 

LIP [bk-L+m <bk L+.i] , 
.i=l 
j-f-m 

and the conditional probability of bit error is given by 

L/2 L A ' 

IP [error JI rn I, b] ::; L _ 
1 
LIP [ bk--L+m < bk-L+j J , 
j=l 
j=fm 

where i;{~ is the average number of bit errors per symbol error [73]. 
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The discrete-time system model (B.2) can be written as 

where 

and hence, 

Since Zk is zero-mean Gaussian noise with variance O';, then (zk-L+J - Zk-L+m) is 

zero-mean Gaussian noise with variance 20';, and therefore 

and (B.3) can be written as 

L 

JP [error 11m1, b] ::; LL~21 L Q (sk--L+m -;,k-L+J) . 
j=l CTz 2 

(B.4) 

jf.m 

The BER can be found by averaging over all L messages and all possible chip 

sequences, b. That is 

BER 
[!J 

1 -- L L JP [error I [!!I], b], 
LM 

lml=ITJ b 
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where the summation is done over i'vt sequences, b. Each sequence consists of Af + 1 

chips, where Af + 1 is the length of the impulse response, assumed to be finite [73]. 

For a given transmit message, Im I, each sequence has L chips that are fixed according 

to Im I and 1\!I - L + 1 chips that are varying according to the neighbouring symbols. 

Since the number of neighbouring symbols is on the order of ( lvf - L + 1) / L, then i1 

is on the order of L(M-L+l)/L sequences.* Therefore the total number of terms, Li\:1, 

in the double summation of (B.5) is on the order of I)M+l)/L. 

B.1 Performance at Zero Delay Spread 

Over a flat channel, i.e., at zero delay spread, then 8k-L+m = q0LPt1~ and 8k-L+i = 0 

in (B.4). Therefore, the BER in (B.5) reduces to 

For Rect-PPM, q0 = H0 / VT:: at zero delay spread, which is obtained by substituting 

h(t) = H0r5(t) and (B.l) in (3.6). Moreover, the chip duration is Tc= log2 (L)Tb/L, 

and hence, the transmit power required to achieve a given BER over a flat channel is 

bounded by 

2 -1 ( 2 ) 
Llog

2
(L). Q L BER ' 

which is conventionally normalized to Pf OK, defined in ( A.5), to get 

2 
· Q 1 (~BER)/Q--1 (BER). 

Llog2(L) L 
(B.6) 

*Since ( Af - L + 1) / L may not be an integer, then we may have fractions of a symbol 
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Appendix C 

Development of (5.22) 

As mentioned in Sec. 2.1.2, P1Cfu, fv) is the continuous Fourier transform of the 

pupil function, P(u, v). Therefore the following sequence constitutes a sequence of 

continuous Fourier transform pairs. 

+------> P(-.fu, - fv) 

+------> l>.Jel 2 P(->.fefu, ->.Jefv) (C.l) 

Sampling (C.1) in space by 'U = n1~ and v - n2~, the following constitutes a 

discrete-time Fourier transform (DTFT) pair, 

where v1 and v2 are normalized frequencies such that 0 :::; v1 < 1 and 0 :::; v2 < 1. 

Since P(u, v) is supported on lul < D/2, lvl < D/2, there will be no frequency 
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domain aliasing when .0. :S A.ft/ D. Setting .0. = A.Jc/ D and considering only one 

period 0 :S 1/1 < 1 and 0 :S 112 < 1, therefore 

(C.2) 

S 1. (C' 2) . f' d . kl I kz l 7\ - :l 7\T amp mg .. m requency ornam, 111 = -;:;:;- anc v2 = N , w 1ere 1v1 anc 1v 2 are 
lv1 2 

large enough so that aliasing in spatial domain is negligible, the following constitutes 

a DFT pair 

P (n1 n2) +----> D2 P (-D!5:2_ -D k2) 
f D' D 7\T' 7\T ' 1v1 JV2 

where n1, ki E {O, l, 2, · · · N1 - l}, and n2, k2E{O,1, 2, · · · N2 - l}. 

Therefore, 

(n1 n·)) { ( kl k-2)} P - --=- = D2 F 1 P -D- -D-. f D'D N' N . (C.3) 

Equation (2.2) can be sampled by setting u = n 1A.f'd D and v = n2A.fd D to get 

Substituting from (C.3), 

which is equation (5.22). 
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