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Abstract 

This thesis consists of studies carried out on the Nickel-Cobalt 

alloy system. The surface segregation behaviour has been studied over 

the range of composition from 14 to 90 atomic percent Nickel using Auger 

Electron Spectroscopy .(AES). An analysis procedure has been developed 

that is based on computer simulation of observed spectra using pure metal 

standard spectra and has resulted in excellent matches. Nickel has been 

observed to segregate over the entire range of compositions studied and 

the driving force for segregation has been investigated by monitoring the 

equilibrium surface composition over a range of temperatures from 813 to 

1100 K. The enthalpy and entropy of segregation has been determined on 

single grains of orientations (111) and (210) in a sample of composition 

56.0 atomic percent Nickel as well as on the (111), (100) and (110) faces 

of a 50.0 atomic percent Nickel single crystal. 

The initial stage of oxidation has also been studied here using 

Scanning Auger Mapping and digital image processing. The initial stage 

of oxidation carried out in-situ has been shown to proceed via an island 

nucleation and growth mechanism which has been confirmed by imaging 

islands based on the oxygen Auger signal. A preliminary study of the 

effects of temperature and pressure on the island growth stage of 

oxidation has been completed and results are reported. 
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Chapter 1 

INTRODUCTION 

The study of the chemistry and physics of solid material surfaces 

is of increasing importance in today$ rapidly advancing technology. The 

activity of solid state catalysts is usually defined by the nature of the 

surface of the catalyst, but only rarely is there an understanding of 

the processes involved. Investigations into the surface compositions of 

materials such as metals and alloys (common catalyst materials) at 

elevated temperatures would be useful in the pursuit of understanding 

catalytic processes. The prevention of corrosion on metals and alloys is 

also of major importance. Protection from corrosion is usually achieved 

by having a compact oxide on the surface of the material that slows the 

corrosion process enough to provide a useable lifetime for the material, 

but the entire process of oxjdation from clean surface to compact oxide 

is still not completely understood. 

The surface of a solid substance can be a complex regime to 

investigate because that surface rarely, if ever, resembles the bulk in 

composition or structure. A common phenomenon in the surface behavior of 

materials is surface segregation. Surface segregation, generally, is the 

process of enriching the surface region of a solid in one component in 

order to reduce the free energy of the system. Very often impurities 

(eg. Carbon and Sulfur) will segregate to surfaces but, 

1 
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since catalytic activity and oxidation are mostly dependant on the be­

havior of major substituents, the emphasis in this field has been 

concentrated on the segregation of one element in binary alloys. 

There is a large body of theory in the literature today that attempts to 

predict which element will segregate and quantify the extent of enrich­

ment in the surface region but, there is some disagreement as to the 

nature of the actual driving force and considerable disagreement about 

predicting the extent. 

The initial stages of the oxidation of clean alloy surfaces may 

affect greatly the nature of a compact oxide grown to protect the under­

lying metal. The composition of the surface region may affect these early 

stages of oxidation as well as the conditions of temperature and pressure 

used to oxidize a sample. An understanding of this stage of oxide growth 

may lead to the development of better oxide coatings to resist corrosion. 

This thesis reports the results of investigations into segrega­

tion in a binary alloy system consisting of Nickel and Cobalt (Ni-Co) and 

into the very early stages of oxidation on those alloys using Auger 

Electron Spectroscopy (AES). 



CHAPTER 2 

Theoretical Considerations of Segregation 

2-I Classical Ther.odynaaics 

In order to discuss the thermodynamics of a surface phenomenon it 

is necessary to first define what is meant by a surface since, different 

definitions of a surface can seriously alter the interpretation of ex­

perimental findings. Here, in a classical approach, we shall define the 

surface as being the region where atoms are affected by the fact that 

they are not in an infinite continuum1 . What this effectively means is 

that, for the purposes of developing theories at least, the segregation 

is usually confined to a layer of material known as the surface. The 

remainder of the material in the system is therefore defined as bulk. 

Classically we may treat the surface and the bulk as being two separate 

components of the overall system 2 •3 and can therefore describe each via a 

free energy Gbulk and G f (Note here that the Helmholtz energy is not sur ace 

used since a real segregation process will not involve a mechanical work 

term if there is no change in volume and the process proceeds under 

conditions of constant temperature and pressure.). Each of the bulk and 

surface free energy terms for an alloy must also contain a term which 

describes the free energy of mixing such that; 

G . H . - TS . 2.1)
mlX MlX mlX 

3 
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In order to preserve simplicity. the assumption is made that the alloy in 

question (ABI is an ideal sol11tlon and hence 4 H . ~ 0, which leaves the
m1x 

entropic component given below. using St~rling's approximation. as; 

s ' 2.2)m1x 

It is therefore possible to write the free energy expressions as 

G 2.4)
surface 

where the superscripts s and b refer to surface and bulk respectively, 

* and the and G terms describe all other contributions to the free 
s 

energy. We assume that for any change in arrangement due to segrega­

tion. that the atoms enriching the surface come from the bulk and that 

atoms expelled from the surface (because of unfavourable energetics) 

return to the bulk. Therefore at equilibrium, the molar free energy 

of the two phases must be equal. 

which may be re-written 

b b (-AG IRT)
XA/X8 exp seg. 2.6) 
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This equation is therefore the most general, model independent, expres­

sion describing surface segregation. Models to predict and/or explain 

the physical origins of segregation seek to evaluate the free energy term 

and apply other assumptions. Here the only assumptions used to derive 

the general segregation equation are; there is no mechanical work done, 

the alloy is an ideal solution and conservation of mass is assumed. 

a) Bond-Breaking Model 

Since atoms in the surface region experience a different environ­

ment than those in the bulk, the total energy of bonds holding an atom at 

the surface is different than the total energy of bonds holding an atom 

in the bulk. Individual types of atoms say A and B, will have different 

bond energies and hence the atom type which has the lowest amount of 

binding energy missing, will be preferentially positioned at surface 

sites. The driving force for segregation in this model is therefore 

determined by the difference in bond energies between the two alloy 

components, and the number of missing bonds at the surface. 

The observation is made that the energy of breaking all 12 bonds 

1 2 7-11in an FCC metal may be replaced ' ' by the vaporization energy 

.1G vap. The assumption that TL\S « vap. .1H vap. is then made, and the 

resulting expression is; 

0 s [-k.1H I RT] 2.7)exp vap. 
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here k is the fraction of bonds missing for a surface atom eg. 3/12 for a 

(111) FCC surface. 

This equation therefore forms the basis for a large class of 

theories describing surface segregation called "the bond-breaking models" 

where the driving force for segregation is related to the energy of bonds 

missing at the surface and entropy is strictly configurational. In this 

simplest of bond-breaking models. where only atoms missing bonds are 

considered to be in the surface and the enriched layer would be confined 

to these atoms. Modifications and elaborations have been made to this 

basic model and the interested reader is referred to Appendix 1 where 

some of the more successful models are presented. The next section deals 

with the underlying ideas behind the second major class of segregation 

theories collectively referred to as "the surface tension approaches". 

b} Surface Free Energy Model 

Gibbs 3 addressed the problem of segregation in a slightly dif­

ferent way, but achieved a similar result to the preceeding section. He 

began by defining a two phase system where a is the metal alloy and ~ is 

a vacuum adjacent to the alloy. The interface region is called the Gibbs 

dividing plane, and the positioning of the plane will greatly affect the 

interpretation of any experimental results using this model. The dif­

ference between an interface where the bulk composition of both phases is 

unaltered up to the dividing plane, and an interface where the surface of 

the a phase has been changed relative to the bulk, is defined as the 

surface excess (r) of the enriched component. 
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The total number of A atoms in the system is therefore the total 

of atoms in both phases and the interface; 

2.8) 

where A is the area of the interface. Since we have defined phase ~ as 

being a vacuum, the last term will be zero. Surface tension was then 

defined as the reversible work to increase the interface area A when T,V 

and the NA are constant. Since such a process involves work, the process 

was described by the absolute Helmholtz free energy (f) and the total 

change given as; 

rA 2.9)dftot. 

where 

df (J 2.10)a,,., 

with df is the per atom change in free energy due to the surface and r 
s 

is the surface tension. But we have defined the process as occurring at 

constant T and V so that; 

rdA 2.11) 

Since this model system is closed, any change in the surface of phase a 

must come from the bulk of phase a and 

2.12) 
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converting now to a per unit area and molar basis, and realizing that ~ 

phase is a vacuum here, we may get; 

r 2.13) 

and since at equilibrium dF = 0, we may perform the total differential to 

arrive at the Gibbs adsorption isotherm 2.14). The Gibbs adsorption 

isotherm is also intuitively satisfying since segregation of an atom from 

the bulk of a material could be considered the same as adsorbing that 

atom onto a surface. Therefore; 

where is the surface excess of A (the solute), r is the surface ten­rA 

sion and is the chemical potential of A. If the chemical potentialllA 

obeys Henry's law for dilute binary solutions then we may have4 
; 

2.15) 

The new term ~H arises from the following; 

~H 2.16)m 

where HAB is the interaction energy between an A atom and a B atom etc .. 

If the solution is dilute enough that A atoms are completely engulfed in 

a matrix of B atoms and there are no A-A interactions in the alloy then; 
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2.17) 


and hence .1Hm 0 and eqn 2.15) becomes; 

2.18) 

The end result of this equation is that the component that reduces sur­

face tension will be enriched at the surface. Eqn. 2.18) is a very 

important relation to the theorist but it's practical application is 

seriously restricted by the lack of knowledge concerning the variation of 

surface tension with composition on solid surfaces. It is therefore 

necessary to obtain a more convenient equation with more accessible 

5quantities. What is arrived at is; 

r T + RT In Xs/Xb 2.19)
A 1\ A A 

where is the surface tension of pure A, 1\ is the surface area oc­

cupied by the component (it is assumed that neither component takes up 

more or less space at the surface--a potentially serious restriction). 

It is then possible to write the similar expressioh for component B, and 

taking a ratio of the two expressions eliminates r. which yields; 

2.20) 
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Equation 2.20) can also be expressed in 	a more general form such that 

6 7ideality and equal atomic surface areas ' are not required if it is 

recognized that surface tension is a surface free energy term expressed 

. 2 on a per unit area bas1s . If Gs and Gb are the free energies of a 

system with a solute atom on the surface and in the bulk respectively, 
0 0 

and Gs and Gb are free energies for pure solvent. We now have; 

2.21) 

and we may define 
0 0 

~G (Gs - Gs) - (Gb - Gb) 2. 22).
a 

Here 6G .the Gibbs free energy of adsorption, again represents the 
il 

"tlrivint; force" for segregation instead of the Helmholtz free energy 

:OlilCf:' nc mechanir:c.il ;"ork is done in a real system, and; 

vS 'Xs 2.23)"A/'B 

which is very similar to eqn 2.7). 

sHere the exact interpretation of what .is meant by XA must be 

addressed. Clearly X~ is the composition of material on the vacuum side 

of the Gibbs dividing surface. The results of experimental determina­

tions are most easily interpreted if the Gibbs surface is positioned such 

tlint segregntion is confined to the first monolayer only and this is 

http:mechanir:c.il
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often used. It should be noted therefore that in a real system, this 

assumption may not be valid and interpretation of data complicated. 

Most theories therefore strive to evaluate the energy term of 

eqn. 2.23 or more often just one component of the total energy term, and 

the following sections deal with some of the important points to consider 

when developing theories. Also presented in appendix 1 are some of the 

more successful models2 ' 6 - 9 •16 •17 •23 •30 - 33 proposed in the literature 

(success based on the model's ability to predict segregation) which 

generally take into account some or all of the important considerations 

presented in the following sections. 

2-II Quasiche•ical Models:Considerations of The Classical Approaches 

a) Surface Energy 

The surface energy can be thought of as the energy required to 

create the surface whether it be by removing a plane of atoms or by 

adsorbing the surface atoms. No matter what approach is taken, several 

points must be kept in mind: 

1) The surface energy will be greatly affected by how the surface is 

defined. This may seem very simple and not worth mentioning except that 

some models define the surface as a monolayer of atoms while others take 
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into account several atomic layers. The exact definition of the bound­

aries of the surface region will be critical to the success of any model 

or theory and the interpretation of experimental results. 

2) The simplistic frameworks assume ideality and therefore no mixing 

enthalpy, but real systems rarely have 6H . = m1x 0 and any comprehensive 

model or calculation scheme will have to make an accounting of mixing 

energy. 

i) Mixing Energy 

Mixing energy arises from the free energy change associated with 

changing the environment of both the alloying elements. When mixing 

energy is large and negative a well ordered alloy is formed, while if it 

is positive, mixing is usually not complete and clustering ensues. In 

the first case above, a segregation phenomenon would be energetically 

unfavourable and in the second, segregation might be favoured. Thus the 

mixing energy can be of vital importance in surface segregation studies. 

The simplest case occurs when the mixing enthalpy is zero, this is the 

ideal solution case. In this case only the mixing entropy is important 

2and it is configurational so we may have for ideal binary solutions; 

G -TS -RT[XlnX- (1-X)ln(1-X)] 2.24)m m 

where X may be for the surface or the bulk and the difference between 

surface and bulk would be the driving force for segregation. Eqn. 2.24) 

is very simple but extremely limited since very few binary alloys may be 

considered to be ideal and have only configurational entropy. It has 
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therefore been necessary to develop extensive theory for both mixing 

enthalpy and entropy. 

Mixing enthalpy treatments involve. i possibly variable bond enthalpy 

term but, bond enthalpies for unlike atoms HAB are assigned fixed values 

for the sake of simplicity. The mixing enthalpy would therefore be 

defined as; 

z
H 2.25)2 (HAB ­m 

where Z is the coordination number. To simplify matters, the regular 

solution parameter 0 is defined as: 

HAA + HBB 
---------) 2 0 26)

2 
0 

At the end what is desired however, is a ~H for surface segregation and m 

that would involve differing co-ordination numbers. Another simplified 

parameter might therefore be; 

0/Z 2.27) 

and equation 2.25) would then be; 
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H 2.28).m 

. 8 15
Miedema ' arrives at a slightly different equation, but that is dealt 

with separately in appendix 1. 

3) Surface energy is made up of at least two components in the simplest 

plausible framework. One component is enthalpy and the other is of 

course entropy. Most models deal exclusively with enthalpy and assume 

any non-mixing entropy component is insignificant. This approach is 

convenient but, not necessarily valid. 

i) Surface Entropy 

It is normal to think that the re-arrangement of a surface has 

associated with it some change in entropy in addition to enthalpy 

changes. The questions are; is the entropy contribution significant and 

how do we evaluate it if it is? 

Firstly we may consider that if an unsegregated surface exists, 

those atoms populating the surface region have certain additional vibra­

tional modes different than those in the bulk because of the lack of 

atoms on one side. One might say that any atom coming from the bulk to 

the surface in a segregation process would also experience the different 

environment and also receive the additional vibrational modes and hence 

the entropy change will be essentially zero. Most of the pure bond­

1 2 7-11breaking models in fact make this assumption ' ' In ref. 2 there is 

actually a proposed proof of this assumption; 
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0 0 

~sa = (Ss - Ss) - (Sb - Sb) 2.29) 

where ~Sa is the entropy of adsorption and S is the vibrational entropy 

given by 

s 2.30) 

where vE is the Einstein vibrational frequency. Then the surface vibra­

tional frequency would be 

2.31)vE,s 

where z and are the surface and bulk coordination numbers 
s 

respectively. Making appropriate substitutions into 2.29) we can get; 

0 0 

~s 3k ln[(vE,s1~E.s)(~E.b1~E.b)] 2.32)
a 

and since we assume in eqn. 2.31) that 

2.33 

then 

~s 3 ln(l) 0 2. 34).
a 



16 

Hence the vibrational entropy contribution (independent of mixing 

entropy) is zero. The critical assumption of this proof is the relation 

linking the coordination number to vibrational frequencies in eqn 2.31) 

of the surface and bulk. This relation seems unlikely since vibrational 

modes perpendicular to the surface plane will be greatly changed by the 

absence of an overlayer and modes parallel to the surface plane will be 

only moderately affected by being at the surface. The net result of 

these changes to the vibrational frequencies are therefore not likely to 

follow the rule of eqn. 2.31, especially in the case of an atom of type A 

populating a surface on top of a randomly mixed AB subsurface layer. 

Reverting for a moment to the extremely simplistic balls and spring type 

model for an oscillator, it is unreasonable to assume that the frequency 

of a vibration at a segregated surface is some easy fraction of the 

bulk value because for alloys where the elements have different mass the 

reduced mass at one end of the spring will be very different depending on 

which element is at the surface. 

12Overbury et.al. utilized the empirical observation that sur­

face tensions (which are surface free energies for pure elements) are 

approximately 1/6 of atomization enthalpies (in many cases this is true, 

but not always, and this is an important point for this thesis in 

particular), a simple rule of thumb measurement is as follows; 

1
G H H - from bond breaking model 2.35)

s s 4 atom. 

s 1 (H - G ) from 2nd law 2.36)T s s meas. 
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therefore substituting 2.35) into 2.36) yields 

s = 
1 Hatom ) Hatom. 2 .37). 

Tmeas. 6 12T meas. 

But H is usually measured at the melting temperature T and solidsatom m 

would be at some fraction of this, so we may easily see 

T 
llG 0.25(H t ------ 2.38)B HA ) X TB~ )

s a om. atom. m atom.12TATB 
m m 

where T is the temperature of interest, less than T . x m 

This is interesting and appears to be valuable except that when an 

evaluation of ~S is made, the uncertainties are larger than the value 

obtained and very little is accomplished. 

13 14 .There are other ' theor1es for estimating the surface entropy 

but they suffer from depending on hard to measure parameters like the 

Einstein temperature and very few direct measurements of surface entropy 

have been done. As mentioned before however, bond-.breaking models assume 

that any additional entropy component is zero and use vaporization en­

thalpies as free energies of segregation. 
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The estimation of differences in surface enthalpy via vaporiza­

tion enthalpies commonly used in the bond breaking models, must be 

considered in light of some important limitations. 

1) If the surface enthalpy is thought to be related to the 

energy of bonds missing at a surface, a knowledge of the energy of one 

bond is thought to be of value in predicting segregation. One of the 

problems associated with this approach is that the appropriate term for 

evaluating the average energy of bonds is the atomization enthalpy. 

Unfortunately atomization enthalpies are not usually reported, but rather 

vaporization enthalpies are. This may seem to be an acceptable substitu­

tion except in the cases where gas phase di or multi-atomic species are 

formed upon vaporization. 

2) Since a fraction of the difference between vaporization en­

thalpies is used, experimental errors associated with the determination 

of those values will become especially critical, even in cases where it 

is clear that the substitution is valid. 

3) Differing atomic size is not accounted for. If one type of 

atom is much larger than the other type of atom in a binary alloy, and 

has a higher ~H it may be preferred at the surface over smaller atoms vap. 

with lower ~H since the total surface energy may be lowest with fewer vap. 

large atoms of higher ~H rather than a higher number of atoms with vap. 
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lower enthalpy of vaporization. There are also other considerations to 

differing atom size and the next sub-section deals with this aspect of 

the overall problem. 

c) Strain Effects1 •2 •8 •16 •17 

If one imagines a very large solute atom in a solvent matrix made 

up of relatively small atoms, it is easy to envision the distortion of 

the solvent matrix to accomodate the solute (fig la). Any distortion of 

the solvent matrix would of course involve the input of energy and a re­

arrangement of atoms to minimize distortion and hence the total energy of 

the system would be favoured. One such re-arrangement would be to have 

the solute migrate to the surface and remove distortion in one direction 

(fig lb). A further energy savings would be realized if the solute were 

relaxed out into the vacuum so as to reduce the distortion into the bulk 

and laterally along the surface (fig lc). 

There would therefore seem to be a driving force for segregation 

of large solute atoms to a surface. After a time, the surface may become 

saturated with solute atoms and the situation may be as in fig ld where 

with fig la was defined by Friedel as; 

the surface is all solute and a series of edge dislocations accomodate 

the mismatch between the different layers. The strain energy associated 

18 

E 2.39) 
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where k is the bulk modulus, G the shear modulus, r are radii and the 

subscripts are; s for solute and m for matrix. The equation came about 

as a result of considering the energy required to expand a solvent sized 

hole in a matrix to solute size. Eqn. 2.39) would seem to be very 

straight forward except that the estimation of the final radius is crude 

due to the fact the hole is probably distorted. In light of this limita­

tion, Eshelby19 put forth a simpler version based on atomic volume of the 

pure solute and solvent atoms; 

- v )2G K (V
2 m s s mE --------- ---------- 2.40).
3 3K + 4G v s m m 
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Figure 1 


b 


c 
Possible accomodation arrangements for an oversized solute. a) distorted 
and strained bulk, b)deeply set solute at the surface, c) so.ute relaxed 
slightly into vacuum and d) a monolayer of solute with edge dislocations 
to accomodate mismatch. 
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20This expression was later revised to; 

2.41) 

*where o is the ratio of atomic sizes r /r , pm is the sheer modulus of s m 
21the matrix and can be evaluated using the expressions given by Fuchs 

considering only nearest neighbour interactions of the Leonard-Jones m:n 

form; 

- (n+3)/(n-m) 3(4/J2)r(m-n)(m/n) eo 2.42). 

In order to calculate Eel one must then make another assumption. The 

assumption is that Eel ~Qel , where ~Qel is the energy recovered by 

segregating the solute to the surface. This assumption needs to be 

examined more closely: 

1) Implicitly the assumption says that all the strain energy of 

the bulk is recovered by atoms segregating to the surface. Figs. 1b and 

c showed solitary atoms at the surface and it is quite clear that some 

distortion remains unless the atom is positioned out of the plane of 

atoms entirely, which is not likely if the atom is alone. The solution 

to this dilemma would seem to be the situation pictured in fig 1d where a 

monolayer of solute atoms removes all strain from the bulk. As mentioned 

before this is quite well within the realm of possibilities but there 

must be edge dislocations present to account for the misfit between the 

solute surface layer and the bulk matrix. These dislocations had to be 
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formed and energy had to be expended to form them, so the assumption that 

Eel = ~Qel appears to be a poor one. 

2) The original composition of the material is totally ignored. 

This is equivalent to stating that there are no solute-solute interac­

tions and that means this model is useful only for very dilute solutions. 

The correction, or at least partial correction, for this and point number 

1) is given in eqn. 2.43) 

Here Ed is the energy of the dislocations needed to accomodate a pure 

solute overlayer. As and Ab are the molar areas of the surface and bulk 

compositions, G is the shear modulus and b is the burgers vector of the 

dislocations (assuming all the dislocations are the same and hence have 

the same burgers vector). Using eqn. 2.43) and including composition we 

may now arrive at; 

E t . 2.44).s ra1n 

It has been suggested22 that when the solution is no longer 

dilute the strain contribution may become insignificant and even when 

dilute eqn. 2.44) can only estimate the upper boundary for the elastic 

contribution. The second term in eqn. 2.44) always opposes segregation 

and in most systems very nearly cancels the first term. The outcome of 
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23 24this observation is given by Abraham et.al. and supported by Seah and 

it is that, when a solute is smaller than the solvent no segregation 

occurs and only dilute systems of large solute in small solvent have 

significant strain energy terms. The system most often quoted as an 

example of segregation due to size mismatch is Ni(Au) where Au 

17segregates at both extremes of composition. It is difficult however to 

say that the segregation is due only to strain or even that strain is 

important since the bond breaking models aJso predict Au segregation. It 

is therefore quite reasonable to say that except in extreme cases (and no 

one is sure of those) the strain contribution is small and indeed when 

the ratio of atomic radii is between 0.95 and 1.05 the strain contribu­

tion is virtually zero 25 

The preceeding sections have sought to point out some of the 

considerations used to develop overall models which are routinely used by 

researchers when studying the segregation phenomenon. The most common 

and successful of these models, based on classical ideas, are presented 

in Appendix 1 for the interested reader and will be referred to in later 

sections when quantitative predictions are made ~e9arding the system 

under study here. 

Not all of the theories proposed to predict segregation are based 

on classical ideas. There have been several other models proposed and 

the following sections give a brief overview of three of these models. 
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2-III Other Models For Surface Segregation:Non-Classical Approaches 

a) Correlation of Segregation to Bulk Diffusion 

It has been pointed out that one could easily compare an atom at 

a surface to an atom bordering a vacancy in the bulk of a material. In 

terms of energy, it takes a certain amount of energy to create a vacancy, 

34Swartzfager and Kelley proposed that the energy required to exchange a 

bulk atom with a surface atom is some fraction of that vacancy creation 

energy i.e. 

2.45) 

In eqn 2.45) GA8and GBS are the surface energies of atoms A and B respec­

tively and GAV and GBV are the energies of atoms A and B beside 

vacancies. k is some proportionality constant and requires some specific 

35
model to predict it. Le Claire related GAV and GBV to tracer diffusion 

coefficients, 

2.46 

Here the new factors f and W are correlation factors and jump 

frequencies. We can now utilize the normal equation relating surface 

composition to a change in free energy; 
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X 
s 

2.4i)(1-X )
s 

where ~G GAS- G and we can thus get the very simple expression;88 

2.48) 

where OA and 0 are the tracer diffusion coefficients at composition Xb'8 

and k has all the previous constants included. 

This very simple theory is very attractive since it requires only 

the knowledge of diffusion constants and the factor k.. The diffusion 

36constants are readily available and the limited work to date assumes 

k·=l and yields some quite remarkable correlations. not only qualita­

tively but quantitatively. Another very promising feature is the ease of 

including the temperature dependence; 

0 

X /(1-X )
s s 

2.49)
x~711=x~> 

where the Q's are the activation energies. 

Not mentioned in this model however is its dependence on the 

assumption that diffusion occurs strictly via a vacancy mechanism and the 

theory does not apply when interstitial mechanisms are operating. The 

theory therefore is quite useful in metal alloys but not particularly 

useful in the prediction of small non-metal impurity segregation. 
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These theories are very complex sets of equations which describe 

the internal energy of a system using some equations like: 

E 
r: f_=f E Ni(E,X1 ,X 2 , ... )dE 2.50)Eint = Nil 
i 

where Nil is the numb<:>r 0r ntoms in a layer parallel to the surface and, 

N. (E) -(1hr)ImG.(E) 2.51)
1 1 

37"is the average electronic density of states" for the crystal plane 

layer i. The calculation of eqn 2.51) is achieved by using the average 

electronic Green 's functions. Taken into account in the individual 

Greene's functions are hopping integrals and the Wannier-State electron 

energy which together determine the energy an individual electron is 

likely to have depending on it's position in the electronic structure of 

the metal and the position of the atom in question in relation to the 

crystal and the surface. In short the electronic theories provide an 

electronic rationale behind the actual surface tensions in metals. 

1 2 16Several recent reviews • • note this fact and mention that the results 

of these electronic density of states calculations would suffer from the 

same sort of assumptions as conventional theories while being much more 

difficult to handle. In the future however these theories (when suffi­

ciently developed) should provide direct calculation of solid state 

surface tensions, but for now they simply conclude that segregation in 
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transition metal alloys is favoured for the component with most d­

electrons over 5 (when both atoms have more than 5 d electrons). 

Quantification of the segregation phenomenon using these approaches is 

well beyond the scope of this thesis but it is clear that a complex 

modelling approach is more likely to generate a realistic driving force 

than correlations to bulk phenomenon which may have been extrapolated 

from liquid or vaporization data. A somewhat less demanding approach is 

outlined in the following section. 

c) Monte Carlo and Embedded Atom Calculations 

Monte Carlo calculations have come to be in very common use by 

theoreticians seeking to calculate properties of solids that depend on 

the arrangement of atoms in a bulk. The details of the procedure will 

not be covered in this thesis as they would not serve to clarify the 

underlying approach. Instead, it will serve to simply give an overview 

of the general approach. 

In order to find the configuration of atoms that defines a bulk 

system's minimum energy state, an imaginary slab of atoms is created in 

computer memory. The positions of the atoms are re-arranged in a fashion 

dictated by a random number generator, hence the name. The configuration 

of the atoms that produces the lowest total energy for the slab is then 

found after a very large number of iterations. Sundaram and Wynblatt 

used cubo-octahedral particles with either 38 or 201 atoms, in a calcula­

tion of total energy based on sublimation energies only, and is the basis 

for other calculation attempts which seek to modify the energy 

38 
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. 2,6,23,39-41
equat 1ons Since the positions of all the component atoms 

can be varied without restriction, the positions of atoms at the surface 

are allowed to relax if that relaxation reduces the total energy of the 

system. This feature of the Monte-Carlo method therefore allows lattice 

strain considerations to be intrinsic to the calculation and hence no 

"add on" terms of questionable applicability need be relied upon. 

When the minimum total energy of the slab has been found, the 

difference between that energy and the known energy of some reference 

state, can then be thought of as the driving force behind the change in 

the subject state from the reference state. For surface segregation 

studies, the difference in total energy between a hypothetical alloy that 

has not been allowed to segregate and an alloy whose atoms have been 

allowed to move freely to a minimum energy condition, is considered the 

driving force for segregation. 

The general procedure behind Monte-Carlo methods is very ver­

satile but it's accuracy is in fact determined by the accuracy of the 

equations used to determine the energy of the system. For the study of 

surface segregation, one of the newest and apparently most accurate 

40 41methods is the "Embedded Atom Method" (EM•f) • . In the embedded atom 

method the total energy Etot., is assumed to consist of two parts. one 

which depends only on electron densiy at an atom site and a second pair­

wise interaction. This can be written as; 

E + 2
1 

}: f/J •• (R .. )) 2.52)tot. h~j lJ lJ 
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where the first term can be thought of as the energy required to embed an 

atom i into the electron gas of density ph . and the second term can be 
' 1 

viewed as representing the core-core repulsion between atoms i and j 

separated by a distance Rij" The approximation is made such that the 

electron density is given by superimposing atomic densities, 

ph . 2.53) 
'1 

where p~ (R .. ) represents the atomic electron density for atom j. ¢ .J.(R)
J lJ 1

is assumed to be the geometric mean of the interactions between atoms of 

the same kind; 

(Z.(R .. )Z.(R .. ))/ R.. 2.54)
l 1J J lJ lJ 

where Z. (R .. ) is the effective core charge of atom i at distance R.. from 
1 IJ lJ 

the atom. Theoretical predictions from first principles are not im­

mediately forthcoming for either Fi(Ph,i) or ¢ (R) but since values of11 

sublimation energy, lattice constant, elastic constant and vacancy forma­

tion energy are well known, one can use these constants to empirically 

evaluate these functions for use in determining different properties of 

the model bulk slab41 and pa(R) have been calculated from the Hartree-

Foch wave functions by 

2.55) 
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where Ns and Nd are the number of outer s and d electrons and ps and pd 

are the densities associated with s and d wavefunctions respectively. 

where the effective charge Z(R) is given by; 

Z(R) 2.57) 


where Z0 is given by the number of outer electrons and a can be deter­

mined by fitting the bulk pure element and aUoy parameters. It is clear 

therefore that the embedded atom method must satisfy many electronic and 

bulk thermodynamic parameters and hence would be the most all encompass­

ing approach to date. The negative side of this approach is the fact 

that the calculation procedures are extremely long and this is very much 

a specialty field. thus restricting their general applicability in the 

scientific community. 

This chapter has now covered the major points of theory and the 

most successful models currently in print to predict the composition of 

segregated surfaces. It was with these theories in mind that an alloy 

system was sought that would provide a useful insight into which (if any) 

of the models are most appropriate. It can be said that all the theories 

agree that the driving force for segregation is the difference in surface 

free energy between an unsegregated and a segregated surface. The major 

differences lie in the evaluation of that segregation energy, and hence 

the real surface composition, from readily available bulk thermodynamic 

quantities. In the next chapter the rationale for the choice of the 
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alloy system finally decided upon will be revealed, as well as, what the 

models presented in this chapter and in appendix 1 would predict. 



Chapter 3 

Rationale For The Selection of The Co-Ni Alloy Syste• 

3-I Criteria for Selection 

The selection of the alloy system to be studied in this thesis 

was a very carefully considered decision. The theoretical predictions 

outlined in the previous chapter are consistent with each other as to 

qualitative predictions in many cases but there is disagreement as to 

extent in most cases. The reason there is often qualitative agreement 

between the simple bond-breaking models and the surface free energy 

(surfa~e tension) models is that, very often the differences in surface 

tension are mirrored by differences in enthalpy of vaporization and 

indeed, 12Overbury et.aJ. stated that the surface tensions of metals are 

fractions of their vaporization enthalpies. This however is not the case 

in all systems and Chelikowsky42 has compiled a comprehensive table 

predicting the segregating element for i02 possible binary alloys via the 

31 •32equation of Miedema8
• given here as eqn A.29) and compared these 

predictions to those of a surface enthalpy approach eqn 2.25). 

Chelikowsky pointed out that there are a number of cases where the two 

models predict opposite segregation. From the point of view of these 

models (the two most widely used models) it would then be useful to study 

an alloy where they predict opposite results. 

33 
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If an alloy system is found that has the bond breaking and sur­

face free energy approaches predicting opposite segregation trends, it is 

most desirable that there are no other possible driving forces for 

effect is much smaller than theory would predict In fact if the ratio 

segregation such as; bulk strain or enthalpy of mixing. Systems where 

bulk strain is thought to play a role are best avoided since the strain 

contribution terms of eqns. 2.47) and 2.48) at best represent an upper 

boundary to the extent of segregation, and the empirically determined 

22 

of radii of the two types of atoms in the alloy is .95 < rA/r8 < l.or 

the contribution of strain to the driving force for segregation is essen­

25tially zero 

The best alloy system to study would be an ideal solution. That 

is to say that the phase diagram would have only a continuous series of 

solid solutions with low heat of mixing. If the alloy system were ideal 

then one can safely make the assumption in the bond-breaking models that 

HAB = 1/2(HAA ~ H88 J and hence that segregation is confined to the first 

monolayer only. The ability to make this assumption is extremely impor­

tant if one considers the complexity of equations A.l), A.2) and the 

multi-layer solutions of eqns. A.16) and A.17) . A non-ideal solution 

would require the determination of compositions for up to 4 monolayers 

and this represents a major barrier to the experimentalist. 
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3-11 Satisfaction of The Criteria and Qualitative Predictions 

There are now three criteria to be satisfied in the process of 

selecting an appropriate alloy system: 1) opposite predictions based on 

the bond breaking and surface free energy models, 2) both elements should 

be very nearly the same size and 3) the alloy system should be ideal with 

a continuous series of solid solutions. 

The Co-Ni alloy system satisfies all three of these criteria. 

Treating point 3) first, we may see in figure 2 that the phase diagram is 

a continuous series of solid solutions with only a magnetic transforma­

... 
tion at relatively high temperatures and an e 

+-
a transformation at 

temperatures below our range of interest. The heat of solution is given 

as -1 kJ/mole8 (extremely small). The Atomic Radii are 1.25 and 1.24 A 

for Co and Ni resectively, or a ratio of 0.992. Therefore effects of 

differing atomic size can be completely ignored. The Enthalpy of 

Vaporizations are; .J28.4 kJ/mol and 430.1 k.l/mol for Co ant! 

respectiv('ly43 This qualitatively predicts slight segregation of Co in 

the bond-breaking models although the difference in 4H is very small. vap. 

The surface energies at 0° K are listed8 as 2550 and 2450 mJmol-l m- 2 for 

Co and Ni respectively. The surface free energy approaches would then 

qualitatively predict that Ni would segregate. 

Additionally it should also be noted that electronic theories 

would predict that Xi would segregate since it has configuration 

[Ar]3d84s 2 while Co has configuration 7 2[Ar]3d 4s i.e. Xi has more d-

electrons. 
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3-III Previous Work on Segregation in the_Co-Ni Systea 

Because this system represents a test case for bond-breaking vs. 

surface free energy theory, it would be logical to assume that it has 

been examined before. In fact the segregation behaviour of Ni-Co alloys 

has been the subject of four other investigations to date. The continued 

interest in this system stems from the fact that the four previous 

studies arrive at three different conclusions and as such there was no 

definite determination of which element segregates, let alone any reli­

able estimate as to the extent, at the outset of this investigation. A 

brief review of the previous work is presented here merely toacqtJaint the 

reader with an additional reason for doing the work presented in this 

thesis. A further discussion of the previous results will be given in a 

later section. 

45The first reported study was by Goretzki et.a1. in 1977. That 

study used a Scanning Auger Microprobe to analyze a 30 a/o (a/o = atomic 

percent) Ni alloy. Only one sample was quenched from a ten minute anneal 
0 

at 350 C and the cold surface analyzed, using the Auger peaks in the 

energy range 650-850 eV. The authors claimed that equlilibrium, as 

determined by constancy in the Ni peak height, was established after 8 

min.. Without stating the exact quantification method, they claimed that 

Ni segregated to enrich the surface by approx. 10% 

46In 1979 Cherepin et. aJ . did an Appearance Potential/Auger 

Spectroscopy study of a range of alloys from 20 to 80 a/o. They used 

peak to peak height analysis vs. pure element standards and found slight 

enrichment of Ni but did not offer quantitative results. 
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47Shpiro et.al. did an XPS/AES study of the Co-Ni system and 

found Co enhancement of the surface upon annealing in vacuum and re­

establishment of the bulk Ni content upon annealing in H (g). The2

calibration method used was peak height in N(E) mode adjusted by a sen­

sitivity factor determined from ionization cross sections and inelastic 

mean free paths. 

Most recently Tanaka et.al48 used computer simulation of Auger 

spectra using pure element standards on the high energy peaks (650­

850eV). This study reported that excellent simulation matches were 

possible if the highest energy peak (pure Ni signal) were omitted. The 

compositions from the simulations showed essentially no segregation of 

either component. 

We then have all three of the possible observations reported in 

the literature i.e. Ni segregation, Co segregation and no segregation. 

This study reports not only the qualitative observation of segregation in 

this alloy system but also determines to a high degree of accuracy (for 

surface determinations) the quantitative extent of that segregation. To 

compare experiment to theory it would then be useful to have the quan­

titative predictions for the alloys investigated in this thesis. 

3-IV Quantitative Predictions 

There were a number of relations proposed in chapter 2 that 

claimed to predict the extent of segregation but, Co-Ni alloys were 

selected to eliminate a number of these equations. Basically no strain 

contribution need be considered in any equation and the assumption that 
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segregation is confined to the first monolayer only is held as valid and 

at worst one would need to consider only 2 monolayers. The equations 

used for quantitative predictions would then be; 

i) 	simplistic bond-breaking with configurational entropy 
(X *X =X =Xb) eqn. 2.39). Data from refs. 31 and 9

1	 2 3

ii) multi-layer bond-breaking (up to 2 monolayers only) 
(X *X *X =Xb) eqns. A.10) with A.11) and A.12).Data from ref. 311	 2 3and 9 

iii) Bond-breaking and enthalpy of mixing eqn A.22). Data from ref. 31 
and 9 

iv) Combined surface free energy and heat of solution. eqn A.24) Data 
from ref. 8 

v) 	 Correlation to bulk diffusion eqn. 2.56) Data from ref. 49) 

0 

TABLE 3-1 Quantitative Predictions for 580 C 

-----------------------------------·-----­iSample Comp. 

t a/o 11,_ ---'i'-')'-------...:i:..:i:...L..)_j,_ ___::i:..:l:..:.io....)'---'---'1:...;.v'-'),______....:v'-1).
N:..: _____ 
: I 

14. 1 ± . 04 13.6 13.3 13.4 20.2 25.4 

22.6 ± .01 22.1 21.7 21.6 31.1 37.8 

43.1 ± .1 42.4 41.8 41.1 53.9 61.2 

56.0 ± .06 55.3 54.6 53.4 66.3 72.6 

78.7 ± .01 78.2 76.1 75.1 85.1 88.5 

89.6 ± .01 89.3 89.1 85.5 95.7 94.7 

Predictions of various models (see text) for the surface composition 
of alloys investigated here in % Ni. 
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The reader should note from Table 3-1 that contributions from a second 

layer and heat of mixing to bond-breaking models, do not alter the 

resulting prediction significantly. Also there is a caveat that must go 

along with the predictions of column v): the diffusjon coefficients used 

were those that ref. 49 labelled as being most trustworthy, other values 

also listed gave radically different results. 

The bulk compositions listed, correspond to samples made for this 
0 

thesis and predictions are set for 580 C which is the temperature 

studied in the first phase of this study. The next chapter deals with 

the details of the preparation of those samples and subsequent chapters 

deal with determinations of thermodynamic quantities associated with 

segregation in this system. 



Chapter 4 

4-I Polycrystalline Boules 

The preparation of samples with known composition and low con­

taminant level is a critical requirement in any investigation into 

surface phenomena. Starting materials were necessarily of the highest 

purity available on the commercial market, 99.999% from Johnson Mathey 

Chemicals Co. Ltd .. The supplier's analysis claimed the major bulk 

contaminant detected was Fe at 3 ppm and 4 ppm for Ni and Co 

respectively. Non-metallic bulk impurities were not analyzed for, and 

since both Ni and Co are mined from sulfide ores, it is expected that the 

major non-metallic impurity was Sulfur. 

Alloy preparation was carried out in an arc-melt apparatus built 

in house with a rotating water cooled OFHC Copper hearth. The sample 

preparation chamber was evacuated via rotary pumping to a start pressure 

of approximately 10-a torr and backfilled to approx. 380 torr (0.5 atm) 

dynamic pressure (continuous pumping) of research grade Argon. Pure 

element rods were sliced to lengths appropriate to the target composition 

using a high speed saw and Alumina blades. Each element was separately 

liquified under Ar and, allowed to de-gas and eventually cool to form a 

41 
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pure element boule. Pure element boules were them weighed to ± 0.05 mg 

accuracy and placed side by side in the arc-melt chamber. The pure 

elements were allowed to mix as liquids for several minutes and allowed 

to re-solidify. Each sample boule was then turned and re-melted at least 

7 times to ensure complete homogeneity. Sample boules were then annealed 

just below the melting temperature for ten minutes and allowed to cool 

slowly in order to remove stress. The solid boules were then re-weighed 

and the composition was caJcuJated from the ratio of the starting number 

of moles of each element. Errors on bulk compositions were estimated by 

assuming that all mass loss due to evaporation carne from the solute (a 

worst case scenario) and were at most 0.1 %and at best < 0.01 %. 

Prepared boules were then mounted on meta] blocks with epoxy glue 

and sliced into ~ 3 mm wafers. Wafers were then mounted in a parallel 

surface polishing jig with mounting wax. The surface was then polished 

with increasingly fine abrasive until a smooth mirror-like surface was 

achieved after the final 1 ~diamond polish stage. EDAX line scans were 

used to check for homogeneity in some of the early samples and no in­

homogeneity was detected. 

One of the polycrysta11ine samples that was annealed in vacuum for 

The Transmission Laue method employed, using 50 kV 12mA Mo Ka 

great lengths of time (56.0 a/o Ni) displayed two very large crystals 

visible under low magnification light microscope. These crystals were 

visibly continuous from front to back in this, now O.Smm thick sample. 

50 
was a 

collimated (~ 1 mm diameter beam) X-ray source, to determine that the two 
0 

grains had orientations within 2 of the (111) and (210) planes. These 

grains were then the subjects of a study to determine the temperature and 
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crystallographic dependence of the surface segregation phenomenon and the 

results are presented later. 

4-11 Single Crystal Saaples 

From the results of the temperature and crystallographic depend­

ence study, a need to perform more experiments on well oriented single 

crystal samples was indicated. A facility exists in the Institute For 

Materials Research where single crystals can be grown from pure elements 

by Mr. J.D. Garrett. The Czochralski procedure used, involved the li­

quification of starting materials in a water-cooled rotating (80 rpm) 

OFHC Copper hearth, under Ar atmosphere, by a Reed type Tri-arc™ weld­

ing furnace. A liquid cooled rotating (20 rpm) seed crystal was then 

dipped into the liquid alloy by a crystal pulling rod and slowly 

withdrawn at a rate of 1.3 to 2.3 mm/hr .. The alloy solidified as a 

single crystal with orientation the same as the seed crystal. In this 

particular case there was no single crystal of Co-Ni available to act as 

a seed, instead an oriented single crystal of pure Ni was used since the 

melting temperature and lattice parameter would be very close to those of 

the alloy. This arrangement yielded a single crystal of the desired 

composition on the first attempt. The exact composition required was 50 

a/o Ni for reasons which will be explained later and the final sample 

composition was 50.02 ~ 0.005 a/o ~i. 

The single crystal was then mounted on a goniometer, an end was 

sliced off, and polished in the previously mentioned fashion in order to 

facilitate the determination of the orientation of the single crystal by 
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51Laue Back Reflection again using the collimated 50 kV 12 rnA Mo Ka 

source. The crystal was then rotated, wafered to N 1.5 mm thickness and 

polished in the previously mentioned fashion, to yield samples with 
0 

surfaces of the three principle faces: (111), (100), and (110) to± 1 or 

less. Uniform 7 mm diameter sample discs were cut from the single crys­

tal wafers with a spark cutter courtesy of A.J. Slavin of Trent 

University. Again the results of this study are presented later. 

4-III Saaple Cleaning In Vacuu. 

Even in the ultra-high vacuum conditions (< 1 x 10-9 torr) main­

tained in an Auger Electron Spectrometer, the surface of a sample which 

has beett de-greased with Acetone and rinsed with Methanol, as all samples 

were in this work, will be slightly oxidized and covered in contaminants 

like Carbon, Chlorine and Sulfur. Removal of contaminants of this nature 

is routinely done by ion beam sputtering. In this procedure, gas atoms 

are ionized by a filament in an ion gun and accelerated towards the 

sample with energies from 500 eV up to 5 kV in most commercial 

instruments. The ions impinge on the surface, "sputtering" substrate 

atoms and molecular fractions off into the vacuum. Noble gases are most 

commonly used for this purpose and Ar was used exclusively during this 

entire project. No spectra was ever accepted for quantitative analysis 

if there was any detectable level of any contaminant. A study of the 

effects of ion beam sputtering on these alloys is presented in a later 

chapter. 
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4-IV Mounting and Beating: Method 1 

The analyses reported in this thesis were performed in two dif­

ferent Auger Electron Spectrometers that had two very different 

configurations and ways of holding and heating samples. The first in­

strument had samples mounted by thin Tungsten wires spot-welded onto flat 

Tantalum plates. The sample holder was then screwed onto a 12 position 

sample carousel which could be rotated into a position suitable for 

sample analysis. (see fig. 3). Heating was achieved by electron bombard­

ment from a stationary filament inside the carousel and thus behind the 

-5sample. The analysis chamber was back-filled to 5 x 10 torr of high 

purity Ar in order to facilitate simultaneous 3 keV Ar+ ion sputtering 

while annealing or alternating sputtering and non-sputtering while 

annealing. The ion beam and sample were held at a fixed angle to each 
0 

other of· 71 from sample surface normal. 

Due to tl1e position of the heating filament and the interference 

of escaping heating electrons in Auger spectra, only quenched segregation 

experiments could be performed in this instrument. Samples were heated 

to the desired temperature and sputter cleaned by on/off cycles of the 

ion gun until the surface could be maintained contaminant free for up to 

2 hrs. The now temperature equilibrated samples were then sputtered 

quickly to remove any trace level cont~inants, allowed to segregate for 

10 mins. (the time mentioned in ref. 45 as being sufficient to allow the 

sample to reach equilibrium) and quenched to room temperature. The 

temperature of the sample was monitored via a W/Re thermocouple spot 

welded directly to the sample. All the quenchjng experiments were done 



46 

0 

at 580 ± 20 C , and this is the reason that all the predictions listed in 

table 2 of chapter 3 are for that temperature. 
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Fig. 3b 
Figure 3a) Ta sample holder set up. Figure 3b) Experimental arrangement 
for static Auger analysis chamber. 
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4-V Mounting and Heating: Method 2 

The second instrument used in this experiment ( a PHI 600 Scanning 

Auger Multiprobe) was equipped with a more sophisticated hot stage that 

allowed analyses to be performed while the sample was held at a tempera­

ture of interest. The hot stage is described fully in ref. 52 and a 

reproduction graphic is presented in figure 4. The sample was heated by 

electron bombardment from behind as in the previous instrument but the 

sample edges are now covered with a Mo foil skirt that effectively traps 

electrons from the heating filament thus eliminating this interference in 

Auger spectra. Sample temperature was monitored using a Chromel-Alumel 

thermocouple welded directly to the sample. Calibration of this ther­

mocouple via melting points of pure elements proved it to be accurate to 

within 5 K. The maximum stable temperature achieved was • 1200 K, but 

this could not be maintained for long since flexing of the sample mount­

ing wires caused occasionally increased contact with the Mo skirt which 

then cooled the sample. Below 1000 K temperatures were stable enough (± 

5 K) to permit long term experiments for all samples up to 4 hrs. in 

length and for the single crystal samples up to 1150 K and 4 hrs .. 

Cleaning of the sample in this case was again done via an ArT ion 

beam, but here a 4 keV accelerating potential was used and the angle of 
0 

incidence was 60 from the surface normal. Also, in this instrument 

there was no need to back fill the entire chamber with Ar as the gun 

where the ions are generated is differentially pumped. The same on/off 

cyclic approach to cleaning, mentioned above, was used in this instrument 

and this procedure could greatly expand the time a surface could be 
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Chapter 5 

Surface Analysis: Auger Electron Spectroscopy (AES) 

5-I General Description 

Auger Electron Sprectroscopy (AES) is today one of the main 

surface science investigation tools. It's general features are; analysis 

depth from a few A up to approx. 2nm, sensitivity to all elements except 

Hydrogen and Helium, can be combined with ion beam milling to produce 

depth profiles of thin films up to 1 p thick and can be made quantitative 

if standards are available and semi-quantitative if they are not. Since 

AES is an electron spectroscopy, the sample must be analyzed under high 

( ~vacuum conditions 1 X torr) at least and more usually under 

ultra-high vacuum conditions < 1 x 10
-9 

torr) in order to have the 

cleanest possible surfaces for· the greatest length of time. 

In order to initiate the Auger process, a beam of electrons is 

directed at the sample and an electron is removed (fig 5a). The removal 

of this electron leaves the atom in an excited ionized state which 

rapidly decays to an unexcited ionized state by an electron, from a 

valence level L
1 

, ''relaxing'' into the core level hole. This relaxation 

to a lower level requires the atom to emit energy, equivalent to the 

transition energy of the "relaxing" electron, of one form or another. In 

the Auger process the emission of energy is via the ejection of another 

valence electron L with energy equivalent to the de-excitation transi­
2 

tion (fig Sb). 

50 
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Fig 5b 

K 
Schematic representation of the Auger process. 
a) The initial ionization event by an incoming high energy electron. 
b) Internal decay to fill core electron hole followed by emission 

of an Auger electron to release energy from the decay. 
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This general transition is given the label KL L and other transitions
1 2 

such as MNN and LM.\f are also possible. A graphic depicting the known 

Auger transitions for the elements is given in figure 6. Because the 

final state is essentially doubly ionized, there must be a mechanism to 

re-supply the sample with electrons, or a charge will build up on the 

surface. The re-supply of electrons is usually facilitated via a ground 

connection to the sample, this places the restriction of conductivity on 

samples to be analyzed. Another major restriction on AES is the fact 

that it is a three electron process and thus eliminates elements with 

Jess than three electrons i.e. Hydrogen and Helium. 

The energy of the electron as it enters the vacuum is reduced by 

the work function ($A) and a small relaxation term, thus the final energy 

is given by; 

- $ - E 5.1)
A rei. 

The energy of Auger electrons therefore provides the basis for unam­

biguous qualitative analysis. It is to be noted that the energy of the 

emitted electron is independent of the energy of the incident beam, as 

long as the primary beam has energy sufficient to cause the initial 

ionization event. It should also be noted however, that the yield of 

electrons for any transition is a function of the ionization energy 

required and the energy of the primary beam since the ionization cross-

section varies with primary beam energy. 

Spectra are recorded by sweeping an energy analyzer through an 

energy range of interest and are usually collected in one of two forms: 

dN(E)/dE (differential mode) or N(E) mode, where auger signal as counts 
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of electrons is differentiated or plotted directly vs the energy of the 

electrons respectively. Example spectra are given in figs. 7a (N(E)) 

and b (dN(E)/dE). Quantitation is usually done by relating signal inten­

sity to concentration but more details are given in subsequent sections. 
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5-11 ConsideratJons of Quantitative Auger Electron Spe!ctroscopY 

In order to obtain quantitative analyses via AES one must be able 

to relate the current of Auger electrons to the population density of the 

analyte in the surface region. A general expression for Auger current 

produced in an element A by the example transition WXY is given as; 

E ~ 

J JP J IP(E,Z)oA(E,Ew)NA(Z)rA(WXY)exp(-Z/it)dOdZdE 5.2) 

o Ew o 

where 0 represents all space, IP is the excitation flux density, aA is 

the ionization cross-section of the core level W, NA(Z) is the atomic 

density of element A at a depth Z from the surface, exp(-Z/A) is the 

probability for escape and rA(WXY) is the Auger transition probability 

factor. This equation assumes two dimensional homogeneity. A 

simplification of eqn. 5.2) can be made if three dimensional homogeneity 

is assumed. That is to say that the composition does not change over the 

depth of analysis. Furthermore the excitation flux density can be 

divided into two components. The first component is the Auger electron 

current due to the primary beam and the second is the contribution from 

the secondary electron cascade. The parameter T can also be introduced 

which represents the transmission factor for the analyzer being used. 

Thus the simplified expression for Auger current would be; 

5.3) 
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where 1 + now is defined as the backscatt€'ring factor, A is 
s 

the sampling area and A is the attenuation length for electrons from the 

WXY transition. Even with this simplification, quantitation from first 

principles would be very complex and, for practical purposes, impossible. 

It is to avoid the direct use of eqns. 5.2) and 5.3) that sensitivity 

factors and standards are used to obtain quantitative analyses via AES. 

However the factors for attenuation length, backscattering, as well as 

the so far unmentioned factors, of surface morphology and damage from 

sputtering, need to be dealt with as there may be differential effects 

for specific systems. A brief discussion of those factors is presented 

next, followed by details of the analysis procedures used in this work. 

a) Attentuation Length 

i) Inelastic Mean Free Path An electron travelling through a 

material will only be able to travel a distance determined by the energy 

of the electron. This distance is called the Inelastic Mean Free Path 

(IMFP) and in AES and XPS these distances are always longer than the 

thickness of one monolayer. The result of the IMFP being longer than one 

monolayer thickness is that any signal in an Auger spectrum will be 

composed of dwindling contributions from the first monolayer and deeper 

layers. It is therefore essential that the inelastic mean free path be 

known before a composition of the first monolayer can be reported from 

Auger or X-ray Photoelecton Spectroscopies. 

Predictions of IMFPs from first principles are based on highly 

53 54complex mathematical models · that will not be dealt with in detail 
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here. The major detraction from surh models is the fact that the predic­

tions rely on a knowledge of the behaviour of the dielectric constant 

e(q,w) function that is not known. 54Penn most recently used the ob­

served optical dielectric constant in his equations to predict A's and 

his predictions are quite close to experimentally determined values. 

The experimentally determined A's that Penn and most workers 

55
refer to, were compiled by Powell and more recently and completely by 

56Seah and Dench . In the Seah and Deneb article 215 experimental deter­

minations of elemental IMFPs were found to obey a universal curve with 

some appreciable error. The fit of the experimental data to a universal 

curve was substantially improved by including a factor for atomic size 

which was not accounted for by the individuals who determined the IMFPs 

for specific elements i.e. lattice parameters and crystallographic 

orientation was not originally accounted for in most of the 

determinations. The size corrected curve showed a minimum at approx 40 

eV and experimental scatter was greatest in this energy range. For 

electrons above 150 eV the fit to the universal curve was substantially 

better than the 10-150 eV range as was the fit for electrons with < 10 
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Figure 8 from Seah and Dench: IMFP vs. electron energy 
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ev. The universal curve above 150 eV and below 10 eV gives a strong 

indication that the scatter around the universal curve in the range 10 eV 

55 
to 150 eV is due, as indicated by Powell to the experimental dif­

ficulties in this range and not any inappropriateness of the universal 

54 curve (see fig 8 from ref. 56). The recent work of Penn also supports 

this assertion as the values that author predicts for IMFP, fit ex­

perimental data from Ag,Al,Au and Cu and also matches the fitted curve 

of Seah and Dench very well in this energy range. The equation of best 

fit as determined by Seah and Dench is; 

538 ( 1o.sA ~ 0.41 aE monolayers 5.4)m E2 

for electrons with energies from 1 eV to 10,000 eV in elements. In 

equation 5.4) the variable E is the energy of the electron and a is the 

thickness of one monolayer. This dependency on the monolayer thickness 

allows for a variation of sampling depth with crystallographic orienta­

tion and is vital to this thesis. Using a monolayer thickness of 2.03 A 

we may calculate the A for the low energy (50-60 eV) peaks most often 
m 

used in this thesis: ANi= 1.587 monolayers (3.22 A) and Ac = 1.536 
0 

monoJayers (3.12 A). From this calculation it is possible to see that 

the effective sampling depth for both elements will be the same in the 

50-60 eV region. 
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.!Jj___ Co_rrec_tions due to A in the Retarding Field Analyzer The 

first anaJyJses done for this thesis were performed in a static Auger 

Spectrometer equipped with a Retarding Field Analyser (RFA). The RFA 

conisted of four (4) concentric grids which could selectively allow 

electrons of specific energies to pass to an electron Af'ft('j tiler . The 

electron gun was coaxial with the grid system and as such, electrons were 

collected from 5° to 60° off of the sample surface normal. A com­

57
puterized routine was developed in house by Dawson and Burke that 

could, given the IMFP and the monolayer thickness, calculate the composi­

tion of the first monolayer by allowing contributions to the observed 

signal from an infinite depth (oo = 40 monolayers for the calculation) 

into the bulk. The method can be summarized as follows: 

The .total signal received by the analyzer is composed of two parts, the 

first monolayer contribution and contributions from all subsequent 

layers. 

x1r 1 + xb r ri 5.5) 
i=2 

Where INi is the total Auger signal, x: is the experimentally determined1 

composition in the sampling region of the Auger electrons (how this 

number is arrived at, is discussed later), x is the first monolayer
1 

composition, Xb is the bulk composition and Ii is the signal from the ith 

layer. If 

co 
0 

5.6) 
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then 

s 
XNi (X 1 I 1 

00 00 

+ Xbti.)/1:1.
- . 2 1 . 1 1
1= }= 

5.7) 

and 

00 00 

s 
t I - t I . ) I 5.8)x1 (XN. . xb II• 1 1 1

i=l i=2 

The Auger current to the analyzer is given by; 

8=60° 
ri = I Csin8cos8exp(-i/n)cosS) d8 5.9) 

8=5° 

where C is an experimental constant and n) is the IMFP in monolayers. 

ji~orrections due to A for the Cylindrical_ Mirror Analyzer 

The CMA collects electrons over a solid angle of 8 = 42° by focusing 

electrons of specific energy onto an electron multiplier and usually has 

better energy resolution than an RFA. The correction procedure used for 

spectra collected by a CMA is somewhat simpler as the geometry is 

straightforward. If Ib is the Auger signal corresponding to the bulk 

then 

5.10) 

where C is the composition and A is a constant related to the elemental 

sensitivity factor. nA is the attenuation length of electrons in nm, d 

is the monolayer thickness in nm. Then if ~C is the change in the sur­

face concentration 
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Is = Ib + A.1C 5 .11) 

and 

5.12) 

5.13. 

The value of R then is obtained from the experiment and .1C is calculated. 
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b) Preferential Backscattering 

As mentioned previously the total Auger signal will have a com­

ponent arising from the electrons that are scattered (elastically or 

inelastically) off of subsurface atoms with enough energy to carry out 

the initial ionization event in the Auger process. The yield of 

electrons from this process is a function of58 atomic number (Z), angle 

of incidence (~) and the ratio of the incident electron energy to the 

energy required to carry out the initial ionization event (U = Eb/Ep). 

61Ichimura et. a1. 59- did a large number of Monte-Carlo type calculations 

in an attempt to arrive at an easy to use relation for the backscatter 

The resultant equation for normal incidence of the electron 

beam (the arrangment in our spectrometers) is; 

0 25 11 + (4.35 - 3.93 z · 1)u-0 · + (4.85 z0 · - 5.45) 5.14). 

Recent experimental evidence62 has indicated that relation 5.14) predicts 

a backscatter factor, (1 + R8 ), in excellent agreement with determina­

tions using EP = 15 keY, but overestimates the effect when the primary 

beam energy is low. The experiments done in this thesis used primary 

beam energies of 1 keY, 2 keY and 5 keY which would be considered low, 

and as such, eqn. 5.14) would represent an upper bound to the effect of 

backscattered electrons in this study. When estimates are calculated for 

the elements of interest here under the worst of circumstances (Ep = 1 

keY and Eb = 60 eY, where the overestimate of the effect is at a maximum) 

the backscatter factors are; 
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(1 + RB)Co (~ = 0, Ep = 1 keV) 1.742 

(1 + RB)Ni (~ = 0, Ep = 1 keV) = 1.737 

Since the effect of backscattering is only detrimental if the elements 

of interest have differing backscatter factors, it is very safe to assume 

that preferential backscattering is not significant for this alloy 

system. 

c) Effects of Surface Morphology and Preferential Sputtering 

No surface is actually smooth on an atomic scale unless some very 

special procedures are followed, and practical surface analysis usually 

accepts a certain degree of roughness. As mentioned in the previous 

chapters on sample preparation, all the samples studied here were 

prepared and polished to the same extent outside of vacuum and sputter 

cleaned under identical conditions in vacuum. It is a well accepted fact 

that the yield of Auger electrons from a sample is to some extent, de­

pendant on the roughness of the surface. De Bernardez et.a1. 63 have 

proposed a model of a surface roughened by ion sputtering that gives a 

triangular topography (a fairly common observation in practice). Those 

reseachers have concluded that increased surface roughness decreases 

Auger yield significantly when the dimensions of the roughness are small 

(on the same scale as that produced by sputtering). This effect could be 

significant to this study if standards used for analysis (see later 

discussion) have different morphologies on the scale of beam damage. 

Another possible effect of beam damage is preferential 

sputtering. Simply put, preferential sputtering results from differences 
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in the rate of removal of atoms from a surface during cleaning by an ion 

beam. If the energy of an ion beam is held constant, then the variables 

that control the rate of removal of atoms must be, the nature of the 

substrate (Z, bond energy) and the temperature. Empirical 

64determinations of pure element sputter rates have been tabulated and 

can be used in estimating the relative rates of atom removal in alloys. 

65-67A common model used can be described by the following for this 

system; 

kNi kco
Ni(s) -----> Ni(g) and Co(s) -----> Co(g) 

where k's are sputter rate constants. If we define the ion current as I+ 

b band the concentrations of Ni and Co are XNi and (1 - XNi) respectively, 

such that the probability of a Ni atom being exposed at the surface is 

s bXN (1- XN ), we can predict the rate of removal of Ni and Co atoms by;1 1

respectively. After some time a steady state will be established such 

dX~0/dt and we arrive at the relation; 

b- xb >
x:i kco(1 Co kcoxNi 

------------ ------ 5.15)bxs b
kN. (1Co l 1 - "Ni) ~ixCo 

which can be simplified to; 
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{1 + }-1 
5.16) 

The relation 5.16) relies on the assumptions that the pure metal sputter 

yields are indicative of sputter rates of individual atom species in 

alloys, that relative rates will remain the same for different energy 

ions and the effect of substrate temperature will be equal for both 

elements. The first assumption is most likely valid in this case since 

Co and Ni form a continuous series of solid solutions with no specially 

stable compounds, but in general this assumption may not be entirely 

valid67 . The second assumption is likely also valid as a study of the 

68effects of ion energy on sputter rates has shown no relative change in 

preferential sputtering, although ion yield increases with increasing 

primary energy. Temperature does have an effect on the observed 

. . 69,70composition but the effect is secondary because the ion damage 

creates enhanced diffusion pathways which allow segregation at very low 

temperatures. The effect is difficult to quantify however since higher 

temperatures may also initiate the removal of defects created by the ion 

beam. 

Since this study was primarily intended to focus on segregation, 

the only comparative study done here was at room temperature for all 

compositions studied and the results of that work are reported later. 

Higher temperature preferential sputtering was not considered to be very 

significant since segregation alters the surface composition depending on 

the driving force for segregation. Any investigation into the effect of 
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sputtering at elevated temperatures, in this system, would therefore be 

too complex and uncontrolled for a useful scientific study. 
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5-111 Analysis Method 

The considerations covered in the preceeding sections have all 

emphasized the need to make corrections to observed compositions. but not 

covered so far is the method by which compositions were arrived at. 

There are, in reality, two methods commonly used to determine composi­

tions from Auger spectra. The first method relies on tabulations of 

relative Auger yields (sensitivity factors) which may be applied to 

either differentia] or N(E) spectra. The problem with this method is the 

variation of sensitivity factors with the conditions of analysis and the 

best expected accuracy would be ± 10%. More usually pure element stan­

71
dards are used along with the expression of Hall and Morabito . 

If we define the relative peak intensity I' as the ratio of one re 1 

peak (z) due to an element A of concentration XA. to another peak (y) due 

to an element B of concentration x
8 

I' (z,y) 5.17)re1 

and 

I' XAN'(1 + R )A k SR 5.18)
z z z z 

where (1 + R~) iS the backscatter factor as previously described, k is 

an instrumental parameter and ) is the effective escape depth. We may
z 

determine the concentration of element B by; 

2 
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Low energy pure element Auger spectra for Ni and Co 
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High energy range Auger spectra of pure Ni and Co 
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x = I ' I r [I ' /I ' l ( z , y) ] 5.19)
8 y z re 

2 

This assumes that; EX 1.0. the secondary electron distribution is 

additive and there is no change in elemental peak shape upon alloying. 

In eqn. 5.19) and it's component eqns. 5.17) and 5.18), the factors (1 + 

R ) A and k must be considered. The relative backscatter factor (1 + 
z z z 

R ) has already been dealt with and it is now known that for the Augerz 

peaks in the range 50-60 eV the backscatter factors are virtually the 

same and hence will cancel in eqn. 5.19) and no longer need to be con­

sidered if this procedure is followed. The sampling depths for these 

peaks have been shown to be effectively the same and hence they also 

cancel in eqn. 50 19) 0 k may be the same for both elements if all in­z 

strumenta1 conditions are kept constant while standards are collected. 

The factor SR in eqn. 5.18) does not appear in the original Hall and 

Morabito 71 but is included here since, as has already been discussed, 

surface roughness (SR) will affect the yield of Auger electrons from a 

surface. 

Given eqn. 5.19), all that is necessary for quantitative Auger of 

Co-Ni spectra is the measurement of peak heights in standard and alloy 

spectra. The difficulty encountered is that for this system the charac­

teristic Auger spectra for Co and Ni overlap so much that easy peak 

height determination is impossible (see figs. 11 and 12). In fig. 11 it 

is clear that no distinct peak for either element will emerge as being 

useful in alloy spectra. In fig. 12 the highest energy (848 eV) Ni peak 

will be clear of peak overlap and appears to be a useful peak while the 
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lowest energy Co peak (654 eV) will also be unmixed. There are two 

reasons why this still poses a problem. The first is that the 654 eV Co 

peak is small, even in the elemental standard, and does not have a well 

defined peak shape for the determination of a peak height. The second 

reason is that the sampling depths for the two peaks will be quite 

different. If we again assume a monolayer thickness of 2.03 A the 848 eV 

Ni peak will have ANi= 5.38 monolayers (10.9 A) while the 654 eV Co peak 

will have Ac = 4.73 monolayers (9.6 A). This means that analyses based 
0 

on these two peaks will have to be corrected for differing sampling depth 

if the composition in the analysis range is inhomogeneous, which is 

complicated by the fact that measuring the Co peak is extremely difficult 

for compositions less than 50 a/o Co. These difficulties in analysis 

have almost certainly been a deterrent to more investigation into this 

system and the work of this thesis has sought to circumvent the 

difficulty. 

The solution to the difficulties in analyzing these spectra has 

been the introduction of computer simulation. Fractions of pure element 

spectra are mixed together to generate a "simulated" spectrum that is 

then compared point by point to an observed spectrum and optimal fitting 

fractions without a shift in the energy scale are reported. The "best­

fit" fractions of the standard spectra are then used to determine the 

observed composition. The assumptions involved in this type of analysis 

are exactly the same as those for peak height determination since what 
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Sample spectra with simulation and the difference spectra. 
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the computer simulation does, is compare peak heights at every point in 

the spectrum. The assumptions that the secondary background is additive 

and that there is 110 peak shape change on alloying are justified by the 

fact that near perfect simulatiotJS are possible over the peaks and back­

ground simultaneously in the low energy range (see fig. 13 where a sample 

spectrum is presented along with the computer simulation and a difference 

spectrum i.e. the difference between sample and simulation at every 

point). 

Simulations in the high energy range are equally good for sput­

tered spectra but simultaneous matching in annealed spectra for the 848 

eV and 654 eV peaks has been poor. This poor matching of high energy 

spectra in annealed samples is discussed later. 

The assumption that IX. = 1 must now be addressed. In fig. 13 
1 

the fractions of sputtered standards used to generate the simulation were 

0.88 Co and 0.11 Ni which add to 0.99 and is therefore close enough to 

1.0 to believe that the assumption is valid. This sort of result is 

repeated whenever sputtered standards are used to simulate sputtered 

alloy spectra, however spectral fraction totals rarely add to 1.0 when 

sputtered standards are used to simulate annealed alloy spectra. An 

hypothesis of this thesis was that when there are no detectable con­

taminants of any kind (the case for all spectra accepted for quantitative 

analysis here), the spectral fractions should be normalized to 1.0 after 

fitting, because the surface roughness of the annealed alloy was dif­

ferent from that of the sputtered standards. In order to test 
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Annealed spectra taken after 10 mins. and 2 hours, showing the 
difference in total Auger current. Same scale is preserved throughout. 
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this hypothesis, two experiments were performed. The first experiment 

involved annealing an alloy for 10 minutes (a time thought to be suffi­

cient for the establishment of an equilibrium segregated surface) and two 

hours. The primary difference between these two samples was thought to 

be the surface roughness, since the two hour anneal would have allowed 

more time to change the morphology than a ten minute anneal. The result 

of this experiment is presented in fig. 14 where the multipliers 

were;0.53 Ni, 0.38 Co for the ten minute anneal and 0.64 Ni, 0.44 Co for 

the two hour anneal. The normalized compositions were thus 58% Ni,42% Co 

for ten minutes and 59% Ni,41% Co for two hours, virtually the same. 

This is consistent with a picture where some subsurface defects (due to 

ion beam damage) are removed after 10 mins. and more significant smooth­

ing (as indicated by the increase in Auger signal, see section on 

morphology above) of the surface is achieved after two hours. If this 

interpretation was correct, then pure element sputtered spectra would 

have lower total signal than annealed pure element spectra and this was 

the second experiment. Pure standards were annealed for 30 min. after 

sputtering and total signal intensity compared. The result was that the 

annealed spectra showed approximately a 10 % increase in signal over the 

sputtered spectra for both Ni and Co, consistent with the hypothesis. 

These results then confirmed the standard practice of this thesis, of not 

requiring that the fractions add to 1.0 during fitting but normalizing 

the fractions to 1.0 after fitting. 

spectra. Recently Underhill used linear least squares 

The computer simulation and normalization procedure described 

above was developed using dN(E)/dE spectra but is also valid for N(E) 

72 a one pass 

http:were;0.53
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fitting routine to perform simulations on N(E) spectra and also found 

that excellent simulation matches were possible over both the analysis 

peaks and the background for determinations on samples at ambient 

temperatures. This procedure used the background above the peaks to 

normalize for different total currents from the standards and hence 

corrects for differences in surface morphology. All N(E) spectra used 

for quantitative analysis in this thesis were performed using that method 

since it represented a significant improvement in the time needed to 

complete an analysis. The only change made to that procedure in thi.s 

work was the optimization of an energy shift applied to the standards 

which was routinely less than 1 eV. This energy shifting was neces­

sitated by the fact that most of the N(E) spectra were collected at 

elevated temperatures where the sample mounted as described in chapter 4 

could twist and change the distance from the sample to the analyzer. A 

small change in the distance from sample to analyzer is not important 

when an RFA is being used, but is critical when a CMA is used, because 

the distance from sample to analyzer affects the calibration of the 

energy scale directly. An example of an N(E) simulati~n along with the 

corresponding observed spectra is given in fig. 15. This procedure then 

allows the analysis not only of the higher energy (654eV-848eV) peaks but 

also the lower energy peaks which have not been accessible to this point. 

One final point to mention is the fact that it was possible to 

obtain good simulation matches for high energy peaks when the sample was 

sputtered while good matches were not possible with annealed high energy 

spectra. The reason for this is the fact that the first monolayer is 

modified by segregation and the differing sampling depths of the 848 eV 
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and 654 eV peaks means that contributions from the first monolayer are 

different for those two peaks and hence the observed composition is 

different. It was this restriction along with the fact that the low 

energy peaks (which have the same sampling depth for both elements) are 

more surface sensitive that, led to the almost exclusive use of these low 

energy peaks for quantitative analysis. 
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b) Scratched Alloy Standards 

An alternative analysis procedure would be to use freshly made 

(in vacuum) scratches on an alloy at room temperature, where the bulk 

composition is known, as a standard in a computer simulation procedure. 

A series of experiments were performed where spectra were collected Jn 

fresh scratches made on alloys by a diamond scribe. The spectra col­

lected in these scratches were then analyzed using sputtered pure element 

standards in the manner described above. The analyses of these scratched 

alloys should have shown a composition the same as the known composition 

of the bulk if the standard was appropriate. Unfortunately the resulting 

analyses consistently yielded compositions 2-3 % higher than the known 

bulk composition of Ni. As will be discussed in some detail later, Ni is 

the segregating component in this system. It is felt that since Ni is 

always enriched at the surface upon scratching, the physical work of 

creating the scratch either caused some local heating or sufficient 

damage to allow segregation to proceed to a limited extent even at room 

temperature and as such, scratched alloy standards were judged to be 

inappropriate for quantitative Auger analysis. 



Chapter 6 

A Study of Preferential Sputtering 

The nature of preferential sputtering and the method used to 

determine compositions was dealt with in chapter 5 and will not be 

repeated here. The only modification to the procedure for quantitative 

analysis of sputtered alloy surfaces was the omission of the correction 

for the IMFP (A) because it is assumed that the sputtered sample will 

have a homogeneous composition over the sampling depth of both the low 

and the high energy Auger electron ranges. This is a reasonable assump­

tion since 3 keV Ar+ ions were used to sputter-clean these surfaces and 

the mean depth of modification is thought to be deeper into the sample 

than escaping Auger electrons of even 848 eV. 

The polycrystalline samples in this study were analyzed in an AES 

spectrometer with an RFA and sputtered at ambient temperatures with 3 keV 

+Ar ions directed at an angle of 71° from sample surface normal. with a 

raster size suffici~nt to cover the entire sample, for at least 10 mins. 

Data collection was performed with the ion beam off and a sample spectrum 

was generated using signal averaging of 10 sweep repetitions with 20 

samplings per point. Sample spectrum simulations were indistinguishable 

by eye for both the high and low energy windows of interest from the 

observed spectra. The sputtered compositions for these polycrystalline 

alloy surfaces are reported in table 6-1 and graphically represented in 

fig 16. 
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Table 6-1: Observed and Predicted Sputter Compositions 

Bulk Composition Composition Observed: Predicted Comp. 
a/o Ni Average ot low and From Eqn. 5.16 

high ranges 
14.1 ± .04 10.7 12.1 
22.6 ± .01 18.5 19.7 
43.1 ± .10 37.8 38.7 
56.0 ± .06 53.0 51.7 
78.7 + .01 77.0 75.7 
89.6 ± .01 86.7 87.9 

Figure 16: Surface Excess (Depletion) vs. Bulk Composition 
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There was very good agreement between the two energy windows and 

the average of all determinations is presented in table 6-1. A detailed 

error breakdown is not presented. as precisions of repeat experiments 

were less than 1 %, which is Jess than the estimated accuracy of this 

equipment and this technique. 

From table 6-1 and fig. 16 il JS clear that Ni is preferentially 

sputtered over the entire composition range and this result is in agree­

ment with the previous studies of this system refs. 45-48.. Pure element 

sputter yie1ds 73 for 0.5 keV Ar+ were used in the calculation of predic­

tions listed in table 3 column 3 using eqn. 5.16) as there is no 

available data for 3 keV Ar~ sputtering on Ni and Co. There is in 

general, very good agreement between the predicted compositions and the 

observed compositions and it is therefore concluded that preferential 

sputtering in these alloys can be adequately predicted on the basis of 

pure element sputter yields. 



Chapter 7 

Quenched Study of Segregation: Polycrystalline Sa.ples 

In this part of the study, six polycrystalline samples were 

mounted and heated in the static Auger spectrometer equipped with an RFA. 

The experimental arrangement in this instrument (see fig 3b chapter 4) 

was such that simultaneous heating and collection of spectra was not 

possible, and therefore all annealing experiments were quenchings from 

one temperature. The one temperature examined here was 580 ± 10 co (853 

K) as determined by a W/Re thermocouple welded directly to the sample 

(see chapter 4 for details). Samples were ailowed to equilibrate at the 

desired temperature and 100 to 1000 eV surveys were taken with a 2 keV 

primary beam voltage and 25 rnA filament current, to check for the typical 

contaminants; C, S, 0, Cl and N.. Separate surveys were collected in the 

range from 30 eV to 100 eV with 1 keV primary beam voltage and 15 rnA 

filament current to check for contaminants such as Si, Aland Mg. If any 

+
contaminants were detected, 3 keV Ar sputtering was used until con­

taminants were removed. When the sample surface was judged to be clean, 

the ion gun was turned off and the sample was annealed for 10 minutes, at 

which time the heating gun was abruptly turned off and the sample rotated 

away to facilitate the maximum cooling rate possible and hence quench the 

•surface at the equilibrium segregated composition for 580 C0 The sample 

was then re-positioned and contaminant checking 
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sweeps were then conducted. If the sample was still clean, spectra were 

collected from the two energy windows. If after the sample spectra were 

collected,the sample surface was still contaminant free, the sample 

spectra were accepted for analysis. 

The time allowed to reach equilibrium was thought to be adequate 

since the work of Goretzki et. a1. 45 concluded that there was no visible 

change in composition after 8 minutes. Furthermore, the study conducted 

and reported in the previous section on surface morphology concluded that 

there was no appreciable difference in composition between a sample 

annealed for 10 mins. and one annealed for 2 hrs. at the same tempera­

ture, reinforcing the belief that 10 mins. was an adequate amount of time 

to achieve equilibrium. 

A pair of typical low energy spectra are shown in fig. 17 where 

the top curve is a room temperature sputtered surface and the bottom 

curve is the same sample after having been annealed and quenched from 580 

co The bulk composition of the sample was 56.0 ± 0.06 a/o and the 

surface compositions as determined by the computer simulations were 53 

a/o for the sputtered surface (a slight preferential sputtering of Ni as 

has already been discussed) and 65 a/o for the segregated surface (these 

compositions are "as observed" and have not been corrected to reflect the 

composition of the first monolayer only). It fs clear in this repre­

sentation that Ni is segregated upon annealing. The simultaneously 

collected high energy spectra showed approx. a 3-4 % enrichment of Ni and 

are not shown here since this difference is very difficult to see. 



81 ..· 

Figure 17 


>­
1­
(/) 

z 
w 
1­
z 

sputtered 530fo Ni 

annealed 65°/o Ni 

40 50 60 70 80 90 

. Energy (eV) 

Sputtered and annealed spectra showing that Ni is noticeably enhanced 
upon heating. Ni segregation. 



88 

Furthermore it was impossible to achieve perfect simulation matches over 

the entire high energy window. Compositions determined from this region 

were necessarily determined from only the 654 and 704 eV peaks since 

these two peaks could be simultaneously matched. 

The reason that it was not possible to simultaneously match the 

two extremes of the high energy window is quite simple. If the segrega­

tion of Ni is confined to the first monolayer, or even if there is some 

effect on the second monolayer, the signal from both the 654 eV and the 

848 eV peaks will be largely made up of signal from unsegregated sub­

surface layers. The difference between the two peaks is the relative 

proportion of surface layer to sub-surface layer. The 848 eV peak there­

fore contains more signal from bulk (i.e. unsegregated) layers, than the 

654 eV peak and hence will have lower apparent composition w.r.t. Ni. 

Reasoning along these same lines, it is obvious (given the smaller sam­

piing depth) that the low energy window will have a much higher 

proportion of signal arising from the first monolayer and hence the 

segregation phenomenon is much more noticeable. In a previous attempt at 

determining the segregation behaviour of this system by Tanaka et.al48 , 

computer simulations of only the high energy range peaks were used to 

determine compositions. The conclusion of that study was that "the 

segregation trend is not sufficiently large for detection of any change 

between the surface and bulk compositions.". That study however did not 

attempt to compensate for sampling depth and the spectra shown did not 

include the 848 eV peak in any simulation. It is therefore clear that 

that study did not observe segregation because the peaks used for 



89 

analysis were not sufficiently surface sensitive. The reported composi­

tions in this study shall therefore hereafter be based on the low energy 

window exclusively, in order to have the best surface sensitivity and 

equal sampling depths for both components. 

1The observed and XNi values in fig. 18 and table Hare the 

result of 7 repetitions each, with the Xb= 89.6 a/o Ni sample being the 

exception having only three repetitions completed. Reported errors are 

based on standard deviation precisions of these experiments where each 

individual composition was determined to ~ 1 %. 

The results of this study are graphically depicted in figure 18 

where the "as observed" compositions are presented along with the first 

monolayer compositions calculated from the observed values using eqn. 

5. 9). The monolayer thickness used to calculate n}. via eqn. 5.4), was 

based on an average of monolayer thicknesses from the three low index 

orientations ((111). (110), (100)) which were in turn defined as being 

the distance from the topmost atom to the deepest atom with coordination 

less than that of the bulk. The resulting monolayer thickness was 1.83 A 

and hence the nA = 1.44 monolayers. As was expected, the calculation of 

the first monolayer composition enhanced the observed segregation of Ni 

to the point where at 50 a/o the enrichment is approx. 19 %. 
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It is now possible to compare this result to the results reported 

for this system by other workers. As has already been mentioned, Tanaka 

. 48et.al. reported essentially no segregation and the point has already 

been made that the peaks used for analysis there, were not sufficiently 

surface sensitive to detect segregation. This explanation would also 

46tend to explain the result of Cherepin et.a1 who reported very slight 

segregation of Ni but offered no quantitative assessment and also used 

47the high energy peaks. The result of Shpiro et.al is directly con­

tradicted here as those researchers reported Co segregation. There is 

however a simple explanation for that result also. The main thrust of 

that work was to investigate how the Ni-Co system reacted with various 

gases, oxygen included. The background pressure reported for that work 

was 10-7torr, which is not a very good vacuum for these studies. As part 

8of this thesis Ni-Co alloys have been exposed to oxygen at 10- torr and 

it was found that Co is preferentially oxidized at room temp. even at 

these low pressures. It is therefore logical to assume that in a system 

where oxygen was being reacted with the substrate alloy routinely, the 

surfaces of those alloys could be slightly oxidized by residual oxygen 

either from the background gas or segregated from the bulk, and hence 

present a slightly higher ratio of Co toNi. This observation of Co 

segregation was therefore probably due to preferential oxidation of Co on 

these alloy samples. Finally the earliest result of Goretzki et.al. 

found that there was approximately 10 % enrichment of Ni in an alloy that 

was 30 a/o Ni after an eight minute anneal at 350 C0 Comparison of this• 

result to fig. 18 tends to point to genera] agreement, but the Goretzki 

annealing was done at a lower temperature and there are few experimental 

45 
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details given regarding which peaks were used and how the quantitative 

estimate was arrived at. 

In the chapter dealing with the theories proposed to predict the 

segregating component and quantify the extent of segregation. it was 

pointed out that the two main types of models yielded opposite predic­

tions for this system. The results of this chapter may now be used to 

compare those models. Firstly, the observation must be made that the 

theories which use ~H to predict segregation, the bond-breakingvap. 

models (see table 3-1) indicate that there is negligible segregation of 

Co with the extent varying slightly, depending on the complexity of the 

relation. Since, from this work, it is clear that Ni segregates, these 

bond-breaking models are not appropriate for predicting segregation in 

this system. In table 7-1 below, only one prediction based on ~H vap. is 

listed since modifications to bond-breaking theory will similarly 

predict the incorrect segregating component. The energy term equation 

used for the prediction there is eqn. 2.38) since it is the simplest 

bond-breaking equation with easily available data. Not listed in table 

7-1 are the predictions for segregation from bulk diffusion data (eqn. 

2.59)), because although values of the diffusion coefficients and pre­

exponential factors can be found which yield excellent agreement with 

experiment, the variation in tabulated values is so large that any result 

could be extrapolated depending on the experimental values chosen. The 

correlation to bulk diffusion is therefore interesting but not practi­

cally applicable with the experimental data available. 

The other main type of model is the surface free energy model 

that relies on the difference in surface tensions of the pure solid 
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metals (A7) as the driving force for segregation. It is unfortunate 

however, that the surface tension of a pure solid metal is not an easily 

determinable quantity in practice. Instead of measurements, predictions 

based on more readily available physical properties are commonly used. 

One of the simplest methods for predicting the surface tension of a solid 

metal at a given temperature, is to extrapolate the surface tension of 

the liquid element back to the temperature of interest using the follow­

ing equation; 

r 7.1) 

where To is the surface tension at T0 and the temperature of interest is 

T. r:sing the values from ref. 74 in eqn. 7.1) the proj~cted surface 

tensions are 2320 and 2110 mNm 
-1 at 853 K for Co and Ni respectively. 

The corresponding compositions for the alloys stttdied here are predicted 

the boundary of Wigner-Seitz ce11 Predictions using values from 

using the relation of Miedema eqn. A.24) and listed in table 7-1. An 

alternate expression for surface tension is that of eqn.A.25) where the 

s.o r is related to the electronegativity * 
~ and an electron density at 

8 a eqn. 

A.25) in eqn. A.24) are aJso listed in table 7-1. 
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Table 7-1: Results and Predictions of Segregation Quenched froa 580 c• 

I Bulk % Ni Bond t:J.r eqn. A.24) I t:J.r eqn. A.24) I Observed XNi I 
I Breaking data from 7.1} jdata from A. 25} I a/o Ni I 
L!.!.1±0.04 13.6 20.2 I 29.8 I 22.5+0.7 I 
I 22.6±0.01 22.1 31.1 I 43.0 I 33.2+0.6 I 
~.1+0.10 42.4 53.9 I 6~.2 I 60.0+4.0 I 
I 56.0±0.06 55.3 66.3 76.7 74.7+1.7___1I I 
1__1_?.7±0.01 78.2 85.1 90.5 92.6+0.1I I I 
I 89.6+0.01 89.3 93.0 I 95.7 I 90.0+ ~ 

* Only three repetitions completed, all with the same result to ± 1% 

T 
s, 0 

n5/3(1P* - 0.6) 2 A.25)
WS 

From table 7-1 it is obvious that the bond-breaking theory does 

not predict even the correct component. The surface tension approach 

does predict the correct component but the extent of segregation seems to 

vary depending on the values assigned to the r's. Assuming that the 

calculation of nA and the monolayer spacing are correct, the prediction 

of r from the liquid metal values yields less segregation than what is 

observed. This points to the underlying assumption involved in using 

eqn. 7.1), which is that dr/dT is constant through the liquid/solid phase 

transformation, an assumption that is unlikely to be valid. The predic­

tions of r's from eqn. A.25) overestimate the extent of segregation and 

this is also not very surprising since the r's are clearly estimates at 0 

K and the difference between solid surface tensions may not be constant 

over the entire solid temperature range. 

There is one other problem in using eqn. A.24) that must be 

addressed whether one uses r's predicted from the liquid data (eqn 7.1)) 

or the Miedema prediction of eqn. A.25). Tbat problem is the inclusion of 

the dependence of r on crystallographic orientation. There is no easily 

http:89.6+0.01
http:1__1_?.7�0.01
http:56.0�0.06
http:22.6�0.01
http:L!.!.1�0.04
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recognizable crystallographic dependance in eqn. 7.1) and it is known 

that surface tension does vary with crystal faces. In eqn. A.25) 

however, it is worthwhile to point out that the electron density at a 

5/3Wigner-Seitz cell boundary or in reciprocal space the firstnws ' 

Brillouin zone, will most certainly vary with crystallographic orienta­

s 0

tion, but the listed values of r . in ref. 31 have no explicit 

dependance on orientation. It would then seem to be a logical step to 

investigate the proposed crystallographic dependence of segregation. In 

order to do this it is necessary to determine the temperature dependf.nce 

(~Hseg) of different crystal faces. The next chapter deals with the 

results of a study of the temperature dependence of segregation for 

different crystal faces. 



Chapter 8 

Teaperature and Crystallographic Dependence_of Segregation 

8-1 Large Grains in A Polycrystalline 5aaple: (111) and (210) Faces 

In order to investigate the commonly held belief that there is a 

crystallographic dependence of segregation, a determination of the 

driving force over a temperature range for a several faces, is most 

desirable. In order to measure the driving force for segregation, it is 

possible to begin with the simplest equation relating the driving force 

for segregation to composition. 

b b (-AG0 /RT)XA/X8 exp seg. c.f. eqn 2.6) 

where s and b refer to the surface and bulk as usual for atoms of type A 

and B. In order to use this equation, a definition of the surface region 

was necessary (see chapter 2) and in this system, the segregation was 

assumed to be confined to a monolayer. The monolayer assumption, while 

perhaps not generally applicable, is probably very good in this case 

since most models agree that ideal systems will have segregation confined 

to the first 1ayer 1.9 and in Co-Ni alloys this is very close to being 

true. Also if there were some slight enrichment in the 
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second layer, the contribution of this change to the Auger signal would 

be very small relative to the first layer signal. Implicitly the above 

equation also lumps together all other components to the total driving 

force for segregation such as mixing enthalpies and differences in size. 

It has been determined and stated in chapters 2 and 3 that these other 

possible components of the total driving force are so small as to be 

considered absent in this case. If it is recognized that ~G = ~H - T~S. 

we may re-write the simple expression above as; 

8.1) 

and if we define 

c * 

a Van't Hoff type plot of InC* vs. 1/T will have slope = -~H seg. /R and 

y-intercept Note here that most models assume that the 

remaining entropy component is very small and would pass through the 

origin in such a plot as described above. In eqn. 8.1) the assumption is 

made that there is no variation of ~H0 or ~S0 with temperature or seg. seg. 

composition. There may in fact be an additional temperature or composi­

tional dependence but that would be indicated by curvature in the plots 

of ln C* vs. 1/T. In the system under study here, the component A is 

Nickel while component B is Cobalt. 

As has already been mentioned, the 56.0 a/o Ni sample contained 

two very large grains which were determined to have (111) and (210) 
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surfaces. Measurements of relative Auger yields were taken at the tem­

peratures of interest in the PHI 600 Scanning Auger Multiprobe (SAM), 

~ith the temperature determined via a Chromel-Alumel thermocouple welded 

directly to the sample. In this part of the study the maximum stable 

temperature achieved was 1036 K but this could not be maintained long 

(see chapter 4). Below 1000 K temperatures were stable enough to permit 

experiments up to 3 hrs. in lerigth. 

Experiments were conducted over several different days for each 

grain and care was taken to ensure that several different areas on each 

grain were sampled. It was found that as long as the same grain i.e. 

orientation, was being analyzed, the only variables associated with 

surface composition were contaminants, temperature and time. 

As always, contaminants played a very large role in determining 

the exact experimental conditions used. At room temperature, the surface 

of the sample was usually found to contain some C, 0 and S which could be 

+easily cleaned by Ar sputtering and remained clean for up to 3 hrs .. 

When heated to approx. 813 K all C and 0 that was not cleaned away by 

sputtering, disappeared and the sample surface would be contaminant free 

for several hrs. until a S peak was just detectable. Reducing the sample 

temperature below 813 K allowed the eventual re-appearance of C and 0, 

which presumably had dissolved into the bulk at higher temperatures and 

was now segregating back to the surface. This resulted in a practical 

limitation of the temperature dependence study to temps. higher than 813 

K. At higher temps. S segregated more rapidly until at around 987 K it 

(S) segregated faster than the surface could achieve the equilibrium 

segregated composition. This condition defined the upper temperature 
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limit to be approx. 987 K and a maximum time at that temperature deter­

mined by the appearance of S. The time until S segregated noticeably to 

the surface was considerably extended by anneal-sputter cycles that 

apparently depleted the near surface region of S. 

Time was a variable because after the sample was equilibrated at 

the desired temperature, the surface was sputtered just long enough to 

remove any S that had accumulated while the temperature was stabilizing. 

This sputtering created a surface slightly depleted in Ni (see chapter 

6). The surface was then allowed to recover from this depletion and 

segregation was allowed to proceed to equilibrium. In order to ensure 

that the surface had reached equilibrium, spectra were collected con­

tinuously and a typical tracking of the surface composition with time is 

shown in fig. 19. This recovery chart was taken at 805 K (with no C or 0 

visible during this collection), since it has been observed that the 

early rapid rise in fig. 19 is completed too rapidly at elevated tempera­

ture to collect spectra while the surface is close to the sputtered 

composition. This early rapid rise is usually interupted by a slight dip 

which may be associated with the removal of near surface damage caused by 

the ion bombardment 70 . The segregated composition is approached 

asymptotically and an average of spectra over this plateau was used to 

determine the equilibrium surface composition. The rise at the longer 

time end of fig. 19 is correlated with the appearance of S at the surface 

which may preferentially sit on top of, or displace, Co atoms. Since S 

below the detection limit may affect segregation, a study of the effect 

of S on the segregated composition was completed and the results of that 

study are presented in fig 20. In fig. 20, which was collected at 984 K 
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on a single crystal with surface orientation (111) and bulk composition 

50.0 a/o Ni (see following section), Sulfur was allowed to build up and 

the observed relative Auger yield reported with the S peak height. It is 

clear that the Ni content of the signal rises slowly with the S content 

in a linear fashion and that below the detection limit, the Ni content is 

constant once equilibrium has been established. This observation indi­

cates that sulfur below the detection limit does not have any appreciable 

affect on segregation in this system. 



--

101 


" c ­-
£ 

'-/ 

(lJ 

£ 
..._­

0 

0 

0/
(l) 0lJ1 
c 
0 0 

(/) 0 

0 

0 

In 
C) 

(X) 

£ 
::::5-
L 

.Q 

::::5 
rr 
QJ 

roo. 
cs 

QJ 
lt\ 	 0 
~ 	 -· ..p-Ql Vl
0) 0d a.t.. 
Q.t 	 £ 
> 	 0 
d 	 u 
~ 

~--:s 
0 

0 

0 

0 


~ 
~ 

0 
~ 

\D 
M 

(\J 
(Y) 

v 
(\J 

0 
(\J 

\0 ...... 


(\J ...... 


0 


Figure 19: 	Typical recovery from sputtering to segregated 
surface. Data taken from the (111) face of a 
50 a/o Ni single crystal. 



to2. 


1.5
0

lf)u 
X 1.4 
""' lf)z 
X 1.3 

1.2 
---/ 

d " t/1 
..pc 
cCJ) :J 

lfl _Q 
L 

<t: 
'-/(/) 

10 20 30 40 
TiMe (Min.) 

.. 
.. ... 

. .. 

~ = 1.46~ 

I ± .0161 ·· · 
I I.. . . . . . . ... . . . ..t • •• • •••••• , .. .. 

I 
I I 

~qullllorlu~ 
FAvg. used~ 

I I 

.. . . . 

. . . ...... .. . 

50 60 


Figure 20: High temperature recovery track with the effect of sulfur 
segregation on Nickel content shown. 
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Figure 21: Relative Auger yield (as ·%Ni) vs. 1/T K-1 • 
Bulk composition 56 a/o Ni. (Ill) 
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Figure 22: Relative Auger yield as %Ni vs. 1/T for (210) face. 
Bulk composition 56 a/o Ni. 
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The raw (uncorrected for attenuation length) relative Auger 

yields expressed as atomic percent of Ni are plotted versus 1/T in figs 

21 and 22 for the (111) and (210) faces of this alloy respectively. In 

order to convert the relative Auger yields to surface compositions, a 

monolayer of segregated surface was assumed and the attenuation length 

correction procedure given in chapter 5 for a CMA followed with d = 2.03 

and .X= 3.17 A. 

With these two dimensions. the corrected first monolayer composi­

* tions were then calculated and converted into values of InC and plotted 

vs. 1/T in figures 23 and 24 for the (111) and (210) faces respectively. 

The resulting slope from fig. 23 was 2~00. + 100 K- 1 and the 

y-intercept was -1.70 ± 0.21. The s]ope and intercept here were deter­

mined by wieghted least squares analysis and standard errors are 

reported. These values were then converted to molar thermodynamic quan­

0
titles and 6H 0 for this (111) face was -1i.4 ± 1.6 kJ/mol while 6Sseg. seg. 

was -14.1 ± 1.8 J/molK. From fig. 24 the slope for the (210) face was 

878 ± 94 and the y-intercept was -.372 ± .095. These measurements 

convert to a 6H0 = -7.3 ± 0.9 kJ/mol and 6S0 -3.1 ± 0.3 J/molK.
seg. seg. 

From the above results comes an interesting observation: the low 

index (111) surface indicates a more negative 6H than the higherseg. 

index (210) surface. It has been the conventionally accepted view that 

the smallest 6H0 

seg. 
would be observed on the closest packed face and 

higher index faces would have higher 6H
0 

's. This expectation arises 
seg. 

from the bond-breaking models which stated that the driving force would 

be proportional to the number of missing bonds per atom at the surface. 

Surface free energy models also predict that, since higher index faces 
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have higher surface tensions. the driving force for segregation would 

also be higher. Since there was no immediately obvious explanation for 

this observation, further study of the crystallographic dependence was 

indicated. 

The composition selected for this additional study was 50 a/o 

78because Underhill has completed an embedded atom calculation study of 

this system with a hypothetical bulk slab composition of 50 a/o. The 

initial results of that study were very encouraging because Nickel was 

6H0predicted to segregate and the for a 50 a/o (111) face was -16.1 seg. 

+ 0.6 kJ/mol which compared very well with the value of -17.4 ± 1.6 

kJ/mol experimentally determined here on a 56 a/o Ni alloy. It was hoped 

that an exact comparison to the predicted ~H0 seg. 's would be valuable, and 

the restllt of a determination on a (110) face would help to clarify the 

(210) result given above. It was also hoped that a wider temperaturP 

* range could be investigated since there was no visible curvature in Jn C 

vs. 1/T plots and it was possible that a temperat11re dependence of ~H seg. 

was masked by a temperature range narrow enot1gh to have any curvature 

approximated by a straight line in this study. 
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Figure 23: lnC* (see text) vs. 1/T for the (111) face of a 56 a/o Ni alloy. 
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Figure 24: ln C* vs. 1/T for the (210) face of a 56 a/o Ni alloy. 
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8-11 (111), (100) and (110) faces of a 50 a/o Single Crystal 

A single crystal was prepared (see chapter 4 for details) to have 

bulk composition 50.02 ± .005 a/o Ni. Samples of the three principle 

orientations ((111), (100) and (110)) were sliced from the crystal and 

found to be within 1° of the desired orientation by Laue back reflection. 

Uniform 7 mm diameter discs were spark-cut from the oriented slices and 

polished in the afore mentioned manner. Samples were then mounted as 

described previously and experiments performed in the same manner as had 

been used in the preceeding section. 

The smaller diameter sample discs i.e. lower rate of heat loss 

because of the smaller size, as well as. an apparently lower bulkS 

content, allowed the upper limit of experimentally achievable tempera­

tures to be raised to approx. 1100 K and thus greatly expanded the 

temperature window used to determine 6H0 and 8S~ Sulfur was still a 

problem to be dealt with as in the previous experiments. but anneal 

sputter cycles proved very effective at removing it from the near surface 

region and contaminants in general did not cause any severe difficulties 

here. 

The monolayer thickness and attenuation length were the same as 

* in the previous study. Plots of In C vs. 1/T for these faces are given 

in figs. 25-27 and the results summarized along with the results from the 

previous study in table 8-1. 
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Figure 25: Plot of lnC* vs. 1/T for the (111) face of a 50 a/o Ni single crystal. 
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Table 8-1: Enthalpies and Entropies of Nickel Segregation for Different 
Faces All With The Saae Monolayer Thfckness 

!Bulk Camp. Orientation k.J/mol 

I 56.0 a/o Ni {111) 17.4 + 1.60 14.1 + 1. 74 
I (210! 7.3 ± 0.94 3.1 ± 0.79 
I I 

I 

I 50.0 a/o Ni (111) 17.8 ± 1.08 11.3 ± 1.09 ___l 
I (100~ 20.4 + 0.87 13.2 ± 0.86 
I (110) 14.9 + 1.54 7.9 + 1.59 

Upon observation of figs. 25-27 it is clear that there is no 

residual curvature in the plots of ln C* vs. 1/T for this temperature 

window. This indicates that a further temperature dependence of ~G0 is 

not evident and the approximation used to assign ~H0 and ~S0 to the seg. seg. 

values from the slopes and intercepts is probably valid over this tern­

perature range. 

From table 8-1 it is obvious that: 

i) The more open faces, the {110) and (210), have apparent 

~H0 's that are lower than the corresponding more compact (100) and the seg. 

closest packed (111) faces. 

higher than the (111) which is whatii)The (100) 

would be expected according to conventional models. 


iii) There is significant variation in the entropy term which is 


definitely not equal to zero and is lowest for higher index, more open 

faces. 

These apparently contradictory results presented something of a 

dilema since point iil agrees with conventional models and point i) 

disagrees strongly. This discrepency may be partially interpretted 

via the observation that the driving force for segregation must be a free 
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energy and the literature routinely ignores the entropy com­

ponent of the free energy expression with the assumption that it is 

insignificant and configurational only. This approach to the interpreta­

tion of the data is the result of the common usage of bond breaking 

models when discussing segregation, and it is clear from the results 

already presented, that bond breaking models predict an insignificant 

amount of Co segregation, which is contrary to the observed fact. It is 

clear from the observed values that there is certainly variation in the 

entropy term with crystallographic orientation and the size of the term 

is large enough to make a significant difference in the total driving 

force for segregation. The correct basis for comparison must therefore 

be the free energy of segregation over a specified temperature range. 

From the data above it is possible to calculate and compare 

~G0 's for the three principle orientations. The results of this seg. 

comparison are summarized in figure 28. Even though the error associated 

with the (110) result is quite high, as a result of the small number of 

data points available for this face, the trend at the high temperature 

end is obviously as had been expected if the driving force for segrega­

tion were related to a difference in surface tensions i.e. (111) lowest 

to (110) highest. It is of value to note that the variation of solid 

surface tension with crystallographic orientation is an observed fact, 

but the variation of the component enthalpy and entropy is not well 

understood. 
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If this basis for comparison were correct then a similar calcula­

~G0tion of for the 56a/o(111) and 56a/o(210) faces should have the 
seg. 

56a/o(210) free energy result higher than that for the 56a/o(111). The 

observed ~G 0 

seg. "s for the 56 a/o sample are shown in figure 28. 

From inspection of figure 28 it is evident that the expected 

trend in ~G0 's is obeyed at the high temperature end of the plot. That 

~G0is that (110) > (100) > (111) for the 50 a/o Ni sample and seg. 

~G0 (210) > (111) for the 56 a/o Ni sample. At lower temperaturesseg. 

there is a crossover point such that the (110) and (210) lines fall out 

of the expected sequence. This may be partially the result of the fact 

that only one monolayer thickness was used in the calculation of the 

attenuation length correction and points out one of the problems as­

sociated with quantitative Auger from higher index or more open faces, 

the attenuation length is probably not the same for all faces, but the 

exact values are not certain. 

Another interesting feature of figures 28 is the large difference 

in free energy between (111) faces of 50 and 56 a/o Ni. The ~H0 v~lues 

for both determinations are quite close, -17.4 and -17.8 for the 56 and 

50 a/o Ni samples respectively as might reasonably be expected for alloys 

with such a small difference in composition, but the ~S0 values differ 

quite markedly. These are interesting results but ones which require 

more study before any attempt at interpretation can be made. 

The final questions concerning segregation in this system are; 

why does Ni segregate at all and why is the entropy component so 

important? The fact that the surface free energy models come closest to 
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predicting the correct surface enrichment. tends to point to the dif­

ference in surface tensions as the driving force, but accurate solid 

surface tensions are not readily available. It is useful to note that 

33the predictions of surface tensions by Miedema using equation A.25 in 

eqn. A.24 (a combined surface free energy, heat of solution and size 

model--see appendix 1) rely on the electron density at the edge of a 

Wigner-Seitz cell and the electronegativity for the element in question. 

Since electronegativity has been related to the effective nuclear charge 

79by Allred and Rochow ; 

ell * 8.2) 

* 80and the effective nuclear charges (Z ) for Ni and Co are 12.530 and 

11.855 respectively, the electronegativities (Miedema terms this as the 

"chemical potential for electrons" and is clearly the electronegativity 

by North American convention) are 5.20 and 5.10 ev for Ni and Co 

respectively. If relations 8.2 and A.25 hold true, then the driving 

force for segregation is at least partially related to the electronic 

structure of the metal atoms and the filling of the d bands. 

78The embedded atom calculation of Underhill mentioned previously, has 

come very close to predicting the 6H0 's that have been observed in this seg. 

work. In that study it was pointed out that electronic theories qualita­

tively predict the correct segregating component but quantitation is very 

difficult. In an embedded atom calculation. the electronic contributions 

to the interaction potentials cllij(r) and F1 (pi) (see chapter 2) are 

included if bulk thermodynamic and elastic constants are accurately 
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predicted. This ensures that the potential functions used for segrega­

tion data are correct. Inspection of plots of the interatomic potentials 

(attractive and repulsive) as a function of the number of bonds to an 

78atom , reveals that the decrease in core-core repulsions in Ni is 

offset to a greater degree than Co. by the decrease in attractive forces 

upon going from bulk coordination to surface coordination. The reason 

for this difference between Ni and Co seems to be the fact that Ni has 8 

81d electrons while Co has only 7. Samsonov and Krasnov pointed out the 

relationship between the surface tension of liquid transition metals and 

the number of d-electrons. Those researchers demonstrated that, for rows 

in the periodic table, surface tension is at a maximum when there are 5 d 

electrons and decreases when there are fewer or more than 5 d electrons. 

This observation parallels the predictions of the electronic theories for 

segregation in transition metals 37 · 82 . 

Kerker et. 
37

al (1977) pointed out that electronic density of 

states 
. 83-88calculations indicate that surface segregation is highly 

sensitive to d-band 	 filling. In purely chemical terms. that is to say 

5that for atoms up to d (assuming for the moment that all d-orbitals are 

degenerate) all electrons are un-paired and any alloy element with fewer 

d-electrons will have Jess internal energy and thus be favoured to take a 

position at the surface. For alloys consisting of elements with > 5 d 

electrons then, pairing of electrons in d orbitals decreases the internal 

energy of the atom and hence the element with most d-electrons (fewest 

unpaired electrons) will be favoured at the surface. 

This model assumes that the only contribution to entropy is from 

mixing, and other terms such as electronic entropy arising from the 
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density of states at the Fermi level contributes nothing to the total 

free energy. While this assumption may well be valid for simple metals, 

in the case of transition metals other considerations may have to be 

taken into account since the evidence of this thesis suggests an impor­

tant contribution to the total energy term from entropy. If the above 

electronic interpretation is correct, then the pairing of electron spins 

might introduce a significant term if only on the magnetic moments of 

atoms in the system. Given this possibility then, it may also follow 

that symmetry at the surface may introduce a crystal field splitting 

effect which might account for the noted crystallographic dependence of 

the segregation. 

It is now clear that segregation does occur in this system and 

that at equilibrium a clean Ni-Co alloy surface will be enriched in Ni. 

The reason that segregation has attracted such a large amount of interest 

in the past is the possibility that it may influence the reactivity of 

the alloy in question. Towards that end, the earliest stages of oxida­

tion on Ni-Co alloys have been investigated here in order to try to 

elucidate the mechanisms governing reactions at metal surfaces. The 

balance of this thesis reports the results of that investigation. 
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Chapter 9 

The Initial Stages of Oxidation Background 

9-1 General Stages 

For many years the process of oxidizing metal surfaces has been 

thought of as proceeding via two stages:i)chemisorption of 0 or o fol­2 

lowed by ii)thickening of the oxide overlayer by one of the several 

possible kinetic schemes (parabolic, linear, logarithmic etc.). This 

89view was altered in 1970 by Fehlner and Mott and in 1974 by Holloway and 

Hudson90 {HH) who pointed out that the oxide layer must be formed prior 

to thickening and that the kinetics of that process would likely be 

different than either the preceeding or following stages. By far the 

(111) and (100) faces With oxygen. In the present study, the initial 

most often studied reaction of a metal with oxygen in the early stages 

has been that with Ni, and HH developed their mechanism for nucleation 

and growth of the first oxide layers by studying the interaction of Ni 

90 91 . 

stages of oxidation (oxide island formation and growth) on Ni-Co alloys 

has been investigated and compared to the model and observations of HH 

and others. Following is a brief synopsis of the HH model and some of 

the observations made on the Xi/0 system. 

120 
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9-II Cheaisorption 

The first stage of Oxygen uptake on Ni was thought to be dis­

sociative chemisorption which obeyed a Langmuir type adsorption isotherm. 

This observation has been generally supported in the literature92 •93 with 

some early questions about whether or not the adsorption was non­

94dissociative, being cleared up by Benninghoven et. al. and Verheij et. 

95 a 1 . via SIMS and flash desorption, who concluded that adsorption onto 

96-99the metal was dissociative. Subsequent work has also shown that 

there are two distinct surface phases of chemisorbed oxygen characterized 

by their LEEO structural descriptions p(2x2) followed at slightly higher 

exposures by c(2x2). 

Langmuir kinetics can be modelled simply by assuming that the 

surface contains a certain number of adsorption sites S, some of which 

may be occupied s. such that the number of sites available at any one 
i 

time for adsorption would be S 0 = (S-5 1). If adsorption is assumed to be 

a non-activated process then the rate of adsorption is just proportional 

to the number of available sites, the surface collisional frequency 

(which must be proportional to the pressure) and the sticking probabil­

ity, therefore; 

Rate of adsorption 9.1) 

Assuming first order desorption, the rate of desorption is proportional 

to a rate constant k and the number of surface sites which are already1 

covered in adsorbate s . At equilibrium the two rates are equal and if1 
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we now define 8 = s ;s as the fraction of the surface covered by adsor­1

bate, the Langmuir adsorption isotherm is obtained; 

8 where b 9.2.) 

This isotherm must be modified in the case of dissociative chemisorption 

(the proposed mechanism in this case) however, since two adjacent sites 

must be present to adsorb Oxygen and two 0 atoms must be present to 

reform 02 . The rate of adsorption = k 0 P(S-S )2 and similarly the rate of1

desorption would then be= k s1
2 , yielding;1

8 9.3) 

Of course at higher pressures the rate of adsorption will far exceed the 

desorption rate and saturation will ensue. At very low pressures 9.3) 

bP112will reduce to 8 = bP112 since 1 >> . The sticking coefficient is 

described as the probability that a particle striking the surface becomes 

chemisorbed, and the sticking coefficient s for a Langmuir dissociative 

isotherm onto a dissordered surface, as in the above idealized case is; 

2 s = s (1 - 8) • 9.4)
0 

In the case of the Ni/0 system, the early works of Holloway and Hudson 

and Mitchell, Sewell and Cohen111 indicated that adsorption proceeded 

onto a disordered surface phase via a non-activated dissociative Langmuir 

90 
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105
isotherm but, later work by Holloway has stated that the chemisorbed 

oxygen resides in two-fold bridge sites on Ni(lll) and four-fold sites on 

Ni ( 100) . He further states that the sticking coefficient varies as (1 ­

48) for the Ni(100) faces and (1 - 38) for the Ni(llO) face. This meant 

that only specific sites and not just any unoccupied site are needed for 

104chemisorption. A later work by Brundle states that rather than a 

four-fold site on Ni(lOO), the limiting available site is one called 88 

which has two adjacent 4-fold sites with no nearest neighbours to repel 

the two new incoming oxygen atoms. Clearly the exact nature of the 

adsorption isotherm is face dependent and the exact mechanism is not 

known for most of the faces. In this thesis however, the exact nature of 

the chemisorption reaction is not of primary interest but the following 

stage in the oxidation process is. 

9-III Oxide Nucleation and Lateral Growth 

The next stage in the HH model was the nucleation and lateral 

growth of islands of oxide which were approximately 2-3 ''layers" of oxide 

thick. The existence of islands of NiO was suggested by the appearance 

of a pattern consistent with domains of the oxide (p(lxl)) in LEED 

photographs concurrent with the patterns identified as corresponding to 

adsorbed 0 (c(2x2)). This observation, coupled with AES peak height and 

shape data, lead HH to conclude that NiO nucleated and grew as islands 

after the adsorbed 0 layer reached ~ 0.35 mL of coverage. The model 

proposed to explain the growth kinetics of the islands is as follows (see 

fig. 29); 
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Five assumptions are made; 

i)physisorbed 02 exists on top of either chemisorbed 0 or oxide 

with a mean stay time of ~P , a lateral diffusion coefficient Ds and an 

accomodation coefficient of 1 into the physisorbed state. These 

physisorbed o2 mole~ules then diffuse laterally until they reach an 

island perimeter. 

ii)0 dissociates at perimeter sites only.2 

iii)Islands have a circular shape, to simplify the mathematics. 

iv)~P and Ds are the same for o physisorbed on chemisorbed 02 

and on the oxide. 

v)all islands are nucleated in a short time relative to the 

time necessary to form a complete oxide coating. 

It is possible to envisage growth in this model being limited by; 

l)oxygen impingement from the gas phase, 

2)surface diffusion of oxygen, 

3)capture of oxygen at perimeter sites. 

HH discounted case 1) because tracks of the Auger 0 peak height displayed 

non-linear variation with oxygen dose as would logically be expected if 

the island growth rate were simply proportional to the impingement rate 

of 02 . For cases 2) and 3) the results of the model development are; 

9.5) 
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where L represents the unit of exposure Langmuir, which is 1x10-6 

1/2 · (E /RT)torr.sec. and where K. (2A/n} (2mkT ) [2B.exp i + h] for both 
1 	 g 1 

2 1/2limiting cases with 81 2 ( Za v /J; ) and E1 = 1/2(Ea- Ed)' B = 1 2	 2 
1/2

A v1/v2 and 

-
= E E . Here the 1 refers to the case of limitation by lateral a c 

diffusion and 2 refers to the case of limitation by conversion. The Ea 

refers to adsorption of o2 , Ed refers to desorption and Ec refers to 

capture. The A refers to the area of an island, v is the frequency of
1 

vibrations parallel to the surface, v is the perpendicular vibrational
2 

frequency, a is the mean jump distance and Z is the number of nearest 

neighbour adsorption sites. 

The existence of island growth has been generally supported in 

112other works 102- not only on Ni but also with other metals and there is 

117 a definite prospect that the mechanism is general . There has been 

some significant disagreement however, as 	 regards the exact model 

al. 110 •111proposed by HH, as Brundle 104 and Mitchell et. assert that the 

true mechanism must not involve a physisorbed o since even at 300 K the2 

residence time of such a species would be very short, but rather that the 

rate of island growth must be limited by direct capture at island edges 

from the gas phase. The exact thickness of the oxide islands has also 

generated some disagreement but Saiki et. a1. 118 h~s most recently deter­

mined by X-ray Photoelectron Diffraction that the thickness of oxide 

islands generated by annealing a saturated Ni(lOO) surface at 523 K for 

10 min. was 2-3 monolayers of 0 in the NiO lattice. 

The existence of good LEED data along with the oxygen uptake 

curves from AES studies has been enough to convince other workers that an 
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island growth mechanism is operative in the Ni/0 as well as other sys-

terns, but there has never been any unequivocal imaging of oxide islands 

at the 2 to 3 monolayer thickness level as has been done in this thesis. 

Goulden119 (1976) and Milne and Howie120 (1984) have conducted SEM, RHEED 

and TEM investigations into oxide island formation on copper. These 

experiments generated islands by exposing clean copper to oxygen in the 

-4 010 torr range at tempertures from 250 to 400 C for from 1 to 150 min .. 

The islands so generated were at least 300 and more usually 600 - 800 A 

thick and as such were very much larger than those observed in this 

thesis. The lack of chemical information during imaging, as well as, the 

very heavy oxidative treatment used to generate these features, leads to 

the question of whether or not these "islands" were either nuclei of 

columnar grains on an already completed compact oxide film or an example 

of the same island growth process under very dissimilar conditions. The 

next chapter of this thesis deals with the method used here to obtain 

unequivocal imaging of very thin oxide islands and a method by which the 

proposed mechanism of HH has been tested. 

Finally the fact that this study has been conducted exclusively 

on alloy surfaces, must be addressed. The effect of an alloying element 

is thought to affect the early stages of oxidation in two ways. The 

first effect will be the preferential oxidation of the component with 

lower free energy of oxidation and the proportions of alloying elements 

may affect the kinetics greatly. Previous work (Cherepin et.al 197946 as 

well as numerous others) has established that Co is selectively oxidized 

with the content of Co increasing in the oxide as the thick oxide grows. 

Here in this study, only one composition has been investigated (79 a/o 
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Ni) and providing modification of the surface composition is confined 

only to segregation, the surface is initially of constant composition. 

The first part of this thesis has dealt in some detail with modifications 

of the surface composition with temperature due to segregation and the 

results of that study have been presented. From the previous experience 

of dealing with this alloy at elevated temperatures, it can be concluded 

that if sufficient time were allowed, the clean surface would become 

enriched in Ni. It is perhaps fortunate therefore that although few 

formal kinetic experiments were conducted, at the temperatures of inter­

est in this oxidation study(<< segregation temps.) segregation is so 

slow as to have very little effect on the surface composition. 

The second effect of the alloying component is likely to have 

more impact on the kinetics of oxide island growth, that being island 

growth limited by diffusion of the most reactive component. This pos­

sibility has been given careful consideration but the fact that the 

oxidation reaction proceeds much faster than segregation, would tend to 

suggest that diffusion of the most reactive metal species is not rate 

limiting. 



Chapter 10 

Direct Observation of Island Growth: AES Mapping 

10-1 Experiaental Approach 

a} Data Aquisition: Map Generation 

The best evidence for the existence of very thin oxide islands to 

date, has been the observation of LEED patterns consistent with domains 

of NiO concurrent with patterns attributed to chernisorbed oxygen phases 

on Ni (see chapter 9). There has however, been no unequivocal imaging of 

these islands because the contrast provided by secondary electron ernrni­

sion from islands that are approximately 2-3 layers thick, is apparently 

insufficient. Furthermore, the island growth reaction proceeds even at 

-7 very low pressures of o (lxlO torr), therefore dosing must proceed in
2 

a UHV chamber where the background pressure during imaging can be held at 

<lxlo-9 torr i.e. the reaction should be halted. A method which can 

provide both spatial and chemical information simultaneously in a UHV 

chamber is Scanning Auger Mapping. 

The PHI 600 SA~ used in this thesis is equipped with a hot stage 

(see previous chapters) which allows for the collection of Auger spectra 

and Maps at an elevated temperature. The need for an elevated tempera­

ture sterns from the fact that the probability for homogeneous 
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nucleation is likely to decrease with increasing temperature and if fewer 

islands nucleate and grow, the islands present might be large enough to 

image with the limited spatial resolution of a scanning Auger system. 

Holloway and Hudson90 utilized the relation of Gallon113 who 

pointed out that an Auger oxygen signal originating in an oxide of n 

113layers thickness will have an observed intensity of; 

I 10.1)
n 

Where I= is the signal from an infinite number of layers and I is the1 

signal from one layer of material. 10.1) holds true if there are uniform 

layers present. but in the case where there are regions in the sampling 

114field with islands of varying thickness. then the relation of Seah may 

be more appropriate; 

10.2) 

where n~ = {1- exp(- 1/nc)}- 1 and nc is usually the IMFP (see chapter 5). 

However. the fractional coverage is not included in such a model and it 

is clear that direct quantitation in this regime is likely very difficult 

and complex. For the purposes of this study, the exact 
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intensity correction is not critical, but the idea that the intensity of 

Auger signal increases in discrete but dwindling steps up to the effec­

tive sampling depth, is important (see fig. 30). 

In fig. 30 the Auger peaks are schematic representations only and 

should not be taken as data, but the fact that the chemisorbed oxygen 

peak is shifted to higher energy than the oxide is real and is shown in 

fig. 31 where an oxygen signal from the very early stages (chemisorption) 

of an exposure experiment is presented with a signal from the latter 

stages where the sample (pure Cobalt standard) is oxidized. This ob­

90 102 103 105 109 111served shift is consistent with other work on Ni • · · • - . 

The vertical line in fig. 30 is set at 509 ev which is the peak energy 

used in producing Auger maps here (Auger maps plot the difference in 

counts between a defined peak energy and background divided by the back­

ground signal). 

Given this information then, an Auger map should contain pixels 

whose intensity is proportional to the concentration of the analyte in 

the sampled depth and. in the case of islands, proportional to the depth 

of the island if the island height is less than the sampling depth and 

there is no analyte in the bulk. Fig. 32 a-f displays maps which were 

collected from one grain of a po1ycrysta11ine 79a/oNi-Co alloy held at 

675 K and exposed to oxygen gas at lxlo-6 torr in a dosewise fashion. 

Fig 32a is an oxygen map at 0 exposure and the subsequent maps b-f are in 

chronological order where fig. 32f is after 75 mins. (4500 L). The beam 

voltage used for all maps was 5 kV and the resolution of the analyzer was 

set to 1%. The current density of the analysis beam was reduced to a 
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level that displayed no apparent beam damage for periods of time longer 

than that required to collect a map (typically 12 min.) since at very 

high current densities, some darkening of the map field and loss of a 

small proportion of the Oxygen A11ger signal was observed if the beam was 

allowed to rest for long periods of time on one spot. Map collection was 

therefore conducted as quickly as possible and the electron beam turned 

off when not actually collecting data or contaminant checking sweeps. 

This sequence of photographs gives direct evidence for the existence of 

oxide islands which grow laterally at least and the next section details 

the method used to obtain numerical data from the maps. 

For all the maps displayed here, a size marker could not 
be produced on-screen. An approximate scale has one side 
of a map being 20=microns. 



Figure 3Z a: Oxygen map at 0 exposure 675 K 

-6
Figure 3~ b: Oxygen map at 2 min. 1 x 10 torr 675 K. 



min. 1 x 10-6 torr 675 K 

-6Figure 32 d: Oxygen map at 30 min. 1 x 10 torr 675 K. 
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Figure 32 e: Oxygen map at 50 min. 1 x 10-6 torr 675 K. 
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b) Data Handling: Digital Iaage Processing 

With the establishment of the island growth mechanism in general, 

for this alloy system, the question of which process is limiting, arises 

out of the development of the model. In order to perform any kinetic 

experiments, it is necessary to obtain a numerical measure of the 

coverage at any one time. Towards this end, digital image processing has 

been employed. 

The Auger maps can be reduced, via a computer routine, to a 

histogram of intensities for all pixels in the analysis window. From the 

preceeding arguments, peaks should be observed at discrete intensity 

levels, which correspond to differing island thicknesses. A clean metal 

will have lowest intensity while a chemisorbed signal should be at an 

intensity between clean metal and the first layer of oxide both because 

the positioning of the sampling energy means that only a shoulder of the 

chemisorbed peak is measured (see fig. 30) and the oxygen content in the 

sampling region is much smaller for chemisorbed 0 than for an oxide. One 

oxide layer will be next highest, followed by subsequent oxide layers up 

to the sampling depth. Random variation in any of the signals should 

give the intensity peaks a gaussian-like shape. Figures 32a-f have the 

corresponding histograms of intensity plotted next to the map. Close 

inspection of the histograms reveals the presence of up to, but usually 

less than, 5 heavily overlapped gaussians with peaks at intensity levels 

of o, 60, 120, 160 and >220 (difficult to see). 
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The assignment of the zero level peak is easily made as that correspond­

ing to bare metal (blue). The next peak is assigned as chemisorbed o2 

(dark green) and the following peaks as 1 layer of oxide (light green), 2 

layers oxide (yellow) and >2 layers of oxide (red). No peak assignment 

is made for o ads. for two reasons; i) at the temperatures used in this2 

work (600 K and greater) the mean residence time of a physisorbed species 

is most likely vanishingly small 104 and ii) the probe electron beam would 

in all likelihood desorb such a weakly bound species if it existed on the 

surface at all. By dividing the histogram into 5 contrast levels 

(colors) which have been selected to bisect the difference between peaks 

of interest and their next neighbour, the color enhanced images of figs. 

32a-f have been produced. This method of separating the histograms is 

admittedly crude and the preferred method would involve de-convolution 

but, such a programme was not readily available at the time and is non­

trivial to produce. Therefore for the purposes of this study, the method 

of separating peaks by eye was used. 

The data that can be extracted from such digitally enhanced 

images, results from the fact that the number of pixels in a given map 

are known, and a computer routine can sum all the pixels of the par­

ticular color (layer). The ratio of the number of pixels of a given 

layer to the total is therefore 8 (the fractional coverage) for that 

layer. Plots of these individual B's vs exposure (L = lxlO
-6 

torr.sec) 

are given for this series of maps in fig. 33a. The appearance of fig. 

33a is at first somewhat confusing since the chemisorbed and llayer 
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curves, reach a maximum and then decrease. The reason for this is of 

course the fact that where there is a signal for a 2layer, there must be 
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a llayer underneath and where a llayer exists, there must have been 

chemisorbed 0 present before etc.. The data in figure 33a must be al­

tered to reflect this fact by adding the fraction of all deeper species 

to the fraction obtained directly from the map. Figure 33b is a plot of 

the corrected 9's. The chemisorbed layer curve is just the mirror image 

of the metal curve and corresponds to the fraction of the surface that is 

at least covered in chemisorbed 0 (9 d ).a s. 

10-2 Results and Discussion 

Inspection of figures 33b and c (a condensation of other exposure 

experiments with conditions listed) yields some very important observa­

tions regarding the kinetics of the island growth mechanism: 

l)The shape of the curves for 9 t and B d is comparableme a 1 a s. 

105to the shape of the B vs. L curves of HH which have been more ade­

quately investigated elsewhere and identified as proceeding via a 

dissociative Langmuir or a modified dissociative Langmuir type adsorption 

isotherm (see previous chapter}. 

2)At least the first oxide layer grows via a three stage 

process, as indicated by apparent break points on the curves. The 

proposed interpretation of this observation is that the stages in 

chronological order are: 
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i) rapid growth due to nucleation--beyond this bend in the 

o1L ayer curve, no new islands are observed to riucleate on the maps. 

ii) an apparently linear increase in 8 probably due to 

lateral growth limited by the rate of gas impingement close to the edge 

of the growing islands. 

iii)non-linear growth due to the decreasing active area at 

the perimeter of islands as they impinge on neighbouring islands. The 

onset of this part of the graph corresponds exactly to the observation of 

impingement on maps. 

3) The rate of growth in the second oxide layer (linear lateral 

growth) is different from that of the first layer (a distinct nucleation 

phase was not evident). This leads to the possibility that the geometry 

(sticking probability) at the edge of a second layer island is different 

from that at the edge of the first oxide layer. 

4) Nucleation occurs at preferred sites both away from and on 

grain boundaries, which are reproducible from experiment to experiment. 

This interpretation of the processes involved in island growth is 

consistent with the assertions of Brundle104 and Mitchell et. a1. 110 · 111 

who also concluded that the rate limiting step is direct gas impingement 

at island edges. 

With this mechanism and the experimental observation that when 

nucleation has stopped, 9 appears to vary linearly with time, it is 
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possible to describe the kinetics of the lateral growth of islands prior 

to island impingement under these conditioJJS. The rate of growth of the 

oxide islands dB!dt can be written as; 

dB!dt K.P 10.3).
1 

We notice that the islands in all experiments are not circular as in 

the Holloway-Hudson model, but long and growing in width. This means 

that Ki appears not to be a function of 8 as might be intuitively thought 

because the length of the active edges of the islands change so slowly as 

to allow the "active area'' to be thought of as being essentially constant 

until impingement. An illustrative comparison can be made if a rectangle 

is imagined to have a long dimension of 10 units and a short dimension of 

1 unit. At the beginning, the area is 10 square units and the perimeter 

length is 22 units. If the short direction is doubled while the long 

directiou remains the same, the new area is 20 square units (an increase 

of 100%) while the perimeter is now 24 units (an increase of only 9%). 

Making the assumption that the islands in this experiment behave 

similarly to the long rectangle i.e. essentially constant active area, 

the surface coverage of an island layer i at time t after the end of the 

nucleation phase would then be; 

e. k.L 10.4)
1 1 
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6where P (2mkT ), Lis a Langmuir Pt lxl0- torr.sec. and ki in the 
g 

simplest possible model is the fraction of gas collisions that success­

fully incorporate Oxygen into the oxide island and is therefore an 

activated process; 

o -(E )/kT
k. k. exp c · 10.5)

1 1 

where E is the activation energy of the incorporation process.
c 

Although the evidence from the exposure curves and maps is very 

strong, a test of the interpretation needed to be made. The simplest 

test of the interpretation was to conduct a series of experiments where 

both P and T were independently varied during the reaction and the rate 

of lateral growth measured. During these experiments it was also pos­

sible to test some other aspects of the interpretation. 

It has been pointed out that nucleation at these elevated tern­

peratures is likely to occur only at preferred sites such as defects and 

grain boundaries where the local chemisorbed 0 density may more easily 

reach a critical value for nucleation. To check this, maps would need to 

be obtained in the region of grain boundaries and since the conversion of 

impinging gas is asserted to be determined by the nature of geometry at 

the island edges, it is also reasonable to assume that there 
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Figure 3~ a: 	Very early stage of Oxygen exposure showing the nucleation 
of islands at grain boundaries and also, to a lesser extent 
away from the grain boundary and presumably at defects. 

Figure 34 b: Dependence of island growth on crystallographic 
orientation. 
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is a crystallographic effect. To check these two points simultaneously, 

as well as, to get averaEe kinetic data, maps were collected at a triple 

grain boundary during oxygen exposure P and T experiments. 

The question of nucleation site selection is addressed in figure 

34a where it is clear that nucleation does occur first at grain bound­

aries, but also at other sites on the surface where presumably there were 

defects (SEM images at 5000X did not reveal any obvious defects at the 

identifiable and repeatably preferred sites for nucleation away from the 

grain boundary). The question of whether or not there was a crystal­

lographic dependence is illustrated very clearly in fig. 34 b. The lower 

right hand grain grows the second layer oxide much slower than the other 

two grains despite the fact that the apparent coverage of chemisorbed 

Oxygen and the first oxide layer is higher on that grain, than on the 

others. Unfortunately attempts to determine the orientation of the 

grains by electron channelling patterns were not successful owing to the 

small size of the grains and the difficulties associated with this 

method. 

To test for a dependence on pressure, three different pressures 

were used at a constant temperature and the results are summarized in 

figs. 35a and b. In figure 35a the coverage of the first layer of oxide 

vs. exposure is plotted for three different pressures and within ex­

perimental error, the rate of lateral growth is dependent only on the 

total exposure in Langmuirs, consistent with 10.4). The second layer 

data is less conclusive due to experimental scatter but the conclusion 

can probably still be made that total exposure is controlling the rate of 

growth at a fixed temperature. 
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The depPndence on temperature study is summarized in figs. 36a 

and b. In fig. 36a, the rate of the first oxide layer growth is markedly 

dependtnt on temperature. It is interesting to note that increasing 

temperature decreases the rate of growth. This may indicate that in fact 

there are two processes in competition during the linear growth phase. 

One process is the incorporation of oxygen, presumably from direct im­

pingement and dissociation, the second process is probably either the 

bulk dissolution of oxygen or desorption. The observed rate is therefore 

a net rate such that; 

k.= k - k 10.6)
1 c 0 

where kc is the rate of capture and k is the rate of dissolution into0 

the bulk or desorption. If it is assumed that capture is an un-activated 

process (or one with a very low activation barrier). then E (the activa­c 

tion energy of capture) can be assumed to be zero and; 

0 0 ko -E0!kTk.= k.exp 0exp 10.7)
1 1 

therefore 

ko ko E0/kTk. - exp 10.8)
1 i D 

This dissolution into the bulk or desorption would therefore explain why 

the rate of island growth increases witl1 decreasing temperature. 
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8 10.9) 


Experiments have been performed where oxygen exposure has generated 

islands which were then heated to a greater temperature than the original 

exposure in vacuum. The background gas was monitored for any signs of 

evolving o or oxygen containing species with a quadrupole mass2 

spectrometer residual gas analyzer mounted proxjmal to the sample, but 

none were observed. This result, although not absolutely conclusive, 

does not support the notion of gas desorption as the competing process 

and leaves bulk dissolution as the most likely candidate. From the four 

curves of fig. 36a, it is also possible to extract the factors ki0 and kD0 

for the various temperatures and an Arrhenius plot may yield a value for 

the activation energy. This approach is possible, but in light of the 

fact that there is data available for only four temperatures over a range 

of 75K, such a determination would be of limited value. This type of 

experiment may be particularly useful in future studies on single crystal 

faces. 

The second layer oxide also exhibjts evidence of increasing 

growth rate with decreasing temperature, since out of the four curves, 

three display a trend similar to that for the first oxide layer with only 

the 660K or 675K being out of the expected order. 

The variation of the fractional coverages for the chemisorbed 

layer with temperature is shown in fig. 37a and as expected, lower tem­

peratures allowed the chemisorption to proceed more rapidly, presumably 
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since the rate of desorption or bulk dissolution will increase with 

increasing temperature. The variation of chemisorption with pressure is 

somewhat less clear here and is presented in fig. 37b. At the highest 

pressures used in this thesis, saturation at 8 = 100% ensues after a 

certain level of exposure and the total exposure required to saturate, 

increases with decreasing pressure. The results of further investigation 

into this is summarized in figs. 38a-e. 
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Figure 37 b: Summary of constant T, varying P, for chemisorbed 
layer. 
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Figure 38: Varying pressure experiment over wide range. Establishment 

of equilibrium fractional coverages of chemisorbed 0? 
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The sequence of graphs in figure 38 indicate that there is some satura­

tion level of chemisorbed oxygen coverage which is pressure dependant. 

This dependence on pressure may be the result of repulsive interactions 

between chemisorbed 0 atoms on the surface. Because chemisorption is 

dissociative, a surface site which can incorporate both Oxygen atoms 

would be greatly preferred over a site where significant re-arrangement 

is required before both atoms can be accomodated. Lower surface col­

lisional rates (pressures) may allow significant re-arrangement of 

surface adsorbed species in order to minimize repulsive interactions. 

Such a uniformly distributed surface with most preferred dissociation 

sites occupied, may establish an equilibrium fractional coverage such 

that the impingement and dissociation rate, which has been reduced 

greatly by the saturation of "most preferred" sites, is just balanced by 

normal thermal desorption. The effect of increasing pressure may be to 

increase the number of statistically less favourable dissociations at 

higher 0 coordinated sites, until a new equilibrium coverage is achieved 

etc .. From fig. 38 the apparent equilibrium fractional coverages for 

differing pressures are; 

lxl0-6 torr 100% 

5x10-7 torr 100% 

lxlo-7 torr 45% 

5x1o-8 torr "'33% 

1x10-8 
torr :::::25% 
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From the above sequence of data, it is unclear if the equilibrium frac­

tional coverage is a continuous function of pressure or if there are 

definite stages involved in chemisorption here, as there are in the Ni/0 

system. Inspection of the above data might suggest that the intuitively 

satisfying trend of fractional coverages being 1 in 4, 1 in 3, 1 in 2 and 

1 in 1 for increasing impingement rates is being obeyed. This inter­

pretation however suffers from the lack of LEED data which might confirm 

or refute the situation as described. Furthermore, since differing 

crystal faces are being simultaneously sampled, fractional coverages will 

not necessarily have a real significance. 

The final experimental observation that must be addressed has to 

do with the effect of this system being an alloy, on the island growth 

kinetics. As mentioned in chapter 9, the effect of the substrate metal 

being an alloy must be to introduce another possible rate limiting step, 

that step being diffusion from the near surface region to the edges of 

the oxide island where the reaction with Oxygen takes place but that has 

been discounted here owing to the short distances that the metals must 

diffuse. It has been mentioned that quantitation on this type of surface 

would be difficult but, a rough estimate of the general trend in composi­

tion of the oxide might be obtained by monitoring the ratio of the 

highest energy Ni peak to the 654 eV Co peak. For·the alloy in question 

here, the starting (sputtered surface) ratio of these two peaks was Ni:Co 

4.08. After 35 mins exposure at 1x10-6 torr the ratio had dropped to 

2.14 and after 50 mins. was 2.41 and 60 mins. was 2.43. From this 

limited data it may bP. concluded that in the sampling depth of the Auger 
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electrons, CoO is being preferentially formed. The recent work of 

116Majumdar et.al. 1986 on the oxidation of a 20 a/o Ni-Co alloy has 

Indicated that for conditions virtually identical to those employed in 

this study, a very thin layer of CoO is formed exclusively and Ni remains 

in the metallic state for exposures of up to 4500L at 773K. The Ni Auger 

signal which Is still visible after this exposure, was thought to 

originate from beneath a uniform overlayer of oxide but, the results of 

this study indicate that Ni signal could also have originated in the 

spaces between islands since the formation of a truly complete overlayer 

appears to be a very slow process at these conditions. This preference 

at the surface for Co is most graphically displayed in figs. 39 a-c where 

fig 39 a is an Oxygen map, fig. 39 b is the corresponding Ni map and fig. 

39 c is the Co map. From the maps of fig. 39 a and b, clear and strong 

negative correlation of oxide islands with Ni is evident. The Co map of 

fig. 39c shows a definitely weaker negative correlation with oxide, 

probably due to the fact that the atomic density of Co in CoO is less 

than that of the alloy. 

The question of why the Holloway-Hudson model has been well 

obeyed in the past remains to be addressed. This present work is not 

only the first to image very thin islands successfully, but is also the 

first that has attempted to separate the signals from layers in the 

islands. All of the previous "Oxygen uptake'' data has been extracted 

from the intensity of Oxygen Auger peaks which presumably originated from 

electron beams which had diameters larger than the islands being proposed 
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by the model (100 A in some estimates, although this will depend criti­

cally on nucleation, which is not entirely understood). It is clear that 

that type of experiment will yield only a sum of signals from the various 

layers that evidently coexist during this stage of oxidation and have 

different growth kinetics. The Holloway-Hudson model relation therefore 

provides an adequate fit to the total Auger intensity, but the assertion 

that island growth is limited by either lateral diffusion or capture of 

an adsorbed 0 species, is not likely in the temperature-pressure regime2 

used in this work, and possibly not at other conditions either. 

Furthermore, the assumption that islands are circular and that the active 

sites are simply proportional to the square root of the area is not 

supported. 



163 
.. · 


Figure 3'1 a: Oxygen map corresponding to · ·Ni map below and Co 
map on next page. 

:Figure 3'f b: Ni map 
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figure 39c 
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SUMMARY 

The results of this investigation into the surface behaviour of 

Ni-Co alloys have been the following; 

1) Ni is preferentially sputtered over the entire range of 

compositions studied here (14 to 90 a/o Ni). 

2) Ni segregates at elevated temperatures over the range of 

composition from 14 to 90 a/o Ni. 

3) The segregation of Ni is only evident in the low energy 

range of Auger spectra owing to the greater surface sensitivity of those 

peaks. 

4) Computer simulation of Auger spectra using sputtered pure 

metal standards has permitted quantitation in this system with a claimed 

fitting accuracy of ± 0.05 a/o. 

5) The temperature dependence of segregation has been measured 

for the (111) and (210) faces of a 56 a/o Ni alloy as well as for the 

(111), (100) and (110) faces of a 50 a/o Ni alloy. The temperature 

dependencies of the simpler faces may be related to the Enthalpy and 

Entropy of segregation and a Free Energy of segregation may be calculated 

at a specified temperature for comparison. 
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6) The early stages of oxidation of these alloys follow 

kinetics consistent with the nucleation and lateral growth of oxide 

islands which grow at a rate determined by the rate of gas impingement at 

island perimeters and substrate temperatures. 
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~Suggestions_for Further Work 

The evidence of this thesis has suggested that the entropy com­

ponent of the free energy of segregation plays an unexpectedly important 

role in surface segregation. The variation of both entropy and enthalpy 

on specific crystal faces, with composition would make a valuable con­

tribution to the understanding of the segregation process as a whole. It 

is perhaps unfortunate that the current lack of knowledge about the 

variation of inelastic mean free paths with crystallographic orientation 

would preclude further studies on higher index faces but, this may not be 

a barrier for long and a study of the effects of crystallographic orien­

tation on surface segregation would be interesting. 

It has been suggested in the discussion of this thesis that d-

band filling plays a very important role in determining segregation 

behaviour. It would be interesting to see if similar segregation be­

haviour were observed in a comparable binary alloy system with less than 

5 d electrons such as Ti-V where vaporization enthalpies are very similar 

and the alloy system has a relatively simple phase diagram. Another 

interesting system to look into would be the Fe-Co system where where 

predictions based on the difference in vaporization enthalpies opposes 

segregation driven by differences in d electrons. 
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Early Stages of Oxidation 

Clearly the oxidation experiments in this thesis must be viewed 

as a preliminary study. The variation of island growth kinetics with 

temperature and pressure in the early stages of oxidation needs to be 

examined over much wider ranges for both variables. It is very remark­

able that nucleation seems to stop after a very definite phase and does 

not continue concurrently with growth, whether this is the result of lack 

of appropriate nucleation sites or some other factor, is an intriguing 

question. Exactly how do the experiments conducted on copper by Milne 

and Howie relate to the much thinner oxides observed here? Is it just 

that in a different regime of temperature and pressure that lateral 

growth and nucleation can be stopped while vertical growth continues? As 

these experiments are carried out, more questions will arise but it is 

certain that varying pressure and temperature experiments with perhaps 

improved image analysis techniques is the next step. So long and thanks 

for all the fish. 
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*Index of SY!bols 

6G - change in Gibbs Free energy 

6H - change in Enthalpy 

T- Temperature 

6S - change in Entropy 

sXA- the fractional composition of element A at the surface 

X~- the fractional composition of element B in the bulk 

NA- number of A atoms in a system 

rA- surface excess of A 

h - area of an interface 

a,~ - hypothetical phases 

acA- concentration of element A in phase a 

v _ volume of phase a 
a 

f - Helmholtz free energy 

r - surface tension 

~ - chemical potential 

F - molar Helmholtz free energy 

6G0 
- standard free energy of segregationseg 

n - regular solution parameter 

Z - atomic coordination number 

W - a simplifying parameter = 0/Z 
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vE - Einstein vibrational frequency at the surface , s 

E - energy due to strain 

G - shear modulus m 

r - radius of a solute atom s 

K - bulk modulus of a solute atom s 

o * - ratio of atomic sizes 

~ - sheer modulus of a matrix 
m 

m,n - parameters in the Leonard-Jones potential 

6Q - energy recovered by segregation of a soluteel 

G - shear modulus 

b - burgers vector 

A - molar area of surface 
s 

0 - diffusion coefficient of element A
A 

QA- activation energy of diffusion for element A 

~ij- interaction potential of atoms i and j 

R..- interatomic distance between i and j
lJ 

pij- density of an electron gas 

~A- electronic work function for Auger electrons 

dO - integration parameter representing all space 

A - inelastic mean free path of electrons 

IN.- Auger current due to electrons from Ni atoms 
i 1 

- backscatter yieldR8 
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W - incident angle for an electron beam 

U - ratio of incident beam energy to initial ionization event energy 

I - peak intensity 

n - elecron density at the edge of a Wigner-Seitz cell ws 

~ * - electronegativity 

d - interplanar spacing 

P- gas pressure 

e _ fractional surface coverage 

~ - time from nucleation 

r - mean residence time 
p 

v - vibrational frequency 

* Not a comprehensive list, most symbol variants and clauses are defined 

clearly in the accompanying text. Some symbol overlap is inevitable if 

common useage is be obeyed, but an effort has been made to minimize this. 



Appendix 1: Coabined Models 

A-I Multi-layer Bend Breaking9 

In this model the difference in bonding energies between bulk 

atoms and surface atoms is used. In order to fully describe either a 

bulk atom or a surface atom, 4 layers of atoms are considered in each 

type of case this model addresses eg. the bulk reference state has com­

positions X =X =X =X =Xb (where the subscripts are for layer number) and1 2 3 4

the surface has x1*X2=X3=X4=Xb when only one layer is said to be 

segregated. In order to understand the following equations it is first 

necessary to make some definitions; 

1i1 
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the fraction of A atoms in layer 1x1 

1-X1=the fraction of B atoms in layer 1 

z12 =the number of lateral bonds 

=the number of lateral bonds from an A atom in layer 1z12x1 

1 x = the number of later A-A bonds (the 1 is included2z12x
1 1 2 

to avoid double counting.) 

the enthalpy associated with those bonds 

the enthalpy associated with A atoms bonding 

with B atoms 

the enthalpy associated with B atoms bound 

to B atoms. 

For the vertical bonds from the first layer·to the second. 

the enthalpy associated with the A-A bonds from21vX1X2HAA 

layer 1 to layer 2. 
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z1vX1( 1-X2)HAB the enthalpy associated with the A-B bonds from 

layer 1 to layer 2. 

z1v( 1-X1)(X2)HAB the enthalpy associated with B-A bonds from 

layer 1 to layer 2. 

Z1v(1-X1)(1-X2)HBB the enthalpy associated with the B-B bonds 

from layer 1 to layer 2. 

We then must total all the factors appropriately and subtract the energy 

of the reference state and arrive at; 
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1 	 2 1 26-H z1£[2X1HAA+ X1(1-X1)HAB + 2(1-X1) HBBseg. 

+ 	z1v[X1X2HAA + X1(1-X2)HAB + X2(1-X1)HAB 
1 2 

+ 	(1-X1)(1-X2)HBB] + z1£[2X2HAA + X2(1-X2)HAB 
1 2 

+ 2( 1-X2) HBB] + z1v[X2X3HAA + X2( 1-X3)HAB 
1 1 2 

+ 	 X3(1-X2)HAB + 2(1-X3)(1-X2)HBB] + z1£[2X3HAA 
1 

+ X3(1-X3)HAB + 2(1-X3)2HBB] + z1v[X3X4HAA 

+ X3(1-X4)HAB + X4(1-X3 )HAB + (1-X3 )(1-X4)H88 
1 2 1 2 

+ 	 z1£[2X4HAA + X4(1-X4)HAB + 2{1-X4) HBB 

+ 	 z1v[X4XbHAA + X4(1-Xb)HAB + Xb(1-X4)HAB 
1 2 

+ 	 (1-X4 )(1-Xb)H88 ] - {4Z1 (2XbHAA + (1-Xb)XbHAB 

2 1 2 
+ 	 (1-Xb) HBB + 2z1v[XbHAA + 2Xb(1-Xb)HAB 

+ 	 (1-Xb) 2H ]} A.l)88 

This equation of course only accounts for the change in enthalpy, entropy 

must then also 	 be accounted for (configurational only see eqn 2.24); 

6-Sseg. Ss - Sb = -R(X1lnX1 + (1-X1)ln(l-X1) + X2lnX2 

+ (1-X2 )ln(1-X2 ) + X lnX3 + (1-X3 )ln(1-X3)3

+ X4lnX4 + (1-X4)ln(1-X4)] + 4k[XblnXb 

+ (1-Xb)ln(l-Xb)J - + + - 4Xb)cx4 + x3 x2 	 x1 
0 0 

+(SA- S8 ). 	 A.2) 

Thus we 	 may write the free energy expression 

A.3}. 

The total free energy is 	then defined as; 
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A.4) 


and find the compositions which minimize GT. That is to say we differen­

tiate GT with respect to composition and find the compositions that 

satisfy 

6Gb 
+ --- 0 for i 1 to 4 A.5)

6X. 
1 

and 

0 for i 1 to 4 A.6) 

The solutions to these equations are as follows; 

A/(1 + A) A.7) 

A A.8) 

0 0 

6H A. 9}.
sub. = (6 HA)vap. - (6 HB )vap. > 0 

Note here that only the first monolayer has a composition different from 

the bulk and it is important to remember that this will only be the case 

when HAB 1/2(HAA + HBB) i.e. mixing is not accounted for since bonds 

are assumed to be linear combinations of atomization enthalpies. 
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There are two major problems with this approach: l)Bonds at the 

surface are assumed to be the same as bonds in the bulk. This is not 

very realistice since the lack of atoms on one side will surely allow 

surface atoms to relax into the vacuum. 2) Only nearest neighbours are 

considered when in reality distortion of the bulk matrix structure at the 

surface will likely affect more than just the nearest neighbours. 

The first of these problems was addressed by introducing a relaxa­

tion factor (6) which allowed for changes in the bonds to the surface 

layer from the underlying layer of atoms that the authors described as 

"the fractional change in all of the bond enthalpies". The relaxation 

factor therefore has not only the effect of changing the surface (i.e. 

lateral) bonds but will also affect the compositon of the second layer. 

The compositions of the first,second and subsequent layers will therefore 

be; 

A/(l+A), x
2 

where 

A A.11) 

and 

8 A.12). 

The problem with these relationships would then become the evaluation of 

Burton and Jura26 used a Morse potential which can be likened to a 

Leonard-Jones potential to evaluate 0. Using their values it is found 
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that the first layer composition changes only very slightly and the major 

effect is on the second layer. 

Up to this point in this treatment of theory only the nearest 

neighbour interactions have been counted and that is not likely to 

reflect a real situation. In order to take account of second nearest 

neighbours Nicholas 27 found that the second nearest neighbour enthalpy 

can be given as a function of the first nearest neighbour bonds and hence 

arrive at; 

z z A.13).
v 

z2 , z2v and z2Q are the number of second nearest heighbours totally, 

vertically and horizontally respectively. Table A-1 is presented for 

ease of use in determining these parameters. 
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Table A-1 

First Nearest neighbours Effective neighbours 

FCC 

z = 4 z = 4.5
1v v 


(100) ZH= 4 (z v/Z =0.333) z = 6 (Z /Z = 0.3)
1 1 £ v 


z = 12 z = 15

1 


z = 5 z = 6
1v v 

(110) Zl£= 2 z1v;z1= 0.417 z

£ 
= 3 Z v /Z 0.40 

= 12 z = 15
zl 

z = 3 z = 4.5
1v v 


( 111) 6 0.25 z = 6 Z /Z 0.30ZH= 21v121= £ v 

= 12 z = 15
z1 

BCC 

z = 4 z = 4.51v v 

(100) Zl£= 0 z1v/Z1= 0.5 z = 2 z IZ 0.409

£ v 

= 12 z = 11
z£ 

z = 3
z1v= 2 v 

z2= 5 Z /Z 0.273(110) z = 4 


v 

z = 8 z = 11 


12
 

1 


z = 4 z = 5.5
1v v 


(111) ZlQ= 0 21v121= 0.5 z
£ 

= 0 Z v /Z 0.50 

= 8 z = 11
z1 
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If regular solutions are assumed (as opposed to the ideal solu­

tions assumed to exist to this point) one can redefine the enthalpy of 

the A-8 bond as; 

c.f.eqn 2.26) A.14) 

28Here 0 is called the regular solution parameter and is given in Swalin

as; 

In rA0 -------- A.15)
RT 2

(1-Xb ) z 

where the r 's are the empirically observed bulk activity coefficients 

(not to be confused with surface tensions which are regretably also 

denoted by r) of pure A and B. The four surface layers are then given 

by; 

z X1 (1-Xb)va) .. 0 20(ZXb - z1x - Z X - !z > + -- tlH + RT ln ) ' 1 v 2 2 v z sub. x~n=x~> 
x2 (1-Xb)

b) 0 20(ZXb - z - Z X - Z X ) + RT In ( '1x2 v 1 v 3 x~n=x;T ) 

X3 (1-Xb) 
c) 0 20{ZXb z - Z X + RT ln { -------- ) ' A.16)1x3 v 2 ZVX4) Xb(1-X3 ) 

X4 (1-Xb) 

d) 0 20(ZXb - z1x - Z X - Z X ) + RT In { -------- ) '
4 v 3 v b Xb(1-X4 ) 

9From these equations Williams and Nason calculated compositions for 4 

layers in hypothetical alloys and found variation from the bulk value 



180 

down to the fourth layer in some alloys. In general it was found that 

the smaller the LlH b the more "mono-layer like" was the segregation.su . 

Again equations A.l6a-d) assume linear combination of bond 

energies and this is corrected by the inclusion of 6. the relaxation 

parameter to yield equations A.17a-d. 

a) 

b) 0 2o[zxb - z.ex2 
- (1+6)ZVXl - Z X + ~z J + 

v 3 2 v 
-6Z x3 (1-Xb)vLlH (----) + RT ln ( -------- ) ,

sub. Z Xb(l-X2) 

X3 (1-Xb) 
c) 0 2nczxb - z£x3 - Z X - Z X ) + RT ln ( ) , A.17)v 2 v 4 x~n=x;> 

X4 (1-Xb) 

d) 0 2nczxb - z.ex4 - Z X - Z X ) + RT ln ( -------- ) . 
v 3 v 4 Xb(l-X4) 
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We then have four models from this approach; 

1) Eqn A.11} which assumes only the first monolayer is modified 

and is only really useful for ideal solutions with linearly combined bond 

energies. 

2) Eqn A.12) which allows a gradient of concentration from layer 

1 to bulk composition in layer 3 and does not assume linearly combined 

bond energies. 

3) Eqns A.16a-d that do not assume ideality of solutions, allow 

for compositional variation from the bulk for up to 4 layers but still 

assumes linearly combined bond energies. 

4) Eqns A.17a-d do not assume ideality, allow compositional 

variation down to layer 4 and do not assume linearity of bond energies. 

All of the above models can be used either with the first nearest 

neighbours only or first and second nearest neighbours. More 29recent 

modifications have basically attempted to include dwindling contributions 

from further neighbours and/or allowed variations in up to 20 layers but 

those models basically alter results only very slightly and their success 

is not certain. 

b) Combined Surface Free Energy. Heat of Mixing and Elastic Strain7 (I) 

In this model the basic equation given here as eqn. 2.6) has been 

re-written such that surface tensions. enthalpy of mixing and elastic 

strain energy are all part of the definition of the enthalpy and entropy 

of segregation as follows: 
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~H A.18)
a 

where and are the surface free energies of components A and B 

respectively, A is the surface area per atom, w = HAB - (HAA+ H88 )/2 

30which can be replaced by w = ~H /ZXbXb where 
m A B Z is the coordination 

number) and Z£ and Zv as previously defined. Thus eqn. A.18) may be re­

written as; 

~H A.19)
a 

The elastic strain energy term eqn 2.46) is then included to give; 

2~Hm b 

-----[Z (X - + z cxb- !n A.20)
~H a 
Zxbxb 1 A v A 2 
'A' B 

The authors of this model find it neccessary to include the elastic 

strain energy term even though they mention that it is mostly 

insignificant. 

Entropy must now be included in the model such that; 

d 
~s Xs ) z ( xb- ! ) ]

a 'B + v A 2 + dT 3Kr1 + 4Gr 0 

A.21) 

where SA and are the surface free entropies of the pure components.s8 

It is interesting to note that including the entropy term in the free 
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energy calculation only seems important in dilute solutions with large 

solute atoms eg Ni(Au) and actually loses predictive power when the 

reverse situation Au(Ni) is encountered. That is to say that the entropy 

seems only significant when elastic strain is expected to play a major 

role in segregation. 

c) Combined Surface Free Energy, Enthalpy of Mixing and Strain (II) 

8 31 32M1e. dema and coworkers · · cons t rue t ed equat•Ions re 1a t•Ing sur­

face energies to heats of vaporization and electron density of states at 

the boundary or an atomic cell. Using the results from ref 32) they 

begin with the simple segregation eqn.; 

[~~ - ~~ + ~HB }/3RTJexp sol vap vap A.22) 

where C~ is the ratio of concentrations of solute (A vs. B) in the first 

atomic layer and C~ is the bulk composition ratio. ~~ is the partialso1 

molar heat of solution of metal A in metal B. The 3 in the exponent term 

arises from the now usual 1/3 of bonds missing on an FCC (111) face. 

This equation is simple and easy to use but it suffers from the lack of 

consideration of differing surface area for different atoms. The use of 

surface energies was therefore preferred by this author; 

A.23) 
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where a is an average molar surface area. Even this was not satisfactory 

however because the solution enthalpy was not included and an average 

molar surface area is only truly applicable in a random surface and must 

be weighted by bulk compos~tion which clearly does not exist in a 

segregated surface. The solution was to combine eqns A.22) and A.23) to 

arrive at; 

A.24). 

Here f is a relaxation factor empirically determined to be 0.71 for 

8transition metals, g is a constant equal to 4.0 x 10 (see ref 33), VA is 

s 0 s 0

the molar volume. The factors rA' and rB' are surface tensions calcu­

lated by; 

s 0 r . A.25) 

This equation was arrived at in ref 34 and has excellent correlation 

with available experimental data. ~ * is the electronegativity of the 

atom and n is an electron density at the boundary of a Wigner-Seitz
WS 

32cell . Ref 8 contains a compilation of all the necessary data to calcu­

late surface compositions using eqn A.24). 

If an alloy is thought to have a significant size mismatch then 

some correction must be made. This model acknowledges the relations set 

E h lb 19,20 . b df or th by s e y 1n eqn 2.40) ut isagrees with the idea that 50% 

of the bulk strain energy is recovered at the surface and suggests that 
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25% is more realistic in light of expected significant relaxation. They 

therefore assume Poissons ratio to be 0.3 for all metals and obtain: 

ln(CAl/CAb) . A.26)
SIZe 

where 

A. 27). 

Eqn. A.26) should be thought of as an add on term for eqn. A.24) in 

natural log form. 

Next and last, the problem of surface entropy was addressed and it 

was decided that entropy should be temperature independent and only be 

significantly different for atoms having different volumes. The add on 

term for surface entropy would then be; 

A A
ln(C /Cb) f - 0.8[1 - (V /V )213 ) A.28)

1 s ll t' . B Aentr. 

The full formal segregation equation proposed by Miedema et. al. in 

natural log form would be; 

A.29) 
0 2 213r:' )v!13

!3RT}+{0.42KVm6 /RT}-{0.8[1-V /VA]8

mixing surface tension strain entropy 

Eqn A.29) should be used with some thought however. since the last two 

terms may not be significant in many cases. 
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6 23This particular model proposed by Abraham et.al. 2 · • has been 

very attr<1cUve to researchers in the field of surface science. because 

of it s ease of use. This model assumes that the driving force for 

segregation is the linear sum of the simplistic bond breaking eqn 2.7) 

20
and the more complex of Eshelby's elastic contribution equations eqn 

2. 40). 

CiG CiQ .,. Ci Q 1 A.30)
a c e 

The difference in bond strength equation is re-written such that; 

* ~Q- Cizc AA (2 - 1 ) A. 3J) 
c 

where e * is the ratio of bond strengths of solute and solvent atoms 

- I- This equation assumes that the component Cie .the mixing en­cAA,cBB' m 

thalpy, is zero in the case of an ideal solution and is the bondeAA 

enthalpy of element A and is the bond enthalpy of element B. TheeBB 

elastic strain component of the total driving force is given in eqn 2.40) 

and when included the entrire expression for 6G would then be 
a 

6G A.32)
a 

which can be simplified to: 

A.33) 
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with c and eel becoming constants once ~Z has been decided on (i.e.
8 

wether you use 12:6 or 8:4 in the m:n equation 2.42)) and the solvent has 

been identified. Eqn A.33) is now very attractive since a researcher does 

not need to know any enthalpies of solution or entropies (entropy is 

assumed to be zero--see proof offered in the previous section on 

entropy). 

and 

One 

If 

only needs to 

surface free energies 

know the easily ob

are thought 

* 

tainable GAA and G88 . 

to be more important 

* than bond enthalpies a simple substitution of r for e is used such that 

r * is the ratio of pure metal surface tensions and one arrives at; 

A.34) 

From these equations we again note that the component with lower ~H b ~ su . 

or will segregate if only bond breaking is considered and if 

elastic strain alone is considered then systems with o * < 1 will have no 

*segregation and if o > 1 the solute segregates. In the combined model 

i.e. eqn A.34) if ~Ga/eAA < 0 the solute segregates, if ~Ga/eAA > 0 the 

solvent segregates and if ~G /eAA= 0 there is no segregation. . a 

One further modification to the model can be made if the surface 

in the model is allowed to relax as a real system would in fact relax. 

This modification is certainly understandable but it would only be sig­

nificant in systems where elastic strain is the dominant driving force 

for segregation and that is a rare case as has been mentioned in the 

section on elastic strain in chapter 2. 
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