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Abstract 

Silicon photonics has witnessed rapid development in recent years for its fabrication 

compatibility with the cost-effective CMOS technology. The advancement of relevant 

simulation tools, however, is at a relatively slow pace. The high index contrast of the 

usual silicon waveguide that has imposed new challenges to the convergence and 

accuracy of the solution technique, the growing intricacy in solitary component design, 

and the increased complexity of their integration, are the impelling factors that motivate 

us to improve the computer-aided design, modeling, simulation, and optimization 

methods. 

The theme of the thesis is on the frequency domain simulation methods supported by 

the complex mode theory. The complex mode theory is introduced to the simulation 

domain truncated by the perfectly matching layers (PMLs) enclosed in the perfectly 

reflected boundaries (PRBs), wherein the discrete complex modes as eigen solutions can 

represent the continuous radiation fields, thus yields a unified approach for handling both 

guided (discrete) and radiation (continuous) waves. 
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In this thesis, theoretical investigations have been conducted along a few different 

lines aiming at improving the efficiency and accuracy in complex mode expansion. 

Properties of high-order complex Berenger modes are firstly addressed through 

asymptotic solutions, and it is found that as the mode order increases, the symmetry of the 

cladding and substrate in the simulation domain, instead of the guiding schemes, plays a 

more and more decisive role regarding mode classification and modal field distribution. A 

weighed optical path method is then proposed to unify the high-order Berenger modes, 

and to enhance the symmetry of high order modes’ field distributions in the asymmetric 

structures, leading to the improvement in convergence speed and stability in the mode 

expansion. Next, an improved mode-matching method (MMM) is proposed based on an 

error-minimizing method instead of the conventional approach relying on the unreliable 

modal orthogonal property. The newly proposed method is significantly more robust as 

numerical errors usually jeopardize the modal orthogonality. This claim is exemplified by 

simulation results on silicon channel waveguide facet, bending waveguide, and silicon-

germanium photo-detector waveguide.  

As a direct application of the improved complex mode theory, a hybrid plasmonic-

photonic nano-ribbon waveguide is proposed, standing as a combination of the silicon 

slot and surface plasmon polariton (SPP) waveguides, is proposed and analyzed. We have 

found that the fundamental mode is featured at low loss as in optical waveguide as well as 

high confinement as in plasmonic structure. Simulations have shown that millimeter 

range propagation can be sustained with strong confinement. We have further studied 

such waveguide with an extra layer of phase changing material incorporated, attempting 
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to realize the efficient electro-optical phase and/or loss modulation. Finally, an optical 

switch design is proposed by taking the full advantage of the aforementioned structure. 
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  Chapter 1.

Introduction 

 Research background 1.1

1.1.1. Recent development in silicon photonics 

Silicon Photonics[1]~[4] is featured with compactness, scalability, and compatibility with 

the dominant CMOS technology. Recent developments in silicon photonics can be 

categorized into either passive or active components. For passive components, thanks to 

the high index contrast in the silicon on insulator platform and fairly smooth surface 

roughness[5],  superior features including high confinement, small propagation loss, 

small bending loss, and high compactness can be expected. In the silicon photonics 

circuits or systems, the major role of passive devices is to transmit signals. High quality 

silicon channel waveguide[6], ridge waveguide[7], and low loss bending structures[8] 

have been proposed and fabricated, along with y-branches[9], multi-modal interfaces[10], 

directional couplers[11], and crossing structures[12] with low insertion loss and low 
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crosstalk forming the signal routing circuits. Components with band pass or band 

rejection filtering properties are also available in silicon photonics mainly for the 

wavelength division multiplexing use, like the Mach-Zander interferometers[13][14], ring 

or disk resonators[15], Bragg gratings[16], and arrayed waveguide gratings [17]. The 

grating couplers [18]which can covert the in-plane wave to the vertical direction radiation 

wave or vise versa, are often used as the optical input-output components connected with 

optical fibers. Besides, special waveguide structures such as photonic crystal [6] and the 

surface plasmon polariton (SPP) waveguides [19] can also be realized on a silicon 

photonics platform.  

Though the silicon is not suitable for lasing for its direct bandgap feature, silicon 

photonics devices can still generalize some ―active effects‖. Through doping in the ridge 

waveguides or deposit functional electro-optical layers in the channel waveguides, current 

or voltage controlled phase and/or loss modulations can be realized. The free carrier 

injection induced plasmon diffusion effect is widely used by building lateral p-n or p-i-n 

structures in the doped silicon ridge waveguide[20]. Thermal tuning is another way to 

realize the phase and/or loss modulation[21]. Except for the ridge waveguides, 

embedding   functional layers into silicon channel waveguides, is another way to realize 

the phase and/or loss modulations. For example, the organic polymer layers with the 

second-order Pockels effect[22], the conductor-like doped indium tin oxide (ITO) with 

strong plasmon diffusion effect[23], and the phase change materials like VO2[24] or 

Ge2Sb2Te5 (GST)[25] with the self-sustained states which can be switched by external 

optical or electrical pulps are all possible in the silicon photonics devices. Different from 
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the ridge waveguides adopting the lateral doping mostly, the channel waveguides with 

embedded active functional layers usually use vertical doping, and normally yielding 

larger phase and/or loss modulation depth due to a stronger interaction between light and 

the special materials.  

1.1.2. Simulation methods for silicon photonics 

Akin to the electronic integrated circuit designs [26],[27], the computer aid simulation is 

the first step of the design and fabrication cycle for silicon photonics integrated deveices 

and circuits, and of great necessity to avoid worthless, repeated yet expansive fabrications 

and tests. The mainstream simulation methods for silicon photonics can be divided into 

two categories based on the analysis domain: time-domain simulation and frequency-

domain simulation. For the time-domain methods, the most eminent competitor is the 

finite-difference time-domain (FDTD) method [28][29]. FDTD is always viewed as a 

universal simulation tool, because it simply discretizes the Maxwell equations in time and 

space domains without any further approximation. With sufficiently small discretization 

steps, the simulation will converge to the accurate solution theoretically. However, the 

accuracy is not the only concern in simulations for silicon photonics devices or circuits, 

the flexibility and efficiency in optimization and integration processes are also important. 

As FDTD discretize the space in all three dimensions and then iterate in discretized time 

sequences, all the field values at all the mesh nodes and in some case at every time slice 

are needed to be stored, which is not a storage friendly and efficient method especially for 

large scale devices or systems. In addition, FDTD simulation starts from the transient 
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analysis,  which is unnecessary for problems only involving steady states, and takes much 

longer time iterating in the time domain. This issue becomes more serious when the 

resonance effect is involved.  Besides, frequency domain simulation methods are much 

more suitable for the extremely dispersive medium. 

With some pre-knowledge about the target structures, the simulation can be 

simplified to save huge time and computer storage consumption. As for the problems 

involving only single frequency at the steady state, the frequency domain simulation 

methods are superior to the FDTD. The beam propagation method (BPM) [30] is a 

practical tool in this class, with the merits of suitability for relatively arbitrary shapes, 

feasibility for radiation field simulations with modified operators [31][32], etc. However, 

as BPM is adopting the slow-varying envelope approximation, it will be very challenging 

to simulate structures with large angles or/and with high index contrast, which are the 

inevitable features of  most silicon photonics devices. 

 Development of the mode theory 1.2

The mode theory provides an alternative simulation methodology instead of BPM and 

FDTD. The modes are the eigen-solutions of Maxwell equations in the transverse plane of 

a certain structure, and will propagate in the longitudinal direction without dispersion if 

the structure is homogeneous along the propagation direction. As a complete set, modes 

can expand spatially arbitary fields satisfying the same boundary conditions of the studied 

waveguides.  
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The modal analysis (the simulation methods from mode theory) shows significant 

strength in the waveguide design, in which the guided modes are the major design targets, 

and through modal analysis, important properties such as propagation constants, loss 

coefficients, confinements, etc., can be determined and investigated simply through mode 

solvers [19][25]. When the waveguide propagation meets the discontinuities and 

interfaces, scattering phenomenon appears and radiation fields emerge. The scattering 

problem can be handled through modal analysis methods such as mode matching method 

(MMM) [33][34], or coupled mode theory  [35][36].  

The advantages of modal analysis can be asserted into four aspects. First, the modal 

analysis methods can be formulated analytically without approximation of discretization. 

Unlike the FDTD, which needs discretization in all four dimensions, modal analysis only 

needs two dimension discretization at most for mode solutions at the initial stage making 

it a semi-analytical method. Second, via the modal expansion, the simulations of 

electromagnetic fields will be transferred from the field domain dealing with differential 

equations to the mode domain with linear algebra calculations regarding the modal 

coefficients only, which is much simpler in the mathematical derivation, easier for the 

numerical simulation, and with much fewer data for storage. Third, when we escalate the 

simulation from the device level to the system level, modes are always selected and 

extracted as the port parameters in the scattering matrices parameterizing the devices as in 

the lumped model, which is a similar simulation manner as in the electronics integrated 

circuit [37]. Fourth, mode theory always provides clear physics insights for the device 

operating principles. 
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1.2.1. Guided mode model 

The earlier mode theory was mainly employing the guided modes, and several key issues 

in waveguides such as the propagation constant, loss, dispersion, field confinement, 

excitement, and the transmission/reflection of guided waves, etc., could be well handled. 

However, the guided modes alone cannot form a complete mode set, and they cannot 

represent the radiation effect along the propagation. However, radiation fields are 

important, sometimes even dominant in silicon photonics, such as in the evanescent 

coupling (directional coupler, bus-ring resonator, etc.), scattering problems (waveguide 

junction, fact, crossing, etc.), and the leaky structures (bending, taper, grating, etc.). 

1.2.2. Open waveguide model 

The rigorous simulation to the radiation fields is challengeable, and is also the motivation 

of development of mode theory. Other than the microwave structures, the silicon 

photonics devices are mostly open structures without any metallic structures acting as 

reflecting boundaries, and the electro-magnetic fields will fill in the entire space. The 

accurate and physical simulation model for silicon photonics should be the open structure 

model with nature boundaries located at the infinities. 

The complete mode set of an open waveguide structure could be classified into four 

types: guided modes, leaky modes, radiation modes and evanescent modes [38][39]. 

Regarding the modal indies, the guided modes and leaky modes are both discrete, and are 

pure real or complex, respectively. The radiation modes and evanescent modes are of 

continuous modal indies, and are real or imagery respectively. As for the field 
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distributions, the guide modes have standing waves in the guiding region, and evanescent 

waves in the ambient environment, decaying to zeros at the infinities. The leaky modes 

are the opposite, their fields are exponentially increasing in terms of field intensity in the 

surrounding area, and will diverge at the infinities. Thus, the leaky modes are not physical 

but only mathematical solutions of Maxwell equations. The radiation modes and 

evanescent modes will have standing wave distributions outside the guiding region. 

Finally, regarding the propagation situation along the longitudinal direction, guided 

modes and radiation modes are normally lossless if the waveguide does not consists of 

any lossy medium. The leaky modes and evanescent modes decay exponentially with the 

progress of mode propagation forwardly. 

 In the open waveguide model, as the guided modes, radiation modes, and 

evanescent modes are already forming a complete mode set, they can be used to expand 

arbitrary field directly. Though straightforward, this method is troublesome in 

formulation and simulation. First, due to the unbounded feature, radiation and evanescent 

modes are incompatible with the numerical methods based on discretization such as finite 

difference method (FDM), or finite element method (FEM), which makes them 

unattainable for most practical structures with complicated transverse configuration, 

leaving only limited simple cases with analytical solutions. Also unbounded modes 

cannot be normalized. Second, because of the continuous modes spectrum, tedious 

integrations are involved in the modal analysis algorithm, like mode expansion, MMM, 

and coupled mode theory.  
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The leaky modes, though are not part of the complete mode set and physically non-

existing solutions of Maxwell equations, could be utilized to represent radiation loss 

under certain constraints [40]~[43]. Though leaky modes are discrete, they are still 

unbounded and grow exponentially in the waveguide cladding and substrate; so they 

cannot be treated uniformly in terms of normalization and orthogonality as are guided 

modes. 

1.2.3. Box mode model 

Therefore, an ideal simulation model must bear discrete modes with boundaries instead of 

the ―unbounded and continuous‖ modes in open structure. Besides, though boundaries are 

introduced to yield bounded modes, they must not influence the fields inside, as the target 

simulation structure is still the open structure with no reflections from the ambient 

environment. Also, the guided and leaky modes determined by the guiding structures are 

also need to be preserved. 

The most straightforward and highly intuitive approach is to enclose the waveguide 

with perfectly reflecting boundaries (PRBs) [44].The key assumption of the above 

computation model is that the computation window, i.e., the size of the artificial box is 

much larger than the dimension of waveguide, e.g., the thickness of the guiding region. 

Under this assumption, the closed waveguide (waveguide with the perfectly reflecting 

boundaries or ideal metals) is expected to be a good approximation to the open waveguide. 

Consequently, the guided modes in the open waveguide structure correspond to the 

guided modes in the close waveguide structure and are not affected, whereas the radiation 
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modes and evanescent modes in the open waveguide structure correspond to the box-

guided and box-evanescent modes in the close waveguide. The box-guided modes are the 

modes confined by the PRBs. They have real propagation constants, which means no loss 

in propagation. In the field distribution, the standing wave can be observed in the whole 

domain due to the reflection from PRBs. As for the box-evanescent modes, they are 

sharing similar transverse field distributions as the box-guided modes, only with purely 

imagery propagation constants, which means exponentially decay will be observed in the 

modal propagation progress. The box-guided and box-evanescent modes are providing 

high order spatial frequency components in the modal expansion. Such a model avoids 

the difficulties with the continuous radiation modes and can treat all modes equally to 

describe the guided and radiation fields of an open waveguide. 

Nevertheless, reflections from the edges of the computation widow always exist 

regardless the size of the box as long as it remains finite. The reflection is always in the 

field distribution of box-guided and evanescent modes.  Such reflection will impact the 

accuracy of simulation for radiative fields, especially when the window size is not very 

large so as to the number of box modes are not excessive. On the other hand, to enlarge 

the window will reduce the effect of the reflection but at the same time increase the 

number of modes and hence defeating the original purpose of discretization for simplicity. 

Not to mention the extra computational resource consumed with enlarged computational 

window in numerical simulations. 



 

Ph. D. Thesis – Haibo Liang      McMaster – Electrical and Computer Engineering 

 

10 

 

1.2.4. Complex mode model 

To tackle the reflection from PRBs, the absorbing boundaries have been introduced as 

additional layers of media with complex refractive index placed adjacent to the PRBs. 

However, to eliminate the reflection from the box boundaries, but not to induce the 

parasitic reflection from the absorption medium, it seemed to be impossible by 

introduction of a physical media with different index from the adjacent media of the 

optical waveguide considering the fact that such reflection is caused by the index 

difference (including both real and imaginary parts).  This is perhaps true if we limit 

ourselves to the electromagnetic waves governed by Maxwell equations in physical media. 

Thanks to the pioneer work of Berenger [45] , we now have an ideal absorber, referred to 

as the perfectly matched layer (PML), to fulfill our simulation model as illustrated in 

Figure 1.1 wherein the transverse plane is truncated by PMLs and PRBs.  By analytically 

extending the Maxwell’s equations into a modified form, Berenger discovered that it is 

possible to introduce an artificial layer for which the solutions of the modified Maxwell 

equations can match perfectly with the solutions of the original Maxwell’s equations in a 

given adjacent medium.  

In the complex mode model with PML and PRB, the absorption or the reflection of 

PML determines the performance of the model. With zero absorption (total reflection) the 

model turns into the box mode model. With infinite absorption (zero reflection) the model 

converges exactly to the open structure in the non-PML region, which however, is not 

implementable either numerically or analytically, for the singularities will appear at the 

boundaries. Normally, the convergence test is necessary in the complex mode theory, for 
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a certain problem, we need to gradually increase the PML absorption or reduce the 

reflection, until the results converge. 

The complex modes can be categorized into three classes. The first category is 

complex guided modes. With the introduction of lossy media, even the guided modes will 

have a tiny imagery part in the modal indies, which are non-physical and should be 

neglected. Generally, the complex guided modes shows the same properties as guided 

modes in open structure model and the box mode model. The second class is the quasi-

leaky modes. When the model converges with absorption of PML, quasi-leaky modes’ 

modal indies will converge to the corresponding leaky modes’ in the open structures. The 

coincidence can also be observed in terms of field distributions in the non-PML region. In 

the PML region, the quasi-leaky modes will stop growing exponentially, but start to 

decay to zero at the PRBs (for transverse electric fields or perpendicular magnetic fields). 

The feasibility to approximate the leaky modes shows the correctness of complex mode 

model. Besides, as the quasi-leaky modes are bounded, they can be treated in the same 

manner as other complex modes in terms of orthogonality and normalization. The last 

kind of modes are complex Berenger modes, or PML modes. They are the approximation 

to the radiation and evanescent modes in open structures. They have complex modal 

indies, and will decay along the propagation direction. In the transverse plane, field 

distributions are similar to the quasi-leaky modes. The difference between quasi-leaky 

modes and complex Berenger modes are that the latter are always dependent on the PML 

absorption, with no convergence occurred, while the former will converge as the PML 

absorption increases or the reflection decreases.  
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Figure 1.1 Computation model of perfectly reflecting boundaries(PRBs) with perfectly 

matched layers(PMLs). 

 Formulation for complex mode  1.3

The complex modes are governed by the modified Maxwell equations as mentioned 

before. The PML medium can also be regarded as an artificial anisotropic media with 

coordinate-varying constitutional parameters as first pointed by Chew et.al. [46]. The 

Maxwell’s equations with anisotropic media can be written as 

  0  E
 

(1.1a) 

  0  H
 

(1.1b) 

 oj   E H
 

(1.1c) 

 o rj   H E
 

(1.1d) 

where the dielectric tensor for PML is given by 
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 and PMLs are defined as the complex stretching parameters 
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(1.3a) 
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(1.3b) 

The real part of the stretching parameter κ is introduced in Eq. (1.3) to control the 

attenuation for the evanescent waves, and the imaginary part  represents the attenuation 

parameter for the traveling waves. Eq. (1.1) describes the material with absorption within 

the transverse plane, and we might only need the absorption for one dimension to solve 

for 1D complex modes. For the direction without absorption, we simply set the stretching 

parameters to be unity. 

Mathematically, through stretched coordinates along directions of PML, we can 

transform Eq. (1.1) back to the Maxwell equations in isotropic medium, so that the 

existent model solvers  could be adopted for the calculations for complex modes. Define a 

set of stretched complex coordinates along x and y as 

0
( )

x

xx x dx   

(1.4a) 

0
( )

x

yy y dy   

(1.4b) 

we have 



 

Ph. D. Thesis – Haibo Liang      McMaster – Electrical and Computer Engineering 

 

14 

 

1

x

d d

dx dx


 

(1.5a) 

1

y

d d

dy dy


 

(1.5b) 

Therefore, the governing equations for the electric and magnetic fields are rewritten as  

' 0 E  
(1.6a) 

' 0 H  
(1.6b) 

' 'oj  E H
 

(1.6c) 

' 'o rj  H E
 

(1.6d) 

where ( , , )
d d d

dx dy dz
   , '

yx
z

x y

EE
E

 
  E x y z   and '

yx
z

x y

HH
H

 
  H x y z .  

Eq.(1.6) can be further simplified into the eigen-problem regarding the transverse 

electric or magnetic field only. If we eliminate the electric field (because the magnetic 

fields are more convenient to deal with for its general continuity at all dielectric 

interfaces), then the formula involving magnetic fields only are 

2 2
2 2 ' '

2

1 1
[ ( )] [ ] 0x yH H

x y y x y y x
    

 

     
     

        

(1.7a) 

2 2
2 2 ' '

2

1 1
[ ( )] [ ] 0y xH H

x x y x y x y
    

 

     
     

        

(1.7b) 

Here β is the propagation constant of mode. With the PRBs condition, discrete complex 

modes can be achieve as eigen-solutions from Eq. (1.7). The longitudinal magnetic field 

can be derived from transverse components following magnetic Gaussian law (Eq. (1.6b))  
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(1.8) 

And the electric field then can be derived from the magnetic field from Ampere’s law (Eq. 

(1.6d)) as: 

' '1 z
x y

H
E H

j y



 


 

  
(1.9a) 

' '1 z
y x

H
E H

j x



 


  

  
(1.9b) 

' '1
( )

y x
z

H H
E

j x y

 
 

   

(1.9c) 

The algorithms solving Eq. (1.7) for modal effective indies and field distributions are 

called mode solvers, among which the FDM and the FEM are two of the most popular 

approaches. The FDM gains its popularity owing to its simplicity and effectiveness 

[47]~[49]. On the other hand, the FEM is more adaptive for complex waveguide 

structures with irregular interfaces [50][51]. Besides the numerical methods based on 

discretization, a semi-analytical mode matching method is also available for mode 

solution [44], though the initial guess and complex plane root searching are troublesome, 

it will bring clearer physics insight about 2D modes and better modeling for the corner 

region, where the singularity exists. 

 Challenges for complex mode theory 1.4

Complex mode theory still faces several challenges in practical applications. First, the 

accuracy of the large number of high order modes required in modal analysis is difficult 
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to be guaranteed. Theoretically with small enough mesh step, we can always attain 

enough number of modes with required accuracy, however, this practice violates our 

original intention to pursue the mode theory – reduce the time and storage consumption 

compared with fully discretized algorithm FDTD. Under fixed mesh size, the accuracy of 

modes is decreasing with the growth of mode order. In the modal expansions, lots of high 

order modes are involved to provide higher spatial frequencies with faster oscillations in 

the transverse plane. The fast oscillation feature brings the error when mesh is not fine 

enough. In addition, the PML is another factor sabotaging the modes’ accuracy. With the 

introduction of PML, field distributions will change and concentrate in the PML regions 

with higher amplitude and faster oscillation. To simulate the fields in PMLs accurately, 

smaller mesh size is needed, which is an effort we are not willing to take. At last, the 2D 

modes are normally much more difficult to attain and much less accurate compared with 

the 1D counterpart. It is obvious that with the same computation effort, the mesh in 2D is 

much loose than in 1D. Also, 2D modes are more complicated than 1D cases. In 2D, the 

full vector modes always have six components, and with singularities at the corner 

regions. In 1D, transverse electric/magmatic modes are decoupled with only three 

component for each, and there is no singular point. The mode solvers in 2D case are also 

less developed compared with 1D cases. In 1D case, the analytical solution exists from 

transfer matrix method with smooth transient process for complex mode searching[52]. 

And the FDM is much more advanced with higher order accuracy differential 

operators[53][54]. In 2D we do not have those techniques to enhance the accuracy . 
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The second challenge is, as mode accuracy is hard to guaranteed for high order 

modes, the modal orthogonality which is sensitive to the accuracy of modes fails. In the 

conventional formulation, the mode orthogonality is adopted and essential in modal 

expansion. The third challenge is the increasing number of modes required in modal 

expansion when PMLs are introduced. The introduction of PMLs will decrease the 

expansion efficiency of modes, which means even for the same target field, with stronger 

absorption of PML, more modes are needed in modal expansion, though higher accuracy 

is the trade-off prize. 

The inhomogeneous distribution of modes in asymmetric structures may also lead to 

challenge in terms of the tedious process of mode selection. The complex Berenger 

modes will be further classified due to the different substrate and cladding around the 

guiding structure. Different kinds of Berenger modes may have field concentrations in 

different PML layers. Normally in the modal expansion, only parts of the modes may 

have the largest overlap integral with the excited waves. To increase the expansion 

efficiency and stability, mode selection is necessary.  

 Main contribution of the thesis 1.5

Aiming at the challenges discussed above, the main contributions of this thesis will be 

illustrated as below: 

Compared with guided modes, the Berenger modes are less investigated. In this 

thesis, I showed the analytical investigation on the high order Berenger modes. The 

asymptotic solutions will be derived, and the modes’ behavior will be related to the 
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weighted optical path distance, which can be adjusted through customized PML design. 

Finally different types of complex Berenger modes in the asymmetric structure could  

degenerate into one, so as to avoid the mode selection. Besides, the field distributions of 

high order complex Berenger modes will be modified to be more symmetric, which may 

enhance the modal expansion efficiency. 

An improved mode matching method is proposed, which is derived from the 

optimization methodology, other than from the problematic orthogonality as in the  

conventional MMM. Instead of assuming the tangential field continuity at the interface as 

a premise, we take the finite number of modes as the new presumption, and then try to 

minimize the mismatch error at the interfaces. Consequently, we can achieve an algorithm 

with faster convergence speed, and smaller reliance on the modal orthogonality. Silicon 

channel waveguide facet, right angle bending, silicon-germanium photo-detector structure 

are studied to show the effectiveness and feasibility of the aforementioned  improvement. 

With the fulfilled complex mode theory,  several passive and active designs are 

simulated and realized in this thesis. As mentioned at the very beginning, functional layer 

embedded with silicon channel waveguide, is a common mechanism to introduce phase 

and/or loss modulations into the traditional silicon photonics waveguides. We insert a thin 

ribbon of metallic material into the semiconductor channel waveguide, and proposed a 

hybrid plasmonic-photonic nano-ribbon waveguide, whose fundamental guided mode is a 

novel TM hybrid slot/surface-plasmon-polariton (SPP) mode. The newly proposed 

waveguide is a combination of the photonic slot and the plasmonic SPP waveguide, with 

merits of both long propagation distance and high field confinement. We applied the 
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complex mode theory with PML and PRB instead of the simple box truncation for this 

investigation, because we explored the cases when the size of waveguide shrank to the 

cut-off condition, under which condition the guided modes became very leaky and the 

field distributions expanded into a large area. With the PMLs, a much smaller simulation 

window could be utilized to enhance the simulation accuracy and efficiency. 

A layer of phase changing material – Ge2Sb2Te5 (GST) was incorporated into the Si 

channel waveguide. Through the modal analysis, distinguished phase and/or loss change 

for the fundamental TE/TM mode are found. This waveguide could be employed in 

electro-optical phase and/or loss modulation in several forms, including a three- and four- 

waveguides directional couplers which could be analyzed and designed through the 

improved MMM.  

The above researches have resulted in the following publications: 

Journal papers: 

1.H. Liang, R. Soref, J. Mu, X. Li, and W. P. Huang "Electro-optical Phase-change 2x2 

Switching Using Three- and Four- Waveguide Directional Couplers", Applied Optics 54 

(19), 5897, 2015. 

2.H. Liang, R. Soref, J. Mu, A. Majumdar, X. Li, and W. P. Huang "Simulation of 

Silicon-on-insulator Channel-waveguide Electro-optical 2 x 2 Switches and 1 x 1 

Modulators Using a Ge2Sb2Te5 Self-holding Layer", IEEE Journal of Lightwave 

Technology, 33, 1805-1813 (2015). 
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optical switching at 1550 nm using a two-state GeSe phase-change material", Optics 

Express 23 (2), 1536-1546, 2015. 

4.H. Liang, J. Mu, R. Soref, X. Li, and W. P. Huang, ―An optical mode-matching method 

with improved accuracy and efficiency‖, IEEE Journal of Quantum Electronics 51 (2), 

6100108, 2015 

5.H. Liang, R. Soref, J. Mu, X. Li, W. P. Huang, "Long range mid-infrared propagation in 

Si and Ge hybrid plasmonic-photonic nano-ribbon waveguides", Optics Express 22 (23), 

28489-28499,2014 

6.H. Liang, J. Mu, X. Li, and W.P. Huang, ―Insights into complex Berenger modes: a 
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Conference papers: 

8.H. Liang, J. Mu, X. Li, and W. P. Huang, ―Improved Complex Mode Matching Method 

for Optical Waveguides Analysis‖, in Integrated Photonics Research, Silicon and 

Nanophotonics, pp. IT1A-5. Optical Society of America, 2014. 
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Optical Wave Coupling‖,  in Photonics North 2014, pp. 928813-928813, International 
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  Chapter 2.

Insights into High Order Complex 

Berenger Modes 

 Introduction 2.1

When we come to the problems involving scattering, evanescent coupling, or leaky 

structures,  the radiation effect will play an important role. In the complex mode theory, 

the radiation field is represented by discrete complex modes, especially the complex 

Berenger modes. In the chapter, we will show some properties of high order Berenger 

modes, and some techniques to modify the Berenger modes to achieve high simulation 

efficiency in modal expansion of radiation field. 

Radiation coupling plays an important role in photonics device design and optical 

waveguide excitations [55]~[59]. One of the most difficult problems in radiation coupling 

applications is how to represent a continuum of infinite radiation modes. This challenge 
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has been solved recently by a computation model facilitated by PMLs with PRB 

conditions. The aforementioned computation model provided solutions for two essential 

difficulties of radiation modes: normalization and the continuous mode spectrum 

[34][60]~[63]. 

The complete mode spectrum of an open waveguide structure can be categorized 

into three types: guided modes with real modal effective indices, continuous radiation 

modes with real modal effective indices, and evanescent modes with pure imaginary 

modal effective indices [38][39]. Leaky modes, which are physically non-existing 

solutions of Maxwell equations governing the light propagation in an open waveguide 

structure, are also utilized to represent radiation loss under certain constraints [40]~[43]. 

Within the computation model with PML and PRB, leaky modes, radiation modes, and 

evanescent modes are mapped to a set of complex modes which preserves normal modes 

properties such as normalization and orthogonality [60][64]~[68]. Consequently, the 

radiation modes and evanescent modes can be dealt with in the same fashion as guided 

modes, so that the computation effort is greatly saved [67]~[70]. 

For waveguides with asymmetric refractive index distribution profile (substrate 

material differs from cladding material), such as ridge waveguides, silicon wires, etc. , 

higher order radiation modes can be further be categorized into two types in terms of their 

electromagnetic field distribution, namely: substrate radiation modes, and cladding 

radiation modes [71]. Correspondingly, within the framework of PML and PRB 

computation model, higher order complex Berenger modes split into two branches with 

different phase angles. Those higher order modes are trouble makers in mode expansion. 
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Since the overlapping integral among guided modes and those complex modes are small, 

naturally two issues arise: 1) coefficient matrix becomes very singular and convergence 

problems appear; 2) more modes are required to represent the total field precisely thus 

computation effort increases. In this chapter, we demonstrated that the aforementioned 

two issues can be overcome by adjusting the phase angle of high order Berenger modes. 

 Asymptotic solutions of high order complex 2.2

Berenger modes 

Without losing generality, we consider a multiplayer waveguide structure shown in 

Figure 2.1. This multilayer waveguide consists of N layers, PMLs are used to simulate the 

open waveguide structure, and PRBs are utilized to truncate the computation window. 

The filed inside the  i-th layer of this multilayer waveguide structure is given by 

[52][72]  

2( ) ( ) 2

0 ,( ) ,i i i ij x x j x

i i ef m

x

m i fix a e e k n na
         

 
(2.1) 

Here  ( )m x   indicates the m-th transverse electric filed  
myE  for TE modes or the m-th 

transverse magnetic field  
myH   for TM modes, 0k  the wave number in vacuum, and 

,eff mn   the modal effective index of the m-th mode. 
ia   and 

ia   are the amplitude 

coefficients of the forward (+) and backward (-) waves at the incident interface of  i-th 

layer, respectively. 
ib  and 

ib   are the amplitude coefficients of the forward (+) and 
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backward (-) waves at the exit interface of i-th layer, respectively. The relation between  

ia  and 
ib   is given by 

i i iB PA
 

(2.2) 

Here [ , ]T

i i iA a a   , [ , ]T

i i iB b b   and Pi is the propagation matrix for layer i as 

0

0

i i

i i

j d

i j d

e
P

e





 
  
   

(2.3) 

with di=xi+1-x, denoting the thickness of i-th layer. 

 

Figure 2.1 A multilayer waveguide structure with semi-infinite substrate and cladding 

truncated by PML and PRB.  ia  and ia  are amplitude coefficients of the forward (+) and 

backward (-) waves at the incident interface of i-th  layer, respectively. ib  and ib  are the 

amplitude coefficients of the forward (+) and backward (-) waves at the exit interface of  

layer, respectively. 

The boundary condition is given by 
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With Eq.(2.3) and Eq.(2.4), we can easily find the transfer matrix T linking AN+1 and 

B0. Here the ―s‖ and ―c‖ in Figure 2.1 are replaced with subscripts ― 0‖ and ―N+1 ‖. 
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1
i iiD PD can be further expressed as 
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(2.6) 

For simplicity, we express the modal effective index of m-th Berenger modes as 

, ,| | j m
eff m eff mn n e   , where θm is from 0 to 

2


 . As the order increases, we can apply the 

approximations in [66]: 

, 0lim | | , limeff m m
m m

n  
 

  
 

(2.7) 

Here θ0 is a constant (  0 0, / 2  ). From Eq.(2.7), further approximation can be made 

for  in Eq. (2.6) as 

( )
2 22

0 , , 0 , 0 0| | 1 | | [sin/ ( ) cos( )]
mj

i i eff m i i eff m eff m id k n d e n k n d jn




  


   
 

(2.8) 

It should be noted that there are always two possible roots when finding the square 

roots in Eq.(2.1). We discarded the roots with negative real parts since those roots are 

conflicted with propagation direction definition in Eq. (2.1). 
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As ( )i iIm d when m , we can reasonably assume that 1
2cos( ) i i

i i

j d
d e

 
  

and 1
2sin( ) i i

i i

j d
jd e

 
 for high order Berenger modes.  Eq. (2.6) can be simplified as: 
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i i

e
D PD







  
  

   

(2.9) 

Using Eq.(2.9) into Eq. (2.5),  we have the explicit expression of T as: 

1 1 1 0
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1

1

1
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i i

i

Nj d
i i

N N
i i

N N

T e
    

 
  

 

 


 



 
            



 

(2.10) 

It is noted that this expression is only valid for the high order Berenger modes, 

which satisfy the assumptions in Eq.(2.7). 

The field in the cladding and substrate (including PML region) is 

1 1 1 1

0 1 0 1

1 1 1

0 0 1

( ( ) ( )) ( ( ) ( ))

( ( ) ( )) ( ( ) ( ))

,

,
( )

N N N N

N N N PMLc
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j x x x x j x x x x

j x x x x j x x x x
x

a e a e x x x

b e b e x x x

 

 


    

  

 

  

  

 

 






 
  

(2.11) 

where x is the complex coordinate in [46][73] which is also expressed by Eq.(1.4a). α(x) 

here is the coordinate stretching factor, and can be expressed in terms of PML’s reflection 

R and thickness along with the structure parameters as in [67] 

2

3

3 1
1 ln( ) in PML

( ) 4

1 otherwise

PML

j
x n d R

 

 




 

  

(2.12) 

where ρ is the distance from PML starting interface. Under the complex coordinate, the 

equivalent complex thicknesses of cladding and substrate are given by 

,

, , ,

, ,

1
ln ||

4

s cj

s c s c s c

s c s c

d d j d e
n R








 
(2.13) 
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Boundary conditions for PRB are given: 

1 1

1 1( ) 0N c N cj d j d

PMLc N Nx a e a e
    

   
 

(2.14a) 

0 0

0 0( ) 0s sj d j d

PMLsx b e b e
     

 (2.14b) 

Using Eq.(2.5), Eq.(2.10) and Eq.(2.14), we can obtain a characteristic equation for 

high order Berenger modes as 

1 0 0 1 1( ( ))( ( )) 0s N N N cj cot d j cot d       
 (2.15) 

which decouples to two separate equations as 

1 0 0( ) 0sj cot d   
 

(2.16a) 

1 1( ) 0N N N cj cot d    
 (2.16b) 

Eq.(2.16) describes the characteristic equations for S-Berenger modes and C-

Berenger modes, respectively. For S-Berenger modes, consider 0 sd  in Eq. (2.16a) under 

the assumption in Eq. (2.7) in the same way as for Eq.(2.8) 

( )
2

0 0 ,| |
m sj

s eff m sd k n d e


 


 


 

(2.17) 

For high order S-Berenger modes, 0 approaches / 2 s   in order to bear discrete 

modes to satisfy Eq. (2.16a).  Thus we have 

0 0tan cot 2
ln( )

s s
s

s

k
R


   

 
(2.18) 

where s s sn d   is the optical path distance in substrate (including the PML area). 

Similarly for C-Berenger, 
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0 0tan cot 2
ln( )

c c
c

c

k
R


   

 
(2.19) 

where c c cn d  is the optical path distance in cladding. 

 Weighed optical path distance 2.3

From Eq.(2.18) and Eq.(2.19), it is clear that S-Berenger and C-Berenger modes will have 

the same phase angle if  

ln( ) ln( )

s c

s cR R

 


 
(2.20) 

Eq.(2.20) shows that, there are two key factors which affect the phase angle of 

Berenger modes, namely, the reflection coefficients at PRB (determine the absorption 

strength), and the optical path distance φ . Since the computation window is usually preset 

in practice, Eq.(2.20) indicates that the complex Berenger modes with the same phase 

angle can be obtained by weighting the optical path distance with PML reflection 

coefficients. 

 Integrated Germanium photo-detector structure 2.4

We take an integrated Germanium photo-detector structure as an example[59]. The TE 

light is launched from a silicon nitride (SiN) slab waveguide and is coupled into a 

Germanium photo-detector (Figure 2.2). The refractive indices of SiN, silicon (Si), Ge, 

and silicon dioxide (SiO2) are given as 2.2, 3.47, 4.1, and 1.44, respectively. The 

thicknesses of SiN slab, and Si buffer layer are 400 nm and 200 nm, respectively. The 
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cladding region (SiO2) and substrate region (Ge) are set to 500 nm and they are enclosed 

with 2 µm PMLs as artificial absorbing media. The operating wavelength is1550 nm. 

 

Figure 2.2 An integrated Germanium photo-detector [59]. TE light is launched from a 

silicon nitride (SiN) slab waveguide along +z direction and is coupled into a Germanium 

photo-detector. 

The multilayer waveguide structure in the region for z>0 is leaky so that the 

evanescent coupling occurs. We utilized a FDM with incorporation of a high order 

boundary condition [54] to find the mode spectrum. For simplicity in the comparison, we 

refer the results from unadjusted optical path distances to ―UOPD‖, and the results from 

weighted optical path distances to ―WOPD‖. In the UOPD case, we set the PML 

reflection coefficients in cladding and substrate both to 0.005. In the WOPD case, 

however, we set the reflection coefficient in cladding to 0.005, whereas in substrate to 2.8 

x 10
-7

, to satisfy Eq.(2.20). 
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As shown in Figure 2.3(a), for UOPD, we clearly observe two different branches of 

PML modes, corresponding to C-Berenger modes and S-Berenger modes, with 

asymptotic phase angle 79.7 and 86.4 respectively. For WOPD in Figure 2.3 (b), 

however, the phase angles of C-Berenger modes and S-Berenger modes converge as the 

increase of the mode order. We traced the field patterns of the 81
st
 (S-Berenger) and 82

nd
 

(C-Berenger) mode from both WOPD and UOPD cases. Results in Figure 2.3 (c) and 

Figure 2.3 (d) show that, with WOPD, more electromagnetic field is concentrated inside 

the central region. Here we want to emphasize that, within the framework of PMLs and 

PRB model, modal distributions of higher order complex Berenger modes varies with 

PMLs parameters. From this point of view, mode set from both WOPD and UOPD can 

represent the total field precisely if we use a large number of complex Berenger modes. 

With the mode sets obtained from WOPD and UOPD, we consider an excitation 

problem described in Figure 2.2. The light is launched from a SiN slab waveguide (z<0) 

to Ge photodetector (z>0). SiN slab waveguide (z<0) is a well-defined waveguide 

structure so we set PML reflection coefficients in substrate and cladding regions to 0.05. 

We use a complex MMM to evaluate the mode set obtained from WPOD and UOPD, and 

use the result obtained by the FDTD method as the benchmark. We define relative field 

error to evaluate the performance. The relative field error is given by 

, 0, , 0,| ( ) |
( )

| |

y z MMM y z FDTD
x

excitation
x

E N E dx
F N

E dx

 
 




 (2.21) 

Here the field error ΔF defines the deviation of the total electric field obtained by MMM 

from that obtained by FDTD at z=0 . Simulation data shown in Figure 2.4 reveal that: 1) 
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the result from MMM with the mode set in the UOPD case fluctuates with the total 

number of modes involved more significantly; 2) MMM with the mode set in the WOPD 

case converges more rapidly. The improvements can be explained by the fact that the SiN 

slab structure (z<0) is a symmetric structure, so the corresponding field pattern can be 

matched well by fewer symmetric modes from WOPD than asymmetric modes from 

UOPD. 

 

Figure 2.3 Modal spectrum of SiN slab on Ge.   a) Modal spectrum using UOPD, phase 

angles of C-Berenger modes differs significantly from that of S-Berenger modes. b) 

Modal spectrum using WOPD, phase angles of C-Berenger modes and S-Berenger modes 
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converge. c) Electric field patterns of the 81-st  and 82-nd modes using UOPD. d) Electric 

field patterns of the 81-st  and 82-nd modes using WOPD. 

 

Figure 2.4 The relative field errors as functions of the total number of modes involved in 

MMM. MMM in the WOPD scheme shows smaller relative field error and fluctuations.  

Red dot: results from MMM with WOPD, Black Square: results from MMM with UOPD. 

 Summary 2.5

In summary, we theoretically show that, Berenger modes split into two branches, namely, 

cladding Berenger modes (C-Berenger modes), and substrate Berenger modes (S-

Berenger modes), which are corresponding to cladding radiation modes and substrate 

radiation modes in open waveguide structures. Moreover, we derived a simple yet 

insightful condition which discloses the relation between high order Berenger modes and 

the PML parameters as well as optical path distance in cladding and substrate regions. 
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Further, we propose a computation model based on a weighted optical path distances 

which is easy for implementation for calculating high order complex Berenger modes. 

Using this model, the phase angles of S-Berenger modes and C-Berenger modes can be 

adjusted to the same, which is meaningful and significant: modal field patterns become 

symmetric, and fewer modes are needed to represent the total field which greatly 

simplifies the mode expansion computation in practice. We applied mode expansion 

method together with the proposed weighted optical path distance approach to investigate 

the light excitation problem in a Ge photo-detector. Simulation results show that the 

proposed method has merits of simple implementation, robustness, and improved 

accuracy. 



 

35 

 

  Chapter 3.

An Optical Mode-matching Method with 

Improved Accuracy and Efficiency 

 Introduction 3.1

Mode matching method (MMM), or known as mode expansion method provides a 

solution to handle scattering problem analytically. The conventional mode-matching 

method (CMMM) is an accurate and efficient frequency-domain simulation scheme 

especially for optical waveguide propagation problems. In that MMM, the optical 

waveguide structure is divided into multiple z-invariant segments (z is the propagation 

direction) [74]~[77]; then the eigen-modes of each z-invariant segment are calculated by 

mode solvers. Knowing the complete set of the eigen-modes of each segment, we can 

expand an arbitrary electromagnetic field of each segment in terms of eigen-modes. By 

applying the tangential field-component continuity condition as well as mode 
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orthogonality, we obtain a scattering matrix which describes the transmission and 

reflection relation between the inputs and output ports. 

Early development of the CMMM experienced the challenge of handling the 

continuous spectrum of radiation modes and the evanescent modes of an open waveguide 

structure [77]. The leaky mode approximation has therefore been proposed to circumvent 

the complexity of including radiation and evanescent modes. Leaky modes, on the other 

hand, are unbounded and grow exponentially in the waveguide cladding and substrate; so 

they cannot be treated uniformly in terms of normalization and orthogonality as are 

guided modes [40],[42]. Recent progress in the CMMM is attained in the framework of 

PML terminated by the PRB condition [34][60]~[63]. There, the continuous spectrum of 

radiation modes and evanescent modes are discretized into discrete complex modes 

(Berenger modes) which possess the characteristics of normalization and orthogonality, 

so that guided modes and radiation modes can be treated in a united fashion[66][67]. The 

CMMM based on complex modes has been proved to be an efficient and accurate method 

in its application as treating waveguide facets [78], waveguide discontinuities [79], and 

Bragg gratings[70],[80].   Self- consistency of this complex CMMM has been proven by 

power conservation, and it has been shown that complex CMMM is capable of simulating 

the coupling of radiation waves perpendicular to the waveguide axis, for instance, in 

waveguide crossings, T-junctions, and in corner- and cavity-assisted T-junctions [81]. We 

also noticed the progress of alternative implementations of MMM, for instance, the 

quadric directional eigen-mode expansion method based on non-orthogonal modes is 

demonstrated to be an effective and accurate tool for the analysis of off-axis wave 



 

Ph. D. Thesis – Haibo Liang      McMaster – Electrical and Computer Engineering 

 

37 

 

propagations [82]. A vertical mode expansion method, in which one-dimensional modes 

along the propagation direction are used to match the two-dimensional boundary 

condition, reduces the original three-dimensional problem to a two-dimensional problem 

with fairly high accuracy [83]. Recently, MMM combined with full vectorial three-

dimensional whispering gallery modes have been employed to study the radiation 

coupling involving multi-mode microcavity , which is important and promising in SOI 

platform simulation [84],[85]. Besides, based on the concepts of a generalized CMMM, a 

rigorous and efficient circuit model has been proposed and demonstrated recently [37]. 

The fundamental assumptions of CMMM are that the mode set is complete and that 

the tangential-field continuity condition is satisfied. Those assumptions imply that an 

infinite number of complex modes are required in the formulation.  However, in practice, 

the number of modes is limited by the computation expense; thus in practice the 

tangential boundary continuity condition fails, leading to field-mismatch errors - the 

difference of fields restored by the modes from two structures next to the interface. The 

field mismatch error could be significantly large if only a few modes are employed, or if 

high-index-contrast waveguide structures, are investigated. The second scenario arises 

frequently nowadays for dense silicon photonic-device integration applications wherein 

the strong radiation effects have to be understood. 

In this work, we have revisited the details of MMM implementation with an eye 

towards reducing the field mismatch errors arising from unsatisfied tangential boundary 

conditions. Our investigation has revealed that the CMMM can be improved by 

reconstructing the auxiliary coefficient matrix. We have shown that this new formulation 
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yields many merits over CMMM such as: a smaller field mismatch error, faster 

convergence speed and less computation effort. In this work, the reformulated CMMM is 

referred to as the improved MMM or IMMM, and CMMM is understood to include mode 

orthogonality. 

This chapter is organized as follows: First we review the basic equations and 

formulations of the CMMM approach. Next we arrive at the critical case of limited 

number N of modes that leads to practical problems. Then we derive our IMMM 

approach with an improved transfer matrix. This leads to a new accuracy criterion that 

will minimize field-mismatch error. Finally we show the value and competence of 

IMMM by numerical evaluation of errors in three waveguide cases: a truncated SOI 

channel waveguide, a 90
o
 bend and a 1D Ge-photo-detector structure. For all the 

examples, we present strong evidence that a significant improvement in accuracy is 

attained along with enhanced computational efficiency. With the assistance of IMMM, 

the high order bending modes are investigated in optical coupling. 

 Review of the CMMM formulation 3.2

Here we review the formulation of the prior-art MMM to highlight the issues in applying 

it.  Considering the basic scenario in MMM, in which light propagates along a straight 

waveguide with a discontinuity at z=z0 (z is the propagation direction and z0>0) as shown 

in Figure 3.1 where light is launched from the left at z=0. The interface of discontinuity is 

located at z=z0, partitioning the waveguide into two z-invariant structures A and B. We 

calculate the modes in the framework of PMLs and PRBs for both structures, in which all 
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the radiation modes at z=z0 are discretized into a set of complex modes. Generally, 

structures A and B are homogeneous in the z-direction and the transverse modes in the x-y 

plane are calculated here. The transverse electric and magnetic fields are both continuous 

at the interface, and can be expanded with different sets of complex modes from structure 

A and B if infinite number of modes is available [78]: 

 

Figure 3.1 Straight waveguide with a discontinuity at z=z0 in the framework of PMLs and 

PRBs. Light is propagating along +z direction, and the waveguide can be partitioned into 

two z-invariant structures A and B. 

1 1

( ) ( ) ( ) ( )A B

i i ti i i ti

i i

a a b b
 

   

 

   e t e t  (3.1a) 

1 1

( ) ( ) ( ) ( )A B

i i ti i i ti

i i

a a b b
 

   

 

   h t h t  (3.1b) 

Here, te and th are the mode’s transverse electric and magnetic fields respectively, t

denotes the position in the transverse plane, the subscripts i denotes the mode index, and 

the superscripts denotes which structure the mode belongs. 
ia  and 

ib are the amplitude 
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coefficients of the i-th forward(+) and backward(-) modes for structure A and B 

respectively. 

Normally, we truncate the mode set by taking N modes, and then assume that the 

equality relation in Eq. (3.1) still holds.  Then in matrix form Eq. (3.1) can be expressed 

as: 

, , , ,

, , , ,

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t t

   
     

    

E t E t E t E t
A B

H t H t H t H t
 (3.2) 

where 
1 2( ) [ ( ), ( ), , ( )]N

t t t tNE t e t e t e t , and ( )N

tH t  is defined in the same manner. 

Besides, coefficient vector A is defined as 
1 2 1 2[ , , , , , , , ]T

N Na a a a a a     Α  and B is 

following the same manner. 

Through the expansion of the input field, half of the coefficients can be determined, 

and the key issue left for CMMM is to derive the transfer matrix or scattering matrix to 

relate the known and unknown coefficients. The transfer matrix T is defined as  A T B , 

and one general expression is: 

1
, , , ,

, , , ,

( ) ( ) ( ) ( )
( ) ( )

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t tS S

dS dS



      
                   
 

E t E t E t E t
T M t M t

H t H t H t H t
 (3.3) 

Here M is an arbitrary N-by-2 matrix making the item in the right side’s first parentheses 

invertible, and ― S ‖ denotes the transverse plane. To obtain Eq. (3.3) from Eq. (3.2), 

firstly both sides of Eq. (3.2) are left-multiplied by M, and then for each item in the 

matrix we take the overlap integral in the transverse plane. Then the following steps are 

taken to rewrite the equation because the definition of T is straightforward. Normally, M  

is constructed through the mode orthogonality, which is given by [67]. 
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,( ) ( ) , 1,2,ti tj i i j

S

dS N j   h t e t z  (3.4) 

Here
,i j is the Dirac function, and iN is the normalization coefficient for the i-th mode. z

is the unit vector along +z. The formula above can also be rewritten in matrix form as: 

1 2( ( )) ( ) ( , , )N T N

t t N

S

dS diag N N N   H t E t z  (3.5) 

Here the superscript ―T ‖ denotes the transpose operator. If we choose ( )M t  as 

, ,

, ,

( ) ( )
( )

( ) ( )

T
A N A N

t t

A N A N

t t

 
  

 

H t H t
M t

E t E t
 (3.6) 

Eq. (3.3) will be finally simplified as: 

, ,

, ,

1 2 1 2

( ) ( )1 1 1 1 1 1 1
( , , , , , , , ) ( )

2 ( ) ( )

B N B N

t t

A A A A A A B N B N

N N t tS

diag dS
N N N N N N

  
        


E t E t

T M t z
H t H t

 

(3.7) 

 New theory for IMMM 3.3

It was assumed in previous uses of CMMM that mode orthogonality and normalization 

would be sufficient to provide clear physical understanding of T. Today, however, the 

realization has come that, with finite mode number, the fields at each interface cannot be 

matched precisely and so this is a deficiency of the prior art. Here we now present a 

formulation that solves this deficiency.  We begin by rewriting Eq. (3.2) above into the 

following form: 
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, , , ,

, , , ,

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t t

   
     

    

E t E t E t E t
A B

H t H t H t H t
 (3.8) 

The optimum T should be the one that causes the field residue error in Eq.(3.8) to be 

minimized. Based on this optimization idea, we can derive an IMMM by focusing upon 

those errors. 

The field residue error from Eq.(3.8) can be defined as: 

, , , ,( ) ( ) ( ) ( ) ( )A N A N B N B N

t t t t
          E t E t E t A E t E t B  (3.9a) 

, , , ,( ) ( ) ( ) ( ) ( )A N A N B N B N

t t t t
            H t H t H t A H t H t B  (3.9b) 

Therefore solving the CMMM deficiency can be equivalent to the optimization problem 

of: 

2 22

02 2
min ( ) ( )  

T
E t H t  (3.10) 

in which T is the variable to make the summation of two field error norm squares 

minimum. Here 0  is the wave impedance in vacuum as 0 0 0   , in which 0 and 0  

are the permeability and permittivity in vacuum. Strictly speaking, the characteristic 

impedance of each mode should be included here to replace 0 in Eq. (3.10). However, 

computation efforts are paid to find the characteristic impedance of corresponding modes. 

Fortunately, we found that the new algorism is not sensitive to modal characteristic 

impedance and the wave impedance in vacuum is a good approximation already. This can 

be explained by the fact that IMMM is based the optimization method and η just plays the 
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role to balance the electric- and magnetic- field in Eq. (3.10). The 2-norm square for a 

complex field is defined as  
2 *

2
( ) ( ) ( )

S
dS   E t E t E t  . 

The MMM goals are: to derive the coefficient sets A and B, and to determine the 

electric/magnetic field distributions. In CMMM, we use the initial conditions and Eq. (3.7) 

above to reach those goals. Now, for IMMM we use instead the T obtained from Eq. 

(3.10) and the initial conditions.  Eq. (3.10) can be rewritten as 

2
, , , ,

, , , ,

0 0 0 0 2

( ) ( ) ( ) ( )
min

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t t   

   
     

    
T

E t E t E t E t
A B

H t H t H t H t
 (3.11) 

Substituting  A T B into Eq.  (3.11), then we have 

2
, , , ,

, , , ,

0 0 0 0 2

( ) ( ) ( ) ( )
min

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t t   

   
    

    
T

E t E t E t E t
T

H t H t H t H t
 (3.12) 

The matrix 2-norm can be expressed as Eq. (2.3.2) in [86] as 

2

2
, , , ,

, , , ,1
0 0 0 0 2

( ) ( ) ( ) ( )
max ( )

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t t   

   
    

    
x

E t E t E t E t
T x

H t H t H t H t
 (3.13) 

where the vector x is a N by 1 arbitrary vector with unity 2-norm value. The targeting 

problem Eq. (3.12) can be re-written as 

2

2
, , , ,

, , , ,1
0 0 0 0 2

( ) ( ) ( ) ( )
min max ( )

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t t   

   
    

    
T x

E t E t E t E t
Tx x

H t H t H t H t
 (3.14) 

Exchange the order of minimization and maximization, and let y=T·x, the above 

optimization problem can be equalized to the following form: 
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2

2
, , , ,

, , , ,1
0 0 0 0 2

( ) ( ) ( ) ( )
max min ( )

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N

t t t t   

   
   

    
yx

E t E t E t E t
y x

H t H t H t H t
 (3.15) 

We first focus on the minimization process, and in this step, the x can be treated as a 

constant.  This formula is similar to the least square problem in linear system, and can be 

solved following chapter 5.3 in [86]. Consider the function ( )f y   defined as 

2
, , , ,

, , , ,

0 0 0 0 2

( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( )

A N A N B N B N

t t t t

A N A N B N B N
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E t E t E t E t
y y x

H t H t H t H t
 (3.16) 
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The superscript ―H‖ denotes the Hermitian operator.  

Since the matrix 
, , , ,

, , , ,

0 0 0 0

( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( )

A N A N A N A N

Ht t t t

A N A N A N A N

t t t tS

dS
   

   
   

    


E t E t E t E t

H t H t H t H t
 is positive 

definite, the minimum appears when the derivative of the scalar function ( )f y  in terms 

of y equals zero, i.e., 
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, , , ,

, , , ,

0 0 0 0

( ) ( ) ( ) ( )
2 Re{ ( )

( ) ( ) ( ) ( )

A N A N A N A N

Ht t t t

A N A N A N A N

t t t tS

df
dS

d    

   
     

    


E t E t E t E t
y

y H t H t H t H t
 (3.17) 
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0 0 0 0

( ) ( ) ( ) ( )
( ) } 0

( ) ( ) ( ) ( )

A N A N B N B N

Ht t t t

A N A N B N B N

t t t tS

dS
   

   
      

    


E t E t E t E t
x

H t H t H t H t

 

 

or 

, , , ,

, , , ,

0 0 0 0

( ) ( ) ( ) ( )
{ ( )

( ) ( ) ( ) ( )

A N A N A N A N

Ht t t t

A N A N A N A N

t t t tS

dS
   

   
    

    


E t E t E t E t
T

H t H t H t H t
 (3.18) 
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, , , ,

0 0 0 0

( ) ( ) ( ) ( )
( ) } 0
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A N A N B N B N

Ht t t t

A N A N B N B N

t t t tS

dS
   

   
      

    


E t E t E t E t
x

H t H t H t H t

 

 

Hence the optimized T should be chosen as 

1
, , , ,

, , , ,

0 0 0 0

( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( )

A N A N A N A N

Ht t t t

A N A N A N A N

t t t tS

dS
   



    
           


E t E t E t E t
T

H t H t H t H t
 (3.19) 

, , , ,

, , , ,

0 0 0 0

( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( )

A N A N B N B N

Ht t t t

A N A N B N B N

t t t tS

dS
   

    
           


E t E t E t E t

H t H t H t H t  

 

Here one thing to mention is, the minimization process yields T irrelevant to variable x. 

And it should be noted that we do not have to utilize mode orthogonality. 

After achieving the whole modal coefficients - vectors A and B - with T from MMM, 

the electric and magnetic fields (denoted as ˆ ( )E t  and ˆ ( )H t ) at the interface in both 

structures A and B can be expressed as: 

, ,ˆ ( ) ( ) ( )A N A N

A t t
   E t E t E t A  (3.20a) 

, ,ˆ ( ) ( ) ( )A N A N

A t t
    H t H t H t A  (3.20b) 
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, ,ˆ ( ) ( ) ( )B N B N

B t t
   E t E t E t B  (3.21a) 

, ,ˆ ( ) ( ) ( )B N B N

B t t
    H t H t H t B  (3.21b) 

Then the field mismatch error ( )F  can be defined as in Eq. (2.21) to judge the 

performance of different MMMs: 

ˆ ˆ

( )
ˆ

A B

S

in

S

dS

F
dS



 




F F

F
 (3.22) 

Here F̂ can either be the electric or magnetic field in Eq. (3.20) or in Eq. (3.21), and ˆ
inF is 

the input excitation field. The mismatch error is calculated separately for the CMMM and 

IMMM cases. The difference between those cases is in the T that is from Eq. (3.7) for 

CMMM and derived from Eq. (3.19) for IMMM. After that, Eq. (3.20) gives the fields in 

structure A while Eq. (3.21) gives us fields in structure B.  As the number of modes is 

limited, fields from the left and right are not the same and Eq. (3.22) gives us the 

mismatch. 

 Simulation for the truncated SOI channel 3.4

waveguide 

In this section, we apply the IMMM to simulate the scattering field of a SOI channel 

waveguide facet structure that is illustrated in Figure 3.2, we shall determine the accuracy 

of IMMM numerical results and shall compare the accuracy to that of CMMM. The 

height and width of the silicon channel are 220 nm by 500 nm. The refractive indices in 
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this simulation for SiO2, Si and air are 1.44, 3.47 and 1.0, respectively and the operating 

wavelength is 1550 nm. Our computational goal is to calculate the field distribution at the 

Si/air interface when the fundamental mode in the Si channel is excited. Speaking 

generally, the field distribution can be calculated using modes—as presented here—or 

without modes using FDTD or BPM. In the present case, fields are determined by the 

modes’ coefficients A and B as in Eq. (3.20) and Eq. (3.21). The modes are an intrinsic 

structure-property and the coefficients are determined by the excitation. In summary, the 

coefficient-calculation leads to the field distribution at the interface. Here we test both the 

1D and 2D cases for such a structure, to justify the performance of IMMM for both 1D 

and 2D modes. When we apply the MMM simulation tool, such an open structure needs 

to be truncated by PML and PRB along the transverse directions. 

 

Figure 3.2 A SOI waveguide facet. The propagation direction is along +z and the SOI 

waveguide facet is located at z=z0 . The height and width of the Silicon slab is 220 nm by 
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500 nm. The refractive indices for SiO2, Si and air are 1.44, 3.47 and 1.0, respectively. 

The structure is truncated by PML and PRB. 

3.4.1. Simulation for 1D case 

In the 1D case, we assume the width of Si channel is infinite other than 500 nm 

aforementioned. The thicknesses of the truncated area is 2.22µm and PML is 2 µm. The 

complex modes are calculated by a finite-difference method with a fixed mesh size 

Δx=0.005μm [54], and the complex modes for both structures are solved and sorted by 

increasing loss. One hundred complex modes are calculated and are reliable in terms of 

their effective- index and field convergence. 

 We have assumed a parabolic absorption profile of the boundary reflectivity RPML 

for PML in the SiO2 substrate. As for PML in the cladding, we choose a different RPML 

value to keep the WOPD identical in cladding and substrate, thus the high Berenger 

modes can be more symmetric and will benefit the efficiency of both CMMM and IMMM 

as we discussed in Chapter 2.  RPML takes a value from 0 to 1. When RPML=1, there is no 

absorption from PML, and only PRB works as a box discretization. In that circumstance, 

modes are purely real or imagery, whilst RPML approaching RPML=0 represents PML with 

strong absorption wherein the modes become complex with considerable real and 

imagery parts at the same time.  

In both IMMM and CMMM simulation, the forward fundamental TE/TM mode is 

launched, so the input excitation fields can be expanded with modal coefficients 
1 1a   

while all other 
ia  and 

ib  take the value 0. (The initial condition is derived from 
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excitation and is fixed for both methods. The difference between CMMM and IMMM is 

in the T derivation mentioned above.) 

Using the tangential electric/magnetic field for the TE/TM cases respectively in Eq. 

(3.22), we plot in Figure 3.3 the field mismatch error as a function of the number of 

modes in the mode matching, and the solid lines are fitting curves to clarify the 

convergence trends. From Figure 3.3, firstly it can be observed that mismatch errors 

decrease considerably when more modes are applied. Moreover, we observe that field 

mismatch error decreases faster in the IMMM case for both TE and TM fields, and the 

average convergence speeds for four cases in Figure 3.3 are -1, -0.76, -0.83, and -0.74 

dB/mode respectively. For N=90, the error from CMMM is nearly twice that from IMMM 

for both TE and TM cases, while at the N=10 start in Figure 3.3, both methods share the 

same level of mismatch error. So for a given number of modes, IMMM shows a smaller 

error. Also, during computation, calculation of Si/air interface fields with IMMM offers a 

faster convergence speed than CMMM. From Figure 3.3, we observe the convergence 

trend of mode matching and we conclude that the IMMM surpasses CMMM for finite, 

limited N. 

The field mismatch can directly affect the method accuracy as shown in Figure 3.4, 

in which field A in Eq. (3.20) is compared with a 2D-FDTD result. We also plot the 

fitting curves as solid lines to show the trends. The relative field error ΔF is defined in the 

same way as in Eq. (2.21). Here we only compare the field in non-PML region, because 

the FDTD and MMM may have different ways to construct PMLs. In Figure 3.4, again 

four curves show the declining trend which indicates that, with increasing N, the field 
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from MMM is converging to the FDTD results, thereby demonstrating the accuracy of 

MMM. In addition, each curve from IMMM has a faster rate of decline compared with its 

corresponding CMMM curve, and the convergence speeds on average for 4 cases in 

Figure 3.4 are -1.04, -0.82, -0.81, and -0.69dB/mode respectively. Starting from nearly 

the same level of error with 10 modes, when N increases to 90, the error from CMMM is 

about 10 times larger than the one from IMMM in the TE case, and is nearly 3 times 

larger in the TM case. Simulations in  Figure 3.3 and Figure 3.4 demonstrate that IMMM 

is more accurate and efficient compared with CMMM, as predicted in our former 

formulation. 

 

 

Figure 3.3 Field mismatch error as a function of the total number of modes involved for 

both TE and TM fields 
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Figure 3.4 Relative field errors (with the FDTD result as the benchmark) as a function of 

the total number of modes involved for both TE and TM fields. 

3.4.2. Simulation for 2D case 

If we consider the width of the channel and conduct the full vector modal analysis, the 

pure TE/TM modes will change into quasi-TE/TM modes, and in our case, the quasi-TM 

mode is cut-off, which means the excited wave can only be the quasi-TE mode. Here the 

truncated area is 1.5μm by 1.22μm, and the thickness of PML is 200 nm in each side. The 

imagery part of PML thickness is 0.2μm and can be related to the refection of PML in 

former section as in Eq. (2.13). In complex mode solver based on FDM [49], the 

discretization mesh size is homogeneous along x and y direction, which is 5 nm.  

Following the procedure in 1D case, we first test the two MMMs regarding field 

mismatch error at the interface, and then the relative error compared with 3D-FDTD 

result, and the results are shown in Figure 3.5 and Figure 3.6. For the IMMM case, a 10% 
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decrease can be observed for both cases. Compared with 1D case, this number is not 

fascinating, considering the extra computational resources consumed. The increase of 

computation effort can be generalized into the following aspects: 1) more modes are 

involved in the calculation (with 150 in 2D and 100 in 1D); 2) more mesh points induces 

larger matrix in eigen-value problem. In 1D, only 1244 values are taken to represent the 

field, making the eigen-problem sized 1244 x 1244 (the matrix for eigen-problem is sized 

as the square of the number of sample points in space), while in 2D, 324 x 244 points, 

which is 79056 points, making the eigen-problem even larger by 79056 x 79056. 3) In 1D 

simulation, only 2 transverse field components are involved, while in 2D case, 4 

components are included as in the full vector modal analysis. 

 

Figure 3.5 Field mismatch error as a function of the total number of modes involved for 

the fundamental mode. 
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The reason why we apply so much more effort in 2D case is to guarantee that the 1D 

and 2D simulations are utilizing the same mesh size. Even so,  the performance in 2D is 

still not competent with 1D case. The reasons lay in the following aspects: 1) Even the 

mesh size keeps the same, the error from FDM algorithm is still larger in 2D case. This is 

because in 1D simulation, we can apply the difference operators with high order accuracy, 

while in 2D only central difference with 2
nd

 order accuracy is adopted. High order 

boundary condition for 2D mode solver is still a challenge in prior art. 2) In 1D case, 

thicker PML with larger absorption coefficient are used, which means the reflection from 

boundaries is smaller. In 2D case, we apply much thinner PML considering the 

computation expense, and as a trade-off for modes’ accuracy, smaller reflection is 

adopted. Consequently, more accurate result can be achieved in 1D modes.  

 

Figure 3.6 Relative field errors (with the FDTD result as the benchmark) as a function of 

the total number of modes involved for the fundamental mode. 
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Even though IMMM in 2D yields worse performance compared with 1D simulation, 

it still shows significant improvement over the CMMM. As shown in  Figure 3.5 and 

Figure 3.6, the CMMM curve starts to blow up after about 40 modes, and finally cannot 

converged to zero in terms of mismatch error and relative error compared with FDTD. 

The reason is due to the inaccuracy of high order modes. Because the CMMM is using 

modal orthogonality, which is highly sensitive to the modes’ accuracy, especially for 

higher order modes, the degeneration of modes may lead the failure of CMMM. Under 

the aforementioned simulation conditions, the modal orthogonality is checked for both 

SOI channel structure and the SiO2/air half space structure through the overlap integral of 

transverse electric-field and magnetic-field as in Eq. (3.4). Here we normalized the mode 

profiles by imposing Ni=1 for each mode. The results are shown in Figure 3.7. We can 

observe that only first 20 modes can hold decent orthogonality, i.e., the overlap integral 

follows the Dirac function distribution. Obviously, the CMMM cannot tolerate such a 

mess in orthogonality. Thus the IMMM is much more tolerable to this level of error from 

mode solver, and then much robust especially in the 2D case. 
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Figure 3.7 Normalized overlap integral for transverse electric-field and magnetic-field for 

(a) SOI channel waveguide and (b) SiO2/air half space waveguide. 

As the modern development in computational technology , one may argue that the 

conventional method can be saved through updating the computers’ capability, which is 

definitely true. However, as shown in 1D case, even when the CMMM is still working, 
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the IMMM can behave more efficient. Besides, the reason why we pursue the modal 

analysis or MMM is because of the higher time and space efficiency compared with 

FDTD simulator. Now with smaller mesh size and longer simulation time, we are 

sacrificing the advantage in modal analysis or MMM. Eventually, the simulation is not 

only needed for feasibility tests, but also used for optimization of devices. Any 

acceleration in basic algorithm may lead to huge improvement in optimization process. 

Figure 3.8 shows the transverse magnetic field components from IMMM compared 

with FDTD results when 150 modes are used.  Figure 3.8(a) and (b) are restored with SOI 

modes as in Eq. (3.20), (c) and (d) are with SiO2/air half space modes as in Eq. (3.21), 

and (e) and (f) are from 3D FDTD simulations. Each field component is normalized 

separately by the FDTD result, and the scaling color bar is shown at the bottom. Figure 

3.8 shows the best situations in Figure 3.5 in terms of fields convergence at the interface, 

and in Figure 3.6 in terms of accuracy of converged field compared with the FDTD 

results. 
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Figure 3.8 Transverse magnetic field components from IMMM (a) ~(d) and FDTD (e)~(f). 

The (a) and (b) are fields restored by modes in SOI channel waveguide. (c) and (d) are 

fields restored by modes in SiO2/air waveguide. Each component is normalized by 

corresponding FDTD results. 
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 Roles of high order bending modes in optical wave 3.5

coupling 

Bending structures have been widely used in photonics designs of multimode interference 

devices, power splitters, Mach-Zander interferometers, directional couplers, and also 

interconnectors in integrated photonic circuits. A well-designed waveguide bend should 

have merits such as low transmission loss, low field distortion at the output, etc.[87]. For 

high density photonic integrated circuits applications, waveguide bending structures with 

smaller bending radii are widely employed, which results in an even more pronounced 

radiation effect[88]. 

Rigorous analysis of radiation coupling in bending waveguide structure is 

challenging. Analytical solutions based on guided modes and leaky modes are not 

accurate and only valid in two-dimensional approximations in which large structure 

aspect ratio is assumed[89]. A more generic method is employing the complex modes in 

the case that the computation window is truncated by PML and PRB conditions. By that, 

radiation effect can be approximated by a series of discretized complex modes, and at the 

same time the modal behavior of guided modes are disturbed in the non-PML region of 

the computation window[90]. With the complete and discrete complex mode set, the 

MMM can be implemented to simulate the transmission and reflection at the interface 

accurately[78]. 
 

In this sub-section, we investigated bending waveguide structures with very small 

bending radii. For those structures, high order bending modes contribute to the energy 
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transfer significantly. We first calculated the higher order modes and discussed their 

modal characteristics. IMMM and CMMM will again be compared in this case, after 

which IMMM will be used to explore the optical coupling. Finally, we presented a 

guideline of choosing high order bending modes in the optical coupling. 

3.5.1. Derivation for complex bending modes 

Consider a bending structure as shown in Figure 3.9(a). The bending radius is denoted as

R , the thickness and refractive index of guiding waveguide as d  and 1n  , respectively. 

The refractive index of cladding is on , and r is the radial coordinate. PML and PRB are 

introduced as absorbing boundaries along radial direction. Under the scheme in Figure 

3.9(a), the governing equations derived from modified Maxwell equations in the 

cylindrical coordinates are shown as Eq.(3.23): 

2
2 2 2

0 2

1 1
( ) 0     (TE case)

y

y

r r

der d r r
k n e

R dr R dr R


 
    

(3.23a) 

2
2 2 2

0 2

1 1
( ) 0     (TM case)

y

y

r r

dhr d r r
k n h

R dr R dr R


 
    (3.23b) 

Here   is the propagation constant,
ye and

yh are the corresponding modal field 

distribution along radial direction, 0k is the wave number in vacuum, n is the refractive 

index and the r is the stretching factor along radial direction determined by the reflection 

of PML[73]. Conformal transformation[91] is used to map the step-index bending 

structure into a straight planner structure with index profile as shown in Figure 3.9 (b).  

The coordinate and index transformations are descripted as 
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ln , ( ) ( )
u

R
eq

r
u R n u n r e

R
   (3.24) 

For the structure with PML and PRB, the complex coordinate is normally utilized: 

( )ru u du   (3.25) 

Here the stretching factor can be expressed with operating wavelength   , thickness of  

PML PMLd , the distance to the PML boundary    and the reflection of PML PMLR as : 

2

2

0

1 1
( ) 1 ln

( )
PML

r
d PML PML

eq

PML

u j
d R

n u d
d

 


 


 
   

    
 
 



 
(3.26) 

After the conformal and complex coordinate transformationS, the governing equations for 

bending modes in Eq.(3.23) will be simplified as in Eq (3.27), which are exactly the same 

as the ones for the straight waveguides without PML and can be easily solved with 

conventional mode solvers under changing index profile and complex coordinate. In our 

simulations, bending modes are calculated by the FDM with high order boundary 

condition we used for all the 1D simulation in this chapter[54]. 

2 2 2

02
( ( ) ) 0     (TE case)

y

eq y

de
k n u e

du
    

(3.27a) 

2 2 2

02
( ( ) ) 0     (TM case)

y

eq y

dh
k n u h

du
    (3.27b) 
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Figure 3.9  (a) a bending structure with PML and PRB. Refractive index and thickness of 

guiding waveguide are 1n  and d , respectively. Refractive index of cladding is on  , and 

bending radius is R . (b) Refractive index profile of the corresponding straight waveguide 

for the bending structure after conformal transformation. 

3.5.2. High order bending modes in light coupling 

To investigate the roles of bending modes in light coupling, we take the 90
o 

bending 

structure with index 1 3.24n  , 3.18on  and d=3μm as an example[60].  In the simulation, 

we truncated the cladding region at 3μm away from the inner edge of the guiding 

waveguide with a 3μm PML, while at 5μm away from the outer edge with a 5μm PML. 

We use a small enough reflection of PML ( 610PMLR  ) to make the leaky and guided 

modes converge.  The operating wavelength is 1550nm and we focus on the TE case. 

Figure 3.10 shows effective modal index of bending modes for R=100 µm, 50 µm, 

25 µm, 20 µm, 15 µm, and 10 µm, respectively. We observe that, as the bending radius 

decreases to 25µm, there is no guided modes any more, and leaky modes become 
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pronounced. We tracked electric field intensity distributions of the first two modes. 

Figure 3.11 shows that, as radius decreases, light starts to leak out into the cladding area. 

Moreover, the Berenger modes split into two branches, which is due to the asymmetric 

index profile as shown in Figure 3.9(b). In Figure 3.10(b), modes revolution is shown 

when radius of bend gets even smaller. The two groups of modes are discerned clearly: 

the leaky modes (group A) and the Berenger modes (group B). 

 

 

Figure 3.10 Mode spectrum under different bending radii. (a) Guided modes disappear 

while leaky modes generated as radius gets smaller (b) when radius diminishes seriously, 

bend modes can be classified into leaky modes (group A) and Berenger modes (group B) 
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Figure 3.11 First two modes’ electric field intensity distributions as radius reduces. 

Guided modes change into leaky modes 

3.5.3. Light transmission simulation from MMM 

As we can observe in Figure 3.10, the imaginary parts Berenger modes are quite large, 

which indicates that those modes have a very large propagation loss. However, those 

modes are critical in MMM to match the boundary conditions. we can implement a 

MMM to investigation the excitation problem in which the light is coupled from a straight 

waveguide to a waveguide bend structure. Figure 3.12 shows a straight-bend-straight 

waveguide structure consisting of two straight slabs connected by an aforementioned 90

bend with fixed radius 50 µm in this simulation. With two mode sets from the bending 

and the straight structures, respectively, the propagation mechanism in the straight-bend-

straight structure can then be analyzed with MMM involving two interfaces (AA’ and BB’ 

in Figure 3.12.) 
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Figure 3.12 Straight-bend-straight geometry with PML. The radius of bending is 50µm 

and the bending angle is 90 deg. TE fundamental mode is launched along +x direction in 

top straight waveguide. 

We launch the TE fundamental mode operating at 1550 nm at the AA’-plane in the 

x-forward direction. The transmitted field is calculated at the BB’-plane. The field 

mismatch error has been calculated and is plotted in Figure 3.13. IMMM again shows a 

faster convergence speed than CMMM. In Figure 3.14, the converged transverse-electric 

field intensity distribution in the cross-section at the BB’-plane determined from CMMM 

and from IMMM when N=56 is compared with FDTD result. It shows that with 56 modes 

employed, both CMMM and IMMM represent the field distribution very precisely in both 

the guiding-layer region and the outer- cladding region. However the IMMM is more 

effective in representing the TE field distribution in the inner-cladding region. 
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Figure 3.13 Field mismatch errors as a function of the total number of modes involved in 

MMM at the BB’-plane for both IMMM and CMMM. 

 

Figure 3.14 The converged transverse electric field intensity distribution in the cross 

section at BB’-plane from CMMM and IMMM with 56 modes is compared with FDTD 
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result. IMMM shows a better convergence than CMMM. Here x is the Figure 3.12 

horizontal coordinate along BB’ plane. 

 When different radii are applied in the simulation, the output modal coefficient 

excited at BB’ plane by the single mode input at AA’  plane is shown in Figure 3.15. It 

can be observed clearly that when the bending radius becomes smaller, high order leaky  

modes have been excited and this information can work as a guideline to choose how 

many modes should be included in the propagation problem, as the bending leaky modes 

are all with small absorption coefficients. 

 

Figure 3.15 Transmission coefficients of excited bending modes with different radii. 

Higher order leaky modes are excited as radius reduces. Inset: Straight-bend structure. 

Forward fundamental TE mode in straight waveguide is launched to excite bending 

modes. 
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In general, for modes in bending waveguide structures with very small bending 

radii, as the radius reduces, guided modes disappear and high order leaky bending modes 

are generated. Through the complex MMM for the excitation problem in straight-bend 

structure, we find that with smaller bending radius, higher order leaky modes will be 

excited and contribute to the energy transfer significantly. The higher order Berenger 

modes are essential in the scattering field simulation at the interface, though they 

contribute little in the transmission problem. 

 IMMM with WOPD 3.6

In this section, two major progresses in complex MMM are reviewed and tested with a 

germanium photo-detector structure: reformulation of MMM without applying modal 

orthogonality, i.e., IMMM; weighed optical path distance method in complex mode 

calculation, i.e., WOPD. Figure 3.16 shows Ge-photo-detector integrated with SOI 

structure. The fundamental mode in SOI slab is excited and the energy will be led into the 

Ge layer. Here we want to simulate the field distribution at the interface. The refractive 

indies for Si, Ge, and silicon dioxide are 3.47, 4.1, and 1.44, respectively. The 

computation window before truncation is 1.22 μm including 220nm thick Si slab and 500 

nm Ge substrate and 500nm SiO2 substrate. The PML’s thickness is 2μm, For the SOI 

part (z<0), the reflections of PMLs in substrate and cladding are both 0.01, while in the 

Ge-photo-detector region, if we use unadjusted optical path distance (UOPD), the PML 

reflections are the same as SOI, or in the weighted optical path distance (WOPD) case, 
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the reflection of PML in cladding keeps 0.01, and following Eq.(2.20), the one in 

substrate should be 0.198. 

 

Figure 3.16 Germanium photo-detector integrated with SOI structure. The TE light is 

launched from a silicon slab waveguide along +z direction and is coupled into a 

germanium photo-detector. 

The field mismatch error as a function of number of modes in MMM, N, is plotted in 

Figure 3.17 for 4 cases – CMMM or IMMM with UOPD or WOPD. With more modes, 

mismatch error should converge to 0, which is observed for 4 cases in Figure 3.17. 

Besides, compared with the CMMM under UOPD case, through no matter applying the 

IMMM formulation, or modifying the PML as WOPD, the curves shows faster 

convergence speed, and at N=100, the mismatch error diminishes as about tenth for both 

CMMM with WOPD and IMMM with UOPD. One interesting phenomenon is in this 

case, IMMM and WOPD seemingly bring same level improvement for MMM, which 
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however is just a coincidence. Though the two techniques can both improve the 

convergence speed of field mismatch error against N, the effectiveness may vary with the 

structures. Further, in the case with both IMMM and WOPD, the mismatch decreases 

fastest as expected. In addition from Figure 3.17, with the same MMM formulation, 

WOPD’s data are better aligned with the fitting line, while in the UOPD case data 

fluctuates seriously, especially for CMMM. This is because in UOPD case, two kinds of 

high order complex Berenger modes coexist and two matching trends are mixed together. 

Through simulations in Figure 3.17, we can conclude that IMMM and WOPD can both 

yield smaller field mismatch error at fixed number of mode, which means improvement 

with higher computational efficiency. 
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Figure 3.17 Field mismatch errors as function of total number of modes for 

CMMM/IMMM with  UOPD/WOPD 
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 To illustrate the accuracy of the new MMM simulation techniques, we compare 

the field at the interface from MMM with the one from 2D-FDTD results as in Figure 

3.18. In 4 cases, the MMM results converged to FDTD ones as more modes are applied. 

Similar conclusions for Figure 3.17 can also be drawn for Figure 3.18. Figure 3.18 not 

only proves the accuracy for MMM with WOPD or IMMM, but also shows that with 

fixed number of modes, WOPD and IMMM can improve the simulation efficiency. 
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Figure 3.18 Field errors compared with FDTD results as benchmark as function of total 

number of modes for CMMM/IMMM with  UOPD/WOPD 

 Conclusion 3.7

In this chapter, we revisited the MMM and proposed an improved implementation which 

yields a faster convergence speed and smaller field mismatch error. With a fixed 

computation effort including a truncation window along with PML thickness, 
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discretization step and mode number, our proposed method shows a significantly smaller 

field mismatch error and is insensitive to the PML’s reflectivity. For structures with 

strong radiation effects where strong-absorption PMLs are utilized, the IMMM shows 

distinct advantages over CMMM in terms of accuracy and efficiency. With detailed 

numerical studies, we have validated this improved method through three simple 

examples:  propagation through an SOI waveguide facet, propagation around an 90
o
 

waveguide bend and wave propagation in germanium photo-detector structure. For all 

these reasons, this new method shows great promise in photonic integrated circuit 

simulation and analysis. With the assistance of improved MMM, the roles of high order 

bending modes are studied, after a profound investigation on mode transition under 

different bending radii, concluding that leaky modes emerges as radius reduces, and play 

key role in transmission, while high order Berenger modes are of significance in field 

expansion and radiation field representation. The Ge photo-detector example shows the 

possibility of cooperation of IMMM and WPOD, forming the most efficient simulation 

method for MMM algorithm. 
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  Chapter 4.

Hybrid Plasmonic-Photonic Nano-Ribbon 

Waveguide Design 

 Introduction 4.1

Silicon channel waveguides are widely used in the on-chip light routing, and are one of 

the basic structures in silicon photonics circuit.  Through doping, depositing and bonding 

processes to combine heterogeneous materials or structures with the simple silicon 

channel waveguides, various special waveguides can be realized for customized 

utilizations. Through modal analysis, we can find out the propagation constant, indicating 

the propagation velocity, and the loss coefficient, as well as the field distributions 

showing power concentration or confinement. In this chapter, a special waveguide – 

hybrid plasmonic-photonic nano-ribbon waveguide, also called hybrid photonic 

slot/surface-plasmon-polariton (HSSPP) waveguide is investigated, and the fundamental 
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mode, TMo mode, is achieved with an FEM based complex mode solver under the frame 

with PML and PRB. Though for the guided mode itself, mode solver with PRB without 

PML seems sufficient, we still apply the complex modal analysis with PML, and the 

reason is as the size of waveguide shrinks, the guided mode will approach the cut-off 

condition and then become very leaky. In such cases, electro-magnetic field will tend to 

expand in a large space area, and then the reflection from simple PRB box discretization 

will lead to reflections interfering with original fields. With the PML, we can handle 

those modes with a relative small simulation window, enhancing the simulation accuracy 

and efficiency. 

The hybrid plasmonic-photonic nano-ribbon waveguide is actually a marriage of 

―Gap plasmon‖ waveguide, and the dielectric slot waveguide.  ―Gap plasmon‖ 

waveguides emerged a decade ago[92] referring to surface plasmon polariton (SPP) 

propagation in a metal-insulator-metal channel waveguide – also called conductor-gap-

conductor or CGC waveguide. Two metal strips were separated by a nano-scale gap filled 

or partly filled with dielectric, giving strong SPP localization in the direction 

perpendicular to the gap. Later, the definition of ―gap plasmon‖ became broadened to 

include asymmetric structures of conductor-gap-dielectric (CGD) in which only one metal 

strip is present and where the ―gap‖ G is a low-index dielectric layer, while ―dielectric‖ D 

is a higher-index intrinsic semiconductor such as Si or Ge [93]. In CGD, the TM-

polarized SPP propagates at the boundary between the conductor and the low-index 

dielectric [93]. This SPP mode guidance does not employ internal reflection at the 
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low/high dielectric interface. The literature reports several examples of strip-shaped 

metal-gap-silicon CGD waveguides [94]~[96].   

As early as 2007, a symmetric five-layer slab waveguide, similar in a generic way 

to the strip waveguides presented in this chapter, was introduced by Adato and Guo [97] 

for the purpose of ultra-long-range SPP propagation. Their 5-layer had metal buried at 

mid-plane and their stack is characterized exactly as DGCGD where the long-range mode 

is symmetric with respect to the metal. There are two equivalent ways to describe the 5-

layer SPP waveguide. One way is talk about the two plasmonic gaps that are present in 

the structure, and the other way is to describe the ―metalized photonic slot‖ in the 

structure. There are two metal/low-dielectric interfaces in their 5-layer and hence two 

gaps, each having a 1.48 index [97]. The metal was an Au or Ag or Cu film with 20 nm 

minimum thickness.  Dispersion curves and SPP mode cutoff conditions were presented 

there.  The Si-based dual-gap waveguide was updated and optimized in the paper by Bian 

and Gong [98] who examined both horizontal and vertical geometries at = 1.55 μm. In 

lieu of gap terminology, they chose to describe the structures as a hybridized photonic 

slot –specifically a low-loss ―silicon nano-slot-based symmetric hybrid plasmonic 

waveguide.‖  This hybrid category [99] has become an important research and 

development area [100][101]. 

The silicon photonic slot waveguide was discovered about a decade ago [102]. 

That structure has a low-index nano-scale dielectric slot between Si strips, a slot 

containing air or SiO2 or polymer. The TM mode polarization was required for modal 

field enhancement in the slot, just as required in our design. In fact, we have modified this 
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slot-in-Si. We have chosen to insert a thin metal ribbon in the mid-plane of this slot. The 

TMo mode is a hybrid combination of plasmonic and photonic guidance. 

For the 1.55-μm hybrid channel waveguides of [98], propagation lengths of ~ 1 

mm were predicted for certain choices of ―half slot‖ thickness and metal ribbon thickness.  

We have made significant extensions of the prior work by: (1) investigating wavelengths 

of operation well into the mid infrared, from 1.55 μm out to 8 μm, (2) changing the 

waveguide body layers to germanium after analyzing silicon, (3) changing the SiO2 gap 

material to silicon nitride which has a wider MIR transparency range, and (4) studying 

partial cladding of the waveguide core by air and comparing that performance to the 

results of all-around nitride cladding. In the prior Bian-Gong work [98] it was found that 

the thickness of the metal ribbon must be extremely small for good results on propagation 

length. That choice was carried through in this paper. We selected a copper ribbon 

thickness of 10 nm which is the minimum value that preserves electrical conductivity and 

avoids holes in the metal film. Copper is said to be compatible with CMOS processing, 

although there are some issues with Cu diffusion, and aluminum is perhaps a less 

controversial choice. The undoped intrinsic semiconductor body layers are termed 

―dielectrics‖ in the language of plasmonics, although N and P doping is surely feasible to 

transform the waveguide into an active electro-optical device. 

This chapter is organized as follows. Using the FEM as the electro-magnetic mode 

solver, the fundamental TM-mode of Si and Ge nano-wire-ribbon waveguides is 

investigated over 1.55-8.0 μm. A systematic study of gap thickness and wire cross-section 

was performed and some unexpectedly long propagation lengths of several centimeters 
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were found at mid infrared (MIR), unprecedented in the prior plasmonic art. 

Semiconductor ―wires‖ of width W and overall thickness H were studied. Specifically, we 

predicted well-confined low-loss wires with cross-section W x H around 0.7λ/n x 0.7λ/n, 

with most mode energy in a λ
2
/400 area. By shrinking W and H further, very low loss was 

attained at the expense of considerable mode fringing into the cladding. As mentioned, 

the present mode is believed to be a new kind of hybrid mode [99] related to the photonic 

mode that propagates in a low-index nano-slot placed within an intrinsic semiconductor 

strip. The present mode combines metal-related surface-plasmon-polariton (SPP) guiding 

with photonic-slot concentration. The present hybrid slot/SPP waveguide (HSSPP) had 

lowest propagation loss when it was clad all-around by Si3N4, indicating that an 

―embedded wire‖ approach is best. Thus a ―nano-circuit‖ network would be embedded. 

Examination of the Ge wire case indicated that the propagation lengths are ―long‖ by SPP 

standards but are less than those in hybrid Si wires. 

 Results of numerical simulations on hybrid slot 4.2

/SPP waveguides 

Figure 4.1(a) and (b) illustrate perspective views of the silicon-based infrared channel 

waveguide: the air-clad silicon-on-nitride channel and the channel embedded completely 

in Si3N4.  Both are expected to be compatible with CMOS processing. Figure 4.2 shows 

a cross-section view of the two structures investigated here, where the thickness of the 

―buried‖ metal ribbon is fixed at 10 nm, regardless of the wavelength chosen, meaning 

that this film thickness goes from λ/155 to λ/800 as the wavelength increases from 1.55 to 
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8.0 μm. There are two Si3N4 layers or ―gaps‖ of thickness t that surround the Cu film.  If 

we were to remove the metal, we would have a t + t photonic ―slot‖.  There are two 

equivalent ways to describe the Figure 4.2  waveguide: (1) a buried-ribbon dual-gap 

plasmonic waveguide, (2) a hybrid slot/surface-plasmon-polariton (HSSPP). The HSSPP 

descriptor is selected here. 

In the following simulations, Si3N4 is used for the gap layers, for the Si substrate 

―cover‖ and for the cladding.  Its refractive index is constant at 1.98 over the wavelength 

range. We assume that the refractive index of the polycrystalline form is the same as that 

of the crystalline form for both Si and Ge. The refractive indices for crystalline silicon 

and germanium channel structures—including the λ-dispersion—are given in [103]. For 

the metal layer, the index of Cu can be expressed as r i

Cu Cu Cun n in    and both the real and 

the imaginary parts can be found in [104]. 

 

Figure 4.1 Two approaches to infrared channel waveguides built upon a "silicon-on-

nitride" chip: left drawing (a) has the Si channel clad by air above the nitride layer; right 

(a) (b)
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drawing (b) has the channel embedded completely or clad-all-around by Si3N4.  Here 

green represents silicon and yellow denotes Si3N4. 

 

Figure 4.2 Cross-section view of the hybrid slot/surface-plasmon-polariton (HSSPP) 

waveguide built within a Si channel (structure at left) and in a Ge channel (structure at 

right). The thickness of the buried metal ribbon is fixed at 10 nm. There are two Si3N4 

layers or ―gaps‖ of thickness t that surround the Cu film. We can think of t as the ―half 

slot‖ thickness. 

4.2.1. Effect of waveguide cladding materials and location 

A realistic approach to understanding the effect of wavelength change is to scale both 

dimensions W and H with λ:  in particular, we took from the silicon telecoms practice W 

= 0.4λ and H = 0.2λ for initial simulations. Then the TMo effective index n + i k of the Si 

hybrid channel was determined at λ= 3 μm  for the following four cases: (1) the Si3N4/Si 

substrate of Figure 4.1(a) with air cladding, (2) the all-around Si3N4 cladding of Figure 

4.1(b), (3) air cladding all around, and (4) SiO2 cladding all around. The results for cases 

(1) and (2) are presented in the simulation results of Figure 4.3(a) and (b), respectively, 

for t = 20 nm and 10-nm Cu. Summarizing our four results, we found in four cases the 

following effective real indexes: (1) 2.27, (2) 2.47 (3) 2.04, and (4) 2.22. The imaginary 

Si3N4

poly-Si poly-Ge

Si Ge
Cu

W

H
t
t
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effective index (the k extinction) was also determined and this can be expressed as the 

propagation loss in dB/cm as 4.34x10
4
 (4π/λ)k as follows for our four cases: (1)1062, 

(2)29.0, (3)44.6, and (4)37.5 dB/cm.  A rather dramatic difference was found. The 

explanation for this comparative loss response is traced to the geometric symmetry of the 

waveguide cross-section structure.  The symmetric structures of cases (2), (3) and (4) 

ensure low loss [97], whereas the ―broken symmetry‖ of case (1) leads to high loss.  In 

subsequent simulations, because of favorable symmetry, we limited ourselves to the 

Figure 4.3(b) scenario. The metal thickness is 10 nm throughout the paper. 

 

Figure 4.3 Electric field distributions for HSSPP modes in Si channels with (a) air 

cladding and (b) all-around Si3N4 cladding. W x H = 0.4λ x 0.2λ, with λ = 3 μm, t = 20 

nm, and Cu = 10 nm. The complex effective index is listed at the top. Field strength is 

shown in false color; the width dimension is x, and the height dimension is y 

4.2.2. Relevant physics background for modeling 

We can set the stage for simulations by examining some waveguide physics that applies 

here. Waveguide physics results for the five-layer HSSPP slab system have been 
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presented [97] and offer us guidelines for attaining long-range SPP propagation—the 

main features that we should ―expect in advance‖ for the channel case. First, the 

waveguide layering must be symmetric in the vertical direction. Second, the half-slot 

dimension t must be on the nano scale. Third, there is an upper limit on t that must be 

avoided because at that dielectric height the mode ―loses its attachment‖ to the metal. 

Specifically, when the TM mode attenuation is plotted against the ―gap‖ thickness t (at a 

given gap index), then there is a definite critical thickness tcut defined as the t-value at 

which the long-range SPP mode becomes cutoff. The interesting feature (see Figure 3 of  

[97]) is that the attenuation becomes dramatically weaker (and the 1/e-intensity 

propagation length L becomes much longer) as t approaches tcut. This behavior is seen 

clearly in our simulations in section 4.2.4 below. What happens physically with 

increasing t is that the mode volume expands along y with a greater portion of its energy 

in the dielectric, producing lower loss. A second aspect of the cutoff thickness is its 

dependence upon the index contrast between the high- and low-index regions (between 

semiconductor and insulator) with [97] showing that the larger that index difference, the 

smaller is tcut, and thus with a fixed t, the attenuation will be smaller due to smaller tcut - t. 

We have verified the importance of this physics guideline in section 4.2.5 

Another relevant-physics aspect of the hybrid mode is related to the metal because 

mode loss is strongly linked to the metal. There are two aspects: the mode penetration 

into the metal and the wavelength dependence of the metal’s permittivity ε1(λ) +iε2(λ). 

Plasmonic theory shows generally that mode loss is proportional to ε2 /(ε1)
2
. The physical 

ε1(λ) and ε2(λ) properties of Cu in the mid infrared predict a decreasing loss with 
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increasing wavelength, and this is what we find. To be specific, we calculated the 

dispersion of mode loss for the structure with W=0.4λ and H=0.2λ at fixed t=20nm and 

we found that the attenuation decreased from 0.02 dB/μm at 1.55 μm to 0.001 dB/μm at 8 

μm.  Therefore the known metal-linked dispersion relation supports our HSSPP mode. 

Tight confinement of light at/near the metal also produces here the expected penetration-

linked effect as detailed below. 

4.2.3. Effects of W and H upon L 

Keeping t again constant at 20 nm, we examined the effect of widening the channel W 

when keeping H fixed at a particular value. Both W and H were expressed in terms of λ.  

Results for L at λ= 3μm and λ= 6μm are presented in Figure 4.4 for the silicon case.  As 

shown in Figure 4.4 the propagation length drops as W increases because the propagation 

loss is proportional to the width of metal ―exposed‖ to the light field. Also, the L-decrease 

slows down with the increase of W because the modal field width will not increase 

linearly with the increasing waveguide width.  A somewhat surprising  Figure 4.4 result is 

that the predicted L became several centimeters when both W and H were chosen in the 

sub-wavelength range of 0.1 to 0.2λ. The interpretation of these results is given in section 

4.2.7 below.  The next simulation was to hold W fixed and to vary H for the same devices, 

and the results are shown in Figure 4.5 for both the λ = 3μm and λ = 6μm situations. Once 

again, the same dramatic increase of L when H moves below 0.2λ is found, with L rising 

into multiple-cm lengths. 
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Figure 4.4 L versus W of the Si channel with different fixed heights at the wavelength of: 

(a) 3μm, (b) 6μm using t = 20nm. 

 

Figure 4.5 L versus H for the Si channel with different fixed widths at (a) λ=3μm, (b) 

λ=6μm using t = 20nm. 

4.2.4. Influence of the gap-layer thickness upon L 

We studied this t-dependence by choosing the 3 μm wavelength for the Si channel with W 

= 0.10λ and H = 0.15λ. The results are shown in Figure 4.6 where it is found that an 

increased gap distance produces lower propagation loss. The propagation length increases 
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12x at t = 50 nm. As discussed in section 4.2.2, the increasing t in Figure 4.6 brings t 

close to tcut; consequently the mode loss decreases with t increase. However, at the larger t 

values in Figure 4.6,  the mode becomes easier to cut off for a given size of channel. 

 

Figure 4.6 L versus t in a silicon HSSPP structure with W = 0.1λ and H = 0.15λ at λ = 3 

μm. 

4.2.5. Influence of the gap material’s refractive index upon L 

Silicon-on-insulator, silicon-on-sapphire and silicon-on-nitride are three ―mainstream‖ 

MIR photonic waveguides with relevance to plasmonics. That’s why we investigated the 

use of SiO2, Al2O3 and Si3N4 as gap materials in the HSSPP structure. Again using λ=3 

μm as a test case, we took for Si the gap t = 30 nm with W = 0.1λ and H = 0.2λ, and we 

compared the resulting propagation length in the three cases. As shown in Figure 4.7,  we 

found that the lower the gap refractive index, the larger the L. The physical explanation 

for this result is given in section 4.4.2. 
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Figure 4.7 L versus λ for Si HSSPP structures having different gap materials: SiO2, 

Al2O3 and Si3N4. We used λ = 3 μm, t = 30 nm, with W = 0.1λ and H = 0.2λ. 

4.2.6. Simulations of the Germanium HSSPP waveguide 

In order to connect the predicted behavior of a germanium HSSPP channel with the 

previously derived silicon results, we selected geometric conditions for Ge that were the 

same as those used in Figure 4.4 and Figure 4.5 above,  namely: λ = 3 μm, t = 20 nm, 

with Si3N4 for both gaps and cladding.  First H was fixed and the variation of W was 

looked at as shown in Figure 4.8(a). Next W was fixed with H variable as presented in 

Figure 4.8(b). For those cases, the calculated Ge propagation lengths are presented.  As in 

silicon, when W is taken below 0.2λ, approaching 0.1λ in Figure 4.8(a), and when H goes 

below 0.2λ towards 0.1λ in Figure 4.8(b), then L rises evidently, even into the centimeter 

range. (The high-L interpretation of Figure 4.8 is also offered in section 4.2.7.) Generally, 

the silicon L is about 50% larger than the germanium L. Because of Ge’s higher index, 
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the semiconductor dielectric trapping is stronger in the Ge case of Figure 4.8 than in the 

Figure 4.3(b) Si case. In Ge waveguide, the slot has a greater percentage of the mode, 

which explains the lower-than-Si L. 

 

Figure 4.8 L versus (a) W of the Ge channel with different fixed H;  (b) H of the Ge 

channel with different W at λ =  3μm with t = 20nm. 

4.2.7. Mode profile as a function of the W, H geometry 

In this section, we interpret the long range HSSPP results revealed in Figure 4.4，Figure 

4.5，and Figure 4.8 and we highlight the tradeoff that long-range operation requires. 

Figure 4.4，Figure 4.5，and Figure 4.8 also show results of HSSPP propagation at 

millimeter lengths and those waveguide geometries of W and H are believed to be 

practical; they do not require much tradeoff.  We begin by looking at the mode profile 

illustrated above in Figure 4.3(b), and we consider the y direction. The y-distributed mode 

found in Figure 4.3(b) is an eigen-solution of Maxwell’s equations with an associated 

eigenvalue (the mode effective index). It is not the superposition of three distinct modes.  
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It is one mode with light ―accumulated‖ in several regions. The mode has energy in the 

upper nitride cladding, the upper semiconductor strip, the double-gap, the lower 

semiconductor strip and the lower nitride cladding. When L is greater than 1 cm in Figure 

4.4，Figure 4.5，and Figure 4.8, we want to know what percentage of the mode power is 

present in each of the five regions.  To answer the question, we performed several 

simulations, two of which are presented below. 

A qualitative answer to the question is that the mode expands into the nitride 

cladding, when W and/or H approaches 0.10λ, which means the mode power in the 

double-gap is relatively small. This signals that the mode is approaching cutoff in the cm-

L cases. For applications, it is usually not good to have the optical field fringing into the 

cladding and going outside of the semiconductor strips.  For that reason, the cm-

propagation may have limited utility. However, the mm-L structures discussed are found 

to be well-confined in the semiconductor channel like the result seen in Figure 4.3 (b). 

Figure 4.9 (a) presents the mode profile under the same conditions as for Figure 4.3 (b) 

except that the height has been reduced from 0.2λ to 0.l25λ and the width was reduced 

from 0.4 λ to 0.1λ.  Here we see that about 60% of the mode energy has been ―forced‖ 

into the upper and lower ―low loss‖ nitride claddings, with a resulting L of 4 cm.  There is 

also some trapping in the upper and lower Si strips, but less energy resides there than in 

the claddings and double-gap area. While the propagation loss is very low in Figure 4.9(a), 

most of the ―fringy‖ mode resides away from the plasmonic region. In other words, the 

large L arrives at the expense of a large mode.  Looking now at Figure 4.4，Figure 4.5，

and Figure 4.8, if we select W and/or H to be in the vicinity of 0.2λ rather than 0.1λ,  then 
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L is typically millimeters and here the mode has very little cladding component as in  

Figure 4.3(b). Therefore, we judge those ~ 0.7λ/n choices of channel geometry to be 

practical.  Generally L increases strongly with λ in  Figure 4.4，Figure 4.5，Figure 4.7, 

and Figure 4.8 

It is interesting to learn what happens in the high-aspect cases where H >> W.  To 

illustrate this, we examined a ―blade-shaped‖ channel waveguide, the Si channel with W 

= 0.05λ and H = 0.8λ at λ = 3μm having t = 20nm. The resulting mode is presented in 

Figure 4.9 (b).  Once again, as in Figure 4.9(a), the mode in Figure 4.9(b) has expanded 

considerably into the surrounding nitride cladding, but now going in the lateral x-

direction, and that mode enlargement is linked to the large L of 1.5 cm. The lateral 

fringing seen here may have value in the evanescent-wave side coupling of adjacent blade 

waveguides for directional coupling. 

 

Figure 4.9 Mode distribution in Si channel at λ = 3μm, t = 20 nm with: (a) W = 0.1λ and 

H = 0.125λ; (b) W =  0.05λ and H = 0.8λ. In both cases, the five layers are: poly-Si, 

Si3N4, Cu, Si3N4 and Si. 
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4.2.8. Effect of ribbon width in a wide gap 

A question not answered thus far is whether the hybrid mode clings closely to the metal 

ribbon, or instead fills both gaps irrespective of ribbon size. To illuminate this issue, we 

returned to the Si waveguide at the 3μm wavelength, and fixed the W at 0.4λ with H at 

0.2λ and t = 20 nm.  The TMo mode profile was derived for two cases of interest: one in 

which the ribbon width filled only 50% of the waveguide width, and the other with ribbon 

width of 0.25 W.  These mode modeling results are given in Figure 4.10 and can be 

contrasted with Figure 4.3(b). It is found that the majority of mode energy does cling to 

the ribbon. However, there is noticeable leakage or fringing of light outside the ribbon 

―domain‖ and therefore an adjacent ribbon within the same gaps would experience some 

evanescent-wave side coupling. 

 

Figure 4.10 Electric field distributions for HSSPP modes in Si channels having different 

widths of the Cu ribbon: (a) 0.5W ribbon (b) 0.25W ribbon. Here W = 0.4λ, H = 0.2λ, t = 

20 nm and λ = 3μm. The 10-nm ribbon is embedded in a 50-nm Si3N4 slot. 
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 Discussion and summary 4.3

The plasmonic literature indicates that the mid-infrared region is a favorable spectrum for 

plasmonics because generally the SPP waveguide losses decrease there with increasing 

wavelength.  The work in this paper confirms this theme and indicates a strong, consistent 

increase in HSSPP propagation length as wavelength increases from 1.55 to 8 μm while 

the waveguide cross-section is also scaled up.  For the hybrid slot/SPP TMo mode, the 1/e 

mode-power propagation length L rises up into the multi-centimeter range when the Si or 

Ge channel width and/or the channel height is reduced down to the 0.3 to 0.4 λ/n range, 

where n is the semiconductor refractive index.  This projected performance is really based 

upon the assumption of an ultra-thin metal film or ―ribbon” buried within a low-index 

―gap‖ material of Si3N4 or Al2O3 or SiO2, and it is found that the lower the gap index, 

the larger are the values of L attained. The metal thickness was set at 10 nm as the lowest 

feasible value for electrical conduction (continuity) and void-free integrity of that film.  It 

was also essential for the HSSPP channel to be clad all around by a rather thick, multi-

micron coating of dielectric such as Si3N4.  When an air cladding covered the top three 

surfaces instead of this dielectric, the propagation length became significantly shorter.  

Each of two gaps had a thickness in the 20 nm range, and an increase of gap thickness to 

50 nm gave longer HSSPP propagation lengths. The estimated values of L for Ge were 

slightly smaller than those for Si. If the width of the channel waveguide is set at a value 

of λ/n, for example, it is possible to reduce the width of the buried ribbon to λ/4n and 

thereby to have a majority of the mode energy cling to the localized ribbon, while the 
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minority of energy resides in the metalless portion. In other words the ribbon is a local 

light-wire in the overall gap, although there exists infrared leakage around the ribbon that 

side-couples the narrow ribbon to nearby narrow ribbons. 

The TMo mode in  Figure 4.4，Figure 4.5, and Figure 4.8 closely approaches cutoff 

when the W, H dimensions of the Si or Ge waveguide are shrunk down to around 0.10 to 

0.15 λ. The resulting expansion of the mode into the surrounding low-loss dielectric 

cladding thereby enables the propagation length to increase into the multi-cm domain. 

However, that mode size violates the ―spirit‖ of mode confinement within the 

semiconductor channel. Hence the ―smallest‖ waveguides may not be a good choice. 

Fortunately, there is a good compromise available. By selecting somewhat larger Si or Ge 

strip dimensions, W and/or H with values of 0.20 to 0.25 λ, the channel is expected to 

have good confinement (low fringing) as well as propagation at millimeter lengths. The 

W/H ratio influences the mode propagation loss and the ratio 0.5 has lower loss than the 

2.0 ratio because the mode interacts with a smaller area of metal in the larger-H case.  

However, the aspect ratio alone does not determine reduction of the mode loss. That loss 

depends upon a combination of W and H values 
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  Chapter 5.

Silicon-on-insulator Channel Waveguide 

with a Ge2Sb2Te5 Self-holding Layer 

 Introduction 5.1

In this chapter, we embed a layer of phase changing material – Ge2Sb2Te5 into the silicon 

channel waveguide to realize phase and loss modulation. We apply the complex mode 

solver to simulate the major guided modes to gain some guidelines for device designs. 

The phase-change material Ge2Sb2Te5, commonly known as GST, is reported to have 

optical response superior to that of the other electro-optically interesting phase-change 

material vanadium dioxide (VO2) [24]. New applications are emerging in electrically 

controlled GST film for free-space optical filters and in GST film-loaded optical 

waveguides controlled optically by an external 700-nm light beam [105]~[107]. We, 

however, consider electrical control to be more suitable for practical applications than the 
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optical actuation.  The thrust of this work is to combine electrical control with optical 

waveguiding by embedding a thin GST film between doped silicon waveguide strips in 

order to provide two useful transmission states for the channel waveguide. Those two 

self-sustaining states correspond to the amorphous and crystalline phases of GST.  The 

resulting electro-optical devices are analyzed to predict the responses of the fundamental 

TE and TM guided modes in the near- and mid-infrared wavelength bands. The 10
18

 cm
-3

 

P- or N-type doping proposed here provides adequate electrical contact to the film for 

Joule-heated phase change but does not decrease significantly the optical transparency of 

the waveguide. 

The organization of this chapter is as follows. Electro-optical structures for 2 x 2 

spatial routing (switching) and 1 x 1 modulations are proposed. The complex refractive 

indexes n + i k for both the amorphous and crystalline phases of GST in the 1000 to 

2400-nm wavelength range are compiled via an extensive literature survey. Reliable 

index values are found for estimating switch and loss-modulator performance in several 

silicon-based structures wherein a localized ―ribbon segment‖ of GST buried in Si or Ge 

serves as the active length of the modulator or switch. The substrate is assumed to be 

CMOS-compatible silicon-on-insulator (SOI). We also examined a photonic slot in the 

channel comprised of 1.96-index indium-tin oxide (ITO) and we considered the effect of 

two GST layers. The TE and TM behaviors are simulated and from that we determined 

spectral regions for switching and for step-wise modulation. 
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 GST embedded waveguides 5.2

The recent experiments of Hosseini et al [108] presented a convincing demonstration of 

electrically induced phase change in a 7-nm film of Ge2Sb2Te5 . This layer was contacted 

above and below by doped ITO layers that provided electrical connection to the terminals 

of a voltage source. That source drove current pulses through the ―resistive‖ phase 

change material. The resulting Joule heating of GST transformed its phase as desired for 

optical applications: in fact, the ITO was optically transparent at the wavelengths of 

interest as desired for electro-optical uses.  In this chapter, we assumed that: (1) doped 

semiconductor layers or doped ITO layers contact the upper and lower surfaces of the 

GST film, (2) voltage across those layers is able to induce the desired thermal phase 

change via Joule heating current, and (3) the doped waveguiding materials are adequately 

transparent in the near/mid infrared for high transmission through the waveguide.  What 

is proposed here is lightwave propagation in the plane of the GST layer as opposed to the 

normal-incidence transmission through the film used by Hosseini et al [108]. Because of 

multi-micron travel in the film plane, the guided mode here ―senses‖ the GST complex 

index and responds to changes in index. 

Experiments in the literature [105],[106] have placed GST upon an exposed surface 

of a waveguide where this GST layer acts as optical cladding so as to effect the relatively 

weak ―fringing field‖ of the guided mode [109],[110]. Those papers demonstrated 

modulation and switching by means of a ―pumping‖ light beam incident upon the 

cladding.  The design presented here is new in two ways: (1) the thin film is placed 
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midway in the body of the waveguide where it has a much stronger effect upon the mode 

indices; (2) the phase change—rather than being optically triggered—is electrically 

induced.  We are not aware of any prior art on electro-optical GST-core waveguides. A 

third new aspect of the present work is that we utilize both the electro-refraction and the 

electro-absorption component of the induced phase change. Another innovation here—in 

the context of electro-optical waveguides—is the ―latching‖ or self-holding feature.  

Regarding prior electrical drive, there was a report of sandwiching VO2 within a metallic 

―plasmonic‖ slot [109]. Also, a multi-micron length of VO2 cladding was resistance-

heated [110].  However, we are not aware of any electro-optical  prior art in a phase 

change material  photonic-waveguide core. 

Our specific proposal for constructing the electro-optical  waveguide is illustrated in 

Figure 5.1 where an active GST waveguide ―segment‖ is end-fire coupled into and out of 

a uniform undoped channel waveguide. The SOI approach is selected in order to make 

this structure manufacturable and compatible with the silicon ―CMOS photonics‖ industry.  

This device could also be germanium-on-insulator for wavelengths longer than 1.8μm. 

The Figure 5.1 insets, the cross sections, show the smooth transition between the undoped 

passive-channel sections and the doped active section. Insertion of the electro-optical  

region in this manner is expected to offer low insertion loss (IL), which will be calculated 

quantitatively at the end of section 5.8, yielding a 1dB IL at most.  
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Figure 5.1 Perspective view of proposed 1 x 1 SOI electro-optical channel waveguide 

modulator employing a wavelength-scale segment of ―buried‖ GST ultrathin ribbon 

We investigated four approaches to layering thin-film GST within the channel as 

illustrated in the cross-sectional views of Figure 5.2. In the simplest case, GST is inserted 

at the mid-plane of the channel (Figure 5.2(a)). Here the GST would be sputter-deposited 

in the amorphous phase on a half-channel crystalline strip of doped silicon, after which a 

second half-channel strip of dense polycrystalline silicon, suitably doped, would be 

grown upon the GST. A bonded nano-membrane approach is an alternative fabrication 

technique. In Figure 5.2(a), the channel rests on the SiO2-coated Si substrate with three 

sides of the channel exposed to air, whereas in Figure 5.2 (c) this channel is clad all-

around by SiO2. A second electro-optical  method is a five-layer technique: the GST is 

sandwiched between two very thin layers of doped ITO where this ITO/GST/ITO is 

located at mid channel, and the ITO/GST/ITO is sandwiched between doped silicon 
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layers to form Si/ITO/GST/ITO/Si (Figure 5.2 (b)). In effect, this produces two photonic 

slots related to the hybrid plasmonic slot explored in Chapter  or in [19],[111]. A third 

way is a two-GST approach for making the electro-optical  waveguide (Figure 5.2 (d)) 

wherein a single photonic slot is created. Electrically, the Figure 5.2 multilayers amount 

to several ―resistors‖ connected in series, a path that brings current to the resistive GST. 

The electrical equivalent circuits in the above examples are either three resistors or five 

resistors. Layer thicknesses must be chosen for good optical performance. All four 

versions can be incorporated in Figure 5.1 

 

Figure 5.2 Cross-section view of four SOI electro-optical  waveguide structures 

investigated. 
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 Electrically induced phase change 5.3

In this section, we shall prove from a theoretical standpoint that the proposed structures 

can work properly. We considered the SiO2-embedded Si/GST/Si waveguide for the 

2.1μm wavelength (10-nm GST, 205-nm doped-Si stripes). There are two related thermal 

procedures: re-crystallization from the amorphous phase to the crystalline phase, and the 

reverse – from the crystalline phase to the amorphous phase. In detail, the 

recrystallization requires an applied set voltage pulse of 100-ns duration as in [112]  that 

induces temperature rise above  413K [113] but below 819 K (the melting point) [114]. 

The conductivity of GST in an initial amorphous state is small (0.1 S/m [115]), and 

without ―stimulation‖ it is impossible to launch enough current to heat the layer to 

melting.  However, when the electric field component of the applied voltage pulse is 

larger than a ―threshold value‖, then the GST becomes conductive with no phase change 

[115]. To simulate re-crystallization, we assume that the applied field is above threshold, 

that the material starts to recrystallize, and that the GST conductivity has an average 

value of 1000 S/m   during the 100-ns set time [112]. The actual process is more complex 

because the conductivity increases during ―set‖ and the heating process is accelerated. 

Using COMSOL
TM

 software, we simulated the temperature rise induced by a 5V set pulse 

applied for 100 ns (E = 50 V/μm).  Taking into account the thermal and electrical 

resistance circuits and the resulting current and electric power dissipation, the modeling 

yields the spatial distribution and time dependence of temperature rise.  Here we found 
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that the current density finally reached 2.17 A/m
2
 and the GST temperature rose to 420K 

in average during this time interval as required for recrystallization. 

As for the changing process from crystalline to amorphous state, a shorter reset 

voltage pulse of typically 1 to 10 ns duration is employed,  and there the GST film 

temperature must be raised above the melting point and then quenched rapidly by the 

pulse falling to zero in < 1 ns. This required annealing of the film is discussed in [116]. In 

our simulation,  a 15V pulse was applied for 2 ns to the waveguided crystal GST having 

2770 S/m conductivity [117], and here the result was a current density of 6.7 A/m
2
 

induced in GST. This produced a very strong temperature rise ~980K in the film (above 

the 891K as desired). In reality, after this ―brief‖ melting, the latent heat of molten GST 

(1.37×105J/kg [115]) will consume most of the input power, pinning the temperature to 

the melting point and protecting the contact material.  In summary, the electrically 

switched waveguide is indicated to work properly. The voltages that we applied in both 

simulations might be considered as ―relatively high‖; however, this is a trade-off we are 

willing to make to achieve optimum optical performances in the coming sections. 

 GST refractive indices versus wavelength 5.4

Before simulations can be started, it is necessary to have reliable values of the complex 

indices n + ik of GST. Partially crystallized or ―fractional‖ intermediate states are not 

considered; only the amorphous and the rocksalt-structured crystal phases are examined. 

The four indices nam, kam, ncr, kcr have been plotted in various literature reports as a 

function of wavelength or of photon energy [121]~ [128]. We elected to use the 



 

Ph. D. Thesis – Haibo Liang      McMaster – Electrical and Computer Engineering 

 

99 

 

extrapolation from Shportko data for consistency [127]. The real part of refractive index 

and the extinction coefficients in our simulations are plotted over 1000nm to 2500nm as 

in Figure 5.3 and Figure 5.4. 

 

Figure 5.3 Wavelength dependence of the real refractive index components of GST. 

 

Figure 5.4 Wavelength dependence of the extinction-coefficient of GST  
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 There is special interest in switching near 2000 nm because a new generation of 

hollow-core photonic bandgap fibers is being developed for operation in the 1900 to 2100 

nm wavelength band [129] and such fiber transmission is central to increasing the 

information capacity of global fiber-optic networks. For applying electro-optical  

switching in this communications context, we considered the GST loss in Figure 5.4 in 

the 2000-nm region where kam is decreasing rapidly. We selected λ=2100nm as being a 

compromise between missing the fiber-loss valley and attaining the lowest kam.  

The index values for doped ITO, Si, and Ge were estimated as follows. The N-

doping of Si at 1 x 10
18

 cm
-3

 density produces k values in the 1 to 3 x 10
-4

 range 

according to [130]. For N-type ITO, a doping level of 5 x 10
18

 cm
-3

 was assumed.  Then 

the size of both n and k in the 1.31-2.1 μm range was determined by scaling the 10
19

 cm
-3

 

N-ITO index data presented in Huang et al [95].  All of the index values used in the 

simulations are tabulated in Table 1 

Table 1 Values of the n and k indices that were utilized in the present simulations 

Material λ=1310nm λ=1550nm λ=2100nm 

n k n k n k 

GST amorphous 4.68 0.33 4.60 0.12 4.05 0.006 

GST crystalline 7.51 2.38 7.45 1.49 6.80 0.40 

N-Silicon 10
18

cm
-3

 3.50 0.0001 3.48 0.0002 3.45 0.0003 

N-Germanium 10
18

cm
-3

 --- --- ---- ---- 4.09 0.0003 

N-ITO 5x10
18

cm
-3

 0.96 0.002 1.94 0.002 1.92 0.003 



 

Ph. D. Thesis – Haibo Liang      McMaster – Electrical and Computer Engineering 

 

101 

 

Silicon Dioxide 1.45 0.0 1.44 0.0 1.44 0.0 

 Performance guidelines for 2 x 2 switches and 1 x 1 5.5

loss modulators 

Figure 5.5 shows the layout of two proposed 2 x 2 switches with the GST electro-optical  

segment shaded in orange where its active length is L. Each device has self-holding 

―cross‖ and ―bar‖ states, states 1 and 2 that correspond to the two phases of GST.  In each 

of its phases, the GST has a complex index of refraction, and the optical waveguide 

performance is linked to a change in both the real and imaginary indices. We can quantify 

optical performance using some definitions of indices and absorption. The GST indices 

are written for the amorphous phase nam + i kam = n1 +i k1, and for the crystalline phase ncr 

+ i kcr = n2 + i k2, while the channel waveguide has a mode effective index in each state 

written as n1e + i k1e and n2e + i k2e.  Looking at the extinction coefficient k, let us denote 

α as the absorption loss of the waveguide in dB/μm in each state, α= 4.34(4πk/λ). The 

insertion loss of an amorphous active waveguide of length L is proportional to the product 

αL, that is IL (dB) = 4.34(4πk1eL/λ) and the crystalline-phase loss is 4.34(4πk2eL/λ). The 

extinction ratio of a loss modulator discussed below is then ER (dB) = (k2e-

k1e)(4.34)(4πL/λ).  The Figure 5.1 waveguide combines strong n2e-n1e  electro-refraction  

with strong k2e-k1e electro-absorption because there are significant swings in both real and 

imaginary GST indices induced by change of phase. By choosing the wavelength of 

operation appropriately, either the electro-refraction or electro-absorption component can 

be emphasized. Loss modulation utilizes electro-absorption, while electro-refraction is 
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mostly neglected:  2 x 2 switching relies upon electro-refraction, with additional 

requirements that: (1) electro-refraction is much stronger than electro-absorption, and (2) 

absorption loss in the initial cross state is low. For spatial routing switches, electro-

absorption and initial loss are ―side effects‖ that must be worked with to keep high 

performance. 

 

Figure 5.5 Top view of proposed non-resonant 2 x 2 SOI electro-optical channel 

waveguide spatial routing switches: (a) Mach-Zehnder interferometer, (b) two-waveguide 

directional coupler. The orange-shaded region indicates an embedded electrically 

addressed GST ribbon segment. 

In switches, it is the product of the phase factor Δβ with L, that affects the transfer of 

light from the input guide to the output guide, where Δβ = (2π/λ)(n2e-n1e).  Different 

values of ΔβL are required, depending upon the switch geometry [118] and upon whether 

the device is resonant or non-resonant. Specifically, in Figure 5.5, the Mach-Zehnder 

interferometer (MZI) requires ΔβL = π radians, while the two-waveguide directional 

coupler needs ΔβL= 5.4 rad. It should be addressed that these numbers are empirically 
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chosen under weakly coupling condition, and the directional coupler is changing from the 

total power transfer state (cross) to zero coupling state (bar) with the GST transition from 

amorphous to crystalline state. To minimize IL and crosstalk (CT) in both switching 

states, we generally desire n2e - n1e >> k2e - k1e with the ratio ρ = (n2e –n1e)/(k2e - k1e) 

being as high as possible.  Because the IL of the initial switch state is proportional to the 

k1eL product, a ―moderate‖ value of k1e can present a loss problem when L > 50 λ. Since 

k1e is λ-dependent, then λ must be chosen to give minimization of k1e together with 

maximization of n2e-n1e. This happens at longer wavelengths. 

 Simulations for GST embedded SOI Channel 5.6

waveguide 

In all simulations, we have taken the GST thickness as 10 nm for good electrical and 

optical performance. ITO thickness is given in Figure 5.2. We calculated the complex 

effective index of the fundamental TE or TM mode at the wavelengths 1310, 1550 and 

2100 nm using a FEM based complex mode solver. We used W = 0.4λ and H = 0.2λ 

throughout the rest of the simulations reported here for the reason of strong confinement 

of light. 

Results for the first group of simulations performed for Figure 5.2(a) are tabulated in 

Table 2, where we list the changes in effective index, the ratio ρ, and the effective-index 

loss in dB/μm for both the first and the second states. The term SGS is used to denote 

Si/GST/Si. 

Table 2 Simulation results for the  Figure 5.2(a) waveguide 
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 Claddings 
Wavelength 

 (nm) 

WxH 

 (nm) 
Mode Δne Δke ρ 

α1e  

(dB/ μm) 

α2e  

(dB/μm) 

α2e-α1e 

(dB/μm) 

SGS 
3 air 1 

oxide 

1310 524x262 

TE 0.248 0.355 0.700 1.166 15.92 14.757 

TM 0.039 0.006 6.704 0.314 0.555 0.240 

1550 620x310 

TE 0.255 0.190 1.341 0.302 6.990 6.687 

TM 0.031 0.005 5.906 0.090 0.274 0.183 

2100 840x420 

TE 0.172 0.033 5.179 0.015 0.879 0.864 

TM 0.027 0.002 15.31 0.012 0.058 0.045 

 

The detailed mode profile over the X-Y cross-section was determined and 

representative results at the 2100 nm wavelength are given in Figure 5.6. The mode 

patterns for 1310 nm and 1550 nm (not shown) are quite similar to the 2100-nm pattern. 

 

Figure 5.6 Mode distribution for SGS waveguide at λ=2100 nm 
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The next group of simulations was for the slotted-GST waveguides of Figure 

5.2(b), where SIGIS denotes Si/ITO/GST/ITO/Si. Here we present the complete results in 

Table 3.  Representing graphically the  Table 3 results at 2100 nm, the TE and TM mode 

profiles shown in Figure 5.7 indicate that the TM mode is now bunching in the slot, 

concentrating more at mid-region than in Figure 5.6, while the induced index changes in  

Table 3 are not much different than those found in Table 2.  

Table 3 Simulation results for the Figure 5.2 (b) waveguide 

 Claddings 
Wavelength 

 (nm) 

WxH 

 (nm) 
Mode Δne Δke ρ 

α1e  

(dB/ μm) 

α2e  

(dB/μm) 

α2e-α1e 

(dB/μm) 

SIGIS 
3 air 1 

oxide 

1310 524x262 

TE 0.212 0.317 0.667 1.024 14.24 13.212 

TM 0.015 0.005 3.336 0.176 0.365 0.189 

1550 620x310 

TE 0.225 0.171 1.315 0.273 6.287 6.015 

TM 0.014 0.005 3.020 0.074 0.233 0.159 

2100 840x420 

TE 0.155 0.030 5.147 0.020 0.803 0.783 

TM 0.015 0.001 11.72 0.037 0.070 0.033 
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Figure 5.7 Mode distribution for the Figure 5.2 (b) SIGIS waveguide at λ=2100 nm 

The final group of results pertains to Figure 5.2(c) and Figure 5.2 (d) where we 

examine an all-around symmetric cladding and a double-GST electro-optical  layer that 

sandwiches an ITO photonic slot, while the GST/ITO/GST is sandwiched in Si. This 

Si/GST/ITO/GST/Si layering is termed SGIGS. A final simulation looked at substituting 

Ge for Si in Figure 5.2(a).  Results for these cases are summarized in Table 4. The mode 

profiles for the double-GST-with-slot and for the Ge waveguide case are presented in 

Figure 5.8 and Figure 5.9.  The TE and TM profiles for the all-around oxide cladding are 

not shown because they exhibit little change in mode distribution compared to that of air-

clad. 

Table 4 Simulation results for the Figure 5.2 (c) and Figure 5.2 (d) waveguides as well as 

germanium in Figure 5.2 (a) 
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Cladd 

ings 

Wavelength 

(nm) 

WxH 

(nm) 

Mode Δne Δke ρ 

α1e 

(dB/μm) 

α2e 

(dB/μm) 

α2e-α1e 

(dB/ μm) 

SGS 4 oxide 

2100 

840x 

420 

TE 0.167 0.032 5.160 0.015 0.856 0.841 

TM 0.025 0.002 16.038 0.012 0.053 0.041 

SGIGS 

3 air 1 

oxide 

TE 0.317 0.062 5.136 0.026 1.631 1.605 

TM 0.029 0.007 4.202 0.039 0.219 0.180 

GeGGe 

3 air 1 

oxide 

TE 0.147 0.028 5.178 0.014 0.751 0.736 

TM 0.052 0.002 15.878 0.015 0.100 0.085 

 

 

Figure 5.8 Mode distribution for the SGIGS waveguides at λ=2100 nm. 
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Figure 5.9 Mode distribution for the Ge/GST/Ge waveguides at λ=2100 nm. 

 Predicted 2 X 2 switching performance 5.7

As per Table 3 and Table 4, the introduction of multiple layers does not elevate 

significantly the Δn and Δk performance found in Table 2, and so we shall use the TM 

SGS results (TM has larger ρ than TE cases) in Table 2 to estimate switching 

performance at 1550 and 2100 nm for the devices of Figure 5.3(a) and Figure 5.3(b), with 

the ΔβL of 3.14 and 5.4 rad, respectively, in the bar state. These Δβ conditions allow us to 

find L in the bar state, a length that also becomes the cross-coupling length L. After that 

we can estimate the initial cross state IL as α1eL. For the MZI, we turn to Fig. 2 of [118] 

to determine IL and CT in the bar state.  Then for the two-waveguide coupler, we utilize 
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Fig. 8 of [118] in order to estimate IL and CT in the bar state. The complete results are 

summarized in Table 5 where 2WGDC is the two-waveguide directional coupler. 

Table 5 Estimated and simulated performances of 2 X 2 switches using the TM-polarized 

active SGS segment 

λ(nm) 

MZI  

L  

(μm) 

MZI 

Cross 

IL  

(am) 

dB 

MZI 

Bar  

IL  

(cr) 

dB 

MIZ 

Bar 

CT 

(cr) 

dB 

2WG 

DC     

L   

(μm) 

2WG 

DC 

Cross 

IL (am) 

dB 

2WG 

DC  

Bar   

IL (cr) 

dB 

2WG 

DC   

Bar   

CT (cr) 

dB 

1550 25 2.3 3.4 -9.9 43 3.9 1.0 -17 

2100 38 0.5 1.1 -16 67 0.8 0.4 -22 

 

Looking at these Table 5 estimates, the TM performance generally is very good at 

2100 nm as discussed below, but is problematic for GST at 1550 nm because of the rather 

high IL in the MZI cross and bar states and in the 2WGDC cross state.  

Returning to Table 5, we can compare the expected performance of GST-enabled 

switches to state-of-the art 2 x 2 electro-optical devices in the SOI silicon photonics art. 

Starting with the 2WGDC, we searched the literature but were not able to locate any 

experimental coupler examples, recent or early, in the electro-optic SOI art.  However, 

the theory of [95] indicates that an SOI PIN-injected 2WGDC at λ=2100 nm would have 

an active length of 614μm as compared to the L=67 μm in Table 5. There are many 

experimental 2 x 2 MZI reference switch examples in the recent 1550-nm SOI electro-

optic literature.  

Regarding speed, there are ―set‖ and ―reset‖ times needed for ―electrical‖ phase 

transition. The largest time is around 100 ns according to [108] which would limit the 

modulation speed in a digital return-to-zero (RZ) format to around 0.5 Mbps if we assume 
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that the bit duration is 10 times longer than a 100-ns transition time. This modulation rate 

is slightly faster than that available in thermo-optic effect modulators, but is surely much 

slower than that in free-carrier-effect modulators.  Regarding energy, we have not 

attempted here to quantify the energy consumption of the modulator.  However, we see 

that energy is consumed only during the state transitions, and no energy is consumed to 

maintain a state.  Message switching is often used in N x N routing switches, and there 

the <100 ns re-configuration would usually be adequate. 

 Predicted 1 X 1 modulator and VOA performance 5.8

The principal devices are illustrated in Figure 5.10. It’s evident from an inspection of 

Table 2, Table 3 and Table 4 that the TE mode offers very strong and practical electro-

absorption over the entire 1.31-2.1 μm range. TM has some electro-absorption utility but 

at a lower on/off  attenuation ratio.  The designer of the 1 x 1 loss-modulated device has a 

variety of parameters from which to choose. Along with the wavelength, the mode 

polarization, the cladding geometry and the materials layering can be chosen. Those 

selections lead to a particular α1e determined in the relevant Table above. Then the active 

length L can be chosen to provide a desired ―low‖ value of loss α1eL in state 1. For state 2, 

the same row in the particular Table gives an increase α2e-α1e of waveguide propagation 

loss, generally a ―large‖ increase as desired.  Different waveguide geometries in the 

Tables offer flexibility in the magnitude of α2e-α1e. The length L can be on the 

wavelength-scale if wanted. For the variable optical attenuator, there is a set of 

electrically independent, separately addressed GST segments as shown. The electrical 
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drive circuit can turn on some or all of the loss-inducing segments, producing an 

attenuation that is variable in steps. Speed and power were discussed above。 

 

Figure 5.10 Top view, schematic, of 1 x 1 electro-optical  waveguide (a) loss modulator, 

(b) VOA with discretized control. 

To give a specific example, the TE mode at 1.55 μm in Table 2 offers 0.6 dB of 

initial loss (the amorphous phase) in an active length of only 2μm,  and  when  waveguide  

length  is  switched to the crystal phase an attenuation of 14 dB is induced. This expected 

performance may be compared to a state-of-the-art VOA in SOI silicon photonic devices 

where 1.55-μm experiments [131] were conducted on a PIN carrier-injected silicon ridge 

waveguide having W x H of 600 nm x 200 nm. There it was found that a 1000-μm active 

length of waveguide produced a nominal zero of attenuation at zero injection, increasing 

to 30 dB of attenuation at full injection. Comparing the VOA control power in these two 

cases, the power is expected to be less in our L = 2 μm self-latching VOA 

Regarding the segmented VOA in Figure 5.10(b), there is a question about 

possible optical losses incurred by unwanted optical reflections at the interfaces between 
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the active and passive waveguide zones. The loss generally is smaller in the amorphous 

phase where the Si/GST index mismatch is relatively small. The 1 x 1 of Figure 5.10(a) 

illustrates the basic reflection losses that are then multiplied in Figure 5.10(b). Figure 

5.10(a) is in essence the same as Figure 5.1, and there we see the ―nominally smooth‖ 

end-fire coupling from Si to SGS to Si which actually has interface losses that can be 

quantified.  We performed an complex MMM calculation of the unwanted reflection loss 

in Figure 5.1 between a uniform Si channel and the doped SGS channel with its abruptly 

appearing GST layer in that active segment. Also, a similar complex MMM simulation 

gave us the reflection IL when light entered the output Si channel from the SGS channel. 

This work was carried out for the amorphous phase.  Then calculations were made for the 

crystalline phase.  We turned to Table 4 for the SGS parameters at λ=2100 nm with W x 

H = 840 nm x 420 nm and SiO2 cladding all around. The results of our simulations are as 

follows IL(TE, am) = 0.075 dB,  IL(TM, am) = 0.12 dB, IL (TE, cr) = 1.19 dB and 

IL(TM, cr) = 0.17 dB.  Each loss just cited is the sum of input and output loss to one GST 

segment. 

 Summary 5.9

TEo and TMo simulations indicate that an ultrathin layer (or layers) of GST embedded in 

a Si or Ge channel waveguide is viable for SOI-based electro-optical device applications 

in the near and mid infrared, particularly in spatial routing switches, variable optical 

attenuators, and modulators. Proposals are made for embedding an active electro-optical  

GST segment within a passive channel waveguide that forms part of a 2 x 2 or 1 x 1 
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device. Simulation results on electro-refraction and electro-absorption were employed to 

estimate IL and CT in 2 x 2 MZIs and 2WGDCs. At λ=2100 nm, excellent performance is 

projected for both types of broadband, non-resonant switches. However, at λ=1550 nm, 

the IL was ―too large‖- in the range of 2.3 to 3.9 dB. For both TE and TM, loss 

modulation over 1.3 to 2.1 μm looks feasible with good IL and ER, although the 

modulator is ―binary‖ with speeds limited to ~ 1 Mb/s. The VOA is an ideal application 

for the 1 x 1 waveguide.  By employing independent active regions, a staircase profile of 

attenuation would be attained as a function of control voltage. 
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  Chapter 6.

Electro-optical Phase-change 2 x 2 

Switching using Three- and Four- 

Waveguide Directional Couplers 

 Introduction 6.1

This chapter presents modeling and numerical simulations on optical directional couplers 

comprised of three or four parallel channel waveguides that have a sub-wavelength 

spacing between each pair of waveguides, a gap filled with low index dielectric. These 2 

x 2 devices are utilizing the SOI channel-waveguide with a phase changing material self-

holding layer introduced in Chapter 5, and simulated with the full vector improved MMM 

in Chapter 3. They are labeled here as 3W (three parallel waveguides) and 4W (four 

parallel waveguides) respectively, and both are based upon evanescent-wave side 
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coupling.  The outer two waveguides are passive and homogeneous in their construction, 

while the central waveguide or waveguides are active.   

Similar to the switching devices in Chapter 5,  the major new feature in this study is 

also the deployment of a thin layer of phase-change material (phase change material ) 

embedded at midlevel in each active channel so that the effective index of the 

fundamental mode is controlled by an applied electrical signal. This phase change 

material  offers two self-sustained states for the waveguide effective index.  Electric 

power is needed only to transition the material from its amorphous phase (device state 1) 

to its crystalline phase (device state 2), or to attain the reverse transition from crystal to 

amorphous. Therefore, each phase change material  waveguide is ―self-holding‖ or 

latching in each of its phases without power applied.  Besides, as very large change in 

waveguide index that is offered by the phase change material, one of the largest electro-

optical effects on record as demonstrated in Chapter 5,  it is possible to couple 

waveguides closely and to switch light over small device lengths, a strategy that mitigates 

insertion loss of the device. The hitherto unexplored ―strong coupling limit‖ is a new 

contribution in this work. 

 Comparison with the prior art 6.2

The prior art consists of 1 x 1 modulators and 2 x 2 switches.  A general theme in that art 

is that the phase change material  is deposited as an optical cladding upon an exposed top 

surface of a waveguide core. As a result, only a small overlap is attained  there between 

the fundamental mode profile and the off-core optical index-change region.  Our 
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approach, by contrast, provides a strong advantage because the optical-change region is 

sited exactly at the peak of the mode profile. So we get a larger overlap integral.  Our 

approach also is a broadband non-resonant technique. The wavelength of operation can be 

changed by several nanometers without injuring the electro-optical  switching.  This 

improves upon some resonant prior art[133] where a racetrack resonator had phase 

change material  cladding perturbation. Most of the prior art uses optical control, which 

means that a ―shortwave‖ optical pump was shined upon the phase change material  

cladding to trigger switching.  We feel that such optical control is not practical, and that 

our electrical actuation is much preferred.  

There is one recent example of a 1 x 1 waveguide device in which lateral P and N 

electrodes allowed electrical control of a VO2 optical cladding [134].  Although the 

control reported there is desirable, the cladding location is not.  

Chapter 5 [25] has dealt with a single layer of phase change material  embedded at 

the central plane of a silicon channel waveguide; however the active devices examined 

previously were different from the devices investigated here. The prior work in chapter 5 

simulated variable optical attenuators and 2  x 2 electro-optical  switches comprised of 

either a Mach-Zender interferometer or a directional coupler made from two waveguides. 

What is new here is the directional coupler made from three or four parallel waveguides.  

The present 3,4 waveguide switches have an advantage over the previous 2-waveguide 

(2W) structure because the active and potentially lossy phase-change regions are not 

located in waveguides connected to the on-chip network (they are isolated ―islands‖ here),  



 

Ph. D. Thesis – Haibo Liang      McMaster – Electrical and Computer Engineering 

 

117 

 

whereas in the prior 2W the active region is situated directly on-axis in a network 

waveguide, leading to added loss and switch asymmetry. 

 Theory and design method 6.3

Figure 6.1 shows the schematic top-view of our proposed optical switches based on phase 

change material . The 3W switch refers to the structure with one phase change material  

embedded waveguide in the center, while 4W switch refers to the structure with two 

phase change material -embedded central waveguides. The two insets in Figure 6.1 

indicate that the in/output silicon channel waveguides are surrounded by silicon dioxide; 

while the SiO2-clad centered waveguides are n-doped silicon channel halves with a 10-nm 

thick phase change material  layer embedded between them. The total length for phase 

change material  layer in Figure 6.1 is labeled  ―Lam‖. ―Lcr‖ is the length of active region 

where the external voltage will be applied to change the phase of phase change material . 

The vertical gap (edge to edge) in coupling region between adjacent waveguides is 

labeled as ―G‖. Each active waveguide is truncated at a length Lam  and takes the 

amorphous state 1, as default, and when voltage is applied, the active region with a length 

Lcr will be transferred to crystalline state 2.  The two outer waveguides (the means for 2 x 

2 routing) join smoothly the integrated photonic waveguide network that resides on-chip. 
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Figure 6.1 electro-optical  2 x 2 switch in the amorphous and crystalline states using Si 

and doped-Si/GST/doped-Si waveguides (a) for 3W (b) for 4W. 

When the active waveguides are in state 1, at small Lam, light entering the outer 

waveguides travels through them, but as Lam is increased the light becomes ―completely‖ 

exchanged between the two waveguides. These ―through‖ and ―exchange‖ conditions are 

called the ―bar‖ and ―cross‖ states, respectively. As Lam increases, the device reaches, in 

sequence, the first bar, the first cross, the second bar, the second cross, etc. Then, turning 

the active region into state 2, the side coupling weakens as the refractive index difference 

between the outside and centered waveguides increases. With careful design for the active 

region’s length Lcr, we can change bar to cross or vice versa.  An unexpected finding in 

this research is that the second bar for state 1 gives better performance than the first cross 

for state 1.  An invention in the present work is arranging different active lengths for state 

2 (Lcr ≦ Lam) to provide adjustment of the optical retardation ΔβL offered by the phase 
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change material  in state 2.  Here we focus on the aforementioned phase change material  

GST[108][135], which is reported to have electro-optical properties superior to those of 

aforementioned vanadium dioxide [24][134].  Other than GST, several alternative phase 

change material s can also be applied in the implementations in this work [129][136][138]. 

Prior work in chapter 5 on the active waveguide in Figure 6.1 [25] was performed at 

the 2100 nm wavelength which is adopted throughout this work. As mentioned in Chapter 

5, this operation was chosen for on-chip applications in the newly emerging ~2μm fiber-

optic communications band. Rather than 2000 nm, the wavelength 2100 nm is selected 

because the optical extinction coefficient here, kam = 0.006, is smaller than the 0.009 

extinction at 2000 nm. To begin analyzing Figure 6.1, we need the refractive indices of 

the materials in Figure 6.1. For the SiO2 all-around cladding, n = 1.44.  The outer two 

waveguides have n= 3.45, while the N-type Si in the middle waveguide has index 3.45 + i 

0.0003 at its doping density of 1 x 10
18

 cm
-3

. The complex index of the GST film in each 

phase as follows:  nam + i kam = 4.05 + i 0.006; ncr + i kcr = 6.80 + i 0.40, which is 

consistent with the simulation in Chapter 5. 

 The switching analysis here is based upon knowledge of the fundamental mode 

effective index variation from the earlier study at 2100 nm investigating a Si/GST/Si 

channel with W x H cross section of 840 nm x 420 nm including 10 nm of GST and 840 

nm x 205 nm doped-Si strips as in Chapter 5 or [25]. To simulate such a structure, we 

conduct the 3D simulation with IMMM as described in Chapter 5 for the coupling section 

in Figure 6.1 which is more computationally friendly compared with other competitors, 

such as FDTD and BPM, as the propagation length of interest varies within a large range 



 

Ph. D. Thesis – Haibo Liang      McMaster – Electrical and Computer Engineering 

 

120 

 

that goes up to 1000 microns. The complex modes applied are from a finite-element 

method-based solver under the frame of perfect matching layers (PML) and perfectly 

reflecting boundaries (PRB) as mentioned in Chapter 1. 

 Simulation results 6.4

We tested two configurations: (1) the second bar for the amorphous state (state 1) and the 

first cross for crystalline state (state 2), (2) the first cross for the  amorphous state and the  

first bar for the crystalline state.  Choosing a narrow gap G and launching polarized light 

into one input, we calculated for the amorphous state the normalized optical power 

emerging from the through-port and from the drop-port as a function of coupling length 

Lam. Those power curves exhibited a rippled sinusoid behavior. There are two factors that 

determine the optical transmission versus length, the closeness of optical phase matching 

between waveguides and the material absorption loss. The ripples on the transmission 

curves that are found here are due to the combination of those two effects.  The 

oscillations occur as the waveguides go in and out of matching. 

Fixing Lam at the value giving peak transmission, we then put the switch into its 

crystalline state and plotted the through- and drop-powers versus Lcr. Having made those 

two plots, we determined the optical insertion loss (IL) and optical crosstalk (CT) of the 2 

x 2.  We then repeated this procedure for other trial values of G, thereby converging upon 

the best results. Figure 6.2 ~ Figure 6.5 present two representative cases of interest, both 

for the TE mode. Figure 6.2 and Figure 6.3 show the 3W response when the device is at 

second bar in the amorphous state, while Figure 6.4 and Figure 6.5 show the calculated 
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behavior when the first cross is used for amorphous state. Similarly, we show the 4W 

response when the device is at the second bar in the amorphous state in Figure 6.6, and 

show the 4W response when  the first cross is used for amorphous state in Figure 6.7. 

Figure 6.8 illustrates the spectrally flat switching behavior found for a representative 3W 

switch (assumed there is that the refractive index for silicon, for silicon dioxide, and for 

phase change material  are not changed over the wavelength range  of 2090nm to 

2110nm.) This demonstrates the desired broadband switching nature. 

One interesting phenomenon observed in Figure 6.3(b) and Figure 6.6(b) is the 

strong transmission from the input port to the drop port with almost no field in the central 

waveguides in their crystalline state. This happens because the optical phase is truly 

matched among the 3 or 4 waveguides.  In those cases, almost all the input light is 

coupled from the input waveguide to the output waveguide, and so there is a negligible 

portion in the intervening waveguides. 

Going into more detail, we have quantified the switching performance for four 3W 

devices as well as for four 4W switches, with these simulation results presented in Table 

6 and Table 7 where we show the mode, the gap, the active lengths, the IL and the CT in 

both amorphous (am) and crystalline (cr) states.  The 3W results are advantageous 

because of low IL-and-CT as well as device lengths that are short by comparison to the 

active lengths projected for free-carrier injection switches [139]. Although the 4W offers 

superior crosstalk performance, the 4W response is generally less favorable than that of 

3W because of the fairly high losses and long lengths found in 4W. 
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Figure 6.2 Two output powers of 3W device with TE mode and G=200 nm. Shown are 

power versus Lam in state 1 (upper) and power versus Lcr in state 2 (lower), when  Lam is 

fixed at 860 μm. 
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Figure 6.3 Field distribution of 3W device (top view) with TE mode and G=200 nm, 

taking Lam = 860μm and Lcr = 568μm: (a) amorphous, (b) crystalline. 
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Figure 6.4 Two output powers of 3W device with TE mode and G=250 nm. Shown are 

power verus Lam in state 1 (upper) and power versus Lcr in state 2 (lower), when  Lam is 

fixed at 950 μm. 
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Figure 6.5 Field distribution of 3W device (top view) with TE mode and G=250 nm, 

taking Lam = 950μm and Lcr = 950μm: (a) amorphous, (b) crystalline. 
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Figure 6.6 Field distribution of 4W device (top view) with TE mode and G=150 nm 

taking Lam = 1340μm and L c.r= 670μm: (a) amorphous, (b) crystalline. 
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Figure 6.7 Field distribution of 4W device (top view) with TE mode and G=170 nm 

taking Lam = 960μm and L cr = 960μm: (a) amorphous, (b) crystalline. 
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Figure 6.8 Optical signal and crosstalk versus wavelength for 3W 2 x 2 switch with TE 

mode and G=200nm taking Lam = 860μm and L cr = 568μm.  Results for the am and cr 

states are shown. 

Table 6 Infrared transmission (signal and noise) of several 3W 2 x 2 devices in both states. 

Mode Gap Am Cr Lam 

ILam 

(dB) 

CTam 

(dB) 

Lcr 

ILcr 

(dB) 

CTcr 

(dB) 

TE 200nm 2 bar 1 cross 860μm 0.8 -16.2 568μm 1.0 -18.2 

TM 400nm 2 bar 1 cross 550μm 0.7 -23.0 550μm 0.6 -30.0 

TE 250nm 1 cross 1 bar 950μm 0.4 -27.0 950μm 09 -10.6 

TM 500nm 1 cross 1 bar 640μm 1.3 -9.1 640μm 1.5 -6.5 

 

Table 7 Infrared transmission (signal and noise) of several 4W 2 x 2 devices in both states. 

Mode Gap Am Cr Lam ILam CTam Lcr ILcr CTcr 
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(dB) (dB) (dB) (dB) 

TE 150nm 2 bar 1 cross 1340μm 2.4 -19.2 670μm 3.1 -24.0 

TM 350nm 2 bar 1 cross 670μm 1.8 -30.0 456μm 2.2 -30.0 

TE 170nm 1 cross 1 bar 960μm 1.6 -20.0 960μm 1.8 -25.2 

TM 390nm 1 cross 1 bar 640μm 1.6 -18.9 510μm 1.3 -10.3 

 

 Comparison and conclusion 6.5

To place Table 6 and Table 7 in context, let’s compare these results with the present art of 

directional coupler switches for the near infrared and mid infrared.  A prime competitor to 

GST is the 3W and 4W utilizing free-carrier  injection that produces electro-refraction  

and electro-absorption  during forward bias. At injection-off, the switch’s insertion loss is 

quite low over 1.3 to 8.0 μm. The GST state-1 competes here for low loss. The free-

carrier devices need a holding-on current for state 2, but the GST has the advantage here; 

no such current is required. The free-carrier injection-on state has been modeled [118]at 

the so-called reasonable 5 x 10
17

 cm
-3

 level of electron-and-hole injection and there the  

active lengths at 2.1 μm were L(3W) = 3100 μm and L(4W) = 1500 μm, giving the 

compactness advantage to GST. The electro-absorption in state 2 of both free-carrier and 

GST increases the insertion loss by about the same amount. 

A second competitor to GST is the dc-poled second-order electro-optical  polymer 

that can be embedded in the central waveguides of 3W and 4W, for example organic 

polymer that fills a horizontal slot between doped-silicon ―halves‖ of a strip channel 
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waveguide. This silicon-organic hybrid uses the electro-optical  Pockels effect that offers 

much lower loss than GST in state 2, and slightly lower loss than GST in state 1.  

However, there is a length issue, and even if we consider the most advanced polymers 

[140][141] we estimate that the active length at 2.1 μm is approximately 2000 μm.  Hence 

GST is considerably more compact.  The polymer needs a holding-on voltage. 

The thermo-optical (TO) effect, which is quite slow, can be employed in 3W and 4W 

switches using resistance heaters on the central waveguides, but then the switching device 

would be a few millimeters long because the TO- induced index change would be small 

[118] by comparison to the index-shift from phase change. Again, the GST switch has the 

compactness advantage.  

Looking at the lower-right inset in Figure 6.1, electro-optical switching will certainly 

be feasible when phase change materials other than GST are substituted in the waveguide 

for GST. The main issue for an alternative phase change material is its extinction factors 

kam and kcr because we have found generally that the IL and CT are determined by those 

phase change material  loss factors at the wavelength of interest.  Operation of GST at the 

1550 nm telecom wavelength is problematic because of its factors.  Those factors are 

lower at telecom for the phase change materials of GeTe, Ge2Sb1Te4 and GeSe.  Hence 

those ―new phase change material ‖ 2 x 2 devices are expected to be more successful at 

telecom. 
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  Chapter 7.

Conclusions and Future Work 

 Conclusions 7.1

This thesis covers a series of theory improvements and applications of the complex mode 

theory and complex modal analysis for the silicon photonics devices. The complex mode 

theory is derived for the simulation model truncated by PML and PRB, generating 

complex modes which can expands both guided wave and radiation wave in a unified 

form. Both the guided wave oriented waveguide designs and the radiation field dominant 

scattering problems are addressed here. 

The major contributions of this thesis are summarized as follows: 

In Chapter 2, we present a simple and efficient approach for higher order complex 

Berenger modes computation. We establish the physical mapping between radiation 

modes and complex Berenger modes, and theoretically prove that the higher order 

substrate Berenger modes and the cladding Berenger modes can converge to a cluster of 
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complex modes with the same phase angle. This model can be explained by weighted 

optical path distance in both cladding and substrate, and can be implemented by adjusting 

parameters of PMLs. An example of germanium photo-detector has been utilized to 

evaluate the merits of this method in terms of robustness, efficiency, and accuracy. 

In Chapter 3, two fundamental principles of the MMM−mode orthogonality and 

tangential field continuity conditions−have been revisited in depth. With a finite number 

of modes employed in the conventional method, the tangential field continuity condition 

at the waveguide-discontinuity interface fails, leading to a field mismatch error. We 

propose an alternate, superior mode matching method−implemented by reconstruction of 

the auxiliary coefficient matrix, rather than by applying the above-mentioned continuity 

and orthogonality. Detailed transfer-matrix equations have been derived for the finite-

mode-number case. We showed that the IMMM yields a smaller field mismatch error 

under equal computational effort. Examples of bending and faceted waveguide structure 

have been investigated and the numerical simulation results demonstrated that the newly 

proposed method has the merits of simple implementation, high accuracy and high 

computational efficiency for application in high-index-contrast photonic integrated 

circuits. Besides, insights of radiation coupling and energy transfer by way of high order 

bending modes have been discussed.  

In Chapter 4, we have investigated a hybrid plasmonic-photonic mode in Si and Ge 

channel waveguides over the 1.55-8.0 μm wavelength range. A 10-nm Cu ribbon was 

buried midway within a Si3N4 ―photonic slot‖ centered in the semiconductor strip. For the 

TMo mode, propagation lengths L of several millimeters are predicted for a waveguide 
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cross-section of about 0.7λ/n x 0.7λ/n which offers optical confinement mainly within the 

~λ
2
/400-area slot. The L increased strongly with λ. For 0.4λ/n x 0.4λ/n channels, we 

found multi-centimeter propagation, but there ~60% of the propagating energy had leaked 

out into the thick, all-around Si3N4 cladding. 

Chapter 5 reports theoretical designs and simulations of electro-optical 2 x 2 

switches and 1 x 1 loss modulators based upon GST-embedded SOI channel waveguides.  

It is assumed that the amorphous and crystalline phases of GST can be triggered 

electrically by Joule-heating current applied to a 10-nm GST film sandwiched between 

doped-Si waveguide strips. TEo and TMo mode effective indices are calculated over 1.3 to 

2.1μm wavelength range. For 2 x 2 Mach-Zander and directional-coupler switches, low 

insertion loss, low crosstalk, and short device lengths are predicted for 2.1μm, although a 

decreased performance is projected for 1.55μm. For 1.3-2.1 μm, the 1 x 1 electro-optical  

waveguide has application as a variable optical attenuator and as a digital modulator, 

albeit with 100ns state-transition time. Because the active material has two ―stable‖ 

phases, the device holds itself in either state, and voltage need be applied only during 

transition. 

In Chapter 6, theoretical modeling and numerical simulation have been performed at 

λ = 2100 nm on SOI channel-waveguide directional couplers in which the outer two Si 

waveguides are passive and the central waveguide(s) are electro-optical  ―islands.”The 

electro-optical  channel(s) utilize a 10-nm layer of GST phase-change-material sited at 

midlevel of a doped Si channel. A voltage-driven phase change produces a large change 

in the effective index of the TEo and TMo modes, thereby inducing cross-bar 2 x 2 
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switching. IMMM is employed to estimate electro-optical  switching performance in the 

limit of strong inter-guide coupling. Low-loss switching is predicted both for cross-to-bar 

and bar-to-cross coupling lengths. These ―self-holding‖ switches had active lengths of 

500 to 1000 μm which are shorter than those in couplers relying upon free carrier 

injection. The four-waveguide devices had lower crosstalk but higher loss than the three-

waveguide devices. For the crystalline phase, we sometimes used an active length that 

was smaller than that for the amorphous phase. 

 Future work 7.2

In this thesis, we have already talked about the improvements of complex mode theory 

and the applications of complex modal analysis in the waveguide design, scattering filed 

simulation, and the leaky structure modeling. Several topics are related and remained for 

further investigation, which are listed as follows: 

The mode solvers, as the first step and basic tools in modal analysis, can be 

improved, especially in the 2D case. The high order accuracy boundary conditions are 

needed to be realized for 2D mode solvers. It will be a great improvement for the 

applications and algorithms using high order complex Berenger modes, which are less 

accurate in the prior mode solvers. 

In Chapter 2, we successfully modify the modes to make the field distributions of 

high order Berenger modes more symmetric, and the various kinds of Berenger modes 

degenerate into only one bunch of modes finally, through adjustment in PML design. All 

the derivation and simulation in that chapter is merely in 1D situation. The extension of 
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this work into 2D case is also promising. Actually, it is already applied in the 2D 

waveguide facet simulation later in Chapter 3, but the rigorous derivation and proof are 

still necessary.  

In Chapter 3, we investigated the bending modes and their roles in transmission and 

radiation effect. The waveguide we are chosen is actually not from silicon platform, and 

is a weakly guided one. As the silicon photonics is featured by high confinement and 

strong guiding property,  a specific investigation will be necessary and practical. 

In Chapter 4, we introduce a kind of ―blade waveguide‖, which is when the channel 

waveguide embedded with metallic film has an extremely large height-width ratio. For 

this waveguide, lot of lights are leaking into the lateral area. It is very promising to use 

such a waveguide for evanescent coupling, like in the directional coupler, or bus-ring 

resonator. 

Chapter 5 and chapter 6 are dealing with silicon channel waveguide embedded with 

GST layer for electro-optical modulation or switching. I only focus on the non-resonance 

devices, while this waveguide is definitely suitable for resonant structures. Besides, with 

the merits like power self-sustenance and huge phase and loss change, the spatial light 

modulator is also a promising application.  
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