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Abstract

Video coding standards have been designed to support many applications such as
broadcasting systems, movie industries and media storage. All video coding stan-
dards try to reduce data in video sequences as much as possible by exploiting spatial
and temporal redundancies. Although those video coding standards are suitable for a
wide variety of applications, some applications require low encoder complexity specif-
ically for real time video encoding. Most of the computational complexity of a video
encoder can be attributed to the motion estimation function.

Motion estimation using multiple reference frames is widely used as the basis for
recent video coding standards (eg. H.264/AVC) to achieve increased coding efficiency.
However, this increases the complexity of the encoding process. In this thesis, new
techniques for efficient motion estimation are proposed. A combination of multiple
reference frame selection and image residue-based mode selection is used to improve
motion estimation time. By dynamic selection of an initial reference frame in ad-
vance, the number of reference frames to be considered is reduced. In addition, from
examination of the residue between the current block and reconstructed blocks in
preceding frames, variable block size mode decisions are made. Modified initial mo-
tion vector estimation and early stop condition detection are also adopted to speed

up the motion estimation procedure. Experimental results compare the performance
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of the proposed algorithm with state of the art motion estimation algorithms and
demonstrate significantly reduced motion estimation time while maintaining PSNR
performance.

In addition a new side information generation algorithm using dynamic motion
estimation and post processing is proposed for improved distributed video coding.
Multiple reference frames are employed for motion estimation at the side informa-
tion frame generation block of the decoder. After motion estimation and compen-
sation, post processing is applied to improve the hole and overlapped areas on the
reconstructed side information frame. Both median filtering and residual-based block
selecting algorithms are used to deal with hole and overlapped areas, respectively.
The proposed side information method contributes to improving the quality of recon-
structed frames at the distributed video decoder. The average encoding time of the
distributed video coding is shown to be around 15% of H.264 inter coding and 40%
of H.264 intra coding. The proposed side generation algorithm is implemented in a
frequency domain distributed system and tested throughout various test sequences.
The proposed side information based distributed video coding demonstrates improved
performance compared with that of H.264 intra coding.

Experimental implementations of the proposed algorithms are demonstrated using

a set of video test sequences that are widely used and freely available.
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(Glossary of Terms

ASIC Application Specific Integrated Circuits

bps bit per second

CABAC Context Based Adaptive Binary Arithmetic Coding
CAVLC Context Adaptive Variable Length Coding

CIF Common Intermediate Format

DCT Discrete Cosine Transform

DVD Digital Versatile Disc

DSC Distributed Source Coding

DVC Distributed Video Coding

ET Encoding Time
FPGA  Field Programmable Gate Array
fps frames per second

GOP Group of Pictures

HDTV  High Definition Television

HVS Human Visual System

IDCT Inverse DCT

ISO International Standard Organization
ITU International Telecommunication Union
ITU-T International Telecommunication Union Telecommunication Sector
JPEG Joint Picture Experts Group

kbps kilo bits per second

LDPC Low Density Parity Check

MAE Mean Absolute Error

MB Macroblock
MC Motion Compensation
ME Motion Estimation
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MET Motion Estimation Time

MPEG Moving Picture Expert Group

MSE Mean Squared Error

MV Motion Vector

PSNR  Peak Signal to Noise Ratio

QCIF  Quarter CIF

QP Quantization Parameter

RD Rate Distortion

RDO Rate Distortion Optimization

SAD Sum of Absolute Difference

SATD  Sum of Absolute Transformed Difference
VCD Video Compact Disc

VCEG Video Coding Expert Group

VHDL  VHSIC Hardware Description Language
VHSIC Very High Speed Integrated Circuit
VLC Variable Length Coding

VLSI Very Large Scale Integration

YCbCr 1 component for luminance(Y), 2 components for chrominance (CbCr)
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Chapter 1

Introduction

The purpose of this chapter is to provide the motivation for the current research as
well as brief descriptions of target applications. This chapter includes an overview of
previous work related to the current research, a summary of the contributions of the

current work, and the outline of this thesis.

1.1 Motivation

Real time video encoding has been a challenging research topic in the last few decades
because many new applications have emerged in our lives. Since the early 1970’s
several video coding standards have been proposed to encode video sequences. Inter-
national organizations such as the Moving Picture Ezpert Group (MPEG) and Video
Coding Ezpert Group (VCEG) were establiéhed to develop standards for video coding
as well as image coding. The video coding standards from MPEG and VCEG are
found in real life applications such as Digital Video Disc (DVD) adopting MPEG-2
and Video Compact Disc (VCD) using MPEG-1.
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Conventional video coding standards have been designed to support many appli-
cations such as broadcasting systems, movie industries and media storage. All of
these video coding standards try to reduce data redundancy existing in video se-
quences as much as possible with available techniques. Although these video coding
standards are suitable for various applications, some applications require low encoder
complexity for real time video encoding. Video communication via mobile phone and
surveillance camera are examples of new applications requiring real time video en-
coding. To achieve real time video encoding, the conventional video coding standards
now require encoder resources that are too high.

High encoder complexity is a critical problem for encoders with low hardware re-
sources. For example, it is difficult to encode more than two frames per second (fps)
when QCIF (176x144) format video sequences are encoded with a high level proces-
sor and ample memory. When CIF (352x288) format video sequences are used, the
average encoding rate is less than one fps. Considering commercial applications which
require from 24 fps to 30 fps, the encoding rate of the conventional video standard is
far away from the required encoding rate.

To speed up the encoder, designing a low complexity video encoder is necessary.
Thus designing a low complexity video encoder has been a major topic in the design
of video encoders area recently. Since most encoder complexities are from motion
estimation (ME) and motion compensation (MC), optimizing the ME and MC pro-
cedures is widely adopted to implement low complexity video encoders. Reducing
the complexity of the video encoder can be achieved through many algorithms at the

expense of coding performance.
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The purpose of this research is to design and evaluate the performance new meth-
ods to reduce encoder complexity while keeping both the quality of reconstructed
video sequences and the size of encoded video data similar to the latest video coding
standard (H.264/AVC). In the following subsection, examples of target applications

of a low video encoder are described.

1.2 Previous Work

In this section, previous research into a low complexity video encoder are introduced.
To begin, various ME algorithms, which have been proposed to reduce the encoder
complexity, are introduced briefly. Further details about efficient ME algorithms are
discussed in Chapter 4. Secondly, a new video coding paradigm, known as distributed
video coding (DVC), is briefly introduced. The theoretical background and imple-

mentation issues of DVC are described in Chapter 5.

1.2.1 Efficient Motion Estimation

Efficient ME algorithms for video coding have heen proposed in the literature for a
long period. A common approach is to designing search patterns to reduce the number
of search points in a search window. Using designed search pattern, the computation
of ME is effectively reduced by calculating the cost function of the specific points on
each search pattern instead of all points in the search window. Although it provides
the best performance, a full search is the most computationally heavy algorithm.
Various search patterns such as the cross search [4], four step search [5], three step

search [6, 7, 8], gradient descent search [9], rood pattern search |10, 11] and diamond
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search {12, 13] are examples from the recent literature. Recently the hexagon search
algorithm was proposed in [14]. Four most popular search patterns are depicted in
Figure 3.3. Also, combinations of more than one search pattern were introduced to
reduce ME time [15]. In H.264/AVC video encoding both the 3D hexagon search [16]
and fast integer pel hexagon search which are called UMHexagonS [17| were tested
and provided good performance. All proposed search pattern algorithms check only
some specific points on the search pattern instead of all points in a search window.

In video coding, reference frames are the previous or future frames, which can be
used in ME for the current frame. Figure 3.4 shows the previous reference frames
(t —1,t — 2,---t — n) for the current frame (¢). Multiple reference frames based
ME generally provides better performance than single frame based ME. The encoder
complexity of multiple reference frames based ME is linearly ing¢reased in proportion
to the number of reference frames. When ME is performed through multiple ref-
erence frames, efficient reference selection algorithms contribute to reduce the ME
time. Since the H.264/AVC video encoder supports multiple reference frames based
ME, most reference frame selection algorithms were tested on H.264/AVC reference
software. Some approaches of fast reference selection algorithms can be found in
[18, 19, 20, 21, 22, 23] and [24].

While the video coding standards such as H.261, H.263, MPEG-1, 2, and 4 sup-
port macroblock (MIB) size based ME, H.264/AVC introduced variable MB size based
ME to improve the coding efficiency. Variable MB mode is described in Figure 3.2.
In variable MB mode, ten different MB modes exist for each MB. Supporting the
variable MB mode also increases the complexity of the encoder because it compares

the cost function of each mode and chooses one MB mode, which has the smallest
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value of the cost function. Thus efficient MB mode selection algorithms have been
introduced by skipping the calculation of cost functions in some MB modes instead
of checking all possible MB modes. Fast mode decision algorithms for H.264/AVC
can be found in [25] and [26]. Wu et al. [27] defined spatial homogeneity areas using
edge information and stationary regions with a MB difference. Then homogeneity
information is used for mode decision in block and sub-block mode.

Spinsante et al. [28] dcfined thresholds for the early termination during mode de-
cision. In Spinsante’s work, threshold T is the average rate distortion of all the MBs
encoded with skip mode. Threshold 75 is based on the neighboring MBs encoded
with the same mode. Then thresholds were compared with neighboring blocks. The
performance can be improved by updating the threshold with integer values. In Gao
and Lu’s algorithm [29], the threshold for skip T, is updated whenever there is a
new skip mode. They also compared the cost function of the block mode with the
cost function of the sub-block mode to decide whether to make it sub-block mode or
not. The early predicted zero motion block detection algorithm is another factor in
reducing ME time. Both early skip and selective intra mode decisions are introduced
to reduce the complexity by Choi et al. [30]. Other efficient mode decision algorithms
for video encoding can be found in [31, 32| and [33].

Fast ME can be achieved by reducing the search window size. Liu [34] proposed
a dynamic search range decision based ME algorithm for video coding. It is shown
that dynamic search range decision based ME reduces ME time by 47% compared
to full search based ME. An adaptive search window size algorithm was proposed
by Goel et al. [35] and tested on the H.264/AVC video encoder. Goel’s algorithm

eliminates almost 90% to 95% of candidate search points. Another search window
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size decision algorithm for H.264/AVC video encoder was proposed by Bailo et al.
[36]. By adopting search window size decision algorithm they reduced about 50% to

60% of encoding time.

1.2.2 Distributed Video Coding

Although the algorithms introduced in the previous section contribute to reduce en-
coder complexity, there is still high computational complexity in the video encoder.
Most encoder complexity is from the ME procedure. Distributed video coding (DVC)
is a new video coding paradigm, which is totally different from the concept of con-
ventional video coding standards. DVC was proposed by Girod et al. in [2]. The
main difference between DVC and conventional video coding standards is that there
Is no process to remove temporal redundancy at the encoder of DVC. Thus the DVC
encoder does not perform ME. Usually the performance of DVC is worse than the
performance of conventional video coding standards. But DVC’s encoder complexity
is much less than the complexity of the conventional video encoders.

Due to its significantly lower encoder complexity the concept of DVC was adapted
to many applications. Puri et al. {37] designed a wireless sensor network using DVC.
Guillemot et al. [38] built a mono-view and multi-view video coding systemn based on
a distributed coding algorithm. An example of video compression and error resilience
of DVC can be found in [39]. In [40] Valera and Velastin proposed a smart distributed
video surveillance system.

As we mentioned earlier the performance of DVC is worse than the performance
of conventional video coding standards with ME. Thus many algorithms have been

proposed to improve the coding performance of DVC. The DVC system is depicted in
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Table 1.1: Video standards and their major features

Name Completion | Major features

time
H.261 1990 For video conferencing, data rate is 64 kbps~1.9 Mbps
MPEG-1 1991 For CD-ROM applications, data rate is up to 1.5 Mbps
MPEG-2 1994 For Digital TV, data rate is 2~ 5 Mbps
H.263 1995 For very low bit rate applications, data rate is below

64 kbps

MPEG-4 1999 For multimedia and interactive video applications
H.264/AVC | 2003 For a wide range of video applications

Figure 5.1. In DVC system, side information is the information used in decoder when
reconstruct the Wyner-Ziv frame. The outputs of side information generation pro-
cedure are influence on both the Wyner-Ziv frame reconstruction and the soft input
estimation module of turbo decoder. Well estimated side information frame request
fewer bit from the encoder buffer to generate the current Wyner-Ziv frame.

Therefore, the quality of side information significantly influences the RD perfor-
mance of DVC system. Improving side information at the decoder side is the most
popular way to improve the quality of reconstructed video frames at the decoder [41].
Interpolation and extrapolation are widely used side information generation algo-
rithms. Usually side information based on interpolation is of better quality than side
information based on extrapolation [42]. Li and Delp [43] employed the ME concept
at the decoder to generate side information and provided good quality reconstructed
video frames.

More details about the background of DVC systems and implementation issues

are discussed in Chapter 5.
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Figure 1.1: The example of one time encoding and many times decoding application.

1.3 Application Examples

1.3.1 The Application of the Current Video Coding Standards

As mentioned earlier the target application of the conventional video coding standards
is a “one time encoding and many time decoding” system. So when the standards
were designed real time encoding was out of consideration. Table 1.1 summarizes
the conventional video coding standards and their major features including target
applications. Figure 1.1 shows an example of an application of conventional video
coding standards. A video scene is captured by a video camera and saved on the
éerver to perform several processes such as frame interpolation, gamma correction, de-

interlacing, etc. Then the video data is delivered to the decoder side or to customers.
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Figure 1.2: The example of video telephony on mobile devices.

At the decoder, the compressed video data is decompressed and played as many times
as the customer wants to play. In those applications, real time decoding is more
important than real time encoding. Thus most complexities exist on the encoder side

to satisfy the requirement of the conventional video coding applications.

1.3.2 Video Telephony on Mobile Devices

In mobile devices such as cell-phones and PDA based smartphones, battery life is
one of the most important factors in the consumer’s consideration. When those
mobile devices perform video encoding and decoding as well as audio encoding and

decoding, the battery life is related to the complexity of video codec, audio codec,
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size of panel (LCD), etc. Figure 1.2 depicts an example of communication through
a mobile phone. The hardware resources of the latest mobile phone are around 800
MHz for the processor and a few giga bytes of memory. While those mobile phones
provide almost 500 hours of stand-by time, the battery life typically is limited to five
hours when audio encoding and decoding procedures are performed.

Video encoder and decoder pairs require more computational complexity than
audio encoder and decoder pairs. Thus the battery life can be worse when video
communication is performed on those devices. Figure 1.2 can be implemented using
DVC with conventional video coding systems such as H.263 and H.264/AVC for video
telephony. In those scenarios, two end users require only distributed video encoders
and a H.26x decoder. During video communication, at first, the video stream is
compressed using a DVC system encoder. The coded video bitstream is sent to the
server having a DVC to H.26x transcoder. Since the server has high performance
processing unit and large memory resources, the transcoding can be performed in
real time. Then the server sends coded H.26x video bitstreams to the destination
mobile device and the H.26x decoder decompresses the coded bitstream. Thus the

mobile device achieves low complexity video encoding and decoding.

1.3.3 Multi View with Camera Array

In some applications, an object is recoded using multi arrayed cameras. After encod-
ing an object or scene the camera sends compressed video data to a central station. In
this case, there is high correlation between the video sequences acquired from neigh-

boring cameras. Thus at the central decoder, joint decoding can be implemented.
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Figure 1.3: The example of multi view with camera array.

Also the processing and memory resources of a camera are limited. For this appli-
cation, DVC is useful to encode the video frame at each camera to reduce the total
complexity of the camera array.

Figure 1.3 shows an example multi view camera array. In Figure 1.3 the array
of multiple cameras is used to transmit the video stream of a specific scene to the
destination such as a file server and central decoder. Since the process unit and
memory resources in each camera are restricted, a conventional video encoder, which
requires high computational complexity, is not suitable. Also due to the high corre-
lation among video streams from neighboring cameras, DVC is more preferable than

the conventional video coding scheme.
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1.4 Research Overview

This work explores the design of a low complexity video encoder for real time ap-
plications. To achieve this goal, an efficient ME algorithm for the H.264/AVC video
encoder is proposed. Also an improved DVC system is proposed to achieve the goal.
The following sections describe the proposed methods to improve video encoder com-

plexity followed by the list of contributions and the outline of the thesis.

1.4.1 Proposed Methods for Low Power Video Encoder

In the proposed method, for the low power video encoder, different approaches are
adopted to reduce encoder complexity by the dynamic reference selection algorithm,
residue based mode decision algorithm and early termination algorithm. The pro-
posed algorithms are implemented on the H.264/AVC reference software designed by
the joint video team of MPEG and VCEG. By using the information from neighboring
blocks, which is defined as the surrounding block of the current block, the encoder
chooses the initial reference frame. The MV search procedure is extended to another
previous and future frame if the cost function keeps decreasing.

Residue is the difference between the current block and the block in the reference
frame. In H.264/AVC variable block mode is supported to improve the coding ef-
ficiency. In the proposed algorithm, the residue information of the current block is
used to find the best mode of the current block before calculating the cost function
of all possible block modes. At first residue information is used to decide whether the
current block is suitable for skip mode or not. When a block is coded with skip mode,
the encoder does not need to send any information such as the MV and the entropy

code of DCT coeflicients. Also the residue information is used to decide the sub-block
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mode. Early termination during variable block mode based ME is another method
to reduce the ME complexity. For early termination, threshold(s) for an acceptable
error should be defined in advance. In the proposed algorithm, the upper bound and
lower bound of the threshold are decided using the residue information of neighboring
blocks.

In this work, DVC is introduced for the low complexity video encoder as well.
Compared to conventional video coding standards such as MPEG-x and H.26X, DVC
is a new coding paradigm of encoders with lower complexity but higher decoder com-
plexity. While conventional video coding standards perform inter encoding and intra
decoding, the DVC performs intra encoding and inter decoding structures. Thus the
complexity of DVC is much lower than the intra and inter modes of the conventional
video coding standards. DVC provides solutions for applications requiring extremely
low encoder complexity and/or low power consumption. Instead of its low encoder
complexity, DVC has low coding performance compared to the inter mode of the
conventional video coding performance.

A new decoding algorithm of DVC is proposed to improve the coding standard.
Both multiple reference frames based ME and post processing are adopted to improve
the quality of side information at the decoder. After ME processing at the decoder,
the linear interpolation method is used to estimate the MV of the current block. In
post processing, a neighboring block containing minimum distortion is used to fill out

the hole area and overlapped area.
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1.4.2 List of Contributions

There are two major contributions for designing low complexity video encoders in
this work. The first is efficient motion estimation achieved by initial reference frame
selection, mode decision and early stop algorithms. The second is designing an im-
proved side information frame for the DVC system. The contributions of this work

are listed below.

e An efficient motion estimation algorithm for H.264/AVC adopting multiple ref-
erence frames is proposed. The proposed algorithm investigates neighboring
macroblocks to estimate the optimal reference frame, motion vector and thresh-
olds for a stop condition. Simulation results show that the proposed motion es-
timation outperforms the conventional motion estimation based on full search
ME algorithms. Also, the PSNR of the proposed motion estimation is shown to
be comparable with that of UMHexagonS based motion estimation while requir-
ing less motion estimation time. The proposed motion estimation has better
performance when the video sequence has large motion. Thus, the proposed
algorithm is appropriate for applications in video compression such as sport

sequences. This work has been done and shown in [44].

e The residue between a current MB and reconstructed previous MB was investi-
gated for efficient mode decision in H.264/AVC. The information from residue
is useful for mode decision in variable block size motion estimation. Compared
with calculating a cost function (J), obtaining residue requires substantially
less computation. The proposed algorithm was verified by testing several stan-

dard video sequences with various characteristics. Experimental results show
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the proposed algorithm reduces motion estimation time by up to 25%. Fur-
ther improvement can be achieved at the expense of increasing bit rate. The

simulation results of this work were published in [45].

e A fast ME algorithm for multiple reference frame coding in H.264/AVC was pro-
posed. To reduce the complexity of ME, an initial reference selection algorithm,
an estimation of the initial MV and early stop condition were considered to-
gether. Also, the difference between the current macroblock and reconstructed
previous frames was used for fast mode decision. From the simulation results,
the proposed ME algorithm reduces motion estimation time significantly while
the deterioration of PSNR can be considered to be minimal. The proposed ME
algorithm has better performance for video sequences with small motion and
static or slowing varying backgrounds. Since a fewer number of reference frames
are required, and it uses variable block size, the proposed encoder reduces the
complexity for ME. This situation is enhanced when there is high correlation

between current and neighboring macroblocks.

e Because DVC employs independent frame coding and does not remove the tem-
poral redundancy at the encoder, the coding efficiency of DVC is known to
be worse than the conventional video coding standards with inter coding. To
improve the coding efficiency, the DVC investigates temporal redundancy at
the decoder side and provides the information to the Wyner-Ziv frame decoder
block. Side information consists of the number of required bits as well as the
approximated pixel values and plays a key role. Thus improving the quality
of the side information frame is a critical issue in the DVC system to achieve

high quality reconstructed frames. A new side information generation algorithm
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was proposed to improve the coding efficiency of DVC. Motion estimation us-
ing multiple reference frames approximates the current Wyner-Ziv frame when
there is large motion of the object and a complicated background in a frame.
Also, simple mean filtering was used to recover hole areas on the side informa-
tion frame. Employing a residue based overlapped block selection algorithm is
another character of the proposed side information frame algorithm. The en-
coding complexity of DVC is reduced by more than 30%. The performance of
DVC based on the proposed side information algorithm provides an acceptable

quality of reconstructed frames compared to conventional video coding stan-

dards.

1.4.3 Outline of the Thesis

This work describes a low computational complexity video encoder for real time ap-
plications. Throughout the work the proposed methods are implemented using the
reference software of the H.264/AVC. The coding performance of the proposed meth-
ods is compared to the performance of H.264/AVC in terms of rate distortion (RD).
The encoder complexity is measured by encoding time and ME time. Throughout
the experiments, standard test sequences provided by MPEG and VCEG are used
and the test sequences are listed in Appendix A.

This first chapter is intended as an introduction to the research motivation, the
major applications of the research and previous work. In this chapter, two meth-
ods, which are efficient ME and the DVC system, are briefly described. One time
encoding and many time decoding applications are introduced as examples of the

conventional video coding system. Video telephony on mobile devices and multi view
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camera arrays are described as examples of low complexity video encoder systems.
Also our contribution to low complexity video encoders and the list of publications
are mentioned in this chapter.

Chapter 2 is devoted to describing the conventional video coding standards, which
are proposed by international MPEG and VCEG. Major tools for video coding such as
ME, DCT, quantization and entropy coding are introduced first. Then video coding
standards and their specific features are described in detail. The encoder structure
and tools used in H.261, H.263, MPEG-1, MPEG-2, MPEG-4 and H.264/AVC are
also discussed in this chapter. For comparison of the performance of video coding
standards, the concepts of rate and distortion are introduced. Then the performance
video coding standards are compared and discussed.

The computational complexity issue of the conventional video coding standards is
discussed in Chapter 3. In the inter mode of the conventional video coding standard,
most complexity is from the ME and MC. Depending on the mode decision and the
number of reference frames, ME and MC take around 50% to 80% of encoder complex-
ity. The complexity of each function of the encoder is investigated using H.264/AVC
reference software. The results show why an efficient ME algorithm is important to
design a low complexity video encoder.

In Chapter 4, efficient ME methods are introduced as part of the low complex-
ity video encoder. Some famous and widely used search pattern algorithms are de-
scribed. Then ME using information from neighboring blocks is introduced. Initial
reference frame and initial MV are estimated from the neighboring block informa-
tion. Also thresholds for early stop condition are defined using the characteristics of

the neighboring blocks. In H.264/AVC supporting variable macroblock mode causes
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the encoder complexity to increase. The approach to reduce encoder complexity by
a mode decision algorithm is discussed. First, the analysis of mode decision of the
H.264/AVC reference software is investigated. Then the residue image between the
current block and the reference block is defined and used for a smart mode decision
algorithm inter mode decision. Simulation results of the proposed algorithms and
discussion are provided at the end of the chapter.

Chapter 5 introduces a new video coding paradigm called distributed video cod-
ing. Two well known theories, which are the Slepian-Wolf and Wyner-Ziv theories, are
introduced to explain the theoretical background of the DVC system. Then both pixel
domain and transform domain Wyner-Ziv frame coding are discussed and compared
in the following sections. Side information is an important process in a DVC system
to achieve high performance. The ME based side information generation algorithm
as well as the extrapolation and interpolation based side information generation al-
gorithm are discussed.

Then the proposed improved side information generation algorithms are intro-
duced. Both multiple reference frames based ME and post processing are adopted
to improve the side information frame. The proposed algorithm is plugged into the
conventional DVC system and the results are discussed at the end of the chapter.

Chapter 6 provides the summary of this with colclusions. This chapter ends with a

discussion of hardware implementation issues and possible directions for future work.
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Chapter 2

Video Coding Standards

Video standards have been proposed to make international standards to satisfy the
requirement of consumer products. Each video coding standard has target applica-
tions and major features to achieve the required coding performance. In this chapter
various video coding standards and tools for video coding are introduced. Also com-

parisons of the performance of different vidco coding standards are provided.

2.1 Introduction

Multimedia applications are a part of our everyday life. In multimedia applications,
video contents are more popular than audio contents, and have the largest amount of
data among the different multimedia applications. The huge amount of video data
is the main obstruction for video data storage as well as video data communication.
Thus reducing the amount of video data is required for real applications. A lot of
studies have been done to reduce the data of video applications. International stan-

dard organizations such as MPEG and ITU-T were established to make video coding
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standards.

Most video coding techniques are from image coding algorithms. Video coding is
the extension of image coding into the time domain. While images have only spa-
tial redundancy, video data has temporal redundancy as well as spatial redundancy.
Thus video coding tries to remove both spatial and temporal redundancy while image
coding reduces spatial redundancy. To remove spatial redundancy, video coding uses
different techniques from image coding: image coding uses the wavelet transform,
whereas video coding uses DCT.

Since the early 1980’s video coding experts have proposed efficient video coding
algorithms. Each video coding standard, with its own application area, has been pro-
posed as the requirements of its application changed. Currently there are two series of
video coding standards: H.26x, which were proposed by ITU-T, and MPEG-x, which
were proposed by MPEG. The purpose of the ITU-T video coding standard is differ-
ent from the purpose of the MPEG video coding standard. While the ITU-T video
coding standard places more importance on the functionality of communication, the
MPEG video coding standard emphasizes the function of storage and broadcasting.

In this chapter, the existing video coding standards such as MPEG-1,2,4, H.261,
H.263, and H.264/AVC will be introduced. Then the performance of different coding
standards will be compared to each other. For objective comparison, performance
measurement tools are presented. Since most video codings are lossy, the distortion
of reconstructed video should be considered as well as the size of compressed video
data. Peak signal to noise ratio (PSNR) is used for the distortion measure. The
mathematical meaning of the PSNR also will be investigated in this chapter.

This chapter is organized as follows. Basic tools and principles are described
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in Section 2.2. A series of video coding standards is introduced in Section 2.3. In
Section 2.4, the performance measurement tools are explained, and different video
coding standards are compared in terms of the performance measurement tools, and

this chapter is finalized with a summary in Section 2.5.

2.2 Tools for Video Coding

In video sequences, there are both spatial and temporal redundancies. Temporal
redundancy exists between consecutive frames, while spatial redundancy exists in a
frame. Video coding standards remove both temporal and spatial redundancy to
achieve a high compression ratio. ME and transformations are widely used to inves-
tigate temporal redundancy and spatial redundancy, respectively. A transformation
such as DCT is applied to the residue image acquired using ME. After the trans-
formation, the resultant coefficients are quantized using a quantization matrix or
quantization scale factor. The quantized coefficients are then scanned in a prede-
fined order. The scanned coefficients are coded with entropy coding. In the following

section, each tool is described in detail.

2.2.1 Motion Estimation

All video codings perform block based coding. First, an input frame is divided into
block of a predefined size. The basic unit of video coding is a macroblock (MB). ME
is the process of finding the best matched area within the preceding block from a
reference frame of the current block. Using ME, the current block can be represented

with the displacement, which is called the motion vector (MV), and the difference
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Figure 2.1: Motion estimation to find the best match of the current block from
previous frame.

between the current block and the reference block, which is called the residue. Figure
2.1 depicts the concept of ME finding MV. To find the best matching area, a block

distortion measure is used. The block distortion measure is defined as:

N—-1N-1

Eey) = ZZlft(iaj)—ft_1(i+33,j+y)| (2.1)

i=0 j=0

where f;(7, j) is the intensity value of the frame at the position (4, j), and x and y are
MVs in the horizontal and vertical directions, respectively, and N x N is the block

size.
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Then the MVs (muw,, mv,) minimizing the block distortion E;,) can be repre-
sented as

{muvgz, mu,} = argmin Eg ) (2.2)
z,ye{-W,+W]

where W is a search window size. If all points in the search window are compared
the ME algorithm is called full search based ME. Since full search based ME re-
quires intensive computational complexity, efficient motion search algorithms have
been proposed. The diamond search [12], and hexagon search [14] are examples of
search patterns reducing the complexity of ME. Diamond search pattern and hexagon

search pattern are depicted in Figures 3.3 (¢) and (d), respectively.

2.2.2 Discrete Cosine Transform

A highly correlated image in the spatial domain can be de-correlated by transforming
the data into the frequency domain. The discrete cosine transform (DCT) is a very
popular transform in both image and video coding for this purpose. DCT de-correlates
the image data very well compared to other transforms. After de-correlation, each
coefficient of the transformed data is compressed independently. The forward DCT
(FDCT) with length N is defined as

(2.3)

N-1
Flu) = 3 F(@)C(u) cos [M]
=0

2N

for u = 0,1,2,--- , N — 1. Then the inverse discrete cosine transform (IDCT) is

given by v
f@) = Y F(u)C(u) cos [(235_;]\[1)33] (2.4)
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forz =0,1,2,--- , N — 1. The coefficient C(u) is

JE i u=0
C(u) = ) (2.5)
\/% otherwise

After normalizing, the FDCT coefficient F'(u) is the average value of sample data
when u = 0. This coefficient is the DC coeflicient; otherwise the coeflicients are AC
coefficients.

Since a video frame is a data set in two dimensions (2D) it is worth defining
FDCT and IDCT pairs in 2D. The 2D FDCT is the direct extension of FDCT to two

dimensions and is expressed as

N-1N-1 o
F(u,v) = Z Z flz,y)C(u)C(v) cos [(23: ;—]\})uw] Cos [(Qy ;r]\}) ] (2.6)
y=0 =0

for u,v =10,1,2,--- ,N — 1. The 2-D IDCT is defined as

2

fla,y) = ~ 3 Flu (U)cos[

v=0

._.

(22 ' Nl)mr] o [(Qy : NI)W] 2.7)

for z,y = 0,1,2,--- ,N — 1. The coefficients C(u) and C(v) are the same as the

e
I
<)

coefficients of the 1D DCT which is given by Equation 2.5. In terms of implementa-
tion, a 2D FDCT can be performed with the 1D FDCT in the horizontal direction
and then in the vertical direction. This property makes it easy to implement the 2D
FDCT in real applications. The 2D FDCT has excellent de-correlation properties
for video data, and compacts the information of highly correlated video data into
low frequency areas. The energy compaction property is very useful for video coding

when the transformation works with quantization.
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2.2.3 Quantization

The DCT does not contribute to data compression itself. It is only when quantization
is combined with DCT that the compression is achieved. The quantization procedure
involves dividing DCT coefficients with the predefined values in quantization matrix.
Different quantization values are used for different DCT coefficients, and the quantized
DCT coefficients are truncated into integer values. The quantization step sizes are
designed to emulate these of the human visual system. In the frequency domain, low
frequencies represent the average brightness of the input frame while high frequencies
are related to sharp edges in a frame. Since human vision is more sensitive to the low
frequency components than the high frequency components, the quantization step
sizes for low frequency components are smaller than the quantization step sizes for

high frequency components.

2.2.4 Entropy Coding

After scanning, the quantized DCT coefficients are compressed using entropy coding
schemes. Entropy coding is a lossless data compression technique. In entropy coding,
the code length of a symbol is based on the probability of the symbol. Typically
shorter code lengths are used for the symbols with high probability. Two of the most
commonly used entropy coders are Huffman coding and arithmetic coding. In video
coding standards usually run-length coding is used. Different code tables can be

defined for different parameters.
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Table 2.1: The resolution of different video sequence formats. The resolution of
chrominance is calculated using the assumption that the sampling ratio of the video
frame is 4:2:0

Luminance Chrominance
s horizontal vertical horizontal vertical
SQCIF 128 96 64 48
QCIF 176 144 88 72
SIF 352 240 176 120
CIF 352 288 176 144
4CIF 704 576 352 288
16CIF 1408 1152 704 576

2.3 Video Coding Standards

In this section, several video coding standards are reviewed. First, the concept of
intra and inter modes, which only exist in video coding, are introduced to help fur-
ther understand video coding standards. The major features of those standards are

discussed in the following sections.

2.3.1 Intra and Inter Mode

Different video coding standards take different video sequence formats for the input
source. The spatial resolution of different video formats are in Table 2.1. The reso-
lution of video frames is directly related to the size of coded data. Each video frame
has different types of coding mode based on the existence of ME and ME direction.
If a frame is coded without ME, the frame is called intra frame (I-frame or I-picture).

The I-frame is coded using only DCT, quantization, and entropy coding. If a frame
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Figure 2.2: The different directions of the motion estimation of I-, P-; and B-frame
coding.

is coded with ME and MC using only previous frames, the frame is called one di-
rectional inter frame (P-frame or P-picture). The bi-directional inter frame (B-frame
or B-Picture) is a frame which is coded with ME and MC using both previous and
future frames. In P-frame coding only the I-frame can be the reference frame, while
both the I- and P-frame can be the reference frame in B-frame coding. Figure 2.2
shows the direction of ME for each frame mode.

Each video frame is divided into MBs which are the basic unit of video process-
ing. The size of a MB is 16 x 16. All MBs in the I-frame are coded with intra mode,
whereas MDBs in P- and B-frame can be coded with either intra mode or inter mode.
Each MB has four luminance blocks (Y) and two chrominance blocks Cb, Cr.The size
of each block is 8 x 8. While Y component represents grey data, Cb and Cr compo-
nents represent colour data of a pixel. Since colour data are not sensitive as much
as grey data the colour data are down sampled to reduce data size. Thus there is a
different sampling ratio among grey and colour data. The sampling ratio is expressed

using three digits. For example, the sampling ratio is 4:4:4 if both grey and colour
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Figure 2.3: The structure of the macroblock when the video format has a 4:2:0 sam-
pling ratio.
data are represented without down sampling. Figure 2.3 depicts the structure of a

MB when the chrominance data of the video frame is sampled with 4:2:0 ratio.

2.3.2 H.261

The H.261 video coding standard was proposed by ITU-T in the early 1990’s. The
main application of H.261 is real time video conferencing and video telephony. The
real time requirement restricts the complexity of the encoder. Thus the structure of
H.261 is simpler than other video encoders. The H.261 supports only the CIF and
QCIF video format. The range of target frame rate is from 7.5 to 30 frames per
second (fps). The supported transmission rates are in multiples of 64 kilo bits per
second (kbps). The target of H.261 is compressing a CIF format video sequence of 37
Mbps to 128 kbps and QCIF format sequence of 9 Mbps to 64 kbps. H.261 supports
both I- and P-frame modes but not B-frame mode.

The H.261 encoder structure is the hybrid of ME/MC and 2D DCT coding. Each
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Figure 2.4: The structure of the H.261 encoder.

block, which has the size of 8 x 8, is transformed independently. After 2D DCT,
quantization is applied to round the transform coefficients to integer values. For
quantization, H.261 applies a quantization factor instead of a quantization matrix.
Only one quantizer step size of 8 is defined for intra DC coefficients. For AC coeffi-
cients, 31 step sizes are defined.

In the H.261, the ME is based on a MB. The ME is performed on only lumi-
nance MBs. Thus, in P-frame coding, each MB has only one MV, which has integer
accuracy. The MV of corresponding chrominance blocks is half of the MV of the
luminance MB. The maximum search window size for MVs is £15 in horizontal and
vertical directions. Only one reference frame is used for ME. To minimize the predic-

tion error, H.261 adopted an optional loop filter. Variable length coders are defined
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to code the quantized coefficients, the MVs, and control parameters. The structure

of the H.261 encoder is depicted in Figure 2.4.

2.3.3 H.263

The H.263 video coding standard was approved in 1996. The H.263 is the next version
of the H.261. Thus the basic algorithm of H.263 video is similar to that of H.261.
Above all, the H.263 standard was designed for very low bit rate applications such as
video telephony and video conferencing. The target bit rate is p — x 64 kbps. The
H.263 supports five frame formats, which are SQCIF, QCIF, CIF, 4CIF and 16CIF.
Both interlaced and progressive modes of video sequences can be used as an input
source.

Besides the tools of the H.261 encoder, some advanced techniques are added to
improve coding efficiency. Thus the coding efficiency of H.263 is better than H.261
but H.263 has more computational complexity. The main components of the H.263
encoder are transform, motion compensated prediction, quantization and variable
length coding which are similar with H.261. Figure 2.5 depicts the encoder structure of
H.263. The new features adopted in H.263 include: half-pixel precision, unrestricted
MVs, syntax-based arithmetic coding, advanced prediction, and a PB-frames coding

mode.

Half-pixel Precision

In the H.263 encoder, half-pixel precision motion compensation is used to improve
the accuracy of the MV, while H.261 encoders use integer-pixel accuracy motion

compensation. Using linear interpolation of the pixel value of integer-pixel points,
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Figure 2.5: The structure of the H.263 video encoder.

the pixel value of half-pixel points is calculated. Half-pixel precision provides more

precise MVs than integer pixel ME.

Unrestricted Motion Vectors

Unrestricted MVs allow ME to find MVs from outside of the reference frame. In
the H.261 encoder, the MVs are restricted to the inside of the reference frame. The
encoder assumes the pixel values outside of the reference frame as the boundary pixel
value. The unrestricted MVs can lead to larger MVs. For example, MV ranges are

extended to be [-32, 32] instead of [-16, 16].
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Syntax-based Arithmetic Coding

Although arithmetic coding is optional, it is useful to reduce the bit rate in some
video sequences. To achieve better efficiency, the H.263 encoder replaces the standard
variable length coder with a syntax based coder. The coding tables are generated by

training a large number of test sequences.

Advanced Prediction

In advanced prediction mode, the ME of the H.263 encoder finds a MV for each
8 x 8 block of inter MB. In advanced prediction mode, one or four MVs can be
used to represent a MB. The number of MVs is based on the prediction error. Also

overlapped motion compensation for a luminance block is supported.

PB-frames

A PB-frame consists of one P-frame and one B-frame. In a PB-frame, the P-frame
is coded with ME/MC using a previous I- or P-frame, while the B-frame is coded
with ME/MC using an I- or P-frame or P-frame in another PB-frame. Note that the
H.261 does not support B-frame mode. In PB-frame mode, one MB has 12 blocks:

six blocks are from the P-frame and six blocks are from the B-frame.

2.3.4 MPEG-1

The objective of the MPEG-1 standard, which is the first version of MPEG, is defining
a bit stream for digital video and audio. The main application of MPEG-1 is the
storage of audio and video data on digital storage media such as CD-ROM. The
target bit rate is 1.5 Mbps. The MPEG-1 video coders allow CIF and SIF formats
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as input video sequences. To achieve the target bit rate, MPEG-1 adopts DCT,
quantization and entropy coders for intra frame coding, and motion compensation for
inter frame coding. DCT and ME/MC are used to remove spatial redundancy and
temporal redundancy efficiently, respectively. In MPEG video coding, a sequence is
divided into a group of pictures (GOP). The one GOP is defined from the I-frame to
the P-frame, which is the previous frame of the next I-frame.

Based on the ME direction, three different picture types can exist in a GOP. The
I-picture (or I-frame) is coded without ME. The P-picture (or P-frame) is coded using
one-directional ME from the previous frame. The B-picture (or B-frame) is coded
using ME from both previous and future frames. Each frame is divided into slice
levels, and each slice consists of several MBs. While all MBs in an I-frame are coded
using intra mode, MBs in P- and B-frames can be coded using either intra or inter
mode.

In I-frame coding, each block in a MB is transformed with 2D FDCT, while the
difference between the current block and the MC block is transformed with 2D FDCT
in P-,B-frame coding. After DCT, there are DC and AC components of each MB.
Each DC and AC coeflicient is quantized differently based on the coding mode. The
DC coefficient of intra MB is quantized to 8, 9 or 10 bits. The AC coeflicients are
quantized using a quantizer weighting matrix. For efficient quantization an intra
quantizer weighting matrix and a non-intra quantizer weighting matrix are defined.
In MPEG-1, the MVs and quantized DC coefficients are coded using DPCM. The
other coeflicients are coded using a VLC coding method. For efficient VLC coding,
the MPEG standard defines several VLC tables.
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2.3.5 MPEG-2

The MPEG-2 is a standard for the generic coding of audio and video data. The
MPEG-2 video coding standard is similar to the previous MPEG-1 with extension
of some functions to support efficient coding for a wide range of application. The
permitted data rate of the MPEG-2 video is up to 100 Mbps. The target applications
of the MPEG-2 are storage and transmission of movie quality video and audio data.
The MPEG-2 video is widely used for the transmission of video data over satellite,
cable, and other broadcast channels. Currently most broadcasting systems such as
digital TV, DVD, and HDTV use MPEG-2 to encode video data. To meet the re-
quirements of a large range of applications, the MPEG-2 standard defines a set of
profiles and levels. A profile specifies a set of coding features, while a level specifies
the spatial and temporal resolutions of the application.

MPEG-2 video is not optimized for very low bit rate coding, but it supports differ-
ent formats of video sequences. The MPEG-2 video supports interlaced video signal
which is the standard of analog TV as well as progressive video signals. Supporting
interlaced video is a major difference from MPEG-1 video. Also it supports various
chrominance sampling ratios such as 4:2:0, 4:2:2, and 4:4:4. Like MPEG-1 video,
MPEG-2 video uses different frame modes for intra and inter coding (I-, P-, and
B-frame). Some important features of MPEG-2 video are explained in the following

subsections.

Field/frame Prediction

Interlaced video signals consist of two fields per frame, which are the odd field and

even field. A MB can be represented with different modes: field mode and frame
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Figure 2.6: Field and frame mode of a luminance macroblock for interlaced video.

mode, which is shown in Figure 2.6. In ficld mode, each field can be predicted from

either field of the previous reference frame.

Field /frame DCT Coding

For interlaced video signals, field DCT can be selected at MB level. The field DCT
contributes to better coding efficiency when the difference between consecutive fields

is large. For the field DCT, fields are grouped together as shown in Figure 2.6.

Downloadable Quantization Matrix & Alternative Scan Mode

In the MPEG-2 video, unlike with H.261 and MPEG-1, the quantization matrix
can be modified for every frame. This option contributes greatly to improve coding
performance when a video sequence has dynamic motion. The encoder signals the
uses of the new quantization matrix to the decoder by setting the load flag of the

bitstream. To scan quantized coefficients, both zigzag and alternative scan orders
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T

Zigzag scan Alternative scan

Figure 2.7: Example of zigzag scan and alternative scan ordering.

are used in the MPEG-2 video encoder. Alternative scan order is useful when the
interlaced video signal is coded and nonzero quantized coefficients exist at the bottom
area of a block. Figure 2.7 shows zigzag scan order and alternative scan order. Note

that only zigzag scan order is supported in MPEG-1.

Scalability

A new feature in MPEG-2 video coding is scalability. Using scalability MPEG-2
video codes a video sequence into two or more layers. The MPEG-2 video standard
defines four different layered coding modes: spatial scalability, temporal scalability,
signal-to-noise-ratio (SNR) scalability, and data partitioning.

Spatial Scalability: Spatial scalability allows coding a video frame with different
resolutions. The coding layer with smaller frame resolution is called the base layer.
The coding layer with larger frame resolution is called the enhancement layer. The

frame of the enhancement layer can be obtained by up sampling the base layer frame.
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While the base layer codes a video sequence using either the MPEG-1 or MPEG-2
video encoder, the enhancement layer is coded using only the MPEG-2 video encoder.

Temporal Scalability: Temporal scalability allows coded video data with different
frame rates. The spatial resolutions of the two layers are the same. The enhancement
layer has higher frame rates than the base layer. The MPEG-2 video decoder can
decode only the base layer without the enhancement layer when channel bandwidth
is insufficient.

SNR Scalability: SNR scalability is a tool for providing a different quality of video
coded data. The spatial resolutions of base and enhancement layers are the same.
The better quality of the enhancement layer is achieved by using a finer quantizer.

Data Partitioning: For data partitioning, the parameters of the video encoder are
split into a high-priority part and low-priority part. The parameters of high-priority
are coded with a different coding scheme from the coding scheme for low-priority

parameters.

2.3.6 MPEG-4

The main goal of MPEG-4 visual is providing tools allowing content-based coding for
storage, transmission and interactive communication for visual and other elements
which are part of multimedia. The MPEG-4 uses the term visual instead of video.
The visual data includes both natural and synthetic contents. While other video
coding standards employ frame based coding, MPEG-4 visual employs an object based
coding. For object information, MPEG-4 uses shape information, which is either
binary or grey format. For texture coding, the MPEG-4 visual coder uses a wavelet

based transform. The major tools of MPEG-4 are: motion compensation based inter
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Figure 2.8: The structure of the MPEG-4 encoder.

coding, texture coding, shape coding, sprite coding, interlaced video coding, wavelet
based texture coding, error resilience, and scalability. Figure 2.8 shows the encoder

structure of MPEG-4. In the following section these tools are investigated in detail.

Motion Compensation Based Inter Coding

Like other video coding standards, MPEG-4 visual encodes an object in an inter frame
using ME/MC. MPEG-4 visual coding provides advanced ME tools such as adaptive
selection of block size and overlapped ME for the luminance block. In adaptive block
size, the ME can be performed based on either 16 x 16 MB level or four 8 x 8 blocks
level. If four 8 x 8 blocks level is chosen for ME, four MVs are available to represent
one MB. While adaptive block size ME has better performance in low bit rate coding,

the overlapped MC reduces the prediction noise.
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Texture Coding

A new term, video object plane (VOP), is defined for the video object in a frame. I-,
P-, and B-VOP are used like I-, P-, and B-frame in other standards. Texture coding
uses 2D FDCT to encode I-VOP or the prediction errors of P- or B-VOP. For [-VOP
texture coding, intra prediction predicts DC and AC coefficients. The DC and AC
predictions are performed using the neighboring blocks of the current block. Also
texture coding supports arbitrary shaped object coding. Depending on the position
of an object, a MB is classified into one of three types: (1) A MB is defined as an
opaque MB if the MB is completely located inside of VOP. (2) If whole points of a
MB are located at the outside of VOP, it is called a transparent MB. (3) Otherwise
a MB is called a boundary MB. The opaque MB is coded with conventional coding
techniques. The transparent MB is not coded. Padding and shape adaptive DCT are

used to encode the boundary MB.

Shape Coding

The shape information for an object is called the alpha plane. There are two different
alpha planes: the binary alpha plane and gray scale alpha plane. The binary alpha
plane is coded with content based arithmetic coding while the gray scale alpha plane
is coded with motion compensated FDCT coding. For each shape MB in P-, and
B-VOP, there are MVs. Different modes are defined to code shape MBs such as

transparent, opaque, intra, inter with shape MVs, and inter without shape MVs.
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Sprite Coding

A sprite is a video object existing throughout an entire video sequence. A background
in a video sequence is a good example of a sprite. In a sprite coding, first, the object
is transmitted to the receiver. Both transmitter and receiver keep the same sprite
object. Then only the camera parameters corresponding to the object of each frame
are enough to transmit to the receiver instead of all information about the object.
The chrominance components of a sprite object are coded with the same method as
one the luminance components of the sprite object. Sprite coding contributes to lower

the required bit rate significantly.

Interlaced Video Coding

As explained in Section 2.3.5, interlaced video consists of an odd field and even field.
In MPEG-4 visual coding, interlaced video coding is based on VOP while it is based
on frame in MPEG-2. Two MVs exist for each MB in the interlaced video coding.
Shape information is also considered in the interlaced video coding when a static

background persists for a long time.

Wavelet Based Texture Coding

Since wavelet based transform provides high coding efficiency and good scalability
MPEG-4 visual coding supports wavelet based coding for still images or textures.
The transformed coefficients of each band are coded with different quantizers from
the coefficients of other bands. Thus the maximum number of quantizers is the same
as the maximum number of bands. The MPEG-4 visual coder decides the quantizer

of each band.
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Error Resilience

MPEG-4 visual coding supports error resilience tools to recover and transmit coded
data over error prone transmission channels when channel error exists. The error
resilience tools include resynchronizations, data partitioning, and error concealment.
Resynchronizations periodically insert synchronization marks. To minimize lost data,
reversible variable length codes are employed. Error concealment is implemented at

the decoder side because errors occur during transmission.

Scalability

In the MPEG-4, object based temporal and spatial scalabilities are provided. Thus,
an enhancement layer can be applied to only an object or area of a frame. The basic
concept of scalability is the same as that of MPEG-2, which is described in Section

2.3.5.

2.3.7 H.264/AVC

The H.264/advanced video coding (AVC) is the latest video coding standard. The
H.264/AVC has significantly improved coding efficiency compared to conventional
video coding standards such as H.263 and MPEG-4. Like other video coding stan-
dards, the H.264/AVC encoder uses a DCT and ME/MC based hybrid coding scheme
as shown in Figure 2.9. To improve coding efficiency, H.264 /AVC employs several new
techniques such as intra prediction, ME using multiple reference frames and variable
block sizes, integer transform coding, adaptive de-blocking filter, encoder control
based on rate control, and advanced entropy coding schemes. These tools are de-

scribed in the following subsections in detail. More details about H.264/AVC wideo
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Figure 2.9: The structure of the H.264/AVC video encoder.

coding layer (VCL), network abstraction layer, and overall structure are explained in

146].

Intra Prediction

Intra prediction allows that intra MB can be coded with prediction using already
coded neighboring MBs in the same frame. The intra prediction is only allowed
for luminance blocks. Both 16 x 16 MB and sixteen 4 x 4 blocks are predictable.
The former is called INTRA 16x16 and the latter is called INTRA 4x4. While only
one prediction mode exists for INTRA 16x16 mode, sixteen different predictions are
possible in INTRA 4x4 mode. In INTRA 16x16 mode, four different predictions
are provided which are vertical prediction, horizontal prediction, DC prediction, and

plane prediction. In INTRA 4x4 mode, nine different predictions exist, where one
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prediction is for DC prediction and the other eight predictions indicate the direction
of prediction for each pixel in each 4 x4 sized block. More details about each prediction
mode can be found in [47]. The intra prediction improves coding efficiency when the

input video sequence has smooth areas in a MB.

Motion Estimation and Compensation

H.264/AVC also employs ME and MC to increase coding efficiency and to reduce
the required bit rate by removing temporal redundancy [46]. To improve coding
efficiency, the ME of H.264/AVC video employs various advanced techniques such as
multiple reference frames, quarter-pixel MC, and variable block size ME. Supporting
both variable block sizes and multiple reference frames improves coding efficiency
significantly but it also increases the computational complexity of the encoder. MB
mode can be one of 16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4, as shown in Figure 2.10.
After ME, inter skip mode (P_SKIP) is used if the following conditions are satisfied:
1) the quantized block has zero pattern block, 2) the MV difference is zero, and the
reference frame is the previous one. Neither MV nor residue are transmitted to the
decoder when a MB is coded with P SKIP mode.

By considering the Lagrangian cost function using both distortion and rate, the
best MB mode, which has the minimum value of the cost function, is chosen to
represent the MB. The detail of the Lagrangian cost function is explained in Section
2.3.7. For quarter-pixel ME, a reference frame is generated by interpolation using
a one dimensional 6-tap FIR filter and averaging for half-pixel and quarter-pixel
positions, respectively. The H.264/AVC video supports multiple reference frames

based ME/MC to achieve high coding performance.
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Figure 2.10: Partitioning of a macroblock and a submacroblock.

Integer Transform Coding

Conventional video coding standards use 8x8 block based 2D FDCT to remove spatial

correlation. The H.264/AVC employs integer transform instead of FDCT. The block

size can be as small as 4x4 or 2x2. Integer transformation matrices are defined as

1 1 1

2 1 =1
H1 =

1l =1 =]

1 -2 2

,Ho

1 1
I —i
=] =l
—1 1

, and Hz =

(2.8)

The transformation matrix H; is applied to all prediction errors of luminance

and chrominance components. For INTRA 16x16 MB both H; and H, transforma-

tion matrices are used together. The H, transformation matrix is used for sixteen

DC coefficients after transformation with the H; transformation matrix. The Hj

transformation matrix is used for four DC coefficients of chrominance block after
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transformation with the H; transformation matrix. The integer transform coding
reduces the computational complexity of the encoder because it requires only shift,
add and subtract operations. Also by using exact integer operations in the inverse
transform, the inverse transform mismatches are avoided [46]. After integer transfor-

mation, quantization is performed with one of 52 quantization parameters.

Adaptive De-blocking Filter

All block based video coding schemes produce blocking artifacts on the reconstructed
video frame. By removing block edges using post-filtering, higher visual quality can
be achieved. In H.264/AVC, the filtering process is inserted as part of the encoder to
remove the blocking artifacts of the reference frame before ME/MC. The filter is called
the de-blocking filter. Since blocking artifacts are caused mainly by quantization
the filtering parameters are related to quantization parameters. In the H.264/AVC
encoder, de-blocking is adaptive on slice, block edge, and sample levels. All filtering
processes are involved in only additions and shifts to minimize the complexity. Usually

de-blocking filtering improves the subjective quality of the reconstructed frame.

Encoder Control Based on Rate Control

In terms of the rate and distortion of lossy video coding techniques, the ideal is
minimizing distortion while keeping or reducing bit rates, or decreasing bit rates
while keeping or decreasing distortion. The rate distortion theory says that rate is in
inverse proportion to distortion i.e., increasing rates decreases distortion. All video
encoder and decoder pairs provide rate distortion curves. For specific applications,

the user chooses one specific point on the rate distortion curve to set the encoding
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parameters. The H.264/AVC video encoder tries to minimize both rate and distortion
at MB level. The Lagrange optimization algorithm is introduced to establish a cost

function J which is

J(Ix| A\, QP) = D(Ii|QP) + A\ R(1:|QP) (2.9)

where I} is one of the seven modes (k € 1,2,--- ,7) from Figure 2.10, QP is a quan-
tization parameter and D() and R() are distortion and rate functions, respectively,
and Ay is the Lagrangian multiplier. Distortion function D() can be a function given
by Equation 2.1. The [; minimizing cost function .J is selected according to the type

of the MB. For each MB, calculating the cost function J is computationally intensive.

Advanced Entropy Coding

H.264/AVC provides two entropy coding methods: a context adaptive variable length
coding (CAVLC) and a context based adaptive binary adaptive coding (CABAC). Both
coders improve the coding efficiency of the H.264/AVC video encoder compared to
conventional fixed variable length codes (VLCs), which are adopted in other video cod-
ing standards. Due to its low computational complexity the baseline of H.264/AVC
uses only CAVLC. In CAVLC entropy coding mode, 32 different VLCs are defined
and used. Although its computational complexity is intensive, CABAC is used when
significantly improved coding efficiency is required. The structure of CABAC in-
cludes: binarization, context modeling, and binary arithmetic coding. More details

about CABAC can be found in [48|.

46



PhD Thesis - I. Park McMaster - Computational Engineering and Science

2.4 Performance Parameters and Comparison

2.4.1 Distortion Criteria

While lossless coding and decoding reproduces an identical image to the original
image, there is a difference between original and reconstructed images in lossy coding.
Quantifying the difference between original and reconstructed images is not easy
because of the difficulty of modelling human visual perception. Two popular measures
of distortion between the original and reconstructed images are squared error and
absolute difference error. These are called difference distortion measures. Assume x
is the original source and y is the reconstructed one, then the squared error is defined
by [49]

ds(z,y) = (z —y)° (2.10)

and the absolute difference is given by
da(z,y) = |z —yl. (2.11)

Then for the one set of the original source {x,x9, 23, -, 2y} and the recon-

structed data {y1,y2,ys, - ,yn}, the mean absolute error (M AE) is
1 X
MAE = - > |20 = yal, (2.12)
n=1
and the mean squared error (MSE) is
N

MSE? = ]ivz (Zn — Yn)®. (2.13)

n=1
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The signal to noise ratio (SN R) is defined as

ASV?

where ASV? is the average squared value of the original source, ASV? = L ™% 42,
To express the SNR of a very wide dynamic range source, the SNR is usually expressed

in terms of a logarithmic decibel scale as

2

Y (aB). (2.15)

SNR(dB) =10 IOgIO m—z

With the same manner the peak signal to noise ratio (PSNR) is defined by

.2

€T
PSNR(dB) = 10logy 5 [’:;;‘22 (dB) (2.16)

where ., is the biggest value of the original source data.

2.4.2 Bit Rate

Another criterion for the performance of video coding is bit rate. Because the objec-
tive of video coding is reducing the required data size, the achieved compression ratio
of the video encoder is an important factor. Bit rate is the transmitted amount of a
coded video stream over time. Bit rate is typically expressed as kilobits per second
(kbps) or Megabits per second (Mbps). The bit rate of the video coder depends on
the resolution of the input video sequence, compression ratio, and frame rates. The
bit rate R is
_ bxlines x pels x f

R= [bps] (2.17)

c
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where b is the number of bits per pixel, lines is the number of vertical lines of a frame,
pels is the number of pixels per line, f is the frame rate, and ¢ is the compression
ratio. In a given input video source, the bit rate R can be reduced by increasing the

compression ratio c.

2.4.3 Comparison of Video Coding Standards

In this section, several video coding standards are compared in terms of rates and
distortions. All of the data and graphs used in this section are from [1]. For impar-
tial comparison, Wiegand et al. [1] compared four different video coding standards
based on three applications. They considered video conferencing applications, video
streaming applications, and entertainment quality applications. Four video coding
standards, which are MPEG-2, H.263, MPEG-4, and H.264/AVC, are compared each

other. The details about each comparison result are in the following subsections.

Video Conferencing Applications

In video conferencing applications, real time video encoding and low target bit rates
are the main objective. To meet the target bit rates, four QCIF and four CIF se-
quences are used. The frame rates are 10 and 15 fps for QCIF, and 15 and 30 fps
for CIF, respectively. For low complexity of the encoder, the H.263 baseline and
conversational high compression (CHC) profiles, the MPEG-4 simple profile, and the

H.264/AVC baseline profiles are compared to each other.
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Figure 2.11: Rate distortion curves for video conferencing applications from [1]: (a)
Mother&daughter encoded at 10 fps and (b) Paris encoded at 15 fps.

Video Streaming Applications

For video streaming applications, four video coding standards use the following pro-
files and levels: MPEG-2 main profile, H.263 high latency profile, MPEG-4 advanced
simple profile, and H.264/AVC main profile. Eleven different sequences having dif-
ferent resolution and frame rates are used as test input sequences. Figure 2.12 (a)
and (b) depict the rate distortion curve of the Foreman and Mobile sequences,
respectively. The Foreman sequence is QCIF format and the frame rate is 10 fps.
The Mobile sequence is CIF format and the frame rate is 30 fps. The rate distortion
curve in Figure 2.12 shows that H.264/AVC has the best performance among the four
video encoders. H.264/AVC improves coding efficiency when the test sequence has
complex motion such as the Mobile sequence [1].

The average bit rate saving of H.264/AVC is around 70% and 35% compared to

MPEG-2 and MPEG-4, respectively. The improved coding efficiency of H.264/AVC
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Figure 2.12: Rate distortion curves for video streaming applications from [1]: (a)
Foreman encoded at 10 fps and (b) Mobile encoded at 30 fps.

is from the flexible motion model using multiple reference frames and variable block
sizes ME, de-blocking filtering to remove the blocking effect, and a context-based

arithmetic coding scheme.

Entertainment Quality Applications

In entertainment quality applications, to meet required high bit rates, video sequences
having more than 720x480 resolution are used. Since H.263 and MPEG-4 are not
standards for entertainment quality applications, only MPEG-2 and H.264/AVC are
compared to each other. The levels and profiles are: MPEG-2 main level at main
profile for standard definition and MPEG-2 high level at main profile for high defi-
nition sequences, and H.264/AVC main profile. Figure 2.13 shows the resulting rate
distortion curve. Figure 2.13 (a) is the result when the Entertainment sequence is

used as the test sequence. The Entertainment sequence is 720x576 size interlaced
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Figure 2.13: Rate distortion curves for video entertainment quality applications from
[1]: (a) Entertainment encoded at 25 fps and (b) Sailormen encoded at 60 fps.

format and the frame rate is 25 fps. The test sequence of Figure 2.13 (b) is Sales-
man which has 1280x720 size progressive format and 60 fps frame rate. In both test
sequences H.264/AVC has better performance than MPEG-2. The average bit rate
saving of H.264/AVC is about 55% at low bit rate area and about 35% at high bit

rate area.

2.5 Summary

In this chapter, several tools which are widely used for video coding are introduced.
The explanation of existing video coding standards follows with key features of each
standard. Then the performance parameters are introduced to measure coding effi-
ciency. In video coding standards, rate and distortion are commonly used performance

parameters. While the rate is measured in bits per second, the distortion is measured
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by the PSNR. For fair comparison, both rate and distortion are depicted on a single
graph. The curve on the graph is called the rate distortion curve. The performance
of several video coding standards is discussed. In terms of the rate distortion curve,
H.264/AVC has the best performance among various video coding standards such as

H.263, MPEG-2, and MPEG-4 in different applications.
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Chapter 3

Computational Complexity of the
Video Encoder

Computational complexity of the video encoder is one of the key points and should
be considered in implementing real time applications. Since every block in the video
encoder contributes to coding performance the complexity of the video encoder in-
creases in proportion to the coding performance of the video coder. Thus there are
trade-offs between complexity and performance. Much research has been done to
reduce the encoder complexity while keeping the coding performance. In this chap-
ter the complexity issue of conventional video encoders is discussed. Especially the

complexity of ME is explained in detail.

3.1 Introduction

The complexity of the video encoder is important for new emerging applications such

as video telephony, multi array cameras, etc. In those applications the battery life
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and the execution speed of real time applications are directly related to the complex-
ity of the algorithms used in the functions of a system. The encoder complexity is
more important when the encoder resources are strictly limited. Thus designing a low
complexity algorithm is mandatory in real time applications. Much research has been
done to reduce the encoder complexity. Since video coding adopts many technologies
such as ME/MC, transformation/quantization, mode decision and intra prediction,
there are many ways to achieve a lower complexity video encoder. For example,
fast discrete cosine transform (FDCT) is a method of achieving transformation with
reduced complexity. Chang and Wang [50] proposed a FDCT based hardware im-
plementation. Hsiao et al. [51] developed a DCT hardware implementation without
multiplication.

Prediction is a widely used technique for video coding because it removes both
spatial and temporal redundancy efficiently. In video coding there are two predictions:
(1) intra prediction, which estimates the current block from the current frame, and
(2) inter prediction, which estimates the current block from the previous frame(s).
While the intra prediction removes spatial redundancy, temporal redundancy is elim-
inated using inter prediction. For inter prediction ME is employed to find the best
approximation of the current block. Since ME adopts a greedy algorithm it has huge
computational complexity. Most of the computational complexity of the video en-
coder can be reduced by designing an efficient ME algorithm.

There are many factors which are related to the complexity of ME. For example,
the number of reference frames, search window size, search pattern and initial motion
vector all impact the complexity of ME. Multiple reference frames based ME con-

tributes to increased coding performance in many cases. But the complexity of the
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video encoder linearly increases in proportion to the number of reference frames.

In this chapter, the computational complexity of the video encoder is discussed
in detail. First, the encoder complexity of the current video coding standards is in-
troduced. Especially the computational complexity at the ME block is discussed in
detail because ME is responsible for most of encoder complexity. Previous research on
topics such as the fast ME algorithm, fast mode decision algorithm and fast reference
frame selection algorithm are introduced to help motivate the design a low complexity
video encoder.

This chapter is organized as follows: In Section 3.2, the distribution of video
encoder complexity is discussed. Especially, the complexity of each block of the
H.264/AVC video encoder is compared in this Section. Various ME algorithms for
video coding, such as motion search patterns are introduced in Section 3.4. In Section
3.5, mode decision algorithms which were used only in the H.264/AVC video encoder

are discussed. The summary of this chapter is provided in Section 3.6.

3.2 Distribution of Encoder Complexity

Most video encoders have a similar structure consisting of prediction error signal,
transform/quantization, intra prediction, ME/MC and entropy coding. To design a
low complexity video encoder, checking the computational complexity of each func-
tion is useful. The computational complexity can be measured in terms of encoding
time or the number of processor clock cycles required to perform the function. Due to
its simplicity of implementation, the encoding time and ME time are used for encoder
complexity in this literature. Figure 3.1 shows the distribution of encoder complexity

across different sub-components when the reference software of H.264/AVC encoder
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Figure 3.1: The encoder complexity of the H.264/AVC video encoder.

is used. As we can see from Figure 3.1, the encoder complexity is as follows: the ME
and MC take around 50% of encoder complexity, the portion of mode decision and
intra prediction is 8%, while other functions take around 44% of encoder complexity.
The ME was performed with one reference frame. As the number of reference frames
increases, the portion of ME/MC increases.

In H.264/AVC, two alternative entropy coding methods are specified. Context
adaptive variable length code (CAVLC) performs entropy coding with low complex-
ity. Context based adaptive binary arithmetic coding (CABAC) has better coding
performance than CAVLC but it has greater complexity. Both CAVLC and CABAC
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algorithms represent big improvements in terms of coding efficiency compared to the
conventional wvariable length coding (VLC). For several testing sequences, CAVLC
reduces bit rate by 2% to 7% compared to conventional VLC based on a single Exp-
Golomb code. Also CABAC reduces the required bit rate by 5% to 15% compared
to conventional VLC. Both the CAVLC and CABAC have more computational com-
plexity. For example, CAVLC takes around 18% of encoder complexity as we can see
from Figure 3.1.

Similar to the previous video coding standards, H.264/AVC employs two dimen-
sional DCT to reduce the spatial redundancy of the predicted video signal. While the
previous coding standards apply 2D DCT to the 8 x 8 size block, the block size of
DCT is mainly 4 x 4 and can be as small as 2 x 2 in the H.264/AVC. As mentioned in
Section 2.3.7 the H.264/AVC defined three different types of transformations. Those
three transformations are called integer Hadamard transformations.

Since the Hadamard transformations have only integer numbers ranging from -2
to 2, computing the transformation and inverse transformation have low complex-
ity. The integer Hadamard transformations can be performed only using shift, add,
and subtract operations. Also the integer transformation avoids the mismatches in
transformation and inverse transformation. After transformation all coefficients are
quantized by a quantization formula. For various qualities and compression ratios 52
quantization parameters (QPs) are defined. Both transformation and quantization
blocks take around 15% of encoder complexity in the H.264/AVC video encoder.

Mode decision and intra prediction are other features increasing coding perfor-
mance in the H.264/AVC video coding system. Figure 3.2 depicts the concept of

multiple reference frames and variable block modes for each MB. Two intra modes

o8



PhD Thesis - |. Park McMaster - Computational Engineering and Science

116x16 14x4
(a)
s [y B Y
P16x16
=Emndi|EERRT]
P16x8
00
P8X115
=— gl [
P8x8
(b)
dIR ggg C E
=— | =k
me | [TZOE
=0
P4x4

Figure 3.2: Multiple reference frames motion estimation with various sub macroblock
partitions: (a) intra mode, (b) inter mode with macroblock partitions and (c¢) inter
mode with sub macroblock partitions mode.
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such as 116 x 16 and 14 x 4 are available to represent a MB as shown in Figure 3.2(a).
The inter mode block mode can be one of P16 x 16, P16 x 8, P8 x 16 as shown in
Figure 3.2(b) and P8 x 8, P8 x 4, P4 x 8, and P4 x 4 as shown in Figure 3.2(c). In
addition, in many instances, a mode known as skip is available. By considering the
Lagrangian cost function using both distortion and rate, the best mode is chosen for
each MB.

The Lagrangian cost function for a macroblock M B is

J(MB, I\ \mode; QP) = D(M B, I|QP) + Amode R(M B, I|QP) (3.1)

where [ represents one of the possible block modes as shown in Figure 3.2, QP is
a quantization parameter and D() and R() are a distortion and rate function, re-
spectively. Apoqe 18 a Lagrange multiplier. The [ that minimizes cost function J is
selected as the block mode for M B. But, finding the best block mode [ is compu-
tationally heavy. In our simulation, mode decision and intra prediction take around

8% of encoder complexity.

3.3 Fast DCT for Low Complexity Video Encoder

DCT is the most widely used transformation in video coding because it has satisfac-
tory energy compaction for a video signal. Performing DCT requires floating point
multiplications, making it slow in both hardware and software implementation. Scal-
ing and approximation of a floating point number into an integer number are used

to achieve a fast DCT implementation [52], [53]. Cham [54] developed integer DCT
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by searching integer orthogonal transforms with symmetry and similar energy com-
paction.

Although integer DCT provides a fast algorithm, the complexity of DCT is still
high because it requires many multiplications. Liang and Tran [55] used the lifting
scheme to implement the approximated DCT function called the binDCT without
multiplication. Kutka [56] achieved fast DCT by replacing multiplications with a
look-up table. In contrast to the previous video coding standards which mainly use
8 x 8 DCT, H.264/AVC uses mostly a 4 x 4 block based transform for the residual
signal. It is well known that a larger transform has better performance when most of
the energy is contained in the low frequency components. The smaller transform has
significant advantage when prediction is accurate. In H.264/AVC, the 4 x 4 integer

DCT is defined as

E(u,v) =32, Zzzo e(z,y) - Az, u) - A(y,v)

24 : (3.2)
A(m,n) £ <2~°5§(n) = (Zm?)nﬁ>

where e(z,y), 0 < z,y < 3, is a residual signal; C(n) = % for n =0, and C(n) = 1,
otherwise. The operator (x) denotes rounding x to the nearest integer.

If a MB is encoded with 116 x 16 mode, each 4 x 4 residue block is transformed
using Equation 3.2. Then the Hadamard matrix is applied to transform the DC

coefficients of each 4 x 4 block as

1
Ty = §171215715{2;r (3.3)

where Hs is defined in Equation 2.8. For the chrominance block, there are four 4 x 4

blocks per MB. The transformation for the DC coefficient of the chrominance block
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is performed using a 2 x 2 Hadmard transform as
Tc = H3EH; (3.4)

where E is the matrix of grouped DC coefficients of the chrominance blocks and Hj
is a Hadamard matrix defined in Equation 2.8.

In H.264/AVC, if the Hadamard transform is enabled for a residual block after
inter- or intra-prediction, the sum of absolute transformed difference (SATD) is used

as a distortion measure. The SATD can be calculated as

SATD =

3 3
> > IB(u,v)] (3.5)
u=0

v=0

DN | —

where B is the 4 x 4 Hadamard transformed residue block given by

B = H,EHT
r T r - -1 T
1 1 1 1 €0 €01 €02 €o3 ( 1 1 1 1
1 1 -1 -1 €ig €11 €12 €13 1 1 -1 -1 (36)
1 -1 -1 1 €20 €91 €29 €23 1 -1 -1 1
1 -1 1 -1 €30 €31 €32 €33 1 -1 1 -1

where E is a 4 x 4 residual block.

Since SAD is not available before DCT and quantization, SATD information can
be used when the Hadamard transformation is enabled for H.264/AVC. Wang and
Kwong [57] used SATD to predict the zero quantized DCT coefficients. The predicted
zero quantized coefficients are used for reducing the computational complexity of DCT

and the quantization block. A hardware implementation of fast DCT can be found
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in [51].

3.4 Motion Estimation Algorithms for Low Complex-
ity

Motion estimation is a key function in image processing and inter picture video cod-
ing and has been utilized for various applications involving single image and image
sequence, particularly since the early 1990’s [58], [59] and [60]. Examples include
algorithms that have been developed for medical imaging [61], stereo imaging for
robotics [62], and model based facial image compression [63]. More important, all ex-
isting video coding standards adopt ME and MC by exploiting temporal redundancy;,
a pervasive characteristic of video sequences [47], [64].

H.264/AVC, which is the latest video coding standard, also employs ME/MC to
increase coding efficiency and to reduce the required bit rate [46]. To improve cod-
ing efficiency, the H.264/AVC employs various advanced techniques such as multiple
reference frames, intra prediction, quarter-pixel MC, 4 x 4 integer DCT and variable
block size ME. Among these functional blocks, ME is the most computationally com-
plex part of the encoder. The main goal of ME is to find the best approximation
for each block of a frame (known as a MB) from a reconstructed previous frame (or
reference frame). Supporting both variable block sizes and multiple reference frames
improves coding efficiency at the expense of increasing the computational complexity.

Although there is increased computational complexity, the use of multiple refer-
ence frames based ME has the advantage over single reference frame ME in cases such

as:
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(1) where the objects have repetitive motion with a period of more than one frame,

(2) there are new visible areas of an object and/or uncovered background that are

not easy to approximate from a single previous frame,
(3) there are sources of noise in the previous frame,
(4) the motion vector of a MB is large.

In these cases, using multiple reference frames for ME improves the prediction of
motion for the current object. The advantage of multiple reference frames based ME
is also discussed in [21], [22] and [23].

Reducing ME time is critical in real time image processing and video coding
applications. In the H.264/AVC encoder for example, depending on the number of
reference frames and the search range, approximately 50% to 70% of the complexity
can be attributed to ME [65]. To reduce the complexity of the encoder, the design of
efficient ME is an open, challenging problem. Better ME generally results in a lower
bit rate and thus many fast ME algorithms have been proposed to reduce complexity

while maintaining coding efficiency [65], [66].

3.4.1 The Computational Complexity of Motion Estimation

To find the best approximation for each MB in the search window of a reference
frame, the ME comprises both calculating and comparing rate and distortion for
every search point. Due to the low complexity, sum of absolute difference (SAD) is

usually employed for block distortion measurement. For a block, at position (z,y),
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the SAD is

SAD 4y (mug, muy)
= 2L YL e + b,y + 5) (3.7)

— ft_At(x + i+ mug, y + j + muy)|

where f; is the frame at time t, ft_m is the reconstructed reference frame at time
t—At, N is the block size, and muv,, mv, are MVs of horizontal and vertical direction,
respectively. Note that —w < muv,, mv, < +w, where w is the search window size.
Since the greatest contributor to the complexity of the image and video processing
is from ME, it is useful to characterize the computational complexity of ME. Assuming
ME is done using SAD as the block distortion measurement, then for each image frame

consisting of M MBs, the complexity for each frame C'fqme can be written as
Cframe =Mx RxIx Cb[ock' (38)

where R is the number of reference frames and [/ is the number of MB modes. The

complexity function for each MB Cyper is given by
Ciock = S X Csap (3.9)

where S represents the number of search points and Cgp is the computational com-
plexity to calculate the SAD of the MB.

The complexity of ME is thus directly related to the parameters S, R, and I.
Given search window size w, the number of reference frames and the number of pos-

sible MB modes, reducing S or R or I will reduce the computational complexity of
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ME.

3.4.2 Search Pattern Algorithms (Reducing S)

When a full search pattern is employed, the number of search points is S = (2w, +
1) x (2w, + 1), where w;, and w, are the search window size in the horizontal and
vertical directions, respectively. By calculating the block distortion measurement of
the specific points on each search pattern instead of all points in the search window,
the computation of ME is effectively reduced. Several algorithms for efficient search
patterns have been proposed to reduce S such as in [4], [5] and [6].

More efficient search pattern algorithms can be found in [10] and [15]. Four of
the most popular search patterns are depicted in Figure 3.3. The computational
complexity of ME can also be reduced using an adaptable search window size as is

proposed in [35] and [36].

3.4.3 Reference Frame Selection Algorithm

In H.264/AVC ME is allowed to search MV for current MB from multiple reference
frames. In the multiple reference frames based ME, a MB in the current frame
is predicted from one reference frame out of a large number of previously decoded
frames. The required computational complexity of H.264/AVC is highly increased in
proportion to the number of searched reference frames. Figure 3.4 depicts the scenario
of the multiple reference frames based ME procedure. In H.264/AVC, ME searches

a MV for the current MB from the reference frame and returns the MV (muv,, mv,)
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Figure 3.3: Four examples of search patterns: (a) three step search, (b) four step
search, (c) diamond search and (d) hexagon search.
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minimizing the cost function which is

J(IIT\;, )\motion) = D (37 C(m)) + /\motionR (IIT" - IFV_);J) (310)

where m—v:, is a predicted MV and Apotion is a Lagrange multiplier, and the mv is a
MV with horizontal and vertical directions (muv,, muv,).

Although the H.264/AVC supports both exhaustive motion search and fast motion
search algorithms, the MV search procedure is the most computationally intensive
part in the H.264/AVC video encoder. For multiple reference frames based ME,
the same search process is applied to each reference frame. Thus, the amount of
computational complexity is high. Su and Sun [23] mentioned that multiple reference
frames based ME achieves better prediction when the test sequence has the following

characteristics:
(1) Repetitive motion.
(2) An uncovered background.

(3) Alternating camera angles that switch back and forth between two different

scenes.
(4) Object movement with a non-integer pixel displacement.
(5) Shadow and lighting changes.
(6) A shaking camera.

(7) Noises in the source video signal produced by the camera and other factors.
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Figure 3.4: Motion estimation based on multiple reference frames.

Multiple reference frames based ME has better performance than single reference
frame based ME at the high bit rate position [23]. Although there are improvements
on coding performance, multiple reference frames based ME wastes encoder resources
without any advantage in many video test sequences. Huang et al. [67] showed that
80% of the optimal MVs determined by the reference software are from the nearest
reference frame. There are many approaches to reduce the number of reference frames.

Xu and Xiao [68] used spatial correlation to reduce the number of reference frames
for block modes and removed unnecessary sub-block modes. Ozbek and Tekalp [69]
reduced 23% of encoding time with similar quality and bit rate by selecting reference
frames using the histogram similarity based method. Huang et al. [65] proposed a
context based adaptive method to speed up the multiple reference frames based ME.
To achieve 30% to 80% reduction of ME computation, they analyzed the available

information after intra prediction and ME from the previous reference frame.
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3.5 Mode Decision Algorithm for H.264/AVC

The reference software of H.264/AVC recommends two kinds of mode decision algo-
rithms which are low and high complexity mode decision. The current H.264/AVC
reference software performs ME and mode decision based on rate distortion optimiza-
tion (RDO). RDO is performed based on the Lagrangian cost function defined in
Equation 3.1. At first, ME evaluates the rate distortion (RD) cost for all block types
of inter mode. After that the mode decision compares the RD cost of each inter mode
and each intra mode. The mode having the minimal RD cost is selected to represent
the current MB. It is time consuming work calculating and comparing the RD cost of
all modes. Figure 3.2 shows all the possible modes in the P-frame. In Figure 3.2(a)
two intra modes are depicted. For intra mode 116 x 16, four interpolation directions
must be checked, and for 14 x 4, nine interpolation directions must be checked.
Figure 3.2(b) shows the different block sizes of inter mode which can be 16 x 16,
16 x 8, 8 x 16 or 8 x 8, and each 8 x 8 size block can be further split into sub-blocks.
The sub-block size can be 8 x 8, 8 x 4, 4 x 8 or 4 x 4 as shown in Figure 3.2(c). ME
examines all the modes to decide the optimal mode for a MB. Reducing the computa-
tional complexity of mode decision has been the most challenging research topic and
much work has been done to reduce the complexity of mode decision in H.264/AVC
[32], |27] and [26]. Fast inter and intra mode decision algorithms are summarized in

the following subsections.

3.5.1 Intra Mode Decision Algorithm

In H.26/AVC, various intra modes are specified as well as inter mode. Intra predic-

tion is performed in the pixel domain using the neighboring pixel values of previously
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coded blocks. For intra prediction, 116 x 16 and 14 x 4 are defined as shown in Figure
3.2(a). For the 14 x 4 prediction, the 16 samples of a 4 x 4 block are predicted using
spatially adjacent samples. For each sample, eight directionally different prediction
modes are supported in addition to the DC mode. In 14 x 4 prediction, a uniform
prediction is performed for whole components in a block using four prediction modes.
For each MB, there are 160 times of computing RD cost for intra mode decision.
Thus the computational complexity is huge. It is well known that the mode decision
process of intra mode is computationally complex and the number of times the RD
cost is computed is five times higher than the process of inter mode [70].

Wang and Siu [71] achieved more than an 80% reduction in computing the direc-
tion for intra mode by using the characteristics of each directional prediction mode.
Wu et al. defined homogeneous regions using the edge map and stationary regions
using the sum of absolute difference of MBs. Both homogeneous and stationary char-
acteristics are used for intra mode and early skip mode decisions. Lee and Jeon [70]
reduced encoding time by 30% by adopting selective intra mode decision. Pan et al.
[72] employed a pre-established local edge direction histogram to remove candidate

modes in intra prediction.

3.5.2 Inter Mode Decision Algorithm

In the H.264/AVC video encoder, seven different block sizes can be used for inter
mode in inter frame coding. Those seven different blocks are depicted in Figure 2.10.
Also Figure 3.2 shows different block sizes with multiple reference frames ME con-
cept. While larger blocks have lower motion cost, smaller blocks help to decrease

the residual signal and reduce the bit rate when a MB has large motion. The mode
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decision algorithm selects the best mode through an exhaustive search for all possible
modes and compares the value of the cost function. To select the best inter mode,
the H.264/AVC reference software uses two optimization algorithms which are: RD
optimization and non-RD optimization. While RD optimization adopts the RD func-
tion in Equation 3.1 with true distortion, non-RD optimization employs SATD for
the RD function in Equation 3.1.

It is obvious that the RD optimization based mode decision achieves better perfor-
mance than the non-RD optimization based mode decision. When the RD optimiza-
tion based mode decision is enabled, each mode performs a real encoding process,
which includes ME, transformation, quantization, and entropy coding. Thus RD
optimization based mode decision requires huge computational complexity. Much
research has been done to reduce the complexity of RD optimization based mode
decision.

Wang et al. achieved fast inter mode decision using successive termination and
elimination. The termination of a motion search is based on either residual signal
or spatial homogeneous detection. The elimination detection is determined based on
the effective cost analyses. Ri et al. [73] determined the best inter mode for a MB by
predicting the best mode from neighboring MBs in time and space and by estimating
the RD cost of a MB from the MB in previous frame. Kuo and Chan [32] used motion
field distribution and correlation within a MB to determine suitable inter mode. Ri et
al. |73] achieved around 45% reduction of encoding time compared to the H.264/AVC

reference software.
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3.6 Summary

In this chapter, the computational complexity of the conventional video encoder is
investigated and discussed. The distribution of complexity of each block of the video
encoder is provided to help the reader’s understanding. ME is the function block re-
sponsible for the largest proportion of the the most complexity of the video encoder.
Since ME performs RDO to decide the optimal mode for each MB, the complexity
of ME in H.264/AVC is significantly high compared to the other video coding stan-
dards. Depending on the number of reference frames and search window sizes, the
complexity of ME can be more than 70% of the encoder complexity. The concept
of multiple reference frames based ME and variable block size mode decision are
described. Various ME algorithms have been proposed for reduced ME time. For
example, reference selection algorithms, mode decision algorithms and search pattern
algorithms are contributors to reduction of ME time. The efficient mode decision
algorithm for H.264/AVC is discussed in detail.

In H.264/AVC 4 x 4 integer DCT is implemented to achieve a low complexity
video encoder. Some fast DCT algorithms and implementation issues are discussed
in this chapter. The Hadamard transform matrix, which has only integer numbers,

is introduced to explain the mismatch and fast transformation.
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Chapter 4

Improved Motion Estimation Time

Motion estimation is the function block which takes the most computational complex-
ity in video encoding. Optimization of the motion estimation block is necessary to
achieve a low complexity video encoder. In this chapter a proposal for a low complex-
ity motion estimation algorithm is introduced. To reduce the complexity of motion
estimation, various techniques such as reference selection algorithm, initial motion
vector decision, and residue based mode decision algorithm are employed. All figures
and tables in this chapter and much of the text are based on previous work by the

author [74].

4.1 Introduction

In this chapter a new approach that combines a dynamic reference frame selection
algorithm together with improved mode selection based on image residue (the dif-
ference of pixel value at each position between the two frames) is described. The

selection of an initial reference frame is based on the information in neighboring MBs
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which allows reduction of the parameter R in Equation 3.8. The use of image residue
allows reduction of the parameter I in Equation 3.8. It is demonstrated that the com-
bination of the two methods provides a significant improvement in the computation
time for ME.

The rest of this chapter is organized as follows. In Section 4.2, the algorithm for
dynamic reference frame selection including estimation of an initial reference frame,
an initial MV and an approach for selecting early stop thresholds are described. In
Section 4.3, the improved mode decision procedure is given as well as the algorithm
for combining it with the procedure from Section 4.2. Simulation results using a
variety of known video test sequences are provided in Section 4.4. We finalize this

chapter with a summary in Section 4.5.

4.2 Motion Estimation Using Neighbor Blocks

Several reference frame selection algorithms for motion estimation have been reported
in [18], [19] and [20]. Kim et al. [66] used MV maps to improve the speed of multiple
reference frames based motion estimation. Kim et al.’s algorithm requires additional
memory to keep MVs of previous reference frames. Chen et al. [75] proposed a motion
estimation algorithm named forward dominant vector selection algorithm (FDVS). In
FDVS the MVs of multiple reference frames are calculated by performing a motion
search in advance. Kue and Chen [32] investigated more efficient algorithms named
variable block size activity dominant vector selection (VADVS) and adaptive variable
block size activity dominant vector selection (AVADVS). By finding only the MVs of
the previous reference frames, VADVS and AVADVS achieved improvements in the

motion estimation algorithm complexity compared to FDVS. Other reference frame
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Figure 4.1: The current macroblock (MB; ;) and its four neighborings.

selection algorithms for multiple reference frame based ME may be seen in [19], [21]
and [22].

In this section a new method based on neighboring MBs for efficient ME is
described. When there is high spatial correlation in a frame, there is high probability
that the MV for the current MB is similar to the MVs of neighboring MBs. Figure 4.1
shows a current MB (MB,; ;) and its four neighboring MBs. The number of available
neighboring MBs depends on the position of the current MB. For example, there is no
neighboring MB if the current MB is located in the first colmnn and first row (MBgq).
In this case, the ME procedure will find the MV with conventional ME (ie. using a
full search with no initial reference frame and no initial motion vector). Only one
neighboring MB is available when the current MB is positioned elsewhere on the first
row (MBy ;) or the first column (MB; (). Otherwise there are at least two available
neighboring MBs.

In the following subsections, three approaches to reduce the complexity of ME
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F
=

Figure 4.2: Dynamic reference frame selection. Search windows (dotted line box)
around the current macroblock (solid black square) are shown for each reference
frame (5 in this example). The solid arrow line indicates an initial reference selection
and the dotted arrow line indicates the extension to avoid calculation of an incorrect
motion vector.

that use multiple reference frames are proposed:
(1) Estimating an initial reference frame (Af).
(2) Estimating an initial motion vector (/\/[T/)

(3) Selecting thresholds for early stop (Thuazs Timin)-

4.2.1 Estimating an Initial Reference Frame

When a multiple reference frame strategy is adopted, usually more than three
reference frames are used (five is typical). From a variable number of reference frames,
only one frame is selected as an optimal frame for the MV of the current MB. But

consideration of all reference frames is a time consuming task since computational

7
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Algorithm 1 Dynamic reference frame selection for each macroblock

Step 1 Find initial reference frame (At) using neighboring macroblocks
Step 2 Calculate the Lagrangian cost functions ja;_sq,Ja; and jajoi<p for the
macroblock: - -
if ja; < Jai—1 and ja; < jaiyr then

At — At
else if jo; > jaiy; then

repeat

Al AE41

until ja; < Jaip

else if jo; > jaj_; then

repeat
At s Af =T
until ja; < jajy
At «— AL
end if

complexity of ME increases with the number of reference frames. Thus, by selecting
an initial frame before starting ME, the computational complexity can be reduced
significantly.

The neighboring MBs, which already have associated reference frames, can provide
information to estimate the initial reference frame for the current MB. In the proposed

method, the initial reference frame number is selected as

) i
A = [—é;At}‘J (4.1)

where B is the number of neighboring blocks and At} is the reference frame number
of the ith block. Defining the value of the Lagrangian cost function j,z in frame At*

as
jai = J(MB, I|Amode, QP, AF*) (4.2)
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then j,; is the cost function of macroblock M B in the frame A#* and J is defined
as in Equation 3.1.

There is a high probability of finding the incorrect MV if the wrong reference frame
is selected. Thus, extending the motion search to include one additional previous and
future frame is advantageous. Figure 4.2 shows the extended reference frame selection
(indicated by the dotted arrows) after finding the MV in the estimated initial reference
frame, to avoid this situation. The cost functions from each reference frame are then
compared and the MV which has the smallest cost function is selected. Algorithm 1

summarizes the procedure for dynamic reference frame selection for each MB.

4.2.2 Estimating an Initial Motion Vector

After moving to the initial search point, in the ME algorithm, all candidate points
in the search window are checked and compared. Thus incorrect initial search point
selection will require more time to find the best MV for the current block. In the
proposed ME algorithm, with the assumption that the MV of the current MB is
similar to those of neighboring MBs, the initial MV of the current MB (inv,", mv,”)

is estimated as

mu;” = M(mu}) (43)
mu," = M(muy)

where the operator M() indicates the mean value and mvj; and muv;, are the chosen
MVs of neighboring MBs in the horizontal and vertical directions, respectively. The
estimated MV muv,” and mv,” are used as the initial search point for ME of the

current MB.
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Algorithm 2 Set early stop conditions for each macroblock

Step 1 Calculate initial MV using MVs of neighboring macroblocks.
Step 2 Calculate the M AFE on the reference frame using defined search pattern.
Step 3 Set M AE* as the smallest M AE of search points.
if the M AE™ exists at the centre point then
(1) Set centre point as mv, and muv,.

(2) Stop ME.
else if MAE* <T,,;, then
(1) Set the point having M AE™* as muv, and muv,.

(2) Stop ME.
else if T, < MAE* <T,.. then
(1) Set the point having M AE* as the centre point of new ME.

(2) Change search pattern from diagonal search pattern to hexagonal search
pattern.

(3) Goto step 3.
else if MAE* > T,,,. then
(1) Set the point having M AE* as the centre point of new ME.

(2) Change search pattern from diagonal search pattern to hexagonal search
pattern.

(3) Increase the size of hexagon.

(4) Goto Step 3.
end if
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4.2.3 Selecting Thresholds for Early Stop

Most fast ME algorithms do not consider all search points on the search pattern.
By introducing an early stop condition, the speed of ME can be improved. With
the assumption that ME error increases monotonically, there is no need to process
additional search points after finding an acceptable MV. Detection of this early stop
condition is based on the information in neighboring MBs indicating if the error of
the current MDB is acceptable.
For block (B) having MV (muvj, mv;) and block size (N xN,,) € {P16 x 16,P16 x 8,

P8 x 16,P8 x 8,P8 x 4, P4 x 8,P4 x 4}, the SAD is calculated as

SADg(muy, muy) =

A (4.4)
W ZN" feliy 3) = feeaw (i + muy, j + muy)

where f;_a; is the reconstructed frame with reference number At*. Two thresholds

are defined for the stop condition of the search as

Toin = mingeymp, SADR(muk, rn'u;)

Tnge = maxpems, SADg(mvy, muy)

where M B, is the neighboring MB. The number of MB depends on the position of
the current MB.

Algorithm 2 summarizes the ME procedure using early stop conditions. As men-
tioned earlier, all information for early stop conditions are from the neighboring MBs.
Some experimental results of the performance of our ME algorithm using neighboring

MBs was reported in [44].
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4.3 Residue Based Mode Decision

4.3.1 Analysis of Mode Decision

Mode decision is the part of ME that uses variable block size. In real video sequences,
the distribution of MB modes depends on the characteristics of the input video se-
quence. Figure 4.3 shows an example of different modes which are superimposed on
the original 256th frame of the Foreman sequence and the residue image between
the reconstructed 255th and the original 256th frames. The MB mode for each MDB is
determined by the H.264/AVC reference software JM13.1 [76]. In Figure 4.3, the skip
mode MB is represented by the letter S in the block. From Figure 4.3, it can be seen
that the best mode is more related to the residue of a MB than the characteristics of
the original MB detail such as edges.

Note that although there are edges on the right side of the helmet shown in the
frame, the MDB is encoded with P16 x 16 mode instead of a sub-block mode. The
reason is that the bit rate, which is R() in Equation 3.1, is related to the coefficients
of the Hadamard or DCT transform of the residue of the MB. Also sub-block modes
are usually adopted for MB areas which exhibit motion.

Usually SKIP and P16 x 16 modes are emploved when the MV is similar to those
of predicted MVs and the residue between original and predicted MB is small. The
smaller block size modes such as P8 x 8 are suitable for MBs that contain complicated
and different objects. After checking inter modes, intra mode can be used for a MDB if
the cost function of the current MB is too large, such as in the case when there is low
temporal redundancy. The best mode depends on how the ME procedure estimates

the MVs and reduces the difference between the current MB and estimated MB with
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(b)

Figure 4.3: Example of different modes: (a) original and (b) residue image.
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Table 4.1: The distribution (in percentage) of modes selected for several sequences
with various characteristics (QP=26)

Sequence SKIP | P16 x 16 | P16 x 8 | P8 x 16 | P8 x 8 | INTRA
Carphone | 23.6 29.0 11.1 12.5 22.4 1.3
Container | 73.4 11.3 4.5 3.9 6.5 0.4

QCIF | Grandma | 73.7 10.3 3.8 4.5 7.7 0.0
M&D 56.6 14.8 7.6 7.4 13.5 0.0
Salesman | 72.5 8.4 2.9 3.0 13.2 0.0
Silent 58.9 12.8 5.0 6.7 15.6 0.9
Flower 26.4 22.4 9.5 5.4 35.9 0.3
Football 19.3 26.0 7.6 11.9 11.7 23.5

CIF | Hall 36.8 36.1 10.7 5.7 8.8 2.0
Highway 48.5 24.7 10.6 5.1 7.5 3.6
Mobile 5.8 34.1 12.8 12.2 35.0 0.0
News 73.3 9.7 3.9 5.1 7.5 0.5

the given MB modes as well as QPs.

Table 4.1 and 4.2 show the distribution of MB modes for the video test se-
quences with varying QPs. The MB mode distribution is obtained when the encoder
is configured as follows: (1) cach sequence is encoded using the number of maximum
frames given in Table A.1, (2) the QPs are 26 and 34, (3) the number of inter frames
between successive intra frames is 14, (4) the search window size is £32, (5) all sub-
block modes are turned on, and (6) the number of reference frames is 5.

In Table 4.1 and 4.2, the P8 x 8 mode includes all sub-block modes, which are
P8 x 8, P8 x 4, P4 x 8 and P4 x 4 modes. In both Tables, it can be seen that most
MBs are encoded with either SKIP or P16 x 16 modes in most of the sequences. There
are more MBs coded with SKIP mode when the QP is increased. Also the sub-block
mode (P8 x 8) is used less than 10% of the modes in most of the sequences except for

the Mobile and Flower sequences, which have large and complicated motion (these
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Table 4.2: The distribution (in percentage) of modes selected for several sequences
with various characteristics (QP=34)

Sequence SKIP | P16 x 16 | P16 x 8 | P8 x 16 | P8 x 8 | INTRA
Carphone | 438 33.8 74 7.9 5.8 1.3
Container | 87.8 7.0 2.1 1.5 1.4 0.2

QCIF | Grandma | 86.7 9.0 1.9 2.0 0.5 0.0
M&D 74.8 16.6 3.6 3.6 1.4 0.0
Salesman | 82.0 8.7 29 3.0 3.3 0.0
Silent 70.6 13.8 4.5 5.6 4.3 1.2
Flower 36.5 21.3 8.5 5.3 28.0 0.3
Football 35.5 23.0 6.2 8.0 5.7 215

CIF | Hall 83.7 8.7 2.3 1.7 3.3 0.4
Highway 2.7 17.2 4.9 24 1.3 1.6
Mobile 20.2 36.2 12.4 12.9 18.3 0.0
News 82.5 8.7 2.3 3.1 2.7 0.7

have 28.0% and 18.3% of sub-block mode, respectively with large QP). The sub-block
mode is increased when sequences are coded with small QPs. Also intra mode takes
less than 1.5% except for the Football sequence, which contains large and compli-
cated motion. Thus calculating RD cost for sub-block and intra prediction is wasteful
of computational resources in most cases. In particular, skip mode is sufficient when
the frame contains small motion such as in the Container sequence (see Table 4.2).

The ME searches for the best MV for each mode and stores the required bit rate
to encode the residue. While increasing the number of blocks reduces the residue of
the current MB, it increases the number of MVs. Thus the bit rate and the best mode
of the current MDB are related to the residue more so than with the image detail of
the MDB itself. In the following sections, the proposed mode decision algorithm based

on residue is described in detail.
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4.3.2 Inter Mode Decision Based on Residue Image

Each MB is coded with different modes such as intra mode, skip mode, block mode
and sub-block mode. When there is a large difference between the current MB and
the predicted MB from the reference frame, the MB is coded with intra mode. The
inter mode decision is a complicated process since it requires the comparison of the
cost function of each mode. A residue image based inter mode decision algorithm
was proposed in [45] to enhance fast inter mode decision. In the proposed fast mode
decision algorithm, the residue information is used to check whether the current MB
is suitable for skip mode or not.

When skip mode is selected for the current MB, the encoder saves ME time by
skipping the rate-distortion comparison for other modes. If skip mode is not selected
for the current MB, the proposed algorithm then decides the best mode between block
and sub-block mode by investigating the distribution of the residue. In the following
subsection, the skip mode decision and mode selection strategies between block and

sub-block modes are explained in detail.

Skip mode decision

Skip mode is selected when the current MB is the same as the predicted MIB. In the
H.264/AVC recommendation, there are four conditions to encode the current MIB as

skip mode. The conditions are:
(1) the best mode is P16 x 16,
(2) the MV should be the same as the predicted MV,

(3) the selected reference frame immediately precedes the current frame,
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(4) the transform coefficients of the blocks are all zero.

For skip mode detection, the encoder predicts the MV of the current MB using the
MVs from the available neighboring MBs, which are shown in Figure 4.1. With the
predicted MV and reconstructed previous frame, the residue between the current MB

and the predicted MDB is found from

E(x,y) = |[(fi(z,y) — fio1(zx — pmug,y — pmuv,)| (4.6)

where f; is the frame at time ¢ and ff_ 1 1s the reconstructed previous frame, x and
y are the position of the MB in the horizontal and vertical directions, respectively.
The pmuv, and pmuv, are predicted MVs in the horizontal and vertical directions,
respectively.

There are sixteen 4 x 4 blocks E; (for i = 0,---,15) in each MDB since the MB

size is 16 x 16. Then the Hadamard transform for each block FE; is

Ci(u,v) = HE;(z,y)HT (4.7)

where H is the Hadamard matrix which is

1 1 1 1

i 1 =1 =i ,
H= (4.8)

1 =1 =1 1

I =1 1 =1
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The quantized coefficients of cach transformed block C; can be found from

Bl ) = Ci{u, 1) x L;(qzbz”:') — Lo(u,v) (4.9)

where Ls and Lo are a predefined level scale and a level offset, respectively, and gbits
is a constant (QGE + 15, as set in the JM13.1 reference software |76]).

Thus if the transformed coefficient C;(u, v) satisfies the condition

24%ts 4 Lo(u,v)

Ci(u,v) < Teln. 0)

(4.10)

the quantized coefficient Q;(u,v) is zero. Now the sum of the residues of each block

18

3 3
dy = Z Z Ei(x,y), (4.11)

where F;,0 < ¢ < 15 are the blocks of the MDB residue £. The sum of the residue
d; is the DC component of the Hadamard transform. Finally, the threshold for skip

mode detection T}, 18

26bits 1 Lo(0,0)

T‘in ra —
' Ls(0,0)

(4.12)

Since d; is the largest value among the quantized coeflicients, it is clear that if all
elements E; are less than T}, the quantized coefficients of C; are all zero. Thus the
skip mode is selected for the current MB when all d; in the current MB are less then

ﬂntm-
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Algorithm 3 Find the best mode for each macroblock

Step 1 Find skip motion vector.
Step 2 Get luminance residue E for macroblock.
Step 3 Calculate block SAE for each 4 x 4 block (d;).
if d; < Tjnirq for all sixteen blocks then
Set current macroblock mode to SKIP.
else if Y d; > (3 X Tintra X QP) then
Set current macroblock mode to P8 x 8.
else if Each 8 x 8 block has more than three 4 x 4 blocks satisfying d; > Tinira
then
Set current macroblock mode to P16 x 16.
else
Do mode decision for all inter modes.
end if
Step 4 Select the best mode by comparing to intra modes.

Algorithm 4 Proposed fast motion estimation
for all M B;; do
if inter MB then
(1) Estimate the initial reference frame using Algorithm1.

(2) Set thresholds for early stop conditions using Algorithm2.
(3) Find skip motion vector.
(4) Calculate residue of the current MB.

(5) Find best modes for the current MB using Algorithm3.
if the best mode is block mode then
Calculate the cost function J for block mode.
else
Calculate the cost function J for sub-block mode.
end if
else
Encode the current macroblock using intra mode.
end if
Choose the best macroblock mode for the current macroblock.
end for
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Mode decision between block and sub-block mode

After the skip mode decision, the proposed mode decision algorithm proceeds to
decide whether the current MB is encoded as either block mode or sub-block mode
(if the current MDB is determined not to be skip mode). The block mode is preferred
to sub-block mode when the residue is small. Calculation of the cost function of
sub-block mode takes more time than the calculation of the cost function of a block
mode. In the proposed algorithm, sub-block mode is adopted when the MB contains
substantial residual error.

Thus the sub-block mode is distinguished from the block mode by considering the
sum of the residue for each 4 x 4 block and its distribution. The sum of absolute error
for a MB is defined as SAE = ). d;. Then sub-block and block modes are selected

when the conditions
(1) SAE 2 3 x T‘inh‘a X QP or
(2) Each 8 x 8 block has more than three 4 x 4 blocks with d; > Ti,ira

are satisfied. In the first condition, Q) P represents the quantization parameter and the
constant 3 was selected empirically. Finally, the MDB is assumed as one of P16 x 8 or
P8 x 16 mode when the residue of the MB does not satisfy both skip and sub-block
mode conditions. Algorithm 3 specifies the proposed mode decision method. The
performance of the residue based mode decision algorithm can be found in [45].

A new ME algorithm is proposed by combining the neighboring block information
based fast ME algorithm with residue based mode decision algorithm to minimize
the complexity of the encoder. Algorithm 4 summarizes the whole procedure of the

proposed fast ME algorithm which combines initial reference frame selection, initial
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Table 4.3: Hardware specification and encoder condition

Hardware specification
CPU Intel Core 2Duo T7400 2.16 GHz
Memory 2 GB
OS Mac OS X
Compiler GCC
Encoder configuration
Profile @ Level Main @ 2.0
Sequence type IBBPBBP ...
Intra period 30
Frame rate 30 frame per second (fps)
Quantization parameter 20 ~ 40 (+2 steps)
Motion estimation fast full, UMHexagon, EPZS
Search range +8, £16, £32
Number of reference frames | 2, 5
Entropy coding mode CABAC

MYV estimation, the detection of the early stop condition and the mode decision.

4.4 Simulation Results and Discussion

To verify performance, the proposed ME algorithm was implemented in the H.264 / AVC
reference encoder of JM13.1 [76]. Twelve sequences of various formats and character-
istics were tested to compare the performance of the proposed algorithm with that
of the reference software. The number of encoded frames and characteristics of each
sequence are summarized in Table A.1. The test sequences in Table A.1 were chosen

to cover a variety of different background and object motions. The set comprises six

each of QCIF and CIF formats.
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Table 4.3 shows the experimental hardware specification and encoder configura-
tion that was used. All sequences listed in Table A.1 were encoded with IBBPBBP
structure and main profile @ level 2. The frame rate was 30 frames per second, and
the search ranges for ME were £8, £16 and £32 pixels. RDO was turned on and rate
control was disabled. Simulations were run using both two and five reference frames.
Note that the minimum number of reference frames for B frame coding is two. The
range of QP was from 20 to 40. These QPs were chosen to generate appropriate bit
rates for realistic applications such as video telephony (normally 25 kbps) and internet
video (normally 3 Mbps). Although all test sequences were evaluated for each of the
search ranges, Figures 4.4 - 4.9 provide several representative measurement results,
chosen for brevity, as examples for presentation here.

To evaluate coding efficiency, the performance was measured based on distortion
and bit rates. In Figures 4.4 - 4.9, the distortion is represented using PSNR of the
Y (luminance) component. Figures 4.4 - 4.6 show the RD curves of the proposed
ME and reference software when the format of the input sequence is QCIF and the
search ranges are +8,+16 and +32 pixels, for several examples of the sequences.
Figure 4.4 (a) shows the RD curves for the test sequences Container with +8 pix-
els search range. The hexagon search pattern is adopted in the proposed motion
estimation algorithm. Figure 4.4 (b), and Figures 4.5 (a) and (b) are RD curves
when the search range is 16 pixels for the test sequences Carphone, Foreman and
Mother&daughter, respectively. Examples of RD curves with +32 pixels search
range are shown in Figures 4.6 (a) and (b). The PSNR difference between JM13.1
searching five reference frames and the new proposed algorithm is hardly distinguish-

able at the low bit rates while there is less than 0.4 dB in all cases at the high bit

92



PhD Thesis - |. Park McMaster - Computational Engineering and Science

rates. The proposed algorithm exhibits better performance than JM13.1 searching
two reference frames for all bit rates.

Similarly, Figures 4.7 - 4.9 show RD curves for several examples of CIF test
sequences. The PSNR of JM13.1 searching five reference frames and the proposed
algorithm is hardly distinguishable for the Flower, Highway and News sequences.
There is a small degradation of PSNR for the Hall and Mobile sequences. The PSNR
of the proposed algorithm is better than the PSNR of JM13.1 searching two reference
frames for all sequences. In particular, the performance of the proposed motion
estimation algorithm is comparable to the performance of reference software searching
five reference frames and much better than the performance of reference software
searching two reference frames, as shown in Figures 4.7 - 4.9. For the Football
sequence, the proposed algorithm provides slightly reduced performance compared
to the JM13.1. In the Football sequence there are many objects with large motion
vectors. Usually MBs with large motion vectors are encoded with intra mode. Also
the correlation between neighboring MBs would be expected to be small. Thus, the
information from neighboring MBs can be inaccurate for the current MB.

Generally, the proposed algorithm performs better for input sequences that have
small object motion on a slowly varying background. As expected, the search range
does not significantly effect the coding efficiency. Tables 4.4 ~ 4.7 summarize the
average encoding time (ET) and average motion estimation time (MET) of the pro-
posed algorithm and for H.264/AVC reference software using various search patterns.
The average ET and MET are obtained when the reference software and proposed
algorithm based encoders are executed on an Intel Core2Duo T7400 2.16 GHz with

2 GB main memory (see Table 4.3.) The speed gains SGgr and SGygr on Table 4.6
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Figure 4.4: Comparison of the coding efficiency of the proposed algorithm with
H.264/AVC using examples of QCIF sequences with various search ranges: (a) Con-
tainer and (b) Carphone.

94



PhD Thesis - |. Park McMaster - Computational Engineering and Science

Foreman (QCIF @30fps, [-16, +16])
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Figure 4.5: Comparison of the coding efficiency of the proposed algorithm with
H.264/AVC using examples of QCIF sequences with various search ranges: (a) Fore-
man and (b) Mother&daughter.
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Salesman (QCIF @30fps, [-32, +32])
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Figure 4.6: Comparison of the coding efficiency of the proposed algorithm with
H.264/AVC using examples of QCIF sequences with various search ranges: (a) Sales-
man and (b) Silent.
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Flower (CIF @30fps, [-8, +8])
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Figure 4.7: Comparison of the coding efficiency of the proposed algorithm with
H.264/AVC using examples of CIF sequences with various search ranges: (a) Flower
and (b) Football.
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Hall (CIF @30fps, [-16, +16])
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Figure 4.8: Comparison of the coding efficiency of the proposed algorithm with
H.264/AVC using examples of CIF sequences with various search ranges: (a) Hall
and (b) Highway.

98



PhD Thesis - I. Park McMaster - Computational Engineering and Science
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Figure 4.9: Comparison of the coding efficiency of the proposed algorithm with
H.264/AVC using examples of CIF sequences with various search ranges: (a) Mobile
and (b) News.
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and 4.7 are obtained as

SG - ETH.26~1.H('X _ETProposcd.ch
ET ETH.264.Hex : (4 13)
SGI\IET — I\[ETH.'Z(M.er_I\IETProposed.an

METH 264.Hex

where ETy 964 1ex and MET 054 1ex are ET and MET of H.264 reference software
with Hexagon search, respectively, and ETp,oposed.iex and METpyoposed.tiex are ET
and MET of proposed algorithm with Hexagon search, respectively.

The complexity of different motion estimation algorithms are compared while
searching with two and five reference frames and the QP is 30. Tables 4.4 and 4.5
show the comparison of the ET and MET when two reference frames are used for
the proposed ME. When the search range was +16 the mean MET was reduced by
approximately 25% to 33% (Table 4.4). When the search range was extended to 432
(Table 4.5), the proposed algorithm reduces the MET to approximately 33% to 35%
of that of the reference software.

Five frames are common as the reference frame for multiple reference frame based
ME. We also choose five as illustrative example. In case of ME with five reference
frames the speed gain was increased. When the search range was +16 and the search
pattern of both the reference H.264 and the proposed algorithm are the same, the
proposed algorithm reduces the mean MET to approximately 64% to 73% compared
to that of the JM13.1 reference software (Table 4.6). When the search range was ex-
tended to 32 (Table 4.7), the proposed algorithm reduces the MET to approximately
60% to 74% of that of the reference software. We anticipate better performance when
more than five frames are used for reference frame.

Using a full search and EPZS search pattern, the proposed motion estimation
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Table 4.4: Comparison of the average motion estimation time (MET) and average encoding time (ET) with search
range of 16 and number of reference frames = 2 (all times given in milliseconds)

I Sequence H.264/AVC Proposed algorithm J

Full search EPZS Hexagon search Hexagon search

ET | MET ET | MET ET | MET ET (SGgr) | MET (SGumEer)
Carphone | 126.60 | 116.62 | 46.37 | 36.86 | 43.81 | 34.38 | 34.32 (21.7%) | 25.12 (26.9%)
Container | 127.14 | 116.50 | 39.12 | 29.48 | 37.32 | 28.00 | 30.38 (18.6%) | 20.73 (26.0%)
Foreman | 149.72 | 139.77 | 48.80 | 39.18 | 46.35 | 36.83 | 35.93 (22.5%) | 26.39 (28.3%)
M&D 152.26 | 141.26 | 39.42 | 29.84 | 38.07 28.80 | 30.88 (18.9%) 21.51 (25.3%)
Salesman | 148.06 | 137.87 | 39.86 | 30.25 | 37.53 | 27.89 | 30.54 (18.6%) | 20.99 (24.7%)
Silent 148.63 | 137.66 | 42.74 | 33.02 | 41.30 | 31.64 | 33.06 (20.0%) | 23.49 (25.8%)
Flower 424.37 | 389.73 | 156.32 | 121.70 | 158.64 | 124.55 | 114.76 (27.7%) | 82.28 (33.9%)
Football 485.14 | 449.88 | 213.15 | 177.43 | 227.87 | 192.11 | 157.14 (31.0%) | 123.93 (35.5%)
Hall 642.58 | 602.56 | 161.53 | 121.38 | 153.28 | 112.94 | 114.06 (25.6%) | 76.93 (31.9%)
Highway | 698.82 | 658.03 | 180.91 | 140.93 | 169.34 | 129.21 | 123.57 (27.0%) | 86.54 (33.0%)
Mobile 626.77 | 581.70 | 215.16 | 171.10 | 217.41 | 173.21 | 152.65 (29.8%) | 112.18 (35.2%)
News 657.41 | 616.95 | 168.92 | 128.45 | 158.47 | 118.09 | 115.11 (27.4%) | 78.00 (33.9%)
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Table 4.5: Comparison of the average motion estimation time (MET) and average encoding time (ET) with search
range of £32 and number of reference frames = 2 (all times given in milliseconds)

( Sequence ‘ H.264/AVC Proposed algorithm ‘

Full search EPZS Hexagon search Hexagon search

ET MET ET | MET ET | MET ET (SGgr) | MET (SGuEgT)
Carphone | 372.04 | 360.74 | 51.12 | 40.92 | 52.67 | 42.56 | 37.43 (28.9%) | 28.01 (34.2%)
Container | 372.84 | 362.15 | 42.81 | 32.77 | 43.90| 33.90 | 32.28 (26.5%) | 22.97 (32.2%)
Foreman 401.85 | 390.44 | 54.59 | 43.93 | 57.22 | 46.57 | 40.00 (30.1%) | 29.85 (35.9%)
M&D 407.75 | 396.98 | 42.98 | 33.36 | 46.11 35.50 | 32.60 (29.3%) | 23.30 (34.4%)
Salesman 400.54 | 389.43 | 43.55 | 33.95| 4525 | 34.40 | 31.99 (29.3%) | 22.63 (34.2%)
Silent 399.14 | 387.50 | 46.26 | 36.16 | 49.40 | 38.55 | 35.05 (29.0%) | 25.60 (33.6%)
Flower 1250.84 | 1214.04 | 167.13 | 131.45 | 195.11 | 159.37 | 130.12 (33.3%) | 97.54 (38.8%)
Football 1345.75 | 1307.02 | 224.20 | 187.89 | 269.38 | 232.28 | 176.29 (34.6%) | 142.89 (38.5%)
Hall 1606.50 | 1564.76 | 165.37 | 124.46 | 163.35 | 122.11 | 119.74 (26.7%) | 82.31 (32.6%
Highway | 1676.70 | 1634.96 | 184.66 | 144.41 | 180.76 | 140.13 | 129.73 (28.2%) | 92.84 (33.7%)
Mobile 1564.64 | 1518.21 | 220.77 | 176.74 | 255.48 | 211.20 | 176.54 (30.9%) | 135.86 (35.7%)
News 1614.37 | 1573.24 | 171.15 | 130.72 | 166.30 | 126.03 | 120.65 (27.5%) | 83.58 (33.7%)
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Table 4.6: Comparison of the average motion estimation time (MET) and average encoding time (ET) with search

range of +£16 and number of reference frames is 5 (all times given in milliseconds)
Eequen(‘e H.264/AVC Proposed algorithm \
Full search EPZS Hexagon search Hexagon search
ET MET ET | MET ET | MET ET (SGgr) | MET (SGumEeT)
Carphone | 340.19 | 325.51 | 103.79 | 89.81 | 102.50 | 89.21 | 40.18 (60.8%) | 30.55 (65.8%)
Container | 340.73 | 327.10 | 79.26 | 66.74 | 78.02 | 64.88 | 32.80 (58.0%) | 23.44 (63.9%)
Foreman 342.90 | 328.60 | 115.16 | 98.57 | 115.11 | 101.97 | 43.28 (62.4%) | 33.60 (67. Oo/r)
M&D 333.93 | 319.79 | 86.98 | 73.16 | 87.15| 73.93 | 34.33 (60.6%) | 24.77 (66.5%)
Salesman 332.12 | 317.72 | 83.27| 70.34| 83.10 | 69.94 | 33.97 (59.1%) | 24.49 (65.0%)
Silent 335.09 | 321.17 | 91.63 | 7835 | 93.77 | 80.21 | 36.67 (60.9%) | 27.13 (66.2%)
Flower 944.46 | 905.83 | 283.38 | 245.90 | 331.66 | 293.90 | 132.94 (59.9%) | 99.93 (66.0%)
Football 1113.17 | 1073.08 | 382.54 | 342.58 | 457.17 | 417.58 | 182.96 (60.0%) | 148.72 (64.4%)
Hall 1374.07 | 1320.30 | 309.28 | 257.75 | 297.06 | 245.84 | 119.33 (59.8%) | 81.71 (66.8%)
Highway | 1451.98 | 1399.18 | 354.87 | 302.76 | 329.98 | 278.53 | 127.33 (61.4%) | 90.06 (67.7%)
Mobile 1362.45 | 1306.25 | 460.14 | 404.03 | 500.19 | 444.13 | 172.94 (65.4%) | 133.61 (69.9%)
News 1383.29 | 1329.84 | 338.43 | 286.27 | 320.94 | 269.58 | 121.09 (62.3%) | 83.65 (69.0%)
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Table 4.7: Comparison of the average motion estimation time (MET) and average encoding time (ET) with search
5 (all times given in milliseconds)

range of +£32 and number of reference frames is !

| Sequence H.264/AVC Proposed algorithm J

Full search EPZS Hexagon search Hexagon search

ET MET ET | MET ET | MET ET (SGFT) MET (SGumgT)
Carphone | 1032.56 | 1012.95 | 107.43 | 93.45 | 120.94 | 107.28 | 45.32 (62.5%) | 35.65 (66.8%)
Container | 1091.39 | 1071.43 | 83.35 | 69.60 | 85.15 | 71.64 | 39.12 (o4 1%) 28.80 (59.8%)
Foreman | 1103.31 | 1082.47 | 116.68 | 102.48 | 141.77 | 127.71 | 55.84 (60.6%) | 45.07 (64.7%)
M&D 1083.06 | 1062.41 | 90.04 | 75.89 | 99.57 | 85.93 | 41.87 (57.9%) | 31.08 (63.8%)
Salesman | 1094.72 | 1075.05 | 85.69 | 72.39 | 92.78 | 79.38 | 42.64 (54.0%) | 31.68 (60.1%)
Silent 1089.85 | 1068.37 | 94.65 | 80.58 | 108.60 | 95.05 | 42.22 (61.1%) | 32.06 (66.1%)
Flower 3117.31 | 3058.69 | 290.99 | 253.52 | 416.04 | 377.29 | 159.19 (61.7%) | 125.89 (66.6%)
Football 3586.41 | 3537.52 | 401.54 | 361.76 | 569.17 | 529.40 | 215.61 (62.1%) | 182.09 (65.6%)
Hall 4391.42 | 1816.49 | 313.01 | 261.38 | 317.98 | 266.08 | 124.43 (60.9%) | 87.46 (67.1%)
Highway | 4622.77 | 4542.33 | 359.05 | 306.02 | 351.63 | 300.32 | 135.03 (61.6%) | 98.30 (67.3%)
Mobile 4422.72 | 4337.27 | 464.82 | 408.56 | 632.26 | 575.63 | 213.00 (66.3%) | 173.14 (69.9%)
News 4388.59 | 4317.52 | 340.10 | 288.51 | 343.09 | 291.54 | 127.33 (62.9%) | 90.26 (69.0%)
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Table 4.8: Speed gain of cach algorithm with different reference frames

reference = 2 reference = 5
Algorithm 1 not applicable 40~50%
Algorithm 2 30~40% 10~20%
Algorithm 3 60~70% 30~40%

Table 4.9: Comparison of speed gain (in percent) with search range of +32, number
of reference frames is 5

Kim [66] Su [23] Proposed

Carphone 21.52 51.4 66.9
Foreman 20.81 — 64.7
Mobile 20.45 30T 69.9

algorithm reduces the motion estimation time approximately 60% to 75% with simi-
lar coding performance. Typically, the experiments show that the mean MET of the
proposed algorithm was more than three times faster than the mean MET of the ref-
erence software. By reducing MET, the ET was correspondingly reduced significantly
when the proposed algorithm was used. The contribution of each algorithm to the
overall performance can be different for different test sequences.

When the most optimal reference frame is taken as the previous frame, the pro-
posed algorithm does not require any subsequent selection. In our simulation, the
major speed gain is from the initial reference frame selection algorithm (Algorithm
1) when five reference frames are used for ME. If ME is performed with less than two
reference frames, the speed gain from Algorithm 1 is small.

The residue based mode decision (Algorithm 3) provides the largest contribution

for the speed gain of ME with two reference frames. When the use of block mode is
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appropriate, checking for sub-block mode is unnecessary. In our simulation around
60% to 70% of the speed gain is due to Algorithm 3 when ME is performed with
two reference frames. The reminder of the speed gain is attributed to the early stop
condition (Algorithm 2). Table 4.8 compares the speed gain of each algorithm when
two and five reference frames are used for the proposed ME.

The residue based mode decision (Algorithm 3) provides the largest contribution
for the speed gain of ME with two reference frames. When the use of block mode is
appropriate, checking for sub-block mode is unnecessary. In our simulation around
60% to 70% of the speed gain is due to Algorithm 3 when ME is performed with
two reference frames. The reminder of the speed gain is attributed to the early stop
condition (Algorithm 2). Table 4.8 compares the speed gain of each algorithm when
two and five reference frames are used for the proposed ME.

For comparison purposes, two examples of other work in the literature that report
similar test parameters (number of reference frame, search range and quantization
parameter, etc.) were selected. Table 4.9 compares the computational complexity of
the proposed algorithm with that Kim, Han and Kim [66] and Su and Sun [23] in

terms of MET. The results in Table 4.9 demonstrate an improvement in MET.

4.5 Summary

In this chapter, a fast ME algorithm for multiple reference frame coding in H.264/AVC
is proposed. To reduce the complexity of ME, an initial reference selection algorithm,
an estimation of the initial MV and early stop condition are considered together.
Also, the difference between the current MB and reconstructed previous frames is

used for fast mode decision. The performance of ME based on the JM13.1 reference
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software and the proposed ME algorithm are compared in terms of PSNR vs. bit
rate with the same compression conditions such as search range and search pattern.
Furthermore, for the measurement of complexity, the proposed ME algorithm and
the JM13.1 reference software are compared in terms of MET and ET.

From the simulation results, the proposed ME algorithm reduces MET signifi-
cantly while the deterioration of PSNR can be considered to be minimal. The pro-
posed ME algorithm has better performance for video sequences with small motion
and static or slowing varying backgrounds. Since a fewer number of reference frames
is required, and using variable block size, the proposed encoder reduces the complex-
ity for ME. This situation is enhanced when there is high correlation between current

and neighboring M1Bs.
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Chapter 5

Distributed Video Coding

Distributed video coding has a different encoder structure from the conventional video
encoder. In distributed video coding, the encoder performs only intra coding. Thus
the complexity of the distributed video encoder is much less than the complexity
of the conventional video encoder such as H.264 'AVC. The temporal redundancy of
the video sequence is reduced at the decoder side. The coding performance of the
distributed video coding system is not as good as the performance of the conven-
tional video coding system. Many methods have been introduced to improve the
performance of the distributed video coding system. In this chapter, the theoretical
background of distributed video coding systems and their performance are discussed.
Also a proposed side information generation algorithm is introduced in this chapter.
All figures and tables in this chapter and much of the text are based on previous work

by the author |77].
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5.1 Introduction

For efficient video coding. a substantial body of work has contributed to formulat-
ing international standards such as MPEG-1, 2 [78, 79|, and the H.26x series [80]
by the ITU-T [81]. Sikora [82] provides an overview of the MPEG-4 video coding
standard. Rijkse [64] introduces the H.263 standards as an example of low bit rate
communication. These video coding standards adopt both ME and transform coding
to remove temporal and spatial redundancy. While spatial redundancies are reduced
by transformation and quantization, motion estimation efficiently removes temporal
redundancy existing between successive frames.

ME and transform coding require large computational complexity; it is a signifi-
cant challenge in implementing video applications which require real time encoding.
Chen et al. [75] and Huang et al. [65] tried to reduce the computational complex-
ity of the H.264/AVC video coding system. Compared to encoder complexity, the
complexity on the decoder is substantially less. Thus, in terms of complexity, the
conventional video coding standards have an unbalanced encoder and decoder pair.
The reason for the unbalanced encoder and decoder pair is that conventional video
coding standards were designed for video applications having “one-time encoding and
many-times decoding” such as in broadcasting and the entertainment industry. New
video applications are emerging in many areas with restrictions for those applications
demanding as many encodings as decodings. Also, encoders with low computational
resources need new video coding schemes to reduce the complexity at the encoder.
Video surveillance is an example requiring low complexity video encoding.

Distributed Video Coding (DVC) was introduced to reduce video encoder com-

plexity. DVC is based on the Slepian-Wolf [3] and Wyner-Ziv [83| theories, which
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were introduced in the 1970’s. While the Slepian-Wolf theory provides a theoretical
background for lossless compression, the Wyner-Ziv theory extends the Slepian-Wolf
theory into the lossy compression area. Both the Slepian-Wolf and Wyner-Ziv theo-
ries specify the minimum boundary on the data rate when the correlation in source
data is processed at the decoder instead of encoder. By removing the process for the
removal of temporal redundancy, the encoder performs video coding with reduced
computational complexity.

Girod et al. |2] adopted the Wyner-Ziv theory to implement low complexity video
encoding and robust video transmission according to the structure depicted in Figure
5.1. This low complexity video encoder and decoder pair has become the de facto
prototype for DVC. The major application area of DVC is real time video encoding
and video encoding with low encoder resources. Puri et al. 37| proposed wireless
sensor networks as an application of DVC. In wireless sensor networks the encoder
resources may be limited. DVC has been used to implement robust data transmission
in error prone wireless network channels which was proposed by Aaron et al.[39], and
Puri et al. [84]. DVC is also useful in video surveillance applications, which consist
of client and server side [40]. A backward channel aware DVC system was proposed
by Liu et al. [85].

The DVC can be implemented in the compressed domain [86] as well as in the
pixel domain [87]. Aaron et al. [88] showed that DVC in the compressed domain
provides better performance than DVC in the pixel domain in most cases. The DCT
is a widely used tool to transform from spatial domain data to frequency domain data
because it reduces spatial correlation efficiently.

In DVC, the elimination of temporal redundancy, which requires the most com-
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Figure 5.1: The structure of low complexity video encoder and decoder pair by Girod
et al. [2].
putational complexity in video coding, is performed on the decoder side by adopting
motion estimation. In DVC, the encoder performs only intra coding to remove spatial
redundancy. In the encoder, as can be seen in Figure 5.1, each frame is classified as
either a key frame or a Wyner-Ziv frame. For example, every even frame can be set
as a Wyner-Ziv frame and every odd frame could be set as a key frame. Turbo cod-
ing which was proposed by Berrou and Glavieux [89] and Low Density Parity Check
(LDPC) [90] codes are used for channel coding for Wyner-Ziv frames. Turbo coding
applied to non-binary data compression has been extensively studied and a survey
can be found in Frias’ [91] work. Also Sartipi and Fekri [92] provided an example of
LDPC coding for correlated sources at the decoder.

For the key frames, conventional intra video coding schemes which remove only
spatial redundancy using DCT, quantization, intra prediction and entropy coding
are used for encoding a frame. Instead of motion estimation at the encoder, both

spatial and temporal redundancies are removed in the decoder in contrast with the
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conventional video coding schemes. Although it is possible to regenerate Wyner-Ziv
frames independently from key frames, using key frames in the decoder provides an
advantage for regenerating the Wymner-Ziv frame. The information that is used in
the procedure for regenerating the Wyner-Ziv frame is called side information. This
procedure is called side information generation and plays a key role in improving the
quality of reconstructed frames at the decoder.

In this paper, a new side information generation algorithm is proposed for a fre-
quency domain DVC system. The proposed side information generation employs both
multiple reference frames based motion estimation and post processing to improve the
quality of the side information. A linear interpolation algorithm is adopted to find
the motion vector for the current block. In the post processing procedure, minimum
distortion block and residue based block selection algorithms are used to fix hole and
overlapped areas in the side information frame.

This chapter is organized as follows. In Section 5.2 the background theory of
DVC is briefly reviewed. Section 5.3 describes the Wyner-Ziv video coding systemn.
In Section 5.4 a variety of side information algorithms are described. The proposed
new side information generation algorithm is introduced in Section 5.5 and simulation

results are given in Section 5.6. A summary is provided in Section 5.7.
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5.2 Theoretical Background of Distributed Video Cod-
ing

DVC is a new video coding paradigm supporting intra encoding and inter decoding.
Since it uses only intra encoding, distributed video coding reduces the encoder com-
plexity significantly. Thus the target application is totally different from that of the
conventional video coding standard. The origin of DVC theory is Distributed Source
Coding (DSC). The word distributed refers to the encoders which are distributed and
compress two statistically dependent signals X and Y independently without commu-
nication with each other. Examples of statistically dependent signals are correlated
image and video sequences.

Let’s assume there are two correlated information sources X and Y. In the con-
ventional source coding, in terms of rate-distortion, the main issue is what is the
minimum rate to code the sources X and Y when a joint encoder and joint decoder

are adopted? The answer for this question is given by information theory:

Ry > H(X)
Ry > H(Y) (5.1)
Rx+ By =H(XY)

where H(X) and H(Y') are the entropy of sources X and Y, respectively, and H(X,Y)
is the joint entropy. Thus H(X,Y) is the minimum achievable total rate when sources
X and Y are coded and decoded without any error, i.e. lossless coding. Now consider
the situation where there are two different encoders and one joint decoder for two

correlated information sources X and Y. What is the minimum achievable total rate
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for lossless coding? Slepian and Wolf provide the answer for this question.

5.2.1 Slepian-Wolf Theory for Lossless Coding

The Slepian-Wolf theory specifies the minimum achievable rate to encode signals
X and Y using an independent encoder and joint decoder. Consider two separate
encoders and two joint decoders in a system depicted in Figure 5.2 (a). When the
encoder f and the decoder 4 are used, then the encoded symbols for X and Y are Iy =
F(X) and Iy = £(Y), respectively. The size of symbols is represented with rate Ry
and Ry for Iy and Iy, respectively. Then the decoded information is X = g(Ix, Iy)
and Y = gLy, Iy). The error is defined by the difference between the original source
X and reconstructed source X, i.e. § = d(X,X). For arbitrarily small error § > 0,

the possible achievable rates are determined by the Slepian-Wolf theory, which is

Rx = H(X

Y)
X)

—
o
|8

S

Ry >H(Y

Ry + Ry > H(X,Y)

where H(XY) is the condition entropy of X given Y and H (Y| X) is the conditional
entropy of ¥ given X. Equation 5.2 indicates that the rate of an independent en-
coder and joint decoder for dependent signals can be the same as the rate of the joint
encoder and decoder pair.

Equations 5.1 and 5.2 show that when two correlated information sources are en-

coded independently with two encoders, the minimum achievable total bit rate is the

same as for the case where the two sources are encoded with one joint encoder, and

114



PhD Thesis - I. Park McMaster - Computational Engineering and Science

X Encoder Ix _ | Decoder o
» f(X) Rx 1 ogixly) ok
A
B
Y Encoder Iy Decoder
] > —_—— Y
f(Y) Ry g(ly,lx)
(a)
RYA
H(X,Y)
H(Y) g
H(Y[X) 3
>
HIXY)  H(X)  H(XY) Rx

Figure 5.2: The scenario of separate encoder and correlated decoder and its rate
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the minimum achievable total bit rate is equal to the joint entropy. Figure 5.2 (b)
depicts the achievable rate region for the separate encoder and joint decoder scenario.
In Figure 5.2 (b), the hatched area, represented by the letter £ , is the achievable rate
region when the system in Figure 5.2 (a) is implemented. In this case, the minimum

achievable rate exists on the boundary lines.

5.2.2 Wyner-Ziv Theory for Lossy Coding

Let’s consider again two correlated information sources X and Y with two indepen-
dent encoders, one independent decoder and one joint decoder. Wyner and Ziv have
studied this problem and provided the achievable rate in [83]. Thus the Wyner-Ziv
theory is a special case of the Slepian-Wolf theory. For example, in Figure 5.2 (a), if
channel B is opened and channel A is closed then source Y is encoded and decoded
with an independent encoder and decoder pair, source X is encoded with an inde-
pendent encoder and a joint decoder, and the minimum achievable rate point is the
point A in Figure 5.2 (b) (H(X|Y), H(Y)). When channel A is open and channel B
is closed in Figure 5.2 (a), then the minimum achievable rate point is the point B in
Figure 5.2 (b) (H(X), H(Y|X)).

The Wyner-Ziv coding scenario is known as lossy compression with side infor-
mation at the decoder. Wymner and Ziv considered that source Y is encoded and
decoded without any loss while source X is compressed with a lossy scheme with ac-

ceptable distortion d. Then the Wyner-Ziv theory provides the minimum achievable
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rate R‘\‘If(d ). which is
RYZ(d) > Rxy(d),  d>0 (5.3)

where Ry (d) is the minimum rate required to encode source X when source Y is
available at both the encoder and decoder with average distortion d. If the distortion
is zero (d = 0) the Wyner-Ziv theory corresponds to R‘\‘!f(O) = Ry)y(0), which is the

Slepian-Wolf theory.

5.3 Wymner-Ziv Video Coding

Designing the DSC encoder and decoder pair to achieve the rate boundary of the
Slepian-Wolf theory remains an open problem. Since both spatial and temporal re-
dundancies are removed on the decoder side, the encoder is simple to design. Thus
the performance of DSC mainly depends on how the decoder is designed. Although
several efficient decoders have been made by Pradhan and Ramchandran 93], Aaron
et al. [88] and Sartipi and Fekri [92], the rates are not close to the Slepian-Wolf’s
theoretical bound.

DVC is an example of the application of DSC. Due to the typically high corre-
lation between successive video frames, video can be a good example for dependent
signals X and Y. Figure 5.1 depicts a distributed video coding system based on the
Wymner-Ziv theory, which was proposed by Girod et al. |2|. As we can see from Fig-
ure 5.1, the distributed video encoder consists of two independent intra coders: the
Wyner-Ziv encoder and Key frame encoder. For the Key frame encoding, conven-

tional intra frame codec is employed.
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Wyner-Ziv frame coding can be done in either the pixel or transform domain.
The DVC decoder consists of three parts: (1) key frame decoder, (2) Wyner-Ziv
frame decoder and (3) side information generation. Usually the intra coding mode
of conventional video coding standards is used in the key frame decoder. Wyner-Ziv
frame coding can be performed with transform, quantization and different channel
coding schemes. For example, Dalai et al. [94] implemented a turbo coding DVC
system, and Satripi and Fekri [92] and Ascenso et al. [95] used LDPC coding to
implement the channel coding in their DVC system. In the following subsections, two

different Wyner-Ziv coders are discussed.

5.3.1 Pixel Domain Wyner-Ziv Frame Coding

First, each pixel value of the W-frame is quantized using a uniform scalar quantizer
with 2" levels. A quantized symbol stream ¢ is sent to the Slepian-Wolf encoder,
which consists of a turbo encoder and buffer (see Figure 5.1). At the decoder, for each
W-frame, previously reconstructed K-frames are used to generate side information S,
which is an approximated version of W-frame . The turbo decoder requests & < m
bits to reconstruct a quantized symbol ¢. Then W-frame W is reconstructed and
compared to the estimated W-frame S. If the error between W and S is larger than
the predefined threshold the turbo decoder requests another bit to buffer. Since the
requested number of bits is less than the bits representing the pixel value compression
is achieved. At the decoder, either an interpolation or extrapolation algorithm is

adopted to generate side information S.
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5.3.2 Transform Domain Wyner-Ziv Frame Coding

Aaron ef. al [86] implemented a transform-domain Wyner-Ziv video coder and com-
pared the coding performance to that of a pixel domain Wyner-Ziv video coder. The
structure of the transform-domain Wyner-Ziv video coding system is similar for the
that of pixel domain except that an additional DCT block and a bit-plane extrac-
tor are added to the Wyner-Ziv encoder. First, the W-frame is transformed into a
frequency domain. After quantization using a 2™ level quantizer m bit-planes are
formed by the bit-planes extractor. Each bit-plane is encoded using a turbo encoder
and stored at the buffer. At the decoder side, the interpolated or extrapolated side
information is transformed using the same DCT coder, and extracted bit-plane quan-

tized coefficients.

5.4 Side Information

For Wyner-Ziv frame decoding, high quality approximation of unknown data for the
current Wyner-Ziv frame is desirable for an efficient rate and good performance. Side
information provides an approximated Wyner-Ziv frame to help reconstruction of
the Wyner-Ziv frame at the decoder. Side information plays a key role in DVC [41]
decoding and thus generating high quality side information is essential to achieve high
performance. Several side information generation algorithms have been proposed by
Lu et al. |41], Li and Delp [43] and Wang et al. [96]. To generate side information
in the decoder, the most popular methods are interpolation and extrapolation. Both
interpolation and extrapolation are performed using reconstructed key frames, which

are encoded and decoded with an intra coding scheme, in the encoder and decoder,
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Figure 5.3: Generating side information using interpolation method. The side in-
formation (frame with dotted line) can be generated using both previous and future
frames (frame with solid line).

respectively. Interpolation and extrapolation algorithms are briefly discussed in the

following subsections.

5.4.1 Interpolation for Side Information

Interpolation is a widely used side information generation method in the distributed
video coding system because of its efficiency and simplicity. To generate a frame using
the interpolation method, both previous and future frames are required. Interpolating

a frame is an approximation based on the nearest neighboring frames, which is
Sl' :I(Sl’|R,'.R,',1). (5—1)

where Z() is an interpolation function, and R, ; and R; are previous and future
frames, respectively, which are already reconstructed. Figure 5.3 shows the structure
of the interpolation method in side information generation. In Figure 5.3, there is
unknown knowledge for each piece of side information S; at the decoder side. Thus

each piece of side information should be interpolated using neighboring frames. If
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the linear interpolation algorithm is adopted to interpolate the side information, the

pixel value at each position (z,y) is

2

where R;(x,y) is the pixel value at position (z,y) in reference frame R;. Other

interpolation algorithms can be adopted to generate better side information.

5.4.2 Extrapolation for Side Information

Extrapolation is an another method to generate side information using previously
generated K-frames. While interpolation requires a future frame, previous frames
are enough to generate side information in extrapolation. The overall structure of
extrapolation is shown in Figure 5.4. In Figure 5.4, the side information frame S;

is unknown at the decoder side. The extrapolation process with K-frames can be

expressed mathematically as

Si:g(si‘}{h[{i;lﬁ") (5-6)

where £() is an extrapolation function. For example simple linear extrapolation can

be used to reconstruct S; using two reconstructed frames R; and R;., as
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Figure 5.4: Generating side information using extrapolation method. The side infor-
mation (frame with dotted line) can be generated using previous reconstructed frames
(frame with solid line).

Also the extrapolation process can be done with both previous frames and side infor-

mation frames, which is

Si = E(Si|Ri, Siza, Riv1, Siga, -+ ) (5.8)

To estimate each side information frame, the extrapolation function needs to investi-

gate the relationship among previously reconstructed frames.

5.4.3 Motion Estimation for Side Information

The accuracy of side information can be improved by combining interpolation with
other techniques, such as motion estimation. Although motion estimation requires
high computational resources, it is widely used in video coding because it removes
temporal redundancy, efficiently. In the conventional video coding standards, motion
estimation is used only in the encoder [66]. Motion estimation can be used to gen-
erate side information for DVC because there is high temporal redundancy between

successive frames. To improve performance, motion estimation and interpolation (or
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Table 5.1: Comparison of the encoding time of different encoders (all times given in
milliseconds)

Sequence Inter Intra DVC Speed gain(%)

SGInter SGIutm

Carphone  514.75 158.00  52.00 89.9 67.1

QCIF Container 519.75 155.00 51.75 90.0 66.6
(176 x 144) Foreman 520.00 157.00  64.25 87.6 59.1
Salesman 517.75 190.25  58.50 88.7 69.3

Hall 2000.00 547.25 290.25 85.5 47.0

CIF Mobile 2111.00 658.00 298.00 85.9 44.7
(352 x 288) News 2006.75 588.00 329.00 83.6 44.0
Stefan 2100.75 600.25  286.50 86.4 42.3

extrapolation) are often combined. Interpolation is adopted to estimate motion vec-

tors as well as the pixel values of approximated frames.

5.5 Improved Side Information Generation

The complexity of a video encoder can be measured by its encoding time. Table 5.1
shows the encoding time of the H.264/ AVC inter coding, the H.264,/ AVC intra coding
and DVC. For the H.264 /AVC inter coding, one reference frame was used for motion

estimation. In Table 5.1 speed gains SGipyer and SGrya are calculated as

y —_ ET n :-r_ET /C 7%

SGInter - : I'F)Tl,,m- e X 100((/0)’ (r 9)
Disa

y ET n 1':\_ET /C 70

SGIntm = I]‘:Tmm * 100((/0)

where ETqter, ET e and ETpye are encoding times of inter, intra and DVC coding,
respectively.

Using the DVC for the CIF video format encoding, the encoder complexities
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Figure 5.5: The decoder using proposed side information generation with multiple
reference frames motion estimation and post processing.
are decreased by 85% and 45% compared to conventional H.264/AVC inter and
H.264/AVC intra encoding. respectively. When the video frame format is QCIF
the advantage is more evident. The reduced complexities are 89% and 65% compared
to conventional H.264/ AVC inter and H.264 /AVC intra encoding, respectively. From
these simulation results, we can see that DVC contributes to reduce encoding com-
plexity of the video encoder significantly.

It is widely known that the performance of DVC is typically below that of con-
ventional video coding with motion estimation (inter coding) in the encoder. The
main reason for the low performance of DVC is that it does not remove temporal re-

dundancy on the encoder side. Also, channel coding such as turbo coding and LDPC

increases the bit rates. Since Wyner-Ziv frames are decoded using side information to
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improve the coding efficiency, high quality side information is mandatory. Although
previous side information generation algorithms provide improved performance for
DVC, the achievable rate is still far from the Wyner-Ziv boundary. We propose a
novel side information generation algorithm based in the decoder as shown in Figure
5.5 (circled block). In the decoder, the side information generation block consists of
three parts. These are: (1) multiple reference frames based motion estimation, (2)
motion compensated interpolation, and (3) post processing. Algorithm 5 describes
the proposed DVC decoding process using improved side information.

For multiple reference frames based motion estimation, a frame buffer is added
into the side information generation block. Multiple reference frames based motion
estimation is similar to that used by the H.264/AVC video encoder. Previously de-
coded key frames and Wyner-Ziv frames are used as reference frames for the motion
estimation of the current frame. Various motion vector search algorithms such as
hexagon search proposed by Zhu et al. [14], diamond search proposed by Zhu and Ma
[12] and three step search proposed by Koga et al. |6] are available for fast motion es-
timation. In the proposed side information generation. full search motion estimation
is used for a high quality approximation. More details about motion compensated

interpolation and post processing are described in the following subsections.

5.5.1 Interpolation Based on Multiple Reference Frames Mo-

tion Estimation

Although pixel-based interpolation or extrapolation for side information generation
provides acceptable performance, Li and Delp [43] show that the motion estimation

based algorithm achieves better performance. Since the computational complexity of
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Algorithm 5 Proposed side information generation algorithm

Read the current Wyner-Ziv stream
Generate side information frame
for all macroblocks do
(1) Find reference frame and motion vectors satisfying minimum distortion.

(2) Construct a side information frame using reference number and motion
vectors.

(3) Post processing for the hole and overlapped area.
end for
Reconstruct Wyner-Ziv frame
for all 8 x 8 blocks do
(1) Read side information corresponding to the current block.

(2) Perform DCT, quantization, and zig-zag scan.
(3) Turbo encode the side information block.

(4) Form turbo decoder input stream using parity bits and the output of
the turbo encoder of side information.

(5) Turbo decoding.

(6) Improve the reconstructed frame using side information frame.
Choose the best macroblock mode for the current macroblock.
end for
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motion estimation linearly increases in proportion to the number of reference frames
and the number of search points, a single reference frame is widely used for motion
estimation. When large motion and occlusion exist in a frame, motion estimation
with one reference frame does not provide enough information to approximate the
unknown side information frame. Thus it is proposed to take multiple reference
frames for motion estimation to generate high quality side information frames. For
each block, only one frame is chosen from multiple reference frames, as follows.

Using motion estimation, after obtaining the motion vectors and residuals from
multiple reference frames, generating side information for each block can be generated
from:

Sel g Focns Ropgy v 5 i

Si=A| MV, MVigs, -, MVin; (5.10)

Bt am; =+ 3 lian

where A() is an approximation function which is implemented with two steps:

(1) finding a frame number index having the smallest residual such as
= arg min d; 1 <i<n. (5.11)
2

(2) interpolating each block in the side information as

bl.AI.Ay =7 (bl,AJ'.Ay“)O,l"yw bk,.l‘—HnU_T.y—é—InL'y) (

ot
=
(8]
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where by, by and b, are the part of the current frame R;, previous frame Ry and the
kth frame Ry, which has minimum residue, respectively, and mwv, and muv, are motion
vectors in the horizontal and vertical directions, respectively.

By using linear interpolation, the displacement (Az and Ay) can be obtained from

Az =z + i -

Ay=y+§"
Then, the approximated block is

'ZL'_l Xb rz+b"r mu mu
bl.Az'.Ay _ ( ) 0,z,y 5 kx+mug Y+ uy. (514)

The approximated block is placed at the position Az and Ay of the approximated
side information frame. Since each block of the approximated side information frame
is copied and pasted from the reference frame at the new position (x + Az, y + Ay),
the approximated side information frame is not perfect. Overlap as well as holes can

exist on the approximated side information frame, as shown in Figure 5.6.

5.5.2 Post Processing for Improved Side Information

After motion estimation and compensation, there is a high probability that holes
and /or overlapped areas on the generated side information frame will exist. Figure
5.6 shows an example. In Figure 5.6, p; is an example of a hole area surrounded by
blocks By, By, B3 and By, and p; is an example of an overlapped area by blocks Bs
and Bg. Post processing of the reconstructed side information frame contributes to

improving the quality of the generated side information frame. For the hole area,
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Figure 5.6: The example of hole and overlapped area after side information generation.

if the size of the hole area is more than four pixels, motion estimation is repeated
to copy and paste from a reference frame. Otherwise a filtering algorithm such as
median or mean filtering using the neighboring pixel values can be employed. For its
simplicity, mean filtering is adopted in our proposed algorithm.

The overlapped area is recovered by comparing the residues of overlapping blocks
such as

B,’ if fll,' S ({j
O = (5.

B; otherwise

@]
—_
by

where Oy is the Ath overlapped area, and d;, d; are residuals of block B; and B;,
respectively. Figure 5.7 shows an example of a generated side information frame in the
decoder. Figure 5.7 (a) and (b) are the original 8th frame of the Carphone sequence

and corresponding generated side information frame, respectively. Although there is
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some blurring around the head area due to motion, the quality of the generated side

information is enough to be used for re-constructing the Wyner-Ziv frame.

5.5.3 Decoding Wyner-Ziv Frame Using Side Information

After generating the side information frame, the decoder performs DCT, quantization
and turbo encoding for all blocks in the side information frame. Then, the parts of the
output of the turbo encoder are combined with the bits from the encoder buffer. The
bit array feeds into the turbo decoder to decode the Wyner-Ziv frame. Dequantizing
and inverse DCT are performed on the output of the turbo decoder. After decoding,
the distortion between the decoded Wyner-Ziv frame and the side information frame
is measured. If the distortion exceeds a threshold, the decoder requests more bits

from the encoder buffer and performs the decoding procedure.

5.6 Simulation Results and Discussion

In this section, the DVC performance based on the proposed side information gen-
eration algorithm is evaluated. For key frame coding, the intra coding mode of the
H.264/AVC reference software JM 13.1 [76] was used. For testing, four CIF format
sequences and four QCIEF sequences were used. The test sequences and their char-
acleristics are described in Table A.1. For different bit rates, variable quantization
parameters are used for both H.264,AVC intra and inter frame coding. For intra
frame coding, the quantization parameters vary from 22 to 32. For inter frame cod-

ing, the quantization parameter ranges from 20 to 28. In inter frame coding one
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(b)

Figure 5.7: Generated side information frame after motion estimation using mul-
tiple reference frames and post processing: (a) original and (b) reconstructed side
information frame.
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reference frame is used for the motion estimation at the encoder. The search range
for motion estimation is fixed to =16. CAVLC is used to compress the bitstreams for
both intra and inter coding.

For DVC, the key frame coding block is implemented using conventional H.264 / AVC
intra frame coding. The DCT is adopted to transform a Wyner-Ziv frame at the en-
coder. H.264/AVC Intra quantization matrix is used for the DCT coefficients, then
turbo coding is implemented to generate the bitstream from the quantized coefficients.
After turbo coding, the bitstreams are saved in the frame buffer. In the decoder, the
side information frame is constructed using motion estimation with a maximum of five
reference frames using full search. The block size and search range for motion estima-
tion are 8 and %16, respectively. Since the DVC does not perform intra prediction or
inter prediction, its encoder complexity is much less than the encoder complexity of
the H.264/AVC intra encoder as seen in Table 5.1. As mentioned earlier. low encoder
complexity is a main advantage of a distributed video encoder.

Figures 5.8 and 5.9 show the PSNR wvs. bit rates of three different coding
algorithms when QCIF format test sequences are used. The test sequences are: Car-
phone, Salesman, Foreman and Container. The quantization parameters are
chosen for the target bit rates between zero to 1.4 Mbps. In the Carphone sequence
(Figure 5.8 (a)), the performance of the proposed DVC is lower than the performance
of H.264/ AVC inter coding. At high bit rates, the difference is significant hut still
better than the performance of the H.264,/ AVC intra coding. Figures 5.8 (b), and Fig-
ures 5.9 (a) and (b) shows a similar pattern of rate distortion curves when Salesman,
Foreman and Container are used as the test sequence. In those sequences, the per-

formance of the H.264/AVC inter coding is outstanding compared to the performance
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Figure 5.8: Comparison of the coding efficiency of the proposed algorithm with the
conventional video coding algorithm. The test sequences are QCIF format: (a) Car-
phone and (b) Salesman sequences.
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Figure 5.9: Comparison of the coding efficiency of the proposed algorithm with the
conventional video coding algorithm. The test sequences are QCIF format: (a) Fore-
man and (b) Container sequences.
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of the H.264/AVC intra coding and the proposed DVC. Although the performance
of the proposed DVC is worse than the performance of the'H.264/AVC inter coding,
it demonstrates improved performance over the H.264/AVC intra coding with low
encoder complexity. In all the test sequences, the performance of the proposed DVC
is located between the performance of the intra and inter codings.

Figures 5.10 and 5.11 show another example of coding performance of the pro-
posed DVC when CIF test sequences are used. The test conditions are similar to that
of the QCIF test sequences. Figure 5.10 (a) shows rate-distortion curves of three dif-
ferent coding modes for the Bus sequence. Although the performance of the proposed
DVC is worse than the performance of inter coding, the performance of the proposed
DVC is much better than intra coding for all bit rates. For the case of the Mobile
sequence, the coding performance of the proposed DVC is similar to the performance
of the inter coding and much better than the performance of intra coding.

Figure 5.11 (a) depicts the rate-distortion curve for the News sequence. Although
the coding performance of the proposed DVC system is lower than that of inter cod-
ing, it is better than intra coding. Throughout various test sequences, the proposed
DVC system provides good coding performance situated between the H.264/AVC
inter and intra coding. Figure 5.11 (b) represents the rate distortion curve of the
Football sequence. The pattern of the proposed DVC performance is similar with
that of the H.264/AVC inter coding. As shown in Figure 5.10 (b) and Figure 5.11
(b) the performance of the proposed DVC is comparable to the performance of the
H.264/AVC inter coding and much better than the performance of the H.264/ AVC

intra coding.
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Figure 5.10: Comparison of the coding efficiency of the proposed algorithm with the
conventional video coding algorithm. The test sequences are CIF format: (a) Bus
and (b) Mobile sequences.
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Figure 5.11: Comparison of the coding efficiency of the proposed algorithm with the
conventional video coding algorithm. The test sequences are CIF format: (a) News
and (b) Football sequences.
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The encoding complexity of the proposed DVC system is significantly lower com-
pared to conventional video coding standards such as H.264/AVC. For the CIF video
format encoding, the encoder complexities can be reduced by 85% and 45% compared
to conventional H.264/AVC inter and H.264/AVC intra encoding, respectively. For
the QCIF format, the reduced complexities are 89% and 65% compared to conven-

tional H.264/AVC inter and H.264/AVC intra encoding, respectively.

5.7 Summary

In this chapter, a new video coding scheme, which is called distributed video coding
is introduced for low complexity video encoder. The theoretical background as well
as different encoding and decoding methods for distributed structure are discussed.
Since distributed video coding adopts independent frame coding at the encoder, the
coding efficiency of distributed video coding is lower than the conventional video cod-
ing standard with inter coding. To improve the coding efficiency, distributed video
coding eliminates temporal redundancy at the decoder side. Side information frames
provide the number of required bits as well as the approximated pixel values. Improv-
ing the quality of the side information frame is critical in distributed video coding to
achieve high coding efficiency.

By designing a new side information generation algorithm, the coding efficiency
of distributed video coding is improved. Both multiple reference frames based motion
estimation and post processing are adopted in the proposed side information genera-
tion algorithm. Motion estimation using multiple reference frames approximates the
current Wyner-Ziv frame when there is large motion on the object and complicated

backgrounds on a frame. Simple mean filtering works well for recovering hole areas on
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the side information frame. The residue based overlapped block selection algorithm
improves the quality of the regenerated side information frame. The encoding com-
plexity of distributed video coding is reduced by more than 30%. The performance
of DVC using the proposed side information algorithm is improved compared to the

conventional standards.
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Chapter 6

Conclusions, Remarks and Future

Work

In this thesis, a wide range of video coding standards and their performance have
been presented. In particular, the complexity issue of the video encoder is discussed
in detail. An efficient ME algorithm for a low complexity video encoder was proposed.
Also side information generation algorithms for distributed video coding system were
explained. This chapter provides a summary of this thesis as well as conclusions and
future work. This chapter is organized as follows: In Section 6.1 we summarize this
thesis briefly. Concluding remarks about the current rescarch are provided in Section
6.2. This thesis is finalized with future work, which is related to the current research

in Section 6.3.
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6.1 Summary Review

This section provides a summary of this thesis. The concept of a low complexity video
encoder is introduced with different applications in Chapter 1. Previous work on ef-
ficient ME and distributed video coding algorithms are discussed in Chapter 1. Also
Chapter 1 describes video coding tools such as ME, transformation, quantization, and
entropy coding as well as the performance measure tool. Chapter 2 introduces various
international video coding standards such as MPEG-1, MPEG-2, MPEG-4, H.261,
H.263 and H.264. Key functions of each standard are explained in detail. Although
there are improvements in coding performance the later video coding standard has
greater computational complexity than the earlier video coding standard because it
adopted more techniques to remove temporal and spatial redundancies. The coding
performances of video coding standards are compared and discussed in Chapter 2.

The computational complexity of video encoder algorithms is studied in Chap-
ter 3. Since ME consumes the most of the encoder complexity, the complexity of
ME is discussed in detail. Various efficient ME algorithms for low complexity video
encoders have been proposed. Different search pattern algorithms are examples of
methods that have contributed to reducing the complexity of video encoders. H.264
video encoder adopts both multiple reference frames based ME and variable block
size mode decisions to improve coding efficiency. Both techniques increase the com-
putational complexity of the ME block.

In Chapter 4, an efficient ME algorithm is proposed to reduce encoding time and
ME time. The information from neighboring blocks is used to determine the initial
reference frame, initial motion vector and the thresholds for an early stop condition.

The coding performance and the complexity of the proposed efficient ME algorithm
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is discussed in Chapter 4.

Chapter 5 introduces a distributed video coding structure, its differences from
conventional video coding structures, and the theoretical background and several ap-
plications. Side information plays a key role in the distributed video coding system
because it provides temporal redundancy information for reconstructing video frames.
A new side information generation algorithm is proposed to improve the coding per-
formance of the distributed video coding system. In the proposed algorithm multiple
reference frames based ME and post processing are adopted. The coding performance
of the distributed video coding system using the proposed side information generation

algorithms is compared to the performance of H.264 at the end of Chapter 5.

6.2 Conclusions and Remarks

Several conclusions can be drawn from this work. The conventional video coding
standards have too heavy computational complexity to implement real time applica-
tions. To reduce the encoder complexity, optimization of function blocks in the video
encoder is required. A low complexity video encoder can be achieved by designing
efficient ME. When there is high spatial correlation among neighboring blocks, the in-
formation from the neighboring blocks is useful to estimate an initial reference frame,
initial motion vector and early stop decision. Residual information can be used for a
fast mode decision algorithm in H.264 video encoder.

Distributed video coding provides a low complexity encoding system compared to
conventional video coding standards. Low complexity of the distributed video encoder
is made possible by performing intra only coding. Although the Slepian-Wolf and

Wymner-Ziv theories provide the lower boundary of achievable rate-distortion curves,
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the performance of the current distributed video coding system is far from the lower
boundary. The coding performance of the propose distributed video coding system
is substantially lower than that of H.264 inter coding. To improve the coding per-
formance designing a smart decoder is required. The side information block plays a
key role in distributed video decoding. This research contributes to generating high
quality side information for distributed video coding. In the following subsection, the
contributions of the proposed efficient ME algorithms for H.264 video encoder and
improved side information generation algorithm for distributed video decoding are

described.

6.2.1 Discussion of Results of Efficient Motion Estimation

A low complexity video encoder can be achieved by designing an efficient ME algo-
rithm. Since H.264 supports both multiple reference frames based motion estimation
and variable modes for each MB, the H.264 video encoder has greater computational
complexity than other video coding standards. Neighboring MBs provide enough
information for initial reference frame selection, initial MV and thresholds for early
stop condition. While early stop conditions contribute somewhat to a speed gain, the
initial reference selection algorithm gives a major speed gain for ME.

The proposed residue based mode decision algorithm provides reduced motion es-
timation time while maintaining coding performance. Since checking sub-block mode
is not required most of the time, residue based mode decision provides the largest
contribution for the speed gain of ME. The proposed ME algorithm reduces the MET
approximately 60% to 75% with similar coding performance compared to the conven-

tional H.264 video encoder with full search and EPZS search pattern.
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6.2.2 Discussion of Results of Improved Side Information for

DVC

The DVC system reduces encoder complexity significantly compared to conventional
video coding standards. The encoding time of DVC is just 10% to 20% of the en-
coding time of the H.264 video encoder. Although the DVC system has low encoder
complexity. it has not been widely adopted for real time applications. The low cod-
ing performance of the DVC system is the main obstruction for implementing real
time applications. A DVC system can be designed in both the pixel domain and
transform domain. Usually the transform domain based DVC system has better per-
formance than the pixel domain based DVC system. DCT is widely employed in
transformation. Turbo coding and LDPC are the coding scheme chosen here to im-
plement channel coding in the DVC system. Much research has been done to improve
the coding performance. Since side information plays a key role to reconstruct the
Wyner-Ziv frame at the decoder, that research was focused on improving the quality
of side information.

The proposed DVC system is implemented using DCT for transformation and
turbo coding for channel coding. In the proposed side information generation algo-
rithm, multiple reference frames are used for ME followed by post processing. The
linear interpolation algorithm works well to estimate MV as well as pixel values after
ME. Simple mean filtering is effective for recovering hole areas on the side informa-
tion frame. The residue based block selection algorithim improves the overlapped area
on the side information frame. The performances of the DVC system with the pro-

posed side information generation algorithm are between that of H.264 intra coding
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and H.264 inter coding. Depending on test sequences, the performance of the pro-
posed DVC system approaches the performance of H.264 inter coding while requiring

reduced computational complexity.

6.3 Future Work

The area of video coding has many applications required from low complexity en-
coder/low complexity decoder to high complexity encoder/high complexity decoder
for high coding performance. The video coding algorithm should be optimized for tar-
get applications. Different video coding strategies can be proposed and implemented
for different applications. This work provided some algorithms for low complexity
video encoders. However, there are numerous opportunities for future work in the

video coding area.

6.3.1 Designing Low Complexity Video Encoder and Decoder

Pairs

The main advantage of the DVC system is its low encoder complexity. The com-
plexity of the decoder side of the DVC system is significantly higher compared to the
decoder of conventional video coding standards. Most complexity is from turbo coding
because it has an iterative recursive structure. Thus, the proposed low complexity
encoder and low complexity decoder system has a DVC encoder and conventional
video decoder structure. In those systems, the central server should perform trans
coding. The trans coder takes the DVC bitstream and generates a conventional video

coding bitstream. In that case, the central server has huge computational complexity.
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Also there are latencies in communication between encoder and decoder.

Designing new video coding standards is still in progress by international groups
such as MPEG and ITU-T. But the objective of those standards is not much different
from that of the current video coding standards. Designing a video coding syste
with a low complexity video encoder and decoder is challenging research work. Many
ways exist for designing a video coding system, which is totally different from the
conventional video coding standards. For a low complexity encoder, different coding
tools can be tested and adopted. For example, there are different transformation
methods for video signal. Finding an efficient method to remove temporal redun-

dancy is another way to achieve a low complexity video encoder.

6.3.2 Future Implementation Work

Video coding standards provide reference encoder and decoder software. Implement-
ing the video encoder in the software level optimizes the reference encoder to adapt
to a specific application. The efficient ME algorithm is a good example of implemen-
tation of optimized video encoder. The current work is related with building a low
complexity video encoder using software implementation. The advantage of software
implementation is that it is easy checking mistakes in the code, and verifying the
performance. However, hardware implementation has many advantages over software
implementation.

For hardware implementation, power consumption, speed and complexity should
be considered together. Some trials have been done to implement video codec on

field programmable gate array (FPGA) chips and very large scale integration (VLSI)

146



PhD Thesis - |. Park McMaster - Computational Engineering and Science

architecture. Usually, a video codec is implemented using both software and hard-
ware together to use the merit of each part. Generally hardware implementation is
better than software implementation in terms of power consumption and execution
speed. But software implementation has more flexibility than hardware implemen-
tation. Thus computationally complex parts such as ME and transformation are
implemented using hardware and the other parts can be implemented using software.
Since there are trade offs between software and hardware, the selection is the de-
signer’s decision. Some implementation issues of the H.264 encoder for broadcast
applications can be found in [97].

Hardware implementation requires other knowledge besides video coding stan-
dards such as system architecture, memory allocation, multi threads coding, etc.
Parallel processing is one advantage of a hardware implementation. By using par-
allel processing, the encoding time and decoding time can be reduced significantly.
Very high speed integrated circuits (VHSIC) were introduced in 1980’s. Later VH-
SIC hardware description language (VHDL) was widely used for design FPGA and
application specific integrated circuits (ASIC). Comparing with software implemen-
tation, hardware implementation provides the advantage in speed and disadvantage

1 maintenance.
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Appendix A

The List of Test Sequences

The test sequences which are provided by international standard groups are sumina-
rized in Table A.1. Those test sequences are used for the simulations in this thesis.
Some selected frames of the test sequences are shown in Figure A.1 - Figure A.4.
The test sequences in Figures A.1 and A.2 are QCIF format. The test sequences in

Figures A.3 and A.4 are CIF format.
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Table A.1: Video test sequences and characteristics of each sequence

[ Format ] Sequence ] Frames H Characteristics

Carphone 300 || Large motion of a big object, part of background has large motion.
Container 300 || Small motion of a big object, simple background.

QCIF Foreman 300 || A big object with motion and panning.

(176 x 144) | M&D 300 || Two objects with small motion, the background is static.
Salesman 300 || Small motion of a big object, detailed background with small motion.
Silent 300 || A big object with motion, the background is static.
Bus 150 || A large object moving with fast motion.
Flower 250 [| Small motion, detailed background.
Football 260 || Many objects with fast and large motion.

CIF Hall 300 || Two or three persons walking on office hall.

(352 x 288) | Highway 300 || Fast motion of object and background.
Mobile 300 || Complicated motion of objects and moving calendar.
News 300 || Two objects in foreground with small motion

and two objects in the background with large motion.
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Figure A.1: Sample frame numbers from QCIF format test sequences: (a) Foreman,
(b) Carphone, (c) Container and (d) Salesman.
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Figure A.2: Sample frame numbers from QCIF format test sequences: (a) Silent and
(b) Mother&daughter.
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Figure A.3: Sample frame numbers from CIF format test sequences: (a) Bus, (b)
Flower, (¢) Football and (d) Hall.
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Figure A.4: Sample frame numbers from CIF format test sequences: (a) Highway,
(b) Mobile, (c) News and (d) Stefan.
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