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Abstract

Prior research on time-delay bilateral teleoperation has mainly resulted in meth-
ods that favor the robust stability of the system at the expense of its transparency.
In contrast, it is demonstrated in this thesis that carefully designed model-based
predictive controllers are able to achieve high levels of transparency while main-
taining teleoperation stability. This is accomplished by utilizing available informa-
tion on system model and time delay within a predictive control framework. The
performance objectives are delay-free position tracking between the master and
slave and the establishment of a virtual mass-damper tool impedance between the
user and environment. Three model-based predictive controllers are proposed in
this thesis which utilize both force and position measurements at the master and
slave sites. The first two controllers can only handle known and fixed time delays
whereas the third controller is applicable to systems with fixed or variable delay.
First, building upon our recent work in [1, 2], a decentralized model-based
predictive controller is introduced that can enhance the time-delay teleoperation
transparency and robust stability by allowing the use of local delay-free measure-
ments in local master/slave controllers. The stability of the system is analyzed
using a frequency sweeping test. Numerical analysis demonstrates improved per-

formance and robustness compared with the centralized controller in [2].

v



Next, a robust predictive controller is proposed to deal with modeling uncer-
tainty, particularly in the operator and environment dynamics. In a two-step con-
trol approach, first local adaptive/nonlinear controllers are applied to linearize the
system dynamics and to eliminate dependency on the master and slave parame-
ters. Teleoperation coordination is then achieved by formulating an input/output
(I/0) time-delay H, robust control synthesis. The transparency and robust stabil-
ity properties of the proposed method are examined via numerical analysis.

Although less sensitive to modeling uncertainty, the robust controller can still
sacrifice teleoperation transparency in favor of its stability since it utilizes a fixed
controller for the entire range of teleoperation. In an attempt to avoid such a trade-
off, a stable adaptive predictive controller for teleoperation systems with constant
and varying communication delay is proposed. The controller utilizes a model of
the system dynamics and the time delay within a predictive control framework to
achieve the desired transparency objectives while maintaining the system stabil-
ity. The controller adapts to uncertainties in the system dynamics by estimating
the model parameters in real time. A Lyapunov analysis of the performance and
stability of the resulting system is presented.

The proposed controllers for time-delay bilateral teleoperation are implemented
and experimentally evaluated. The results demonstrate the effectiveness of the
proposed methods in providing a stable transparent interface for teleoperation un-

der time delay.
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Chapter 1

Introduction and Problem Statement

1.1 Background

Operator-in-the-loop control of robotic manipulators, widely known as teleoper-
ation, has been an alternative to autonomous robotic operation in complex and
unstructured environments. Teleoperation systems allow a human operator to ex-
tend his/her intelligence and manipulation skills to remote and/or hazardous en-
vironments. This is achieved through coordinated control of two robotic arms, i.e.
a master hand-controller which is often a force-feedback enabled interface used
by the operator, and a slave robot that manipulates the task environment. The
coordination is carried out by master/slave controllers and by utilizing the posi-
tion and force information exchanged over the linking communication medium.
Figure 1.1 shows these six elements that usually constitute a teleoperation system.

After its initial introduction in 1940s, telerobotics has rapidly progressed from

mechanically linked tele-manipulation to current advanced computer-controlled
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Figure 1.1: (a) Unilateral teleoperation architecture with visual feedback and (b)
bilateral architecture with additional kinesthetic and force feedback.
teleoperation systems [3,4,5,6,7]. Over the past few decades, applications of tele-
operation technology have grown in a number of different areas. These include but
are not limited to space operation [8,9,10,11], underwater exploration [12,13], min-
ing [14], nuclear material handling [15], toxic material handling, the entertainment
industry, and more recently healthcare [16,17].

In unilateral teleoperation, the operator uses a passive hand-controller and

merely relies on visual feedback from the remote environment to perform the task

I3
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(see Fig. 1.1(a)). In this context, the operator is an intelligent controller that utilizes
the visual sensory feedback to control the slave arm and perform the task. In bi-
lateral teleoperation, however, position and force information are communicated
in both directions between the master and slave sites (see Fig. 1.1(b)). By provid-
ing force and kinesthetic feedback through a force-feedback enabled device, also
known as a haptic interface, bilateral teleoperators can greatly facilitate task execu-
tion in inaccessible /remote environments. The ultimate goal of bilateral teleopera-
tion is to convey to the operator a sense of direct interaction with the environment,

a performance objective often denoted as ideal transparency in the literature [18].

1.2 Motivation

Teleoperation control design involves a trade-off between the often conflicting re-
quirements of stability and performance [18]. From a control theory perspective,
teleoperation is complicated due to a number of fundamental challenges which

can be summarized as follows:

¢ Communication channel latency: Various transmission media can be uti-
lized in a teleoperation setup such as wired transmission, e.g. coaxial cables
and fiber optics, wireless transmission, e.g. satellite and free space optics,
and the Internet. Depending on the medium of communication in a teleop-
eration application, the data exchange between the master and slave sites
may suffer from several limitations. Among these, the communication chan-

nel delay is the main and the most challenging problem to be addressed in
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the context of teleoperation control. This latency comprises of the switch-
ing and the data transfer latency. Constant or time-varying communication
time-delay in telerobotic applications is a formidable barrier to achieving a
high level of fidelity while maintaining the system stability. The time delay
at which a teleoperation system would become unstable depends on factors
such as master and slave dynamics, controller architecture and bandwidth,

as well as the environment and operator dynamics.

Unilateral teleoperators are less sensitive to delay since their feedback loop is
closed only through the human’s visual perception and motor control system
with a relatively small bandwidth. In contrast, bilateral teleoperators entail
high bandwidth feedback loops that provide kinesthetic coupling and force
tracking between the master and slave. This makes them prone to delay-
induced instability. Several controllers have been proposed in the literature
to deal with the delay problem which will be reviewed in Chapter 2. A major
common disadvantage of many of these methods is that their robust stability

is gained at the expense of the transparency of teleoperation.

Beside the delay, the communication channel can pose other potential con-
trol challenges. Data rate or bit rate is the maximum rate at which data can
be transferred over the channel. Due to its widespread geographical reach,
accessibility and simplicity, the Internet is becoming popular as the commu-
nication medium in teleoperation systems. In a packet switching network
such as the Internet, data are collected and transferred in the form of pack-
ets. In such networks, the packet transfer rate is yet another constrain on the

controller performance. A low control rate imposed by the limited packet



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

transfer rate can potentially result in instability of a discrete-time implemen-
tation of teleoperation controllers. Another drawback of a packet switching
network is packet loss. The packet is considered lost if for any reason it is not

delivered successfully to the recipient [19].

All of the above limitations can potentially decrease the fidelity of teleop-
eration systems or even cause instability [20,21]. However, due to the ad-
vancements in network and communication technology in recent years, their
impact has diminished significantly. The data and packet rates have been in-
creased to the point that they are satisfactory for real-time control of robotics
systems. Moreover, the reliability of communication networks has highly
increased by utilizing advanced communication protocols as well as redun-
dant transfer paths. Hence, these challenges are assumed to be relatively less
important in comparison with the delay and are not being addressed by this

thesis.

¢ Uncertain nonlinear dynamics: Master and slave manipulators are often
multi-degree-of-freedom devices with highly nonlinear and possibly unknown
dynamics. Large uncertainty is also introduced to the system dynamics through
the interaction of the master and slave robots with unknown and widely
varying user and environment dynamics. The teleoperation controller must
maintain its stability amidst these dynamic uncertainty and still provide an

acceptable level of transparency.

¢ Decentralized sensing and control: Teleoperation systems belong to the larger
family of decentralized control systems since their sensing and actuation are

distributed at the master and slave sites. Nevertheless, the vast majority of

5
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existing decentralized control schemes attempt to weaken the interaction be-
tween the control sites rather than to coordinate their operation, as desired
in teleoperation. Consequently such methods are not applicable to control of

master /slave teleoperation systems.

¢ Unknown exogenous input: Unlike most conventional control systems in
which unknown disturbances must be suppressed, in teleoperation the un-
known user intension, which is usually modeled as an exogenous force, is
the main cause of motion and should not be rejected. In fact the rejection of

such disturbance would immobilize the master/slave system.

The main focus of all of the proposed controllers in this thesis is the issue of
time-delay. As elaborated in the next chapter, the existing literature lacks sys-
tematic methods to approach these challenges and to balance the vital trade-off
between the performance and the stability of time-delay teleoperation systems.
The objective of this thesis is to develop new control schemes to achieve a well-
balanced trade-off between robust stability and performance by carefully incorpo-
rating any knowledge about system model, time delay and modeling uncertainty

in the control design. The contributions of the thesis can be summarized as follows.

1.3 Summary of Thesis Contributions

In this thesis, several new controllers have been developed to achieve improved
transparency and stability in time-delay teleoperation. The use of model-based
state-space control techniques in bilateral teleoperation had been investigated in

some of our earlier contributions. In [1], a discrete-time state-space formulation of

6
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teleoperation was presented in which the communication delay is augmented into
the system states resulting in a delay-free output feedback control problem. To
improve computational efficiency, a continuous-time formulation was later intro-
duced in [2] utilizing new state/observation transformations to eliminate the delay
in the input/output channels producing yet another delay-free dynamics suitable
for output-feedback control. The teleoperation control was then achieved through
the application of the Linear Quadratic Gaussian (LQG) control to the delay-free
systems in discrete or continuous-time domain. Building and improving on these
earlier results, the work of this thesis has resulted in several novel controllers for

bilateral time-delay teleoperation as described below.

» Model-based decentralized control: The use of model and delay informa-
tion in the model-based controllers in [1, 2] improves the transparency of
time-delay teleoperation. However, the centralized structure of these con-
trollers introduces an additional time delay in the control loop which can po-
tentially increase their sensitivity with respect to uncertainty in the models

of the operator and environment.

An alternative decentralized formulation of the delay reduction-based tele-
operation controller is proposed in this thesis to improve its robust stability
while maintaining a high level of transparency. In the proposed decentral-
ized control approach, delay-free local and delayed remote measurements of
position and force signals are used in two local controllers at the master and
slave stations. Using similar state/observation transformations to those in-
troduced in [2], and assuming delay-free control actions, delay-free dynam-

ics/measurement equations are obtained for master and slave sub-systems.

7
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Using the delay-reduced models, two centralized multi-model LQG output-
feedback controllers, one based at the master and the other at the slave end
are synthesized. It is shown that this suboptimal control approach results in
a closed-loop dynamics with state delay perturbations the stability of which

can be investigated using a frequency-sweeping test [22].

An extensive numerical performance and robust stability analysis indicates
that, using the same set of design parameters, the decentralized controller ex-
hibits improved performance and robustness when compared with the pre-
vious centralized controller in [2]. The teleoperation control formulation as
an LQG optimal control design allows for the systematic optimization of the
transparency measures while maintaining stability. The performance indices
used include non-delayed position tracking, force tracking, and virtual tool

impedance shaping.

¢ Robust control: The proposed decentralized model-based LQG controller
can still be rather sensitive to modeling uncertainties such as master/slave
modeling errors as well as variations in the environment and operator dy-
namics. Although the robustness of the controller has been increased using
a multi-model switching control strategy, the stability of such switching con-

trollers is difficult to prove.

Robust H,, and u-synthesis-based controllers have been widely used for the
control of uncertain dynamical systems. The reader is referred to [23,24, 25,
26] for a survey of linear and nonlinear robust control methods for robotic
manipulators. By incorporating performance indices, disturbance signals,

and uncertainty elements into the control design, these methods optimize an

8
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£, norm of the closed-loop performance of the system while guaranteeing its
stability under a worst-case uncertainty scenario [27,28]. Robust H-based
controllers have been used for delay-free teleoperation [29, 30], as well as
time-delay teleoperation, using a Padé approximation of the delay [31] or
by treating it as a perturbation to the system [32,33]. Padé approximation is
usually valid at low frequency and can lead to closed-loop instability due to
its inaccuracy, unless very high-order approximations are used. High-order
delay approximations, on the other hand, can cause difficulties in obtaining
a solution to the H,, control problem. Moreover, the treatment of the de-
lay as a perturbation to system dynamics is unrealistic and can yield overly
conservative control designs specially for larger delays. It is expected that
the inclusion of the time delay information into the design process would

produce far less conservative results.

In this thesis a new mixed adaptive/robust controller is proposed for time-
delay teleoperation. In the first step, local Lyapunov-based adaptive /nonlinear
controllers [34] are used to eliminate the nonlinearities and dynamic uncer-
tainties of the master and slave robots resulting in two linear subsystems with
uncertainty only in the environment and operator dynamics. In the second
step, a robust performance H,, optimization problem is formulated to en-
hance teleoperation fidelity using transparency-based performance indices
while maintaining stability in the presence of uncertainty in the operator and
environment dynamics. The performance indices include non-delayed po-
sition and force tracking. A robust coordinating controller is synthesized

through recursive solutions to adobe-type problems based on the approach
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proposed in [35]. The interaction between the local adaptive controllers and
the robust coordinating controller is modeled by the introduction of appro-
priate disturbance signals in the H,, control problem formulation. Stability
margins and performance characteristics of the proposed controller are ana-

lyzed via a design example and are further verified in experiment.

In brief, there are several novelties in this teleoperation control approach.
It incorporates uncertain nonlinear models of master and slave robots, and
the uncertainties of the operator and environment dynamics into the design
process. Through the explicit integration of model and delay information
as well as the aforementioned knowledge about system uncertainties in the
control synthesis, this method provides a systematic mechanism for balanc-
ing the robust stability and haptic fidelity objectives in time-delay teleoper-
ation. The trade-off is accomplished by the selection of a set of design fil-
ters in the H,, design framework. This is in contrast to most existing tele-
operation controllers that are skewed towards one of these conflicting re-
quirements. In particular, passivity-based methods usually sacrifice perfor-
mance to achieve robust stability whereas purely model-based techniques
with transparent nominal response often exhibit poor stability margins. The
proposed method also avoids the difficulties associated with the delay ap-
proximation or the conservatism arising from its treatment as perturbation,
as is the case with other linear robust teleoperation controllers in the litera-
ture. Moreover, unlike these methods, this controller can handle nonlinear

dynamics of the master/slave robots in a demonstrably stable manner.

10
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¢ Adaptive control: Adaptive controllers can avoid the trade-off between sta-
bility and performance by changing their parameters and/or structure in re-
sponse to variations in system dynamics. The proposed robust controller is
less sensitive to modeling uncertainties compared to our earlier model-based
controllers. Nonetheless, given that a fixed teleoperation controller is used
for the entire range of operation, the transparency may still be sacrificed par-

ticulary if large modeling uncertainty is considered in the design.

To address this problem, in this thesis a new adaptive controller for time-
delay teleoperation is introduced. This approach represents a major step
towards achieving higher transparency while maintaining the stability of a
time-delay bilateral teleoperation system. The proposed method consists of
a model-based predictive control scheme which uses the estimated model of
the system to predict its future states. Using the predicted states, teleopera-
tion coordination is achieved by defining new outputs that are regulated to
zero within an output control framework. A Lyapunov analysis is used to
demonstrate closed-loop stability and to derive the parameters adaptation
law. Another advantage of this controller is its ability to handle known time-

varying latencies in the design procedure.

The proposed method provides a provably stable adaptive predictive con-
troller for teleoperation systems with communication delay. In order to achieve
a high level of transparency, the model and delay information are utilized in
design procedure. The transparency objectives include delay-free position

tracking and tool impedance shaping. The controller also has the ability to
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adapt to uncertainties and changes in user and environment dynamics. Ex-
perimental results demonstrate the effectiveness of the proposed approach

for both constant and time-varying latencies.

It is important to mention that all the proposed controllers are designed in the
continuous-time domain but are implemented in the discrete-time domain. Em-
ploying a fast sampling rate compared to the relatively slower dynamics of the
mechanical system and the desired bandwidth of the tracking objectives ensures
that the discrete-time implementation is a sufficiently accurate approximation of

the original controller.

1.4 Organization of the Thesis

The rest of the thesis is organized as follows. Telerobotic literature has been re-
viewed in Chapter 2. Chapter 3 formulates the nonlinear dynamics of the master
and slave robots. Model-based decentralized control of time-delay teleoperation
systems is presented in Chapter 4. Chapter 5 introduces the robust control archi-
tecture for time-delay teleoperation. The adaptive controller for bilateral teleop-
eration under time delay is presented in Chapter 6. Simulations, robust stability
analysis and experimental results under various scenarios are given for each of
the methods in their corresponding chapters. The thesis is concluded in Chapter 7

where some possible directions for future research are also discussed.
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Chapter 2

Literature Review

2.1 Introduction

Teleoperation systems have been subject of extensive research in the past. Var-
ious control methods have been proposed and developed trying to achieve the
two main and often conflicting objectives of teleoperation, i.e. robust stability and
transparency. In a perfectly transparent system the operator feels as he/she is di-
rectly manipulating the task environment.

This chapter presents a survey of the teleoperation control literature under the
following categories: (i) teleoperation control architectures, (ii) control of delay-
free teleoperation systems, (iii) time-delay systems and (iv) time-delay teleopera-

tion control.
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Figure 2.1: A general bilateral teleoperation control architecture.

2.2 Teleoperation Control Architectures

In a bilateral teleoperation system the sensory information, i.e. position/velocity
and/or force signals, are transmitted between the master and slave stations. Fig. 2.1
shows a general teleoperation architecture including all the information exchange
paths.

Teleoperation controllers can be classified with respect to the type of the mea-
surements communicated between the master and the slave sites. In a position-
position architecture, only the position/velocity signals are transmitted over the
communication channel [36]. Other popular architectures are position-force [37,
32], force-force [29], and the four-channel [18,38] controller. In the latter case, both
the position and velocity and the force information are sent between the two sta-
tions as shown in Fig. 2.1. The four-channel teleoperation control can in theory
provide ideal transparency provided that the dynamics of the master and slave
manijpulators are known. However, in practice, the variation of these dynamics

can reduce transparency or even cause instability [18,38,39]. Another factor that
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Operator Environment

Figure 2.2: Two-port network model of a teleoperation system.

may adversely affect the stability and transparency of an ideal transparent teleop-
eration is the limitation on the sampling rate in the discrete-time implementation

of the controller [38, 40, 41].

2.3 Control of Delay-free Teleoperation

Linear circuit theory and the concept of two-port networks have been utilized to
model, design and analyze teleoperation controllers [36,37,42]. Fig. 2.2 depicts a
master/slave teleoperation system modeled using a two-port network, where the
master, slave, their controllers and the communication channel are all lumped as
a single linear-time-invariant(LTI) two-port block. The operator and the environ-

ment are modeled using the following LTI models [36, 37]

Fo=F' — ZyV @.1)

F.=F'—ZV. 2.2)

where Z), and Z, and V}, and V, are the hand and environment impedances and
velocities, respectively. F, and F, and F and F}; represent hand and environment

forces and exogenous inputs, respectively. Based on the choice of the input and
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output signals, different network matrices can be defined as [43,44]

F, o K
3 _ 11 %12 h Impedance Z (2.3)
F, 291 22 Ve
v F,
b _ | b h Admittance Y 24)
-V, Y1 Y22 Fe
i ) X 4 L
£ hi Vi
h _ 1 P12 & Hybrid H 2.5)
L -V hor  has Fe
W F
nfo_ |9 g2 " Inverse Hybrid G. (2:6)
F, 921 922 -V

The transparency of a teleoperation system can be formulated using the men-
tioned two-port network representations. In a perfectly transparent system, the
impedance reflected to the operator should be a match to the actual environment

impedance, i.e. [18]

(2.7)

In addition, the position/velocity of the master and slave devices should pre-
cisely track each other. Using the hybrid matrix parameters in (2.5) the transmitted

impedance to the operator, Z;,, can be expressed as

_ hu +ARZ,

Zio = 2.
g 1+ hooZ, 2.8)
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where Ah is defined as
Ah = hyihoy — highay (2.9)

and Z, is the environment impedance. The ideal transparency condition in (2.7)

can be expressed in terms of the hybrid parameters as follows [37,42]

h12 = —h21 = 1 (2]0)

It is worth noticing that a perfect transparent system is marginally absolutely stable
and requires acceleration measurements in its implementation. Hence, to achieve
robust stability, ideal transparency has to be compromised. [18,42]

The concept of passivity has been utilized to guarantee the stability of teleoper-
ation systems. Consider the two-port network depicted in Fig. 2.2. Such network

is passive if and only if the following condition holds at any time ¢ [45]

1
/ Fyon — Fove > ~Ey (.11)

—o0

where Ej is the initial energy stored in the network. In other words a passive sys-
tem can only dissipate energy. The system is known to be lossless if the integral
in (2.11) is equal to —FEjp as t — oo. The passivity of the two-port network teleop-
eration in Fig. 2.2 ensures the stability of the system when it is attached to strictly
passive operator and environment dynamics [36,18]. This is due to the fact that
the connection of passive elements results in a passive system which directly im-
plies its stability provided that Fj and F; inputs are bounded [46]. The passivity

of a two-port network modeled by (2.3) can be formulated in terms of the network
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parameters using Raisbecks’passivity criteria as

R{zu(jw)} > 0, (2.12)
R{z22(jw)} > 0, (2.13)

AR{ 211 (jw) YR 222 (jw)} = (R{z12(jw)} + R{zn (jw)})°
- (T{z2(jw)} - T{za(jw)})* 2 0 (2.14)

for all w > 0, where R{-} and Z{-} are equal to the real and imaginary value of
their corresponding arguments.

Passivity condition is however rather conservative. Therefore, other less con-
servative techniques such as structured singular value condition [47] and absolute
stability condition [44] have been utilized to ensure the stability of the system.

Llewellyn'’s criteria states that a two-port network modeled by (2.3) is absolutely

stable if and only if [43]
R{en(w)} > 0, (2.15)
R{za2(jw)} 2 0, (2.16)
—Riza(w)en o)} | oR{z1Ge)}R{zas(jw)} > 4 (2.17)

fz12(jw) 221 Gw}| Jz12(jw)221 (jw)l

for all w > 0, where | - | represents the absolute value operator.

Researchers have used the two-port network model for teleoperation control
design. Hannaford [37] proposed a bilateral impedance control architecture using
a hybrid two-port model. Hashtrudi-zaad and Salcudean [42] gave a comprehen-

sive review of the teleoperation controllers utilizing two-port network models. In
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this article, the extension of the controller design from two-channel impedance
controller to four-channel bilateral teleoperators with either impedance or admit-
tance models is investigated. Also, the set of control parameters that provide the
system with ideal transparency are calculated for each type of teleoperation. The
surveyed control methods so far often sacrifice either the transparency or the sta-
bility of teleoperation in favor of the other. To facilitate a systematic approach to
balance these conflicting teleoperation objectives, more sophisticated control ar-

chitectures have been utilized in the literature.

2.3.1 Robust Controllers

Linear controllers based on the H,, and u-synthesis theories have been developed
for the control of robotic manipulators to achieve robust stability and enhanced
performance in the presence of uncertainties in the system dynamics. The reader
is referred to [26] for a survey of linear and nonlinear robust control methods for
robotic manipulators. By incorporating performance indices, disturbance signals,
and uncertainty elements into the control design, these methods optimize an £
norm of the closed-loop performance of the system while guaranteeing its stability
under a worst-case uncertainty scenario [25, 24, 48,49, 50].

In the context of teleoperation, these robust controller design methods have
been utilized to achieve robust stability and transparency [32, 47, 31, 30]. Col-
gate [47] introduced an impedance shaping control technique for teleoperation
systems. A general condition for the robustness of a bilateral teleoperator is cal-
culated using the structured singular value(u:). Kazerooni et. al. [29] proposed a

control method based on H-optimal control for force-force teleoperation systems.
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In [31], a general H,, framework has been proposed for four-channel bilateral tele-
operation control. Hu et. al. [51] formulated the controller design as a multiple
objective optimization problem and incorporated robust stability into the design
of the controller. Recently, Sirouspour [52] proposed a robust controller for multi-
master/multi-slave cooperative teleoperation based on p-synthesis.

Passivity based methods have been developed for the control of teleoperation
systems in order to ensure robust stability in the presence of a wide range of un-
certainties. Ryu et al. [53] have proposed an energy-based method for stable tele-
operation using the time-domain passivity control under no communication delay.
Based on the concept of passive decomposition, the authors in [54] proposed a non-
linear controller that can provide useful task-specific dynamics for inertia scaling,
motion guidance, and obstacle avoidance.

These robust control approaches can often lead to conservative controllers es-
pecially when the uncertainty range in the dynamics parameters are large which is
usually the case in teleoperation systems. This is due to the fixed structure and /or
parameters of the controller. Passivity-based control designs also often tend to sac-
rifice transparency objectives in favor of robust stability. This is due to the fact that
these controllers have to maintain system’s stability for all passive environment

and arm dynamics.

2.3.2 Adaptive Controllers

Variable controller parameters and/or structure help adaptive controllers avoid
the trade-off between system’s performance and stability. Kress and Jansen [55]

have introduced a tuning technique for a telerobotic arm controller which can
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automatically determine the set of optimal controller gains for a simple PD con-
troller by utilizing an intelligent search technique. Hashtrudi-zaad and Salcud-
ean [56] have proposed a class of indirect adaptive bilateral control schemes. Their
method uses measurements of master and slave position, velocity and accelera-
tion to estimate the environment impedance. Shi et al. [57] have introduced new
transparency concepts suitable for adaptive control of teleoperation systems with
time varying parameters. In [34], local master/slave adaptive nonlinear posi-
tion/force controllers have been combined with teleoperation coordinating con-
trollers to guarantee stable teleoperation in the presence of dynamic uncertainty.
The proposed method is applicable to both unilateral and bilateral teleoperation
systems and in both position and rate control modes. The uncertainties in hand
and environment dynamics are taken care of by adding these dynamics to the mas-
ter and slave dynamics and applying the local adaptive controllers. Some other
adaptive teleoperation control schemes can be found in [58,59].

In the decentralized control method proposed in this thesis, a multiple-model
adaptive controller is used for teleoperation in unknown environments. Multiple-
model controllers assume that system dynamics obey a model from a given finite
set of models, with known or unknown parameters. These methods have previ-
ously been used for the control of robot manipulators. Ciliz and Narendra [60]
utilized multiple models of a manipulator for identifying its unknown inertial pa-
rameters as well as the parameters of its load. Leaby and Sablan [61] augmented a
mode-based controller with multiple-model adaptive estimation to minimize posi-
tion trajectory tracking errors. Narendra and Balakrishnan [62] presented a general

methodology for adaptive control using multiple models, switching and tuning.
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They proposed specific performance indices in terms of model outputs and how
to choose the best model using these indices. Zhang and Jiang [63] adopted inter-
acting multiple model (IMM) filters to develop an active fault tolerant controller.
In the proposed decentralized method, the change in the slave/environment
dynamics due to rigid contact, and parameter variations due to flexible contact,
is handled with a multi-model control approach, in which mode-based controllers
are designed for different phases of the operation. Switching between these mode-

based control laws occurs according to the identified contact mode.

2.4 Time-delay Teleoperation Control

In applications in which the master and slave sites are at a distance from each other,
communication time delay can severely degrade the transparency and stability of
conventional teleoperation methods [18,64,8]. This latency imposes a trade-off be-
tween the conflicting requirements of stability and performance with the potential
for instability increasing by the level of the performance [18,64]. A well-balanced
trade-off between robust stability and performance can only be achieved by care-
fully incorporating knowledge about system model, time delay and modeling un-
certainty in the control design process.

The trade-off between the stability and the transparency of time-delay teleop-
eration systems can be clearly noticed in the comparison of unilateral and bilateral
controllers. Using high bandwidth position/veolcity and/or force feedback loops,
bilateral teleoperators can provide kinesthetic coupling and a more faithful ren-
dering of the environment to the operator. However, this makes them far more

susceptible to instability issues caused by the delay in communication channel.
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On the other hand, unilateral teleoperators in which the operator merely receives
visual feedback from the task environment are more robust with respect to the time
delay [8].

In [64], the robust stability of a number of bilateral teleoperation architectures
with respect to time delay is analyzed. Arcara and Melchiorri [65] have compared
some existing teleoperation control schemes that address the issue of time delay
from stability and performance perspectives. Imaida et. al. [66] have shown that,
by providing sufficient damping at the master and slave ends, a delayed bilateral
position-position teleoperation system can be stabilized, though at the expense
of a sluggish response. In [67] a quantitative evaluation of operability has been
investigated that depends on the communication time delay.

Lee and Lee [68] have proposed the concept of telemonitoring force feedback
as a form of kinesthetic coupling for teleoperation under delays of up to a few sec-
onds. The performance of the teleoperation system is optimized assuming delays
of up to a known maximum value. In [69], state convergence has been used for
time-delay teleoperation control design. In this method, master and slave manip-
ulators are represented in linear state-space form and the delay is approximated
using a first-order Taylor’s expansion. Mirfakhrai and Payandeh [70] have devel-
oped a stochastic model for time delay over the Internet, which is becoming more

popular as a communication medium.

2.4.1 Passivity-based Controllers

A large number of existing time-delay teleoperation controllers employ the scatter-

ing theory and the concept of passivity to attain guaranteed stability, e.g. see [71,
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72,73,74,75,76] among other references. A survey on passivity based controllers
for time-delay teleoperation can be found in [77].

The introduction of wave variables enabled researchers to analyze and design
stable force-reflecting teleoperation controllers. Based on the concepts of power
and energy, wave variable transformation can handle large uncertainties and un-
known models. A pair of wave variables, (u, w), can be defined based on a pair of

velocity and force signals, (v, f), and using the following equations

b+ f

u= ok (2.18)
- f

=" (2.19)

where b is positive scalar and can be used as a tuning parameter. Assuming the

following power flow for a pair of velocity and force signals
P=Tf (2.20)

and using the definitions in (2.18) and (2.19), the power flow can be written as a

function of the wave variables as
1 1
P=-uTu— —wlw. (2.21)

It is worth mentioning that the contribution of the signal u is always positive and
the contribution of the signal w is always negative.
The wave variable transformation and the concept of passivity have enabled

researchers to develop stable controllers for time-delay teleoperation in presence
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of uncertainties. In [71], it has been shown that for a time-delay teleoperation sys-
tem, the master/slave control laws can be chosen such that the two-port model of
the system is rendered passive. This ensures the stability of the system in contact
with all passive arm and environment dynamics and irrespective of the amount of
time delay. Niemeyer and Slotine [73] used the idea of passivity to provide energy
conservation and to guarantee system’s stability in the presence of an unknown
time-delay. In [78], the authors have introduced an energy balance monitoring
method to limit the generated energy by the system and achieve passivity in pres-
ence of time-varying communication delay.

Yokokobhji et. al. [79] proposed a control scheme based on wave variables which
minimizes the performance degradation in spite of time delay fluctuations. Benedetti
et al. [80] introduced a force-feedback teleoperation controller based on wave-
variables for variable time delays. In [81] a passivity-based controller was de-
veloped which can match the system parameters with changes in the delay by
predicting the future values of delay. Ueda and Yoshikawa [76] presented a force-
reflecting teleoperation controller with time delay using wave transmission meth-
ods. Conditions of stability for the proposed controller were also derived.

In passivity-based methods, enhanced robust stability is often gained at the ex-
pense of a highly reduced transparency. Consequently, several variations of the
wave transformation-based control approach have been developed to improve its
transparency. In [82], an adaptation of line terminating impedance functions was
proposed to remedy the loss of transparency in bilateral teleoperation based on
the scattering theory. In [83], a wave-based teleoperation controller has been com-

bined with a Smith Predictor, a Kalman filter, and an energy regulator to improve
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its transparency. The passivity has been used to enhance the performance of a
proportional-derivative type time-delay teleoperation controller in [84].

In [85], new passive outputs were defined for master and slave robots which
include position and velocity information. These outputs were then utilized to
couple the master and slave devices and to enhance the teleoperation transparency.
In [86], wave filtering and shaping have been employed to reduce the damping
resulted from impedance matching. Furthermore, a high frequency force feedback
at the slave side was used to increase the fidelity of teleoperation. Finally in [87],
the authors have combined wave variables and a model-based slave predictor to
achieve stability and reduce undesirable effects of the wave variable approach on
the performance. A direct drift control scheme was also used to minimize the drift

caused by the errors in the slave model.

2.4.2 Robust Controllers

Robust controllers have been utilized in the literature to control teleoperation sys-
tems in presence of time delay. In [31], a controller design based on the H, theory
has been presented. In this paper, a Padé approximation of the delay is employed.
Padé approximation is usually valid at low frequency and can lead to closed-loop
instability due to its inaccuracy, unless high-order approximations are used. High-
order delay approximations, on the other hand, can lead to difficulties in obtain-
ing a solution to the H,, control problem. In [32], H, and u-synthesis methods
have been used to design a stable teleoperation controller for a predefined delay
maximum. Sename and Fattouh [33] have proposed a controller that stabilizes the

teleoperation system in presence of environment uncertainties and independent of
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the amount of time delay. In both [32,33] the delay in teleoperation is treated as
a perturbation to the system. The treatment of the delay as a perturbation to dy-
namics is unrealistic and can yield overly conservative control designs. This is due
to the fact that the model of the system and delay are not being effectively used in

the controller design.

2.4.3 Predictive Controllers

Heuristic techniques such as predictive displays and virtual environments rely on
accurate models of the task environment to provide the operator with a realis-
tic delay-free simulated response of the remote manipulator and environment for
teleoperation under time delays up to several seconds [8, 88,89,90]. In [91], lo-
cal models of the environment have been utilized to deliver predictive displays as
well as delay-free simulated force-feedback to the operator. The local models uti-
lized in the mentioned predictive display controllers can interact with the actual
environment using the measurements received from the slave site through intro-
ducing the concept of time clutches [92,93,94]. The complexity of building accurate
local models for unstructured environments and stability issues pertaining to real-
time model identification and update limit the utility of such approaches in many
applications.

Predictive control methods such as the Smith Predictor have also been devel-
oped for teleoperation [65,83]. Ganjefar et al. [95] have discussed the behavior
of Smith Predictor in teleoperation systems with respect to modelling and time

delay errors. In [96] a predictive model-based controller has been proposed for
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teleoperation with time-delay using state prediction. Different predictive force-
feedback methods are also presented. References [97] and [98] have proposed pre-
dictive controller techniques for teleoperation with unbounded delays. Prekopiou
et. al. [99] have developed a predictive controller for teleoperators based on a pre-
diction of the user position and force. Polynomial or spline predictor have been
used to predict the master’s state. The method has shown a good performance in
simulations, for short time delays and smooth hand movements. Nevertheless, ex-
cluding the arm dynamics in the control design can result in reduced transparency
or even cause instability. Also, the stability of such predictive controller is not
guaranteed.

Model-based predictive controllers have been successfully utilized in [1] and [2]
to reduce the time-delay teleoperation system to a delay-free system in discrete
and continuous-time, respectively. Linear Quadratic Gaussian controllers are then
applied to the delay-free systems to achieve tracking objectives. Although multi-
model switching strategies are used to increase the robustness of these controllers,
they are still sensitive to modeling uncertainties, e.g. modeling errors in mas-
ter/slave as well as operator arm and environment dynamics. Also, an additional
time delay is introduced in the control loop due to the centralized structure of these
controllers. The additional delay can potentially increase the controllers sensitivity

to modeling uncertainties.

2.5 Time-delay Systems

There has been considerable effort in stability analysis and control synthesis for

time-delay systems. This section is not a comprehensive review of the literature
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on time-delay systems and focuses only on the approaches related to the methods
proposed in this thesis. Interested reader is referred to the following survey papers
on this topic [100,101,102]. Also, methods for robust stability analysis of systems
with time delay can be found in the survey papers [103,104].

Kwon et al. [105] and later Artstein [106] introduced a transformation to reduce
an infinite-dimensional continuous-time linear control system with delayed con-
trol actions to an equivalent control system without delay. Consider a multi-input

linear delay system with the following state-space dynamics

ny
X(t) = AX(t)+ ) _ Bju;(t — df) (2.22)
7j=1
where X (t) is the vector of states, u;(t) is the j'th input vector, n; is the number of
inputs and d} is the delay in the j’th input channel. By taking the derivative of a
new state Z(t) defined below

nr t )
Zt)=X(t)+y_ | e Bu(s)ds (2.23)
j=1

t—d

and substituting X (t) from (4.45), one may write

Z(t) = AZ(t) + Y:: e~ A% B, (t). (2.24)

=1

The new system in (2.24) has no delay in its control signals and therefore, standard
control methods such as state-feedback can be implemented for its stabilization.

Systems with delays in both input and output channels can simply be converted
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to an equivalent system with delays in inputs, if the delays in all output or all in-
put ports are equal. However, teleoperation control systems involve non-identical
delays in their input and output channels and this transformation in its original
form is not suitable for such systems. A modified version of the transformation
is introduced in this thesis and is utilized in the decentralized model-predictive
teleoperation controller in Chapter 4.

An increased interest in the robust H,, control of time-delay systems since
late 1990s has yielded several new results in this area, i.e. see [107,108]. Most
researchers have approached the problem as designing controllers for infinite-
dimensional systems resulting in rather abstract and complex solutions unsuitable
for the use in practical applications. In contrast in the work of [109] and [35],
the treatment of the delay as a constraint on the controller has produced elegant
tractable solutions to the H, control of multi-input/multi-output (MIMO) systems
with input/output (I/O) delays. In this method, a robust controller is synthesized
through recursive solutions to adobe-type problems. Through explicit integration
of model and delay information as well as the knowledge about system uncer-
tainties in the control synthesis, this method provides a systematic mechanism for
balancing the robust stability and performance objectives in time-delay systems.

Several schemes for adaptive control of time-delay systems have been proposed
in the literature. Interested reader is refereed to {110,111} for a survey of such
controllers. In [112], an adaptive controller for a class of input-delayed system
has been presented. This control architecture depended on the relative degree of
the plant transfer function. The stability of the closed-loop system is investigated

through a Lyapunov-Krasovskii analysis. In [113] a modified reduction method
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has been introduced which uses estimates of system parameters. These parame-
ter estimates are updated by utilizing the measurements. However, this method
is only applicable to single-input/single-output first-order systems and was never
extended to more general forms of dynamics. In this thesis, we propose a new de-
lay reduction technique which can be applied to an uncertain multi-input/multi-

output system such as that in time-delay teleoperation.
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Chapter 3

Teleoperation Dynamics and

Performance Objectives

3.1 Introduction

This chapter studies the dynamics of the teleoperation system components, i.e. the
master and slave robots as well as the operator’s arm and the environment. In
addition, the performance objectives in teleoperation control are discussed.

The chapter is organized as follows. In Section 3.1, the equations of motion
of teleoperation subsystems are derived. Several properties of these dynamics are
shown and at the end the combined nonlinear dynamics of the master/hand and
slave/environment are presented. In Section 3.2, the performance objectives of
teleoperation control are illustrated in the form of ideal transparency and its alter-

native, virtual tool impedance shaping.
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3.2 Robot Dynamics

The master and slave robots in teleoperation are generally rigid multi-body me-
chanical manipulators. The dynamics of such manipulators can be expressed ei-
ther in the joint-space or the work-space coordinates. Two different methods can be
utilized to obtain the manipulator dynamics in the joint-space, i.e. the Newton-
Euler recursive method and Lagrange formulation [114]. The Newton-Euler formu-
lation is a numerical method and leads to a recursive type of solution for manipu-
lator dynamics. It incorporates a forward recursion for propagating link velocities
and accelerations and a backward recursion for propagating forces. On the other
hand in the Lagrange method, the equations of motion are derived in a systematic
way and independent of the reference coordinate frame and gives a closed-form
solution for the dynamics. This method provides valuable insight about the nature
of the system dynamics and is utilized in this thesis to obtain the dynamics of the
teleoperation system.

For an n-degree-of-mobility robot, the generalized coordinates are defined as a set
of variables )\;, i = 1,...,n, which describe the link positions of the manipulator.
Joint variables are the natural choice for the generalized coordinated for an open-

chain mechanical manipulator

g=1 : |- 3.1)

To derive the equations of motion of the mechanical system using the Lagrange
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method, first the Lagrangian of the system is defined as a function of the general-

ized coordinates [114]

L(q,q) =T(g,9) —U(q) 3.2)

where 7 and U are the kinetic and potential energy of the system, respectively. The
total kinetic energy of the n-link manipulator can be calculated using the following

sum
n

T(g,4) =Y (T + Toi) (3.3)

i=1
where 7); and 7,,; are the kinetic energies of the link ¢ and the link ¢ actuator, and
are functions of the joint positions and velocities, i.e. ¢ and ¢. The total potential
energy stored in the manipulator is a function of joint positions and is obtained

using the following sum

U(g) = Z(uli + Uni) (34)
=1

where U4;; and U,,,; are the contributions of the link ¢ and its actuator to the potential
energy. See [114] for the actual forms of the kinetic and potential energies in (3.3)
and (3.4).
Using 3.2, the Lagrange’s dynamics equations are formulated by the following
equation set
doL oL

'(Ea)\t—g/'\—z:fz, z:l,...m, (35)

where ¢, is the generalized force associated with the generalized coordinate );. The

generalized forces include the joint actuator torques, the joint friction torques, and
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the torques induced by the forces at the end-effector in contact with the environ-
ment. It can be shown that using (3.2) and (3.5), the dynamics of an n-link manip-

ulator in the joint-space can be written in the following compact matrix form
D(g)j+Clg,9)4+Gla) =7 - J" (9)h (3.6)

where D(g) is the inertia matrix, C(g, ¢) matrix represents velocity dependent ele-
ments such as Coriolis and centrifugal effects, G(g) corresponds to position-dependent
forces such as the gravity, 7 is the vector of the joint actuator torques, J is the ge-
ometric Jacobian of the manipulator and & represents generalized external forces
acting at the end-effector. The dynamics equations presented in (3.6) have the fol-

lowing properties [114,115,45].
Property 1. The inertia matrix, D(g), is symmetric and uniformly positive-definite
for Vg € R™. It also satisfies the following inequality

mille])? < oTD(g)a < myllalf? Vo € R (3.7)

where || - || is standard euclidean norm, and m; and m; are known positive con-

stants.

Property 2. For a particular choice of C(g, ¢) based on the Christoffel symbols, the
following skew-symmetry property holds

ot (%D(q) - C(q,q’)) a=0, VaeR™ (3.8)

For o equal to ¢, the property in (3.8) holds for all choices of the matrix C(q, g).
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Property 3. The dynamics in (3.6) can be expressed in the linear-in-parameter form

as follows

D(q)¢ + C(q,9)d + G(q) =Y (4,4, 9)0 (3.9)

where Y(.) is a regressor matrix and is a function of joint positions, velocities and

accelerations and @ is a vector of unknown parameters.

Property 4. The norm of C(g, ¢) is bounded as

1C(g, Pl < Bll4ll (3.10)

where (3 is a positive constant.
In the work-space coordinates, the manipulator dynamics can be expressed in

the following form [114]
Da(X)X + Ca(X, X)X +Ca(X) =04 —h (3.11)

where X € R is the generalized workspace position vector, h is defined in (3.6)
and 94 is the contribution of the end-effector forces due to joint actuation, 7. ¥4

and 7 are related by the geometric jacobian, J(g), through the following equation
7= J(q)Y4. (3.12)

Matrices D4, Cy and G4 in the work-space dynamics in (3.11) can be calculated
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based on the matrices D, C and G in the joint-space dynamics (3.6) as follows

Djy=JTpJ!
Cat = JTCG— DyJg

Ga=JTG. (3.13)

It can be shown that the work-space dynamics in (3.11) inherits all the properties

of the joint-space dynamics in (3.7)-(3.10).

3.3 Teleoperation System Dynamics

The dynamics of the master (v = m) and slave (7 = s) robots can be written in the
form of (3.11) as

D’Y(X’Y)X’Y + Gy (X, X’Y)X’Y +Gy(Xy) = FE = Featy (3.14)

where F?, € R® is the robots control force. The external end-effector forces on the
master and slave robots correspond to Fj, and F, which are the hand and environ-
ment forces, respectively.

In general, the dynamics of the hand can be nonlinear, time-dependent, posture-
dependent and subject-dependent [116,117,34]. Linear-time-invariant models have
been employed by previous researchers in their work to approximate these dynam-
ics. Such models have been effective in modeling and control of the manipulators
while operated by the human arm [117,34]. Based on these results, the following

second-order decoupled linear-time-invariant (LTT) dynamics are considered for
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the operator arm presented in the workspace coordinates

Fe:ct,m =—Fp=- (F}t - My Xy, — Bth - Kh[Xm - XmO]) (315)

[Fillo <on <400, an>0 (3.16)

where M), By, and K}, are positive diagonal matrices corresponding to mass, damp-
ing and stiffness, Fj is the user exogenous force and X,,, represents the initial
hand contact point. In (3.15), the user interaction force with the haptic device, F3,
is modeled by a bounded exogenous force, F};, applied to a mass grounded by a
spring-damper element at one end and attached to the end-effector at the other
end, as depicted in Fig. 3.1(a). This linear mass-spring-damper element represents
the passive dynamics of the user arm whereas the exogenous force models the user
intentional force. Some of the nonlinearities involved in the arm dynamics can be
captured by utilizing linear time-varying model for the operator arm, e.g. by al-
lowing the model parameters to change over time. The proposed robust/adaptive
and adaptive controllers in this thesis can handle such cases.

The dynamics of the environment is also modeled using the following second-

order LTI system

Fezt,s = Fe = F: + MeXs + BeXs + Ke[Xs - Xs()] (317)

”F:”oo Sae<+oo, a >0 (3.18)

where M,, B, and K. correspond to environment mass, damping and stiffness,
F} is the environment exogenous force, and X, represents the environment rest

position. The environment mass-spring-damper model is shown in Fig 3.1(b).
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Xoo X X, Xeo
(a) (b)

Figure 3.1: Linear mass-spring-damper models of (a) the operator’s arm and (b)
the environment.

Using (3.14), (3.15) and (3.17), the dynamics of the master robot incorporating
the human operator and the dynamics of the slave robot incorporating the envi-

ronment can be represented by

Mo X + Con X + G = F*_+ F (3.19)
Mm = -Dm(Xm) + Mh ,Cm = Cm(Xm,Xm) + Bh

gm = Gm(Xm) + Kh[Xm - XmO]
and

M X, +C X+ G, = F + F; (3.20)
Ms = Ds(Xs) + Me7 Cs = CS(XS7XS) + Be

gs = Gs(Xs) + Ke[Xs - XsO]-

It can be shown that the master/hand and slave/environment dynamics in (3.19)

and (3.20) hold the properties in (3.7)-(3.10).
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3.4 Performance of Master/Slave Teleoperation Systems

The performance of a bilateral teleoperation system is often measured by how well
it is able to convey to the operator the perception of direct interaction with the ac-
tual or scaled task environment. Ideal transparency, also known as ideal kinesthetic
coupling [38], can be described in terms of scaled position and force tracking be-

tween the master and slave robots [38,7], i.e.

fu(t) = apfe(t) (3.21)
Tm(t) = apzs(t) 3.22)

where oy and o, denote the force and position scaling factors, respectively. Fig. 3.2(a)
shows the interaction of the operator and the environment through an ideally
transparent teleoperation system with unity position and force scaling factors. In
this case there is a rigid dynamic-less connection between the operator arm and
the environment. Acceleration measurement or equivalently force measurement,
and an exact knowledge of the master and slave dynamics are required for achiev-
ing ideal transparency [38]. In practice, however, modeling and sensing errors,
computation and control delays, and sampling rate limitations in a discrete-time
implementation of the control can easily cause instability in an ideally transparent
teleoperation system [38,41].

To alleviate these robustness issues with the ideal transparency, a virtual in-

tervening tool can be introduced between the operator and the environment as
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in (3.21)-(3.22), if k; = 0. The virtual tool between the operator and the environ-
ment is depicted in Fig. 3.2(b).

As (3.23) and Fig. 3.2(b) suggest, in free motion the operator perceives the
tool dynamics as he/she moves the master device. Also, in contact with the en-
vironment, the interaction between the operator and the environment feels like
manipulating the environment through the virtual tool. Employing a tool with a
high impedance would hinder the operator movements in free motion and inter-
fere with the operator’s perception of the environment in contact. Therefore, it
is desired to keep the tool impedance as low as possible to achieve a more trans-
parent response. However, as shown in [41], computation delays and sampling
rate limitations in a discrete-time implementation limit the lowest achievable tool
impedance.

It is worth noticing that the ideal transparency objectives introduced in this
chapter are based on delay-free tracking measures. Alternatively, the desired per-
formance objectives can be revised to include delayed force and position tracking.
However, in this case the operator would perceive a distorted form of the envi-
ronment impedance since the reflected force would be subject to a round-trip de-
lay with respect to the position of the operator arm. Delay-free teleoperation, if
achievable, would present the operator with the actual impedance of the remote
environment. If needed, the visual display can also include a predictive element
to avoid any discrepancy between visual and haptic feedback. The proposed con-
trollers in this thesis will utilize model-based prediction mechanisms in attempt to
approach such delay-free tracking goals by using any available model and sensor

information. Achieving perfect prediction, however, requires an exact knowledge
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of the system dynamics and more importantly the future of the hand and environ-

ment exogenous inputs to the system and is not possible in practice.
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Chapter 4

Model-based Decentralized Control

of Time-delay Teleoperation Systems

4.1 Introduction

In a centralized architecture the teleoperation controller resides either at the master
or the slave side. Fig. 4.1 shows a general centralized teleoperation control with
the controller at the master side. In our earlier contributions [1, 2], model-based
centralized controllers were proposed to enhance the performance of teleoperation
by incorporating model and delay information in controller design. One drawback
of such control schemes is the extra delay introduced either in the master or the
slave control path. In Fig. 4.1, this extra delay can be clearly noticed between the
slave measurement and control. By removing this delay through the use of two
local controllers at each station, a decentralized control scheme can potentially lead
to a system with higher stability margins and a better performance. Built on the

earlier results in [2], in this chapter a model-based decentralized control scheme
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Figure 4.1: A centralized teleoperation architecture with controller at the master
site.
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for time-delay bilateral teleoperation is proposed to improve its robust stability
while maintaining a high level of transparency. This is achieved through the use
of delay-free local and delayed remote measurements by the two local controllers
at the master and slave stations. Using the similar approach as in [2], a model-
based delay reduction technique is utilized to obtain two centralized LQG output-
feedback controllers. The stability margins of such control scheme is investigated
using a frequency-sweeping test [22].

The chapter is organized as follows. An adaptive Lyapunov based lineariza-
tion of the master and slave nonlinear dynamics is introduced in Section 4.2. The
integration of the teleoperation dynamics and transparency objectives into a two-
station decentralized control system is presented in Section 4.3. The proposed
state/observation transformations for delay reduction and the two-station decen-
tralized control of the resulting system are discussed in Section 4.4. The results of
numerical performance and robust stability analysis are presented in Section 4.5.
Experimental results are discussed in Section 4.6. The chapter is concluded in Sec-

tion4.7.
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4.2 Linearization of Master/Slave Teleoperation Sys-
tems Dynamics

As demonstrated in (3.9) and to facilitate the development of adaptive Lyapunov-
based linearization, the master device dynamics in (3.14) are rewritten in an equiv-

alent linear-in-parameter format as follows [114]
D(X)Xom + C( Xy, Xin1) Xmz + G(Xm) = Y (X, Xnt, Xim2, Xm0 (4.1)

where Y (.) is a regressor matrix function of motion variables and known constants,
and 6 is a vector of unknown parameters. The following theorem is concerned with

adaptive dynamic linearization of the nonlinear robot dynamics.

Theorem 4.1: Consider the robot dynamics in (3.14) and the following control law
F' = —Fo+ Y (X, Xoms Xonrs X )0 — Kipm (4.2)

with

er = 'md - AXma Xm=Xm — de» Pm = )z‘m + A)zwm

Xma = L7{(2 My, + 8B + Kn) ™! (Fh + Fom)} (4.3)

where M,,, B,,, K, > 0 are diagonal matrices, £71{.} is the inverse Laplace trans-

form, s is the Laplace variable, and K; > 0. Also fis a parameter estimate vector
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with the adaption law
(
0 if —[TY7Tp,]; >0, 6; > gmee
b; = 10 if —[LYTpp)i <0, §; < g7n (4.4)
- TY7Tp,]; otherwise

where T = I'T > 0, [.]; denotes the i’th element of the argument vector, and 67" and
67" are a priori known lower and upper bounds on the corresponding unknown

parameter. Then the closed-loop dynamics are governed by

M X + BrnXom + KX = Fp + Foy + . 4.5)

In (4.5), , € Ly N Ly and X,,, Fy are produced by passing the corresponding

variables through a linear low-pass filter with the transfer function

c

H(s)= — (4.6)
and F,,, is a new control signal related to F,,, in (4.3) via the filter H(s)
£{Fum} = H(S)L{Fom) (47)

where the operator £{-} represents the Laplace transform.

Proof. Following steps similar to those in [118], first a candidate Lyapunov function
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is defined as

1 1- -
V(t) = 5onD(Xm)pm + 567716 (4.8)

where

6=0-6 (4.9)

is the parameter estimation error and p,, is defined in (4.3). By taking the derivative

of V(¢), one can write

s 1 . 2 ~
V() = 56D (Xon)pm + pRD(Xen)om + 67T 8. (4.10)

By finding this derivative along the system dynamics in (3.14), employing the con-
trol laws in (4.2) and the definitions in (4.3), it can be shown that
V(t) = 5pED(Xm)pm — PEC (X Xim)om + 87T + gLV 0 — o7 Kopr.  (4.11)

2

After utilizing the adaptation law in (4.4) as well as the skew-symmetry property
of D — 2C, the following is derived

V(t) < —pF Kapm. (4.12)

Considering (4.8) and (4.12), it can be concluded that p,, € L. Also, integrat-
ing (4.12) yields

t . t
/ V() < / T Kapm. (4.13)
0 (1]

50



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

For t — oo, (4.13) can be rewritten as
VO - V()2 [ o Kapm. @19
Moreover, (4.12) directly results in the following inequality
0 < V(0) — V(o0) < V(0). (4.15)

The inequality in (4.14) together with (4.15) show that p,, € L,. Consequently,
from (4.3) it can be concluded that X,,, );(m € L, N Ly and therefore X,, — 0.
Now using the definition of X, and X4 in (4.3), it is straightforward to show that
Eq. (4.5) holds with

c
s+c

N = L7 {(32Mm + 8By, + Knm) Xm(s)} . (4.16)

Given that X,,,, );(m € LyN L, it can be concluded that 7, € Ly N L,. This error
term can be incorporated into the proposed LQG-based control design framework
as an external disturbance to the linearized dynamics in (4.5). The dynamics of the
slave robot can be similarly linearized through the application of a local dynamic

adaptive feedback linearizing control law resulting in
MsXs + B X5 + K, X, = ch - Fe + s (417)

where F,, is a new control command for the linearized dynamics of the slave, and
F, is the environment force filtered by H(s). It should be noted that the mas-

ter/slave robot position and velocity, and user and environment interaction forces
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aswell as ﬁ’cm and ﬁcs are required for the implementation of the proposed nonlin-
ear control laws. The position/velocity and force signals are assumed to be directly
available from sensors whereas If’cm and ﬁcs can also be computed, as will be seen
later in this chapter.

In Section 4, the new LQG-based controllers will be developed using the lin-
earized dynamics in (4.5) and (4.17) enforcing teleoperation transparency objec-
tives based on the filtered master and slave position and force variables. Therefore
in the selection of the bandwidth of the first-order low-pass filter H(s), the choice
of variable c in (4.6), one should be aware of its impact on teleoperation trans-
parency in the frequency domain. A filter with a very low bandwidth can cause
poor performance where the motion includes high frequency components. This is
due to the fact that the controller is blind to those higher frequency parts of the
measurement as they pass through the low-pass filter. Also, considering the re-
lationship in (4.7), choosing a high bandwidth for H(s) can cause high frequency
contents of F.,, to be amplified in F,,,, resulting in a possibly noisy control input.
In addition, choosing a filter with a high bandwidth in practice may cause noise
amplification and even instability in case of discrete-time implementation of the
controller. Finally, it must be pointed out that in the case that the master and slave
have linear dynamics with known parameters, the dynamic linearization step can
be simply skipped to avoid undue complexity.

The linearized master/slave dynamics in (4.5) and (4.17) become decoupled
in different axes of motion if the user and environment dynamics are assumed
decoupled. Such assumption leads to the decoupling of the control design into

single-axis problems yielding considerable simplification in the control synthesize.
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Therefore, throughout the rest of the chapter only a single-axis problem will be
considered although the proposed solution can be generalized to the case in which
the linearized dynamics are coupled among the axes of motion.

By dropping the bar symbol for notational simplicity, the linearized single-axis

dynamics of master robot can be written as

mmi'm(t) + bmj:m(t) + kmxm(t) = fcm(t) + fh(t) + nm(t) (4’]8)

where m,,, b, and k,, are mass, damping, and stiffness of the master interface,
and z,,(t) is its position; f.,(t) is the control signal and f,(t) is the operator/device
interaction force. The linear arm dynamics in (3.15) can be written in the following

single-axis form

mhfim(t) + bhim(t) + khxm(t) = f;; (t) - fh(t)' (4’19)

In (4.19) my,, by, and k, are respectively, mass, damping and stiffness of the opera-
tor’s arm, z,,,(¢) has been defined in (4.18), and f; (¢) is abounded exogenous input
force. The arm dynamics in (4.19) can be combined with the master dynamics in

(4.18) resulting in

(M + Mb)Em(E) + (b + 08)Em(E) + (km + En) T (8) = fom(t) + F () + 7 (t). (4.20)

Similarly, the linearized dynamics of the slave robot in one axis can be written

as

M s(t) + bsZs(t) + kszs(t) = fes(t) — fe(t) + ns(t) (4.21)
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where z,(t) is the position of the slave, m;, b;, and k, are the slave mass, damping,
and stiffness, respectively, f.s(t) is the control signal and f.(t) is the environment
reaction force. The reaction force for compliant environments is modeled by (3.17)

in single axis as

MeZs(t) + beis(t) + kexs(t) + f2(t) in contact
rm=4{ . (422)

0 free motion

This environment model can be combined with the slave dynamics in (4.21) to

obtain

(M40 Me)%5 () + (bs+01be) s () + (ks +0 ke )Ts(t) = fos(t) — 07 fr () +1s(t), (4.23)

1 slave in contact
oy = . (4.24)

0 slave in free motion

During a rigid contact, the slave acceleration and velocity become zero and there-

fore the equations of motion can be simplified to

ms(l - o'r):is(t) + bs(l - o'r):i:s(t) + ksxs(t) = fcs(t) - Urfe(t) + ns(t) (425)

and

B(t) = (L= o)), &(t) = (1 -0, (0) (4.26)
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with o, is similarly defined as in (4.24).

4.3 Decentralized Time-delay Teleoperation System

The performance objectives based on a virtual intervening tool as described in (3.23)-
(3.25) are utilized in this chapter. By choosing the master position and velocity as
state variables, the combined operator/master dynamics in (4.20) can be written in
the following state-space form which is suitable for the application of the proposed

output-feedback teleoperation controllers

Xn(t) = AnXom(t) + B fom(t) + Gmwm(t)

Ym(t) = Con X (t) + D fem(t) + Hpwm(t) + vm(t) (4.27)

where X,,,(t) = [zm(t) vm(t)}T is the state vector and y,,(t) = [xm(t) fh(t)]T

is the output vector. The control signal f.,(t) has been introduced in (4.18) and
the disturbance signal is wy,(t) = [ @ fcm(t)] ' where f,,(t) is the disturbance
in the control signal f.,(t) which also accounts for the adaptive control error 7,
in (4.5); v (t) is a measurement noise vector. Similarly using (4.23)-(4.26), the state-

space equations for the slave/environment subsystem can be written as

Xit) = ALX(t) + Bifos(t) + Glug(t) i=1,2,3

Ya(t) = CiXo(t) + Difes(t) + Hyws(t) + vs(t) (4.28)

where the indices 1, 2, 3 correspond to free motion, contact with a soft environ-

T
ment, and contact with a rigid environment, respectively; X}23(t) = [xs t) v, (t)]
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and y,(t) = [xs (t) fe(t):l is the measurement vector. The control signal is f.s(t)

T
and the disturbance vector is w,(t) = [ (0 fcs(t)] . The desired tool dynamics

in (3.23) can also be written as

Xi(t) = A Xe(t) + Biuy(2t)
v (t) = Xi(t) (4.29)
T T
where X;(t) = [xt(t) vt(t):( ,u(t) = [fh(t) fe(t)] and y;(t) = X;(t). The state-
space matrices for the operator /master, slave/environment and tool dynamics are
all presented in Appendix A.

Systematic output-feedback control schemes such as the LQG control are es-
sentially centralized and must be stationed either at the master or slave site. For
example, the top part of Fig. 4.2(a) depicts the case in which the centralized con-
troller is placed at the master site hence having access to delay-free master and de-
layed slave position and force measurements. Similarly, the master control signal
is delay-free whereas the slave control command is delayed because of its trans-
mission over the communication channel. The bottom part of Fig. 4.2(a) displays
the teleoperation system with the controller at the slave end. A centralized tele-
operation architecture lends itself to the model-based delay-reduction and output-
feedback control method proposed in [2]. The drawback, however, is that such
architecture would introduce extra round-trip delay in the control loop, negatively
affecting the trade-off between the performance and robust stability. For instance
in the case of a centralized controller at the master site, local measurements at the

slave site must undergo a round-trip delay before being used in the control of the

56



Ph.D. Thesis - A. Shahdi

McMaster - Electrical Engineering

Centralized Control

U,

Slave

Master
Controfler |

Slave
Controller

¢ Tool | e—sd

(@)

Decentralized Control

Design Stage

R Controfler

2
u’ y
'.-J . ‘
v,

D

2 Slave

"1 Slave [ 1o
Controller '

E2E

(b)

1
U, Ve
:

implementation Stage

u,” | V.

-—l Slave

Master
Controller

Controlier

(©

Figure 4.2: Conceptual representation of the proposed model-predictive decen-
tralized teleoperation controller: (a) Centralized teleoperation control at master
or slave side; (b) Decentralized sub-controller design; (c) Decentralized controller

implementation.

slave robot.

To improve the performance-robustness trade-off of the delay reduction-based

teleoperation controller in [2], a decentralized control architecture utilizing the

proposed delay reduction technique is introduced here. The design concept is

demonstrated in Fig. 4.2(b-c) in which the problem is divided into two central-

ized sub-controllers, one at the master and the other at the slave site. Each control

57



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

station has access to delay-free local and delayed remote position and force mea-
surements. However unlike the case of the centralized controllers in Fig. 4.2(a),
both control outputs of these sub-controllers are assumed to be delay-free. From
the two control signals that are produced by each station, only the local control
commands are used for the control of the master and slave robots as shown in
Fig. 4.2(c), i.e.

fem(®) =ui(t) ,  falt) =13(0). (4.30)

The remaining two control signals, u3(¢) and u}(t), are local estimates of the re-
mote control forces at the master and slave sites and are not being used in the
implementation. It should be pointed out that the stability of the closed-loop sys-
tem with each individual sub-controller in Fig. 4.2(b) provides no guarantee of the
stability of the actual system in Fig. 4.2(c). This will be thoroughly investigated
later in this chapter.

The change in the slave/enviroment dynamics due to rigid contact and param-
eter variations due to soft contact can be handled within a multi-model control
framework in which mode-based controllers are designed for different phases of
the operation. In this strategy, dedicated controllers are designed for each mode
of the operation and switching between controllers occurs according to the iden-
tified mode. Similar technique has been successfully employed in our previous

contributions in [119, 1,2] to handle the environment uncertainties.
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4.3.1 Free motion/soft contact

The states of the system are obtained by combining the master, slave and tool sub-
system dynamics. For the cases of free motion/soft contact, system states are de-

fined as follows

X(t) = lopX,(t) — Xn(t) Xum(t) — Xe(t) Xt (4.31)

where X,,(t), X,(t), and X;(¢) have been introduced in (4.27), (4.28) and (4.29),
and oy and o, have been defined in (3.23) and (3.24). The position tracking errors
between the master and slave, and the master and virtual tool are included in
the state vector. An application of output-feedback LQG control to regulate these
tracking errors to zero would enforce the transparency objectives defined in (3.23)-

(3.25). The evolution of the states is governed by

X(t) = AX(t) + Bu(t) + Gu(t)
u(t) = [fcm(t) fcs(t)]

w(t) = [f;:(t) f2) Fem(®) fcs(t)] : (4.32)

It is straightforward to obtain the system matrices, 4, B, and G from A,,, By, Cp,,
Dy, G, Hp, As, Bs, Cs, Ds, G, Hs, Ay, and B;. These matrices are presented in
Appendix B. The measurement vectors are
T
yl (t) = {ym(t) ys(t - d) yt(t - d):l
T
() = [ym(t —d) wl) wl- d)] (433)
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where y'(t) and y?(¢) are the measurements received by master and slave sub-
controllers, respectively, as shown in Fig. 4.2(b). The observations are the actual
sensor readings zn,(t), fr(t), z:(t), and f.(t) as well as the virtual intervening tool
states computed from (4.29). Note that the delayed virtual tool states are included
in both measurement vectors in (4.33). This is due to the fact that tool states are
produced by the control algorithm based on the desired tool dynamics and hand
and environment forces according to (4.29). However as is evident in Fig. 4.2,
the master and slave sub-controllers only have access to f.(t — d) and f,(¢ — d)
and therefore must artificially delay their local force measurements to synchronize
them with the delayed measurements. This is equivalent to the tool measurements
being delayed by d in the master and slave sub-controllers. It is worth mentioning
that the forward and backward delays are assumed to be equal. In case where these
delays are not equal, this assumption can be relaxed by buffering those signals in
the path with the smaller delay.

The operator’s exogenous force f;(t) is part of the unknown disturbance vec-
tor w(t) that excites the teleoperation control system and produces output error. In
the LQG control design framework, the disturbances are modeled as white Gaus-
sian noise with a flat power spectrum and the area under mixed weighted power
spectrums of the output errors and the control signals under such excitation is
minimized. The use of white noise model usually reflects a lack of information
about the disturbance input in the control synthesis [120]. In teleoperation, how-
ever, it is reasonable to assume that the operator exogenous force has a low-pass
power spectrum as the user cannot apply high-frequency intentional forces to the

master device. This rather imprecise knowledge about the exogenous force can
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be incorporated into the LQG framework using a simple pre-filtering technique as

follows

Fr®) + 20 fi(t) + o3 fr(t) = nys(t) (4.34)

where n¢(t) is a white Gaussian noise. While the proposed model has not been
validated by human factors studies, our experience shows that in practice, it can
significantly enhance the performance of the LQG-based teleoperation controller
compared with a white noise model. This should not be surprising as using such
model causes the controller to minimize the LQG cost function in the frequency
range that operator force has most of its energy. In [121], a similar approach was
successfully employed for the cancelation of biodynamic feedthrough in joystick-
controlled machines.

The state-space equations of the system in free motion/soft contact after the

augmentation of f; and f; into the state vector are given by

X¢(t) = ApX5(t) + Byus(t) + Grwy(t)
yh (t) = CL Xp(t — db) + Hi wy(t — db) + vi, (t — db)

i (station#) = 1,2 k (output#) =1,2,3 (4.35)
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and

T
Xst) =X () fr(t) fh(t)}

yf(t

H

[ymt ) ys(t—d) yt(t—d)]T
0|

T
y3t) = Ym(t —d) ys(t) we(t — d)]

us(t) = u(t) = [fcma) fcs<t>r
W)= ) 0 Fonl) ﬂs(w]T

T

vp(t) = v3(t) = [vm(t) s () 0} (4.36)

where d5 is the delay in the k’th output channel. The reader is referred to Ap-
pendix B for the state-space matrices of the system dynamics in free motion/soft

contact.

4.3.2 Rigid contact

When the slave is in rigid contact, its dynamics are governed by (4.25)-(4.26). In
this case, the vector of states including the master and slave subsystems is chosen

as

X(t) = [xm(t) - apxs(t) 'Um(t) xs(t) fe(t) affe(t) - fh(t)]T (437)
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and the measurement vectors are

T
yi(t) = [ym(w £t — d) ﬁ(t—d)}
T
(1) = [ym(t—d) 20 fe(t)] . (438)

In (4.37), f.(t) and f,(t) are generated by passing force sensor measurements f,(t)

and f5(t) through the following first-order filters with poles at —3

Fe(®) + BFe(t) = Bfus, (4.39)
fh(t) + BFn(t) = Bfn- (4.40)

These first-order filters convert the algebraic equations of the rigid contact in (4.25)-
(4.26) to dynamic-type equations involving new states f. and o 7 fo— fa enabling
the application of the LQG control. The effect of the design parameter 3 is similar
to the one described for the parameter ¢ in (4.6). The dynamics of filtered force

tracking error a;f, — f, can be easily derived from the filter equations above
asfult) = Jolt) = =B(es Jelt) = Fult)) + asBfes = B (441)

and f, can be written in terms of the states and inputs. Assuming to be almost

constant, the slave position in rigid contact, z,(t), is modeled by

&4(t) = wae(t) (4.42)
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where w,,(t) is white Gaussian noise. The steps for incorporating the operator’s
exogenous force f;(t) into the system states are similar to those in the previous
case and will not be repeated here. The dynamics of the augmented system can be

expressed by the following equations

X, (t) = A, X, (t) + Brus(t) + Grw,(t)
yi (1) = CLX,(t — db) + 37277 Db, ul (¢ — d) +

HE w,(t — db) + vi (t — dp) (4.43)
with

=[x0 fo iw]
w(t) =y'(t) = [ () ys(t—d) fe(t—d)]
0 =0 =[ =) wlt) )
)= [ 0]
wr(t) = [nfm Fonlt) Fult) 1)
(0 =320 = [u,0) (a4

where n; is the number of inputs. The state-space matrices in rigid contact are

given in Appendix B.
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4.4 Reduction and Control of Time-delay Systems

The dynamics of master/slave subsystems in (4.35) or (4.43) can be written as
ny=2

X(t) = AX(t)+ Y _ Bul(t) + Gu(t), (4.45)

j=1
ny=2 .
h(t) = GiX(t = do) + 3 Dijul(t — o)+
j=1
Hiw(t—db)+vit—db), k=1,--- ,no =3 (4.46)
where X (t) is the vector of states, y () is the k’th output vector at the i’th station,
w(t) and v} (t) are process and measurement noise, respectively, n; = 2and np = 3

are the numbers of inputs and outputs.

The following state transformations must be defined
ZHt) = X(t—d)+ Wi(t) i=1,2 (4.47)

where 1 is the station number, W}, (¢) is associated with the output with the maxi-

mum latency with

ny=2

t
Wity = /t ) eAt=2=) Byl (s)ds. (4.48)
j=1 Yt7¢o
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Taking the time derivative of (4.47) and replacing X (¢ — d) from (4.45) yield

ZMt) = A,ZY(t) + Baul(t) + B.ud(t)
—Bo{uj(t —d) —u3(t — d)} + Gu(t — d)
ZXt) = A,Z%(t) + Baud(t) + B.oul(t)

—B {3t — d) —ui(t — d)} + Gw(t — d), (4.49)

A,=A, B.=[e*B;, e"By]. (4.50)

For the system described in (4.45), X (t — d) can be written in terms of X (¢ — d§)

using standard results from the linear systems theory as follows [122]

nr=2

t—dk. ]
X(t—-d)=e B X(t—db) - > / ° eAt=~4 B (s)ds
'_1 t—d
J -
- / e~ Qu(t — d + s)ds (4.51)
0

where d3* = d — d. Replacing X (t — d) in (4.47) from (4.51) for : = 1, and then

multiplying both sides from left by CleA%", one may write

0
C’,ieAdglkZl(t) =CiX(t—db) - C} / e A Gu(t + s)ds
—dmk

t—d

k.
(o}
+ Wt + / CleAt=o—98) B, (ul(s) — ul(s))ds. (4.52)

t—d

It can be shown that in the case of teleoperation system, the last term in (4.52) is

always zero for both free motion/soft contact and rigid contact cases and for every
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k,ie. k =1,2,3. Considering the first station output vectors in (4.33) and (4.38) for

free motion/soft contact and rigid contact cases, the following is true
d=d, k=23. (4.53)

Therefore, the last term in (4.52) is equal to zero for & = 2,3 due to the equality of
the integral bounds. For k£ = 1, the integral term represents an effect of the second
input, f.,, on the first output, y,. Since the slave control action has no impact
on the master outputs, the last term in (4.52) will also be equal to zero for k& = 1.
Similar results can be obtained for the second station by replacing X (¢ — d) in (4.47)
from (4.51) for i = 2.

A new output vector for the k’th channel at station ¢, y,(t), is defined as

yh (t) = Cied%* Z2(t) + Hiw(t — db)
zk k k O
0
+ vp(t — dp) + Ci / e AGu(t + s)ds (4.54)

—dmk
or equivalently,

yi(t) = CLZHt) +vi(t) i=1,2 (4.55)
with

T
O = [(Cie*)T (Cge®™)T - (G )T (1:56)
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Using (4.46) and (4.52), v, () in (4.54) can be calculated from

ny=2

yiult Z Diul(t — d) + GiWi(t). (4.57)

This completes the derivation of the reduced system dynamics and the output
equations in (4.49) and (4.55). The calculation of the new observation vectors

in (4.57) involves the computation of W(t)’s that can be obtained from

ny=2 ny=2

Wi(t) = AWE(t) + Z e 4% B, uh ( Z Bju}
j=1
Yk (t) = CiWi(t), Wi(0) = 0. (4.58)

Since the states of the system are not directly available, an observer/controller
pair can be designed to control the reduced system based on the new measure-

ments. The following theorem is needed for the control of the reduced system.

Theorem 4.1: The reduced system in (4.49) and (4.55) is stabilizable and detectable

if the original system in (4.45) is stabilizable and detectable.

Proof: See Appendix C for the proof.
At each station 4, u¢ and v} are calculated using the local measurement accord-

ing to the LQG control, to minimize the following cost function as T — oo [123]

T(u) = B / [Z(OTQZI () + ui ()T Rui (1) + () Ry (D]dt}  (4.59)
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where E{.} denotes the expected value, and @ > 0, R; > 0 and R, > 0.
The solution to (4.59) is a combination of a constant state-feedback gain pro-
duced by solving the corresponding deterministic Linear Quadratic (LQ) control

and a Kalman filter state estimator for the i** station, i.e.
ui(t) = —K1Z(¢), ui(t) = —K,Z%t). (4.60)
The feedback gain K; and K are given by
K, = R;'BMS, K,=R;'B¥S (4.61)

and § is the solution to the following Continuous-time Algebraic Riccati Equation
(CARE)
ATS +SA, - S (B;R;IB;T + BzR;IBgT) S+Q=0. (4.62)

The state estimate at the it* station, Z ‘(t), is the output of a Kalman filter with the

following dynamics
Zi() = A ZH(t) + Bli(t) + BR() + I [h0) - CIZ'0)| . (463)
The Kalman filter gain L* is computed as follows [124]

Ii=piciTmi™! (4.64)

69



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

where P* is the solution to the following CARE

PAT — PICTTI ' CIP + AP+ W =0 (4.65)

with
W = E{Gu(t)w(t)"G"} (4.66)

and
IT' = E {vi(t)i ()"} (4.67)

being the covariances of the process and measurement noise, respectively. Cer-
tain conditions must be satisfied for the existence of a solution to the local LQG
problems. These include the stabilizability of pair (A., B,) and detectability of pair
(Ci, A,) among others. It can be shown that the teleoperation system satisfies all
necessary requirements. Furthermore according to Theorem 4.1, the stabilizability
and detectability are preserved under the proposed state/output transformations.

To achieve the teleoperation performance objectives, the @ and R matrices for

free motion/soft contact are selected as
X7(t)QrX5(t) = a1(apzs(t) — 2m(t)? + q2(wm (1) — 2:(t))’ (4.68)
with ¢; > 0 and ¢, > 0. Similarly for rigid contact,
Xe(0) Qe (1) = aa(zm(t) = 252 (8))* + aa(ees Je(t) h®)?. (469

The quadratic terms in (4.68) and (4.69) involve position and force tracking er-

rors at concurrent sample times. Therefore despite the presence of the delay, the
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4.4.1 Closed-loop Stability Analysis

After replacing the inputs from (4.60) in the dynamic equations of the reduced

system in (4.49), one may obtain

Z(t) A, O Z\(t) -B.K 0
= +
Z2(t) 0 A | Z3(t) 0 -BK
AIG B,K, —ByK. Zit~d
0 +| ane (t=d) 4.73)

Z2(t) —-BK, BK; Z2(t - d)

Combining the reduced system dynamics in (4.73) with observer dynamics in (4.63)

results in the following closed-loop dynamics

Ze) |
z |
[ A, - B.K 0 B.K 0 ]
0 A, — B, K 0 B.K Z(t)
0 0 A, — L'C! 0 Z(t)
|0 0 0 A, - 12C? |

| B BiK, BKi -BK || zt-d W)

BK; —-ByK, —B,K, BK; Z(t —d)
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where 2() = 2(0) - 2), 20) = |70 Z2(t)JT and 2(0) = | 2'¢) zz<t>]T.
It can be seen that the closed-loop dynamics are in the following general state-
delayed form

#(t) = Aoz(t) + A1z(t ~7) (4.75)

with 7 = d. It is important to note that unlike in the case of the centralized delay
reduction based controller in [2], the application of the decentralized delay reduc-
tion and control would not yield a completely delay-free system. The state delayed
perturbation term A;z(¢t — d) appearing in (4.74) is due to the difference between
the actual control signal and their remote estimated counterparts in (4.49). Since
the delay reduction and control process have utilized the model and delay infor-
mation to provide an embedded predictive control element, the effect of the extra
state-delay perturbation term on the system stability and performance is expected
to be small compared with the case where the controller has no built-in predic-
tor. In fact if v} = u? and u2 = uj, this perturbation term would vanish from the
closed-loop dynamics.

The closed-loop stability of a system in the form of (4.75) can be examined using

the following theorem.

Theorem [Frequency-Sweeping Test]: For the state-delayed system in (4.75), pro-
vided that A, is stable, the closed-loop stability is guaranteed for a maximum delay
derived from

T = mjn (zl—) s V)\z(]wz.[ - A(),Al) = e‘jei (476)

z Wi

where A(A, B) denotes the generalized eigenvalues of matrices 4 and B.

Proof: See [22].
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Note that the stability of matrix A in equation (4.74) is guaranteed owing to its
upper triangular structure and the fact that the diagonal elements A, — B,K, A, —
L'C}, and A, — L*C? obtained from the LQ and Kalman filter design procedures
have all of their eigenvalues in the left half of the complex plane. Provided that the
maximum delay calculated from (4.76) is greater than the nominal delay assumed

in the design, the stability of the reduced closed-loop system is guaranteed.

Theorem: If the reduced system is stabilized through a decentralized output-feedback

controller, the original delayed system will also become stable.

Proof: The stability of the reduced system/observer implies that the reduced states
Zi(t) and their estimates Z'(t) remain bounded in the presence of bounded dis-
turbance and noise. Hence, the control signal v*(¢) which is given by (4.60) is also

bounded. From (4.47), the original system states can be written as

X(t —d) = Z't) — Wi () (4.77)
where
WE (t) = ZI / t eAlt=s=d) Bju(s)ds (4.78)
= Jtd

and W/, (t) is bounded as a result of boundedness of u*(t). Since both terms on
the right hand side of (4.77) are bounded, X (¢t — d) and consequently X (t) are
also bounded. Therefore the pair of observer/controller for the reduced system
stabilizes the original system as well. Note that if zero is an asymptotically stable

point for the reduced states Z(t), then it would also be an asymptotically stable
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Figure 4.3: Multi-model decentralized controller for time-delay teleoperation.

point for the original states X (t). Q.E.D.

A schematic of the proposed multi-model LQG-based teleoperation control sys-
tem is displayed in Fig. 4.3. The sensor measurements are the master and slave
positions as well as the hand and environment forces. Delayed hand and environ-
ment force signals are used to generate delayed virtual tool position and velocity
at each station. These synthesized and actual observations enter the mode-based
LQG controller blocks at the master and slave sites which produce the mode-based
control signals. The switching logic, located at the slave side, uses the sensor mea-
surements to identify the mode of operation and sends the result to the controller
at the master side. This information is utilized in selecting the pair of control sig-

nals to be used by the master and slave actuators.

75



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

The disturbance signal f;(¢) is the cause of motion in teleoperation. The LQG
design framework attempts to minimize the effect of the stochastic perturbations
on the tracking errors, and as such coordinates the motions of master and slave
robots. For example in free motion/soft contact, the disturbances drive the virtual
tool dynamics in (4.29) which are not controllable by the control signals. Therefore,
the controller must move the master and slave in response to operator’s exogenous
force such that the transparency objectives are achieved, i.e. the tracking errors
among master, slave and tool are reduced.

Nominal model parameters of the operator, master robot, slave robot, and en-
vironment dynamics are used by the mode-based controllers. While the adaptive
nonlinear controller in (4.2)-(4.4) renders the master and slave parameters constant,
the operator and environment dynamics are usually unknown and time-varying.
A deviation from the nominal parameters can degrade the system performance
and even cause instability. Tightening the control loops through the adjustment
of the LQ controller parameters could improve the performance by reducing the
tracking errors and increasing the speed of the system response. However, this
would be achieved at the expense of reduced stability margins and potential insta-
bility due to parametric uncertainty.

A careful selection of switching strategy can yield a smooth contact transition
behavior. While the stability of mode-based controllers is guaranteed by the LQG
design, it is difficult to prove the stability of the teleoperation system in the pres-
ence of control switching. This remains beyond the scope of the present thesis and
will be a subject of future research. Interested reader is referred to [125] for an

example of stability analysis of a gain-switching teleoperation controller.
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As in [2], the control design can be extended to the case in which the delays
in the forward and return paths of the master/slave communication link are dif-
ferent. The round-trip delay can be easily estimated by attaching time stamps to
data packets. The one-way delays, if equal, are half of the round-trip delay. Oth-
erwise, the master and slave computer clocks can be synchronized to an external
universal time reference, e.g. Universal Coordinated Time, via GPS or special radio
signals [126]. Once the computer clocks are synchronized, the data packets can be
again time-stamped for delay estimation. Variable delays can be accommodated
by adding buffers at the master and slave ends and delaying the signals to a max-
imum a priori known delay. The controller can then be designed for this constant

delay.

4.5 Performance and Robust Stability Analysis for Single-
axis Teleoperation

The proposed decentralized multi-model LQG control scheme is applied to a lin-
ear single-axis bilateral teleoperation system involving two similar masses. Since
the master and slave dynamics are already linear and known, the adaptive non-
linear impedance controller is not needed in this example. Throughout the rest
of the chapter, the delay values correspond to a round-trip communication unless
otherwise noted. It is assumed that the operator manipulates the slave robot in
free motion and in contact with a rigid environment and hence two mode-based
controllers are designed.

The system parameters in Table 4.1 are based on the experimental setup which
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System Parameters

Master M = 1.0kg by =20Ns/m ky =0N/m
Slave ms =10kg b, =20Ns/m k, =0N/m
Virtual Tool my = 1.0kg b =20Ns/m k =0N/m

Arm my, =20kg b, =20Ns/m k;,=30.0N/m
Environment | m.=0kg b.=0N.s/m k. =0N/m

Other ar=1 ap=1 ap=001rad/s F=08rad/s

LQG Controller Parameters

Free Motion
=g =4x10°m™>?
R = diag (0.1 N72,0.1N"%)
E{wsw]} = diag (10 N*/s*,200 N*,10~% N? 103 N?)

Rigid Contact

g1 = 103 m=2 g =5.0 N2

R = diag (0.001 N~2,0.001 N‘zz
E{w,wl'} = diag (10 N*/s*,107* N?, 10~° N*,10~° m?/s?)

Table 4.1: The system and the proposed decentralized controller parameters.

will be introduced in the next section. Typical values have been chosen for the arm
mass, damping and stiffness. The LQG control parameters are also presented in
this table. Among these, the values of measurement and disturbance noise powers
were injtially selected based on sensor and actuator specifications as well as a typ-
ical level of operator hand force and later refined based on simulation and experi-
mental results. The ¢ and R in the LQG synthesis play a pivotal role in achieving
a balance between performance and stability. A large @ and small R would gen-
erally yield faster poles, small tracking errors and enhanced performance at the
expense of reduced robustness. These parameters have been manually tuned to
strike a balance between these requirements.

In the forthcoming analysis, the stability margins and tracking performance

of the decentralized controller with the above design parameters are numerically

78



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

calculated. The results are compared with those obtained from the centralized con-
troller proposed in [2]. To allow for a fair comparison, the same set of parameters

were employed in the design of both controllers.

4.5.1 Robust stability analysis w.r.t parametric uncertainty

The robustness of the proposed controller with respect to parametric uncertainty
can be investigated using classical linear analysis tools such as the Nyquist theo-
rem. Among the model parameters, those of environment and operator are subject
to uncertainty. In Fig. 4.4, the robustness of the mode-based controllers with re-
spect to variations in individual parameters and as a function of communication
latency is examined for both the decentralized and the centralized controllers. The
environment stiffness in the design of the free-motion controller is set to 0 N/m.
The robustness of the controllers w.r.t. uncertainty in the environment stiffness
is examined in Fig. 4.4(a) where the maximum stiffness for stability decreases by
the amount of time delay from more than 4500 N/m for round-trip delays less than
20 ms to about 250 N/m for a delay of 250 ms. It can be seen that the decentralized
controller exhibits a higher stability margin. In fact, this trend is evident in all other
diagrams for free motion. In Fig. 4.4(c), the robustness of the free motion controller
with respect to uncertainty in the operator’s arm stiffness is demonstrated. The
nominal value of stiffness used in the controller design is 30 N/m. In Figs. 4.4(b)
and 4.4(d), the sensitivity of the free-motion and rigid-contact controllers with re-
spect to variations in the operator’s arm mass are examined where the nominal
value of the arm mass used in the design is 2.0 kg according to Table 4.1. It can be

seen that the arm mass stability margins in rigid contact are almost the same for
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Figure 4.4: Robust stability analysis results in free motion: (a), (b) and (c), and in
rigid contact: (d), as a function of time delay.

centralized and decentralized controllers. This trend is observed in the robustness
of the rigid contact controllers with respect to changes in other parameters as well.

The robust stability analysis was also performed for simultaneous variations in
two system parameters at a fixed delay of 125 ms, the results of which are given in
Fig. 4.5. To obtain these graphs, one parameter was varied in fixed size steps while
the stability bound on the second parameter was computed using the Nyquist cri-

terion. Again it is evident that the decentralized controller enjoys higher or at least

equal stability margins to those of the centralized controller.
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Figure 4.5: Robust stability analysis results in free motion: (b) and (c), and in rigid
contact: (a) and (d), for simultaneous variations in two parameters.

4.5.2 Performance analysis

The performances of the decentralized and centralized controllers formulated in

terms of the H; norm of the closed-loop system from the input f;, to the tracking

errors of interest are compared in this section. For a stable single-input/single-

output transfer function H(s), the square of the H, norm is defined as [127]

1

I =

81

/ " H ) P

(4.79)
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For low-pass systems, the upper limit of the integral can be replaced by a frequency
wy which is sufficiently above system bandwidth. This enables a numerical evalu-
ation of the H; norm.

The || H||2 norm of position and tool tracking errors in free motion, as well as po-
sition and force tracking errors in rigid contact are calculated using the frequency
response of the closed-loop teleoperation system with the parameters given in Ta-
ble 4.1. The results are presented in Fig. 4.6 as a function of the communication
channel latency. From this figure, it is evident that using the same set of parame-
ters, the decentralized clearly outperforms the centralized controller and exhibits
smaller tracking errors in both free motion and rigid contact modes.

In summary, the preceding performance and stability analysis indicates that
the proposed decentralized teleoperation controller, by avoiding an extra commu-
nication delay in the loop, yields tangible improvements over the centralized con-
troller. That is it provides smaller tracking errors and higher stability margins with

respect to parameter uncertainties.

4.5.3 Robust stability analysis w.r.t. perturbations in communica-
tion delay

The proposed decentralized controller is designed based on the assumption of a
known constant delay mainly for applications with a dedicated communication
link. Under varying delay conditions, the measurement and control signals can
be time-stamped, buffered and artificially delayed to maximum a priori known
delay value, rendering the communication delay constant. This, however, may

result in an excessively conservative design. A robustness analysis is performed

82



Ph.D. Thesis - A. Shahdi

McMaster - Electrical Engineering

5x10° | . , § 5x10° ﬁ B |
£ —Decentralized (a) ’ —Decentralized (b)
g 4: |~ =Centralized /) - ~Centralized ,
’ 4
g 3 4 ! 1 ’ ’I
u d 4
o 2 7
£ 0.5 ‘
Q 1 P J
E - P
(o - - / - -
0 s : 0 —
0.05 0.1 0.15 0.2 0.05 0.1 0.15 0.2
5.3x10° | , 4x10° - . ,
£ —Decentralized (C) —Decentralized (d)
g 3.2t |~ ~Centralized at|~ ~Centralized . -1
] 2 e
D .
£ -
= -~ ~
297005 01 015 02 %05 01 015 02
Delay (sec) Delay {sec)

Figure 4.6: ||H||; for the closed-loop system from f; to (a) position tracking error
in free motion, (b) tool tracking error in free motion, (c) position tracking error in
rigid contact, and (d) force tracking error in rigid contact.

to determine the maximum allowable variations in the delay to maintain the sys-
tem stability. The value of the delay is assumed to be unknown and constant but
different from that used in the design.

A model of the closed-loop decentralized teleoperation control system subject
to uncertainty in communication delay is depicted in Fig. 4.7. The actual commu-
nication channel delay is equal to d + Ad where d is the nominal value used in the
design and Ad is a delay perturbation. The stability margins, i.e. the maximum

and minimum Ad for which the system remains stable, can be found using the
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is the perturbation to the communication channel delay. Since the proposed con-
troller stabilizes the non-perturbed system, the stability margins can be found
by sweeping Ad in the negative and positive directions and finding the first two
points such that

Jw > 0, p(jw,Ad) = 0. (4.82)

Using the system and controller parameters in Table 4.1, the margins of stability
for the decentralized controller in free motion are calculated and the results are
plotted in Fig. 4.8. It can be seen from this figure that the system is stable for
almost twice the nominal delay of 250 ms up to almost 8 times the nominal delay
for delays smaller than 50 ms. The communication delay can also be reduced to

zero while maintaining the stability.
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4.6 Experimental Results

Fig. 4.9 depicts the teleoperation experimental setup. The system consists of two
Quanser planar three-DOF pantographs powered by direct current motors em-
ployed as master and slave robots. The experiments were performed along one
axis of motion while the other two axis where controlled by proportional-derivative
controllers. These robots are equipped with ATI Mini40 force sensors that measure
the operator and environment forces. The control system runs on a PC platform
under Tornado/VxWorks real-time operating system and is interfaced to the hard-
ware by a ()8 hardware-in-the-loop 1/0 board from Quanser. The control code is
implemented using Matlab Real-time Workshop toolbox. The odel (Euler) integra-
tion routine of Matlab/Simulink is used for the discrete-time implementation of
the proposed continuous-time controller. The control update rate is set to 2048 Hz,
which is much higher than a typical closed-loop bandwidth of the teleoperation
control system. Therefore, a discrete-time approximation of the continuous-time

controller should be valid for practical purposes.

Controller Switching: The switching logic used in this method is simple. While in
free motion, the controller enters the rigid mode if the magnitude of the measured
environment force surpasses a predefined threshold. This will ensure that the force
measurement noise cannot trigger a unintended switching event. To return to the
free motion mode, the average slave velocity over a short window of time and the
operator’s measured force in the direction away from the contact must be below
and above small predefined thresholds. Such logic reduces the possibility of er-

roneous switching due to the bouncing against the rigid environment during the
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Figure 4.9: The experimental setup.

transition period. Also, the number of free-to-rigid bounces may be reduced sim-
ply by adding extra damping to the slave controller during the transition period.
While in rigid contact, the virtual tool dynamics in Fig. 4.3 are disabled and the
tool positions are reset to the slave position. This will enable a smooth transition
from rigid contact to free motion.

In the experiments, the operator manipulates the slave robot in free motion

and in contact with rigid environment. The experiments were conducted for three
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different values of round-trip delay, i.e. 100 msec, 200 msec, and 300 msec. The
delay was emulated by adding data buffers of appropriate size that store and delay
the slave measurement and control signals. The system and controller parameters

in the experiments are the same as those given in Table 4.1.

4.6.1 Decentralized controller with 100 ms delay

In Fig. 4.10, the responses of the proposed controller under 100 ms of communica-
tion delay are plotted. The system is initially at rest until roughly ¢t = 2sec when
the operator begins moving the master/slave units in free motion. In free motion,
the operator would feel the dynamics of the virtual tool as evident by the non-zero
hand force observed in the free motion portions of Fig. 4.10. The positions of mas-
ter, slave, and virtual tool closely follow each other in free motion which confirm
that the performance objectives in (3.23) and (3.24) are both achieved with very
high precision.

At t ~ 18sec, the slave makes an initial contact with the rigid wall which trig-
gers the controller to switch to the rigid mode. During the course of the first rigid
contact from time 18-22 sec, the environment and hand forces as well as the master
and slave positions closely track each other as can be seen in Fig. 4.10. The changes
in forces are deliberately made by the operator to show the tracking performance
of the controller. The contact is stable and is perceived rigid by the operator as
is evident by the nearly constant master position despite the changes in the hand
force. Att =~ 22 sec, the operator withdraws the master and consequently the mas-
ter/slave system returns to free motion following a smooth transition. Finally, a

second rigid contact occurs at ¢ ~ 32sec.
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Figure 4.10: Decentralized controller with 100 msec delay in experiment: (a) posi-
tion tracking and (b) force tracking.

4.6.2 Decentralized controller with 200 ms delay

Fig. 4.11 illustrates the responses of the controller for a round-trip delay of 200 ms.
As in the previous case, the experiments starts with the master/slave at rest, fol-
lowed by a free motion operation and subsequent rigid contact and free motion
phases. The transitions from free motion to rigid contact and vise versa are stable.
The position tracking and virtual tool rendering in free motion as well as position

and force tracking in rigid contact are quite satisfactory.
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Figure 4.11: Decentralized controller with 200 msec delay in experiment: (a) posi-
tion tracking and (b) force tracking.

4.6.3 Decentralized controller with 300 ms delay

In Fig. 4.12, the results of an experiment with the proposed teleoperation controller
under 300 ms of communication latency are presented. Once again, the mode tran-
sitions are stable. Despite slight degradation in the performance of the free motion

tracking, the results are still quite satisfactory.

4.7 Conclusions

The central idea of the proposed method in this chapter was to utilize system

model and delay information to improve the stability-performance trade-off in
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Figure 4.12: Decentralized controller with 300 msec delay in experiment: (a) posi-
tion tracking and (b) force tracking.

time-delay bilateral teleoperation. To this end, a model-based decentralized con-
troller was introduced. The application of a delay reduction method and LQG-
based sub-controllers to the reduced dynamics at the master and slave sites re-
sulted in a closed-loop dynamics with a state-delay perturbation term. A delay-
dependent frequency sweeping test was employed to analyze the stability of these
dynamics. Numerical robust stability and performance analysis demonstrated
that, using the same set of design parameters, the new decentralized controller
can provide enhanced performance and increased stability margins when com-
pared with its centralized counterpart. Experimental studies with a single-axis
teleoperation system also showed that the proposed approach is highly effective

in improving teleoperation transparency under communication time delay.
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The use of model and delay information in the proposed model-based decen-
tralized control scheme improves the transparency of time-delay teleoperation.
However, this controller can still be sensitive to modeling uncertainties such as
master /slave modeling errors as well as variations in the environment and oper-
ator dynamics. Although the use of a multi-model control approach proved ef-
fective in handling large uncertainties in the environment dynamics, the stability
of such switching control strategy must be carefully investigated. To systemati-
cally handle the modeling uncertainties, robust and adaptive control schemes are
developed for time-delay teleoperation control and are presented in the following

chapters.
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Chapter 5

Adaptive/Robust Control for

Time-delay Teleoperation

5.1 Introduction

To systematically balance the trade-off between the robust stability and perfor-
mance in time-delay teleoperation, in this chapter a two-stage adaptive/robust
control scheme is proposed. This method utilizes the model and delay informa-
tion as well as the knowledge about the system uncertainties in the control syn-
theses process. In the first stage through the use of local Lyapunov-based adaptive
controllers, the dynamics of the master and slave robots are linearized and are
rendered independent from their parameters. Using these new dynamics, in the
second stage teleoperation control is formulated as an H,, robust control synthesis
with multiple I/O delays. The resulting problem is solved using decompositions
into single-delay adobe-type problems.

This chapter is organized as follows. In Section 5.2, the local adaptive/nonlinear
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controllers are introduced. The teleoperation control problem is formulated in Sec-
tion 5.3. The solution to the H,, robust control of time-delay MIMO systems is
discussed in Section 5.4. A numerical design example using the proposed method
along with an analysis of performance and stability characteristics of the resulting

solution are given in Section 5.5. Experimental results are provided in Section 5.6.

5.2 Master/Slave Local Adaptive Control

Consider the nonlinear combined dynamics of master /hand and slave/environment
described in (3.19) and (3.20). Adaptive nonlinear controllers are employed at the
master and slave sites to linearize these dynamics. These controllers are similar to
those proposed in [34]. The local control laws for the master and slave robots are

given by

ch = Ymém + ICm(de - Vm + AFh - ﬂXm) +
ansign(Ving — Vi + AF) — BX 1) (5.1)

Foo = }/;és + ,Cs(Vsd ~Vi— Aﬁe - ﬁXS)] (52)

where V,,; and V,; are master and slave command vectors to be introduced later,
Vi and V are master and slave velocity vectors, K,, ;s > 0, A > 0 are diagonal

matrices and F/, is a filtered force obtained from

E,=C(F, - F) (5.3)
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where C' > 0 is diagonal. The use of filtered forces instead of the original signals in
(5.1) and (5.2) eliminates the need for measurement force derivatives in the imple-
mentation. The effects of the filter bandwidth on system performance and stability
are similar to the ones discussed for (4.6). In (5.1) and (5.2), é,, denotes an estimate
of ©, which contains all unknown dynamic parameters of the master (y = m) or

slave (y = s). Furthermore, Y;,, and Y are regressor matrices defined by

Y, 0, = Msg{[‘/sd - Aﬁe - ﬂXs] +
Cs[‘/sd - Ape - ﬂXs] + gs (54)
Ymem = Mm%[vmd + Aﬁh - ﬂXm] +

ConVing + AFy — BX ] + Gm. (5.5)

The parameter adaptation laws are governed by

0, 0, <O and YZp, <0
Oy = 0, 6; > 0% and YZp, > 0 (5.6)
| ) otherwise
ps = Vig— Vs ~ AF, — BX, (5.7)
Pm = Ving — Vin + AFy, — BX 1, (5.8)

where i denotes the ith parameter of either master (y = m) or slave (y = s), '}, >
0 is a parameter update gain, ©; and ©; denote the minimum and maximum
allowable values of ©.,;, and

6=6-0 (5.9)

95



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

is parameter estimation error.

The following Lyapunov function can be utilized for the master subsystem
1 7 Iar i
Wi = —pmMmpm + §@m1“m O,.. (5.10)
By taking the derivative of W, one can write
Win = 20n Moo + poMonp + 6L 716, (5.11)

By finding this derivative along the system dynamics in (3.19), employing the con-

trol law in (5.1) and using the definition of p,, in (5.8), it can be shown that
W, = —pmMm,om pLConpm + OLTT18, — gL YO — pEompm.  (5.12)
Finally, the following can be derived
Wi < =pLKnpm (5.13)

where the adaptation law in (5.6) as well as the skew-symmetry property of M., —
2C,, have been utilized. Similarly the following Lyapunov function is defined for

the slave subsystem

1~ ~
W, = —psMsps 5@Z’r;l@s. (5.14)
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Again using (3.20), (5.2), (5.6), and the skew-symmetry of M,—2C,, one may obtain
W, < —pi Ksps. (5.15)

Using (5.10)-(5.15), it can be concluded that
Ps € Loo,  pm € L. (5.16)

By integrating (5.13) and (5.15), it can also be shown that the signals p,,, and p, have

bounded energy and therefore
ps € LyNLeo, pm € LyN Lo, (5.17)

Considering (5.7), (5.8) and (5.17), and using the following LTI models of the

hand and environment,

fe:f:+26xsa fhzf}:—ZAhzm7 (5‘18)

simplified linearized dynamics in the form of Fig. 5.1 can be derived for the master

and slave subsystems. Here

Zh =27y + AZ,

Zo=2Z.+AZ, (5.19)

where Z;, and Z, are nominal impedances of the user and environment with AZ,

and AZ, being their associated uncertainty. Measurement noise 7, (755) and n s, (ns.)
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Figure 5.1: Block diagram of master (slave) dynamics after the application of local
adaptive nonlinear controllers.

have been added to the position and force signals to facilitate the formulation of
the robust control synthesis in the next section. The resulting dynamics are linear
and decoupled in different axes of motion perturbed by disturbances in L; N L,
or L. Therefore, without loss of generality, only motion along a single axis is
considered.

In the simplified dynamics, when the hand (environment) force is zero, the
master (slave) position is determined through the response of a first-order filter
with adjustable bandwidth 3 to the reference command v,,4 (vs4). The adaptation
manifests itself in the form of the decaying disturbance p,,, € LoNLy (ps € LaNL).
At the other extreme, when the master (slave) position and velocity are zeros, e.g.
in rigid contact, the hand (environment) force are directly determined by the con-

trol command v,,4 (vsq) and a decaying disturbance due to the adaptation. It is
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clear that the application of local adaptive controllers greatly simplifies the mas-
ter/slave dynamics. This is achieved by removing the nonlinearities and elimi-
nating the system dependency on master/slave parameters. It should be noted,
however, that these linearized dynamics are still subject to uncertainty in the form
of the unknown perturbations to the operator and environment dynamics AZj, and
AZ,.

A key point in the proposed two-step teleoperation approach is the decoupling
of the local master and slave adaptive controls from an outer-loop time-delay co-
ordinating controller introduced in the next section. The adaptation errors, shown
to be bounded and having finite energy in (5.17), can be modeled as bounded dis-
turbances in the robust control synthesis framework. The speed at which the local
tracking errors decay could impact the overall fidelity of the teleoperation system
in transition phases, but would not cause instability, at least from a theoretical
point of view. While selecting large feedback and adaptation gains can accelerate
the convergence of these tracking errors and reduce their effect on user perception,
unmodeled dynamics such as drive flexibility, actuator dynamics, and nonlinear

friction effects, as well as measurement noise can limit the gain values in practice.

5.3 Teleoperation Control Formulation

The coordination between master and slave robots must be achieved through the
new control signals vn,q and vy in Fig. 5.1. As stated in Chapter 3, the teleopera-
tion control objectives can be expressed in terms of delay-free position and force
tracking between the master and slave robots. Satisfying the transparency objec-

tives in (3.21) and (3.22) would provide the operator with a seamless access to the
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task environment. However in practice, robust stability constraints arising from
the time delay and dynamic uncertainty prevent achieving ideal transparency. In-
stead, a compromise solution must be sought to balance the stability and perfor-
mance requirements. To this end, a robust time-delay teleoperation control syn-
thesis problem is formulated in this section.

A block diagram of the linearized teleoperation controllers with correspond-
ing input, output, disturbance and measurement signals is shown in Fig. 5.2. The
design objectives can be specified as reducing the filtered position and force track-
ing errors #,, — 7, and f, — f. in response to the two filtered exogenous forces f;
and f; which are the cause of motion. The addition of the filtered noise signals
Agms Nzs, Togn, and Aige, and the filtered control signals ¥4 and 7,4 at the inputs and
outputs, respectively, regularizes the design problem in order to attain a feasible
solution. The adaptive control error signals p,, and p,, as demonstrated in (5.17),
belong to Ly N L., space. These errors can be integrated into the robust control
formulation through the introduction of the filtered disturbance signals p,, and p.
The frequency-dependent gains ;s on the signals are used to emphasize their rel-
ative importance at various frequencies and must be carefully selected to balance
the design objectives such as position and force tracking as well as robust stability.
They are also employed to characterize the frequency content of the noise and dis-
turbance signals as well as the cost associated with the control effort as a function
of frequency.

Unlike the local adaptive controllers, the teleoperation coordinating controller
is centralized and should be placed either at the master or at the slave site. In

this thesis, the controller is assumed to be at the master site with forward and
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Figure 5.2: Linearized teleoperation control system.
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return communication delays of 7; and 7, seconds, respectively. This is reflected in
Fig. 5.2 where the slave control and measurement signals are delayed by 7; and 7.
The teleoperation control system in Fig. 5.2 can be redrawn in the general form of

a MIMO system with multiple delays in I/O channels as shown in Fig. 5.3(a). In

this figure
T

u(t) = [vmd vsd] (5.20)

T
y(t) = [mm fu z fe} (5.21)

T
wi(t) = [fzh(t) fze(t)} (5.22)

T

wa(t) = [J?;: 2 Pm Ps Map Tipy Tz, ﬁfe:I (5.23)

T
z(t) = [vm(t) vs(t)} (5.24)

T

2(t) = [im—:z"s fo—=f. Uma 17sd] (5.25)

where u(t), y(t), w(t) and z(t) are the control action, measurement, disturbance,
and output signals, respectively. Also, y. and u, are the input and the output of
the controller block. The delays in control and measurement are represented by
diagonal matrices A, and A, with appropriate dimensions. The diagonal entries

of these matrices are either 1 or e*", depending on whether delay exists in the
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corresponding input (output) channel or not, i.e.
[ 1

e‘h“’qsImq

Au(s) = (5.26)

and

Po

~hy 18
e Ipl

Ay(s) = ’ (5.27)

—hy,rs
el |

where diagonal entries are sorted in descending (ascending) order of the delay in
input (output) channels, respectively. Note that a simple permutation of input and
output channels can transform the system into this form, if needed.
The uncertainty in the hand and environment impedances is modeled as in (5.19).

If the nominal impedances Z; and Z. are chosen based on the minimum expected
mass, damping, and stiffness parameters of the operator and environment, AZ;/s
and AZ,/s would become passive. However in this case, due to the unbounded
| - lloc Of the uncertainty blocks AZ/s and AZ,/s, robust control methods such as
Hy, and p-synthesis cannot be utilized directly. To resolve this issue, as proposed

in [30], the following wave variables [73] are introduced
ah = for + AZjvm ,  bp = for — AZpvn, (5.28)
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where a;, and b, are the output and input wave variables, respectively, and AZ} is

an arbitrary resistive impedance. It can be shown that
bh = [(AZ, ~ AZY)(AZy + AZY) ™ ] an = Shan (5.29)

where S}, is the scattering operator. For passive operator dynamics, AZ;, /s is posi-
tive real [47], i.e.

31; 1Zu(ju) — Z3(jw)] > 0 (5.30)

and S, is stable and bounded real, i.e.
| Sk lloo= sup., F[Sk(jw)] < 1 (5.31)

where &[] is the maximum singular value. The environment wave variables a.,
b., and the corresponding scattering operator S, can be similarly defined based
on f.. and v, signals. The new uncertainties elements S), and S, can be easily
incorporated into the H,, design framework since they have bounded || - || -

The application of the wave variable transformation results in a new open-loop
plant dynamics P(s), whose elements can be expressed in terms of those of P(s).

T
Let the first and second inputs to P(s) be w;(t) and [wz(t) uft } , respectively,

T
and the first and second outputs of P(s) be z (t) and [22(15) y(t)] , respectively. A

state-space realization of P(s) in Fig. 5.3(a) can be written as

Al B B
Pis)=|1c,{ 0 D, |- (5.32)
Col 0 Dy
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It is straightforward to show that a corresponding state-space representation of the
transformed system P(s) in Fig. 5.3(b) after the application of the wave transfor-

mation in (5.28) is as follows

A+ B, Z°C, | By By+ B Z°D,

P(s) = 2200, I 229D, (5.33)
C, 0 D,
where
z0 0
=" : (5.34)
0 20

The block diagram of the controller that uses the new variables is displayed in

Fig. 5.3(b) where
T T
o= o ae] b= [b,, be] . (535)

Before proceeding further, it is helpful to comment on the operation of the ro-
bust controller particularly as it relates to its handling of the uncertainty in the
operator and environment dynamics. Intuitively, the nominal operator and envi-
ronment impedances will be used by the controller through an internal prediction
mechanism to achieve the best delay-free tracking possible, subject to maintaining
stability in the presence of AZ, and AZ,. However, the design could be rather
conservative for two main reasons. First, passive AZ,/s and AZ,/s still cover a
wide range of uncertainty in the operator and environment dynamics. Second, the
H, optimization ignores the structure of the uncertainty block.

The first problem can be partly remedied by restricting the uncertainty, e.g.

to stiffness-type variations with a priori known bounds. This is reasonable since
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assumption may not always be applicable [128]. The second problem can poten-
tially be solved by the application of the y-synthesis and the structured singular
value for incorporating the structure of the uncertainty into the control synthesis.
This will reduce some of the conservatism inherent in the H,.-based approach due

to ignoring the form and type of the perturbation.

54 H, Control of MIMO Systems with I/O time delay

First a couple of notations that will be used throughout the rest of this chapter are
introduced. In Fig. 5.4(a), a generic feedback control system is displayed. For this
system, the lower fractional transformation, i.e. the mapping from w to z when the

lower loop is closed by

u=Ky (5.37)

is denoted by F;(P, K). Also, the time-delay H,, control method mainly relies on

the so called scattering representation of systems as shown in Fig. 5.4(b). Here
Q=C. (G K) (5.38)

denotes the unique closed-loop mapping from 7 to £ where

=G (5.39)
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(a) (b)

Figure 5.4: (a) Lower fractional transformation (LFT); (b) Scattering representation.

and when the loop is closed by u = Ky. In the case of n and y being of the same

dimension, one may write

CT(G, K) = (G11K+ Glz)(G21K+ G22)—1. (540)

The objective of the design is to find a stabilizing controller K in Fig. 5.3 that

would minimize the L, norm of the closed-loop transfer function, i.e.

minimize [|F;(P,AyKxAy)|loo (5.41)
from the input
T
w(t) = [wl(t) w2(t)] (5.42)
to the output .
2(t) = [zl(t) Zg(t)] (5.43)

in Fig. 5.3(a), or from the input

w(t) = [b(t) wg(t)} ' (5.44)
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to the output

z(t) = [a(t) z (t)] ' (5.45)

in Fig. 5.3(b). Recently in [35], Meinsma and Mirkin proposed a solution to the
H, control of MIMO systems with multiple I/O delays as depicted in Fig. 5.3.
This method is adopted here to solve the H,, control synthesis problem posed in
Fig. 5.2. A summary of this method is presented below. The reader is referred

to [35] for further details.

5.4.1 Problem Formulation

Consider the feedback system in Fig. 5.3(a) with the following state-space realiza-

tion for P(s)

A(B1 B,

P(s)=| ¢, | Dy D12 (5.46)
C2 D21 D22

T T
where the input is [w(t) u(t)] and the output is [z(t) y(t)} . It is assumed that

e (i) (Cs, A, B,) is stabilizable and detectable,
) (ll) D/12D12 >0 and
L ] (lll) D21D£1 > 0

The goal now is to find a proper K, such that

K 2 AJKAA, (5.47)
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internally stabilizes the system and

”]:l(P> AuKAAy)”oo <7 (5.48)

for a given vy > 0. It is evident that K, cannot be calculated simply by inverting

the mapping in (5.47) since this would result in a non-causal controller K.

5.4.2 Equivalent One-block Problem

Time delay imposes additional constraints on the controller K, in Fig. 5.3, and
therefore, the problem has a solution only if does the delay-free problem. The
original four-block delay problem can be reduced to an equivalent one-block delay
problem using the solution to the delay-free problem [35,129]. The resulting one-
block problem is in the form of Fig. 5.5, where G(s) is a bistable transfer matrix
with an identity feedthrough term. The solution to the delay-free H,, problem as
well as the definition of the transfer matrix G(s) are given in Appendix D. The joint

input-output delay operator is defined as

Ay
A= (5.49)
A—l

Yy

where A, and A, are defined in (5.26) and (5.27), respectively. The noncausal el-

ements in A can be eliminated by multiplying it with the scalar operator e~ ",
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e [ ¢ u A
G A XK
n > y 0

Figure 5.5: Equivalent one-block problem

without affecting the (7, {) mapping. Therefore, A can be written as

r
~hg+rs
e etr Inq+T

A2 (5.50)

e—h1sIn1

L ro

where 0 < hy < -+ < hgyrand hgyr = hyg + by .

The solution to the one-block problem is a controller K which yields

IC(GA, K)]|oo < 1. (5.51)

The original four-block problem solution, K, can be obtained from K using [35]

Kx = C,(D;, K) (5.52)

where D, is bistable, causally invertible and is defined as

Dy 2 A"1D_A. (5.53)
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The definition of D, can be found in Appendix D.

The solution to the H., control of MIMO systems with multiple I/O delays
in (5.51) can be obtained by successively splitting the one-block problem with mul-
tiple delays into a combination of simpler one-block problems with single-delay,

the so called adobe delay problems.

5.4.3 The Adobe Delay Problem

A delay operator with the following structure

e~h1, 0
A= (5.54)
0 I,
for some
< My + Ny (5.55)
P=Ny+ny—p (5.56)

is denoted as adobe delay structure. Note that if only some of the input channels
are delayed equally and the rest of the channels are delay free, 4 < n,. Similarly,
in the case that only some of the output channels are delayed equally, > n,,.

A one-block problem as shown in Fig. 5.5 with an adobe delay structure (5.54) is
called an adobe delay problem. The solution to such a problem, K, can be obtained

by [35]

I 0} . . -
K=C GLQ (5.57)
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where G(s) is a bistable transfer matrix, II(s) is an Finite-Impulse-Response (FIR)

operator, and Q@ is contractive, i.e.
1Qlloe < 1. (5.58)

The reader is referred to Appendix E for the actual forms of II, G, and Q Alterna-

tively, it can be shown that

. 1o
Q=c |G K (5.59)
=

is a contraction.

5.4.4 Decomposition

The multiple-delay one-block problem (G, A), as shown in Fig 5.5, can be decom-
posed to a series of single-delay adobe problems, the solution of which was pre-
sented in the last subsection. The delay operator A in (5.50) includes ¢ + r ordered

delay blocks referred to as (g + r)-delay operator. It can be easily shown that [35]

A=AA (5.60)
where
e~hisT 0
A2 . , pL=mg (5.61)
0 I,
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is a delay operator of the adobe form and A is a (¢ + r — 1)-delay operator with

(no + n1) delay-free channels. Using (5.60), one may write
C.(GA, K) =C, (GAl,c,,(]x, K)) : (5.62)

Therefore, the original multiple-delay problem (G, A) has solution only if the adobe
delay problem (G, A;) has one, i.e.

_— | I 0 -
REC |G ,Cr(A,K) (5.63)
-1 I
0
is a contraction. By absorbing the term into the controller one can write
-0 I
Q =C.(GA, K) (5.64)
where
_ ~ I 0{.
K=¢C |A MK ). (5.65)
- I

I 0
Due to the fact that has a lower triangular structure and the delays in
~II I

- - I 0}.
A are ordered descendantly, the term A~1 A is bistable with an identity
-II I

feedthrough term. Therefore, K is proper if and only if K is proper. Hence, a
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proper choice of K can make Q contractive if and only if there is a K such that
ICH(GA, K)loo < 1. (5.66)

In other words, the original multiple-delay problem is equivalent to a combination
of a single-delay adobe problem and a multiple-delay problem with an order less
than that of the original problem given in (5.66). This iterative procedure is contin-
ued until a one-block problem with (0)-delay operator is resulted, the solution of

which can be obtained by inverting its transfer function.

5.5 Design Example

The proposed mixed adaptive/roboust controller is applied to a two-axis teleoper-
ation system involving two kinematically and dynamically similar two-degree-of-
freedom robots. Due to the decoupling of dynamics through the first-stage adap-
tive controllers, only the design and analysis of the robust controller along a single
axis is discussed here. The mechanical design of the robots, which will be intro-
duced in the next section, is such that linear mass-damper-spring models with
unknown parameters can sufficiently described their dynamics. Therefore, such
models are used in the local adaptive controllers.

The system and controller parameters are given in Table 5.1. The system param-
eters reflect those of the experimental setup. It should be noted that no knowledge
of the master and slave robot parameters is required by the controller because of

the use of the local adaptive controllers. Typical values have been selected for the
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System Parameters
Master My, = 0.4kg by =12Ns/m k, =0N/m
Slave ms=0.4kg b;=16N.s/m k,=0N/m
Arm mp = 0.3kg b, =2Ns/m Fk,="T700N/m
Environment me =0.02kg b.=0Ns/m k,=900N/m
Controller Parameters
Filters
Inputs Outputs
Jo e 20 Vo= W = 200L(s+D)
W, _I/_t %’_ i'!»(l)-%fs—irl) W ”il =" > 13505 Ho
2 T e T s+20 o3 (52+4‘2,s+9)(.s:2~;—16.85+144)
Wi, =W, = % Wos = (s2+4.2s+9)(:2+16.83+144)
Wi, = W, = 22250
W, =1
Adaptive controllers parameters
Master Slave
0% = [0.3kg 4N.s/m 5N/m ON] 0Y=1[03kg 4N.s/m ON/m]
6; =[02kg 2Ns/m ON/m -10N]| 6;=[02kg INs/m 0N/m]
O =[0.5kg 8N.s/m 20N/m 10N] | 6f = [0.5kg 8N.s/m 5000 N/m]
T, =[50 350 350 250] o= [100 250 5e8]
K. = 50 Ks =50
Cn=125rad/sec a,, =0.02 53,, =10 | C, = 12.5rad/sec o, = 0.02 8, =10

Table 5.1: System and controller parameters.

arm mass, damping and stiffness. The nominal environment stiffness has been de-

liberately chosen at roughly 1/3rd of its actual value to demonstrate the robustness

of the controller with respect to uncertainty in the environment stiffness.

The filters used in the robust control design are also presented in Table 5.1.

These were initially selected based on the sensor and actuator specifications, typ-

ical level and bandwidth of the operator hand force, desired level and bandwidth

of position and force tracking errors, as well as the expected uncertainty in the

environment stiffness. For example, low-pass filtering of the position and force
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tracking errors emphasizes on transparency at low frequency whereas high pass-
filtering of the noise inputs reflects the fact that the noise power is mostly concen-
trated at high frequency. Moreover, high-pass filtering of the control commands
at the output penalizes undesirable high frequency control activities. The ini-
tial filters were further adjusted based on simulation and experimental results to
achieve a balance between the robust stability and performance requirements. For
instance, increasing the gains and bandwidth of the position and force tracking
error filters, while enhancing transparency, can reduce the stability margin with
respect to variations in the environment stiffness. This could also result in ex-
cessively tight control loops with high-frequency modes that would require high
sampling rates for discrete-time implementation.

The original four-block delay problem of the teleoperation control system is
shown in Fig. 5.2. The equivalent one-block delay problem can be obtained using
the delay-free solution and following the steps outlined in the previous section and

Appendix D. In this case, the input and output delay operators are

A, = (5.67)

and

I
A= " . (5.68)

e —857T2 1'2

Using (5.49) and after eliminating the noncausal elements, the joint input/output
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delay operator can be written as

e—s(Tl +72)
A= e | (5.69)

I

This can then be decomposed into two single-delay delay operators using (5.60)
and (5.61) as follows

e—STz 14 e—s‘rl

A= . (5.70)

Using the decomposition in (5.62), the solution can be obtained by solving two
single-delay adobe problems, first with u; = 4, p; = 2 and second with y; =
1, p; = 5. This is due to the fact that both A; and A are already in the adobe delay
form. The solution of the first adobe delay problem, (G, A;) produces G, I1; and Q.
Following the steps of the last subsection, the second adobe delay problem (G, A)
can be formulated as in (5.66), the solution of which generates G, IT, and Q.

The controller can be reconstructed following reverse steps of the decomposi-
tion procedure resulting in the structure shown in Fig. 5.6, where A is defined in
(5.70), D, is defined in (5.53), and G~ is the inverse transfer function of the so-

lution to the last adobe delay problem. The FIR filters II; and II, are partitioned
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Figure 5.6: Controller reconstruction from a two-step adobe decomposition.

compatibly as
I, 0 0
I, 0
= 0 I, 0 (5.71)
1T, IPl
Hil Hﬁl f1 Ipl
and
I, 0 0
1 0
" = | U Iny—ps | O (5-72)
1T IPz
Iy, 0 L,

where p1, p1, p2 and p; have been defined earlier, n, = 4 is the number of mea-
surements and n, = 2 is the number of the control signals. The mapping from y,

to u. is the synthesized robust controller K,. The controller is parameterized in
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terms of a contractive mapping Q) which is chosen to be zero. It is worth noticing
that the local adaptive controllers require u = [@md Vs d] ) in their implementa-
tion. This can be calculated using the linearity of the robust controller and based
on y. The definition of y in Fig. 5.3 reveals that only velocity and force signals are
required for the implementation. Alternatively, given that there is no feedthrough
term from the measurement to control in the robust controller, the derivatives can
also be computed based on y. and a revised dynamics derived from the controller.

Throughout the rest of the chapter, the communication delay in both directions
are assumed equal, i.e. 3 = 7, = 7 msec. Also, the delay values correspond to
a round-trip delay unless otherwise stated. The closed-loop frequency responses
from the user exogenous force input f; to the system outputs z,,, z,, fr, and f.
for three different delays, i.e. 100 msec, 200 msec and 300 msec, are displayed in
Figs. 5.7-5.12. Two cases have been considered for each delay, first when the actual
environment stiffness matches that used in the design, i.e. k. = k. = 900 N/m
(Figs. 5.7, 5.9, 5.11) and then when there is a mismatch between these values, i.e.
ke = 2000 N/m (actual) and k. = 900 N/m (design)(Figs. 5.8, 5.10, 5.12). From
these figures, it can be seen that the transparency objectives have been met for
frequencies up to 4.0 ~ 6.0 Hz for the matched environment stiffness. This is above
the average hand voluntary movement frequency range of 0 ~ 2 Hz reported in
the literature [130]. Although the system transparency would degrade to some
extent in the mismatch case and by increase in communication delay, the results
are still satisfactory and demonstrate robust performance of the controller.

The robust controller has been designed for a nominal environment stiffness of

ke = 900 N/m. The stability margins of the controller with respect to variations
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Figure 5.7: Closed-loop frequency response to the input f;; for 100 msec delay and
matched environment stiffness.
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Figure 5.8: Closed-loop frequency response to the input f for 100 msec delay and
mismatched environment stiffness.
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Figure 5.9: Closed-loop frequency response to the input f; for 200 msec delay and
matched environment stiffness.
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Figure 5.10: Closed-loop frequency response to the input f; for 200 msec delay and
mismatched environment stiffness.
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Figure 5.11: Closed-loop frequency response to the input f;; for 300 msec delay and
matched environment stiffness.
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Figure 5.12: Closed-loop frequency response to the input f; for 300 msec delay and
mismatched environment stiffness.
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.....................................

______________________________________

Figure 5.13: The closed-loop system subject to the environment stiffness uncer-
tainty, dk..

in the environment stiffness can be examined with the aid of the Nyquist analysis.
A model of closed-loop system subject to the stiffness uncertainty is displayed in

Fig. 5.13. The characteristic equation of the perturbed system is given by

1 — 6k.R(s) = 0. .73)

The Nyquist plots of R(s) for delays of 100, 200, and 300 msec are depicted in
Fig. 5.14-5.16. Given that the unperturbed system is stable, it can be concluded
that the system remains stable as long as the Nyquist plot of R(s) does not en-

circle 1/6k.. Therefore, the system stability is guaranteed for perturbations in the
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Figure 5.14: Nyquist plot of R(s) for 100 msec of delay.

following range
8k, < k. < Ok . (5.74)

Using (5.74) and the Nyquist plots in Fig. 5.14-5.16, the ranges of the environment
stiffness for guaranteed stability were calculated to be —293 ~ 8500, —370 ~ 6210,
and —454 ~ 4970 N/m for delays of 100, 200, and 300 msec, respectively. In prac-
tice, the stability margins may be smaller due to discrete-time implementation of
the continuous-time controller and the presence of other forms of uncertainties
in the system. Nevertheless, it still can be concluded that the controller is fairly
robust with respect to perturbations in the environment stiffness. Obviously, the

stability margins can be altered by adjusting the design filters in the robust control
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Figure 5.15: Nyquist plot of R(s) for 200 msec of delay.
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Figure 5.16: Nyquist plot of R(s) for 300 msec of delay.
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formulation to achieve a new trade-off between transparency and robust stability.

5.6 Experimental Results

The same experimental setup, as shown in Fig. 4.9, has been utilized here to verify
the effectiveness of the proposed control method. A block diagram of the pro-
posed two-stage controller is shown in Fig. 5.17. The local adaptive controllers
are implemented using the procedure outlined in Section 2 and based on the pa-
rameters given in Table 5.1. The parameters and filters used in the design of the
outer-loop robust controller are also given in this table. The implementation of the
robust controller involves two FIR filters II; and II, in Fig. 5.6 with the form given
in (E.82)-(E.84) in Appendix E. These filters require buffering and multiplications
of signals at a number of samples proportional to the amount of the time delay, i.e.
the length of their impulse response, and the control update rate. In the particular
example of this chapter, the length of the FIR filters are 100, 200, and 300 samples
for round-trip delays of 100, 200, and 300 msec, respectively. The other component
of the controller is the plant G(s)~! in Fig. 5.17 which has 23 states, six(6) inputs,
and six(6) outputs in the design example.

In the experiments, the operator manipulates the slave robot in free motion
and in contact with an environment with an stiffness of 2000-3000 N/m. How-
ever, as noted in Table 5.1, the nominal environment stiffness was chosen to be
K. = 900 N/m in the design. In general, interaction with stiffer environments
would require a higher design stiffness compromising the performance in interac-
tion with softer environments and in free motion. Alternatively the robust stability

margin with respect to the environment stiffness can be enlarged at the expense of
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Figure 5.17: The two-stage teleoperation controller.

a reduced transparency to enable contact with stiffer environments.
The experiments were conducted for three different values of delay, i.e. 100 msec,
200 msec, and 300 msec. The delay was emulated by adding data buffers of appro-

priate size that store and delay the slave measurement and control signals.

5.6.1 Teleoperation experiment with 100 msec delay

In Fig. 5.18, the responses of the proposed controller along a single axis under
100 msec of communication delay are plotted. The system is initially at rest until

roughly at ¢ = 4 sec when the operator begins moving the master/slave units in
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Figure 5.18: The controller with 100 ms delay in experiment: (a) position tracking;
(b) force tracking; (c) estimated environment stiffness.

free motion. The positions of master and slave robots follow each other in free
motion with high accuracy. Although ideally the user force must be zero in free
motion, in practice, a nonzero force is needed to move the robots due to the trade-
off involved in balancing performance against robust stability.

Att ~ 19.5sec, the slave makes an initial contact with the environment. During
the course of the first contact from time 19.5-23.5 sec, the environment and hand
forces as well as the master and slave positions closely track each other as can be
seen in Fig. 5.18. The variations in the contact force signals are deliberately induced
by the operator in order to demonstrate the tracking performance. Att =~ 23.5 sec,
the operator withdraws the master and consequently the master/slave system re-

turns to free motion following a smooth transition. A second stable contact occurs
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Figure 5.19: The controller with 200 ms delay in experiment: (a) position tracking;
(b) force tracking; (c) estimated environment stiffness.

att =~ 27sec followed by another period of free motion. The estimated environment
stiffness is plotted in Fig. 5.18(c) from which it is evident that the local adaptive

controller rapidly copes with the variations in the environment stiffness.

5.6.2 Teleoperation experiment with 200 msec delay

Fig.5.19 illustrates the responses of the controller for a round-trip delay of 200 msec.
As in the previous case, the experiments starts with the master/slave at rest, fol-
lowed by a free motion operation and subsequent contact and free motion phases.
The transitions from free motion to contact and vise versa are stable. The position
tracking in free motion as well as position and force tracking in contact are quite

satisfactory. The stiffness adaption is also demonstrated in Fig. 5.19(c).
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Figure 5.20: The controller with 300 ms delay in experiment: (a) position tracking;

(b) force tracking; (c) estimated environment stiffness.

5.6.3 Teleoperation experiment with 300 msec delay

In Fig. 5.20, the results of an experiment with the proposed teleoperation controller
under 300 msec of communication latency are presented. Once again, the transi-
tions are stable and despite a slight degradation in the tracking results, the perfor-

mance of the system is still satisfactory.

5.7 Conclusions

In this chapter, a two-stage adaptive/robust control was introduced to balance
the performance and stability requirements in time-delay teleoperation. Through

the use of local Lyapunov-based adaptive controllers, the dynamics of the master
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and slave robots were linearized and rendered independent from their parameters.
Using these new dynamics, teleoperation control for achieving transparency and
robust stability was formulated as an H, robust control synthesis with multiple
I/0O delays. The resulting problem was solved using decompositions into single-
delay adobe-type problems. The interaction between the local adaptive/nonlinear
controllers and the robust controller was accounted for in the proposed modeling
and control synthesis.

The results of performance and stability analysis as well as experiments with a
teleoperation setup demonstrated the effectiveness of the proposed adaptive/robust
controller. Compared to our earlier proposed model-based controllers, the robust
controller in this chapter is less sensitive to modeling uncertainties. Neverthe-
less, since it uses fixed structure and parameters for the entire range of operation,
its transparency may be sacrificed in favor of robust stability, particulary if large

modeling uncertainty is considered in the design stage.
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Chapter 6

Adaptive Control of Bilateral

Time-delay Teleoperation

6.1 Introduction

The robust controller proposed in the previous chapter has less sensitivity to un-
certainties compared to the earlier decentralized and centralized model-based con-
trollers in Chapter 4 and [1,2]. However, it utilizes a fixed controller for the entire
range of operation, forcing a compromise between transparency and robust sta-
bility. By varying its structure and/or parameters an adaptive controller can po-
tentially achieve a better transparency-stability trade-off in bilateral teleoperation.
This chapter introduces a new adaptive model-predictive controller for teleopera-
tion systems with constant and time-varying communication delay. The proposed
method uses the model and delay information and can adapt to uncertainties in
user and environment dynamics in order to achieve delay-free position tracking

and tool impedance shaping. A delay reduction formulation is developed which
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channel that is subject to delay. The slave measurements will arrive at the con-
troller site with 7, time delay, and the slave control action is delayed by 1. Note
that in general the communication delays can be a function of time.

The combined nonlinear dynamics of master/hand and slave/environment
have previously been presented in (3.19) and (3.20), respectively. Following the
same steps as those in Section 4.2, these nonlinear dynamics can be linearized us-
ing an adaptive Lyapunov-based method. By choosing the master and slave po-
sition and velocity as state variables, the linearized dynamics can be written in
state-space form as presented in Appendix A.

In the proposed adaptive control framework, all the input and all the output
channels should include the same amount of latency. Therefore, the master mea-
surements and the master control action are padded by extra 7, and 7; delay, re-
spectively. Since the system dynamics have been linearized, the delay in the output
measurement channels can be relocated to the input channels resulting in a system
with d = 7 + 7, delay in all of the control signals, as illustrated in Fig. 6.1. The
round-trip delay, d, in general is variable and can be expressed as a function of
time, i.e.

d(t) = 11(t) + a(t). 6.1)

The teleoperation transparency objectives used in the proposed method are the
same as those used in Chapter 4, i.e. position tracking and virtual tool impedance
shaping in (3.23)-(3.25). Here the states of the system are defined as combination

of the master, slave, and tool states as follows
T
X(@) = | X.(t) 0pXs(t) — Xon(t) Xm(t) — Xt(t)} (6.2)
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Figure 6.1: A centralized time-delay teleoperation control (a) without delay
padding, (b) after delay padding, (c) after combining master/operator and
slave/environment dynamics and (d) after moving all the delays to the input chan-
nels.

where X,,(t), X,(t), and X;(t) have been introduced in (4.27), (4.28) and (4.29); oy
and o, have been defined in (3.23) and (3.24). The position tracking errors be-
tween the master and slave, and the master and virtual tool are included in the
state vector. In an output regulation control framework, the transparency objec-
tives in (3.23)-(3.25) can be enforced by regulating these tracking errors to zero. As

mentioned earlier, the system is assumed to have a round-trip delay of d(t) in all
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the input channels. The evolution of the states is governed by

X(t) = AX(t) + Bu(t — d(t)) + B fr(t)

u®) = [utt) fcm(t)]T- 63)

The system matrices, A and B, and By» can be obtained from A,,, B,,, As, Bs, As,
and B;. These matrices are presented in Appendix F. Note that f;(t) represents the

operator exogenous input at time ¢.

6.3 Modified Delay Reduction and Model-based State
Prediction

In this section the case of a constant round-trip delay, i.e. d(t) = d, is considered.
Later in the chapter, the method will be extended to accommodate variable delays.

An input-delayed system with the following dynamics
X(t) = AX(t) + Bu(t — d) (6.4)

where A and B are fixed known matrices can be reduced to a delay-free system
using the reduction method introduced by Artstein [106]. The reduced state, Z(t),

is calculated using

Z(t) = X(t)+ [jd ®(t, s + d)B(s + d)u(s)ds (6.5)
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where ®(t,,t,) is the system state transition matrix from time ¢, to ¢; [122]. We
introduced a multi-input multi-output variation of this reduction method in [2]
which can be employed in teleoperation control. Both the original and the mod-
ified reduction method assume the knowledge of the system matrices, i.e. A and
B. However in applications such as teleoperation, the system parameters are un-
known and can change by time. This motivates the need for an adaptive version
of the approach to handle unknown parameters. In [113] a reduction method was
introduced which uses estimates of system parameters. However, this method
is only applicable to single-input/single-output first-order systems and was never
extended to more general forms of dynamics. In this chapter, we propose a new de-
lay reduction technique which can be applied to an uncertain multi-input/multi-
output system such as time-delay teleoperation.

For a system with the dynamics shown in (6.4), the delay reduced state in our

approach is defined as
~ —_ t ~ A
Zty=X(t)+ / ®(t, s + d)B(s)u(s)ds (6.6)
t—d

where ® and B are the estimated values of ® and B matrices and X is the state of

an observer with the following dynamics
X(t) = At — )X (1) + B(t — d)u(t — d) + L()e(?). (6.7)
Here A is an estimation of the matrix A and L(t) is a time-varying observer gain

matrix which will be introduced shortly. The signal e(?) is the state observation
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errot, i.e.
e(t) = X(t) — X(t). (6.8)

By applying the new reduction method to the teleoperation system defined in (6.3),

one can write

~ —

Z@t) =X+ / t ®(t, s + d)B(s)u(s)ds + / t &(t, s + d)Bfy(s)ds (6.9)
i—d t—d
and
X(t) = At — )X (t) + B(t — dyu(t — d) + BYf;(t — d) + L{t)e(?) (6.10)

where Bf; (t—d) is the estimation of B £ f7(t) at time t—d. Equations (6.9) and (6.10)
use the estimated values of the system parameters the calculation of which will
be discussed in the following sections. The dynamics of the reduced system can
be calculated by finding the derivative of Z(t) in (6.9) and by using the Leibniz

integral rule [131] as

A =

Z(t) = X(t) + (¢, t + &) B(t)u(t) + d(t, t + d)Bf:(t)

— B(t — d)u(t — d) — Bf;(t — d)

o, )

+ | =®(t, s+ d)B(s)u(s)ds + &(t, s + d)Bfr(s)ds. (6.11)
t—q Ot t—a OF
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~

The estimated system transition matrix, ®(¢, s), satisfies the following

ad(t, s)
ot

= At —d)d(t,s) , B(s,s)=1 (6.12)

where A is an estimation of the matrix A. Using the definition in (6.12) and Equa-

tion (6.9), the dynamics of the reduced state in (6.11) can be written as

~

2(t) = X(¢) + d(t, t + ) Bt)u(t) + 3(t, t + d) BF;(t)

— B(t — dyu(t - d) — Bf;(t — d) + A(t - d) (Z(t) - X(t)) . (6.13)
By substituting X from (6.10), one can write

2(t) = At — d)2(2) + B(t, ¢ + ) BE)ult) + d(t,t + d)BF;(t) + Lt)e(t).  (6.14)

~

The predicted state of the system in future, X (¢ + d), is calculated from the reduced

~

state, Z(t), using the following equation
X(t+d) =dt+dt)2(t). (6.15)

The vector X (¢t + d) represents the predicted future state of the system which is
calculated based on the current state of the system, current information of the
model parameters and the future inputs to the system. Future inputs up to the
time ¢ 4 d are available since the computed control action is buffered and applied

to the system with a delay d. Using (6.15), the derivative of the predicted state can
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be obtained by

X(t+d) =t +d,t)20) + 8t +d )2 (t). (6.16)

~

To find the derivative of the system transfer matrix, ®(t + d, t) in (6.16), the follow-

ing properties are being utilized [122]

St +d,t) = &t +d,7)®(7, 1), (6.17)

b, T)®(r,t) =1 (6.18)
where 7 is an arbitrary time and I is the identity matrix of the appropriate dimen-

sion. The derivative of the equation in (6.18) is calculated as

od(t, 1)
ot

&(r,t) + é(t,r)a—@%ﬁ =0. (6.19)

Using the definitions in (6.12) and (6.18), Equation (6.19) can be rewritten as

ad(r, 1)

At —d) + &(t, 1) —5;

=0. (6.20)

After multiplying both sides of (6.20) by &(r,t) from left, one can write

b (r,1)
ot

= ~&(r,t)A(t — d). (6.21)

Now taking the derivative of (6.17), one may write

od(t +d,T)
ot

é@@+éu+¢ﬂ@&ﬁl (6.22)

Ot +d,t) = -
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Using the definition in (6.12) and the result in (6.21), (6.22) can be rewritten as

d(t+d,t) = AD)d(t +d,t) — Bt + d, ) At — d). (6.23)

The dynamics of the predicted state, X (¢ + d), can now be found using (6.16) and

by replacing &)(t +d,t) and Z (¢t) from (6.23) and (6.14) as

X(t+d) = (At +d.t) - &t +d A - 4)) 2(t)
+é@+¢n(ﬁu-&ﬂa+é@t+@3mmn

+&(t,t + d)BF(t) + L(t)e(t)) . (6.24)

Simplifying this equation results in the following dynamics for the predicted state

A

X(t+d) = A®)X(t +d) + Blt)u(t) + Bfr(t) + &t + d,t)L(t)e(?). (6.25)

The estimated predicted state, X (¢ + d), has the same structure as X (¢) in (6.2), i.e.

[ Zs(t +d) ]
Us(t + d)
2+ d) = Zo(t + d) — & (t + d) 626)
Ds(t + d) — O (t + d)

En{t+d) — Z:(t +d)

b (t +d) — Bt + d)
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6.4 New Outputs Definition and Regulation

The proposed reduction method removes the delay from the system and results in
the delay-free dynamics of the predicted state in (6.25). It is important to mention
that the dynamics equation in (6.25) is not just a time shifted version of the system
dynamics in (6.3) since X (¢ + d) is actually available for calculating the control
action u at time ¢.

The predicted state of the system, X (¢ + d), can be regulated to zero using var-
ious types of state regulation methods. This is, however, not desired in teleop-
eration since regulating the entire state vector to zero would prevent master and
slave devices from moving. Instead, to achieve the transparency objectives in (3.24)

and (3.25), the following outputs are defined based on a part of the state vector and

will be regulated to zero

9t +d) 2 Xt +d) + AXs(t + d), (6.27)
Golt + d) 2 Xo(t + d) + A Xs(t + d). (6.28)

Here ) is a positive scalar and X;(t + d) is the ith element of the predicted state
in (6.26). As specified in (6.26), the third and the fourth states correspond to the
master/slave tracking error and its derivative and the fifth and sixth states corre-
spond to the master/tool tracking error and its derivative.

To facilitate the calculation of the output regulating control action, u(t), the

vector of states in (6.26) is transformed through a non-singular transformation T
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to a new set of state variables which include the newly defined outputs, i.e.

[ T

Zs(t+ d)
Us(t + d)
Xp(t+d) = Lt d) = Enlt+d)) (6.29)
Em(t+d) — 2(t + d)
@1(2‘, + d)

G2(t + d)

= =

The dynamics of the transformed state, X’T(t + d), can be found from the dynamics

of X (t + d) and using the transformation matrix 7" as
Xp(t + d) = Ar(t) Xo(t + d) + Br(@)u(t) + Brfz(t) + Tt + d, )L{t)e(t) (6.30)

where Ar(t), Br(t) and Brf}(t) can be calculated from A(t), B(t) and B} (t) using

Ap(t) = TA@®)T, (6.31)
Br(t) = TB(2), (6.32)
Brfi(t) = TBf(1). (6.33)

The reader can refer to Appendix F.1 for the details of the calculations. As stated in
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this appendix, the matrices Ar (t), BT(t) and By f#(t) have the following structures

Aty 0 0
Art)={ o A I |, (6.34)

Br(t)=1| 0 |, (6.35)

Brfi(t) = 0 (6.36)
where
A= (6.37)

and X is defined in (6.27) and (6.28).

Assume the following control action

w(®) = By (1) (20t + &) = A()Zna(t + &) — Ao(t) Rra(t + )

—As(t) Xrs(t + d) = BFL, (t) — Tod(t + d, t)L(t)e(t)) (6.38)

where Tj is a part of the transformation matrix 7" and is defined in (E87), Q2 is a
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diagonal negative definite matrix in the form of

—u 0
Q= , wy,we >0 (6.39)
0 —wW3
and
1 (t+d
gt +d) 2 it +d) | (6.40)
2(t + d)

The inverse of the matrix B, in (6.38) always exists due to its special structure as
shown in Appendix F1. It is worth noticing that the control action in (6.38) is a
function of the parameter estimates, the calculated predicted state of the system
based on observations up to time ¢, X (¢ + d), and the state observation error, e(t).
Applying this control action to the open-loop dynamics in (6.30) results in the fol-

lowing closed-loop output dynamics
9t + d) = Qj(t + d). (6.41)

By substituting the control action from (6.38) into the system dynamics in (6.30),

one can obtain

Xo(t +d) = Ap, ()Xot + d) + BY; () + Ta()®(t + d, 1) L(t)e(t) (6.42)
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(6.43)

where
A - BB OA) ~B.0B A0 —B(0E; () () - Q)
ATcl (t) = 0 A
0 0 Q
~B,(t)B;}(t)Bfz, (t)
Bfpy(t) = 0 (6.44)
0

and

T1 — B,(t) B (1) T
Tu(t) = T : (6.45)
0

The definition of 71, T; and T3 and the closed-loop matrices in (6.42) are given
in (F.87) and (F.90), respectively. It is worth mentioning that the eigenvalues of
the closed-loop state matrix, ATC, (t), vary with time. However as shown in Ap-
pendix F.2, these eigenvalues which are the union of the eigenvalues of the diago-
nal elements of the state matrix, will always have negative real parts. Nonetheless,
in the case of a time-varying system this is not sufficient to prove the stability of

the system.
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6.5 System Stability and Parameters Adaptation Law

The dynamics of the state observation error, e(t), can be obtained by taking the
derivative of (6.8) and substituting X (t) and X (t) from (6.3) and (6.10) as

é(t) = (A(t —d) — L(t)) e(t) + A(t — d) X (t) + B(t — dyu(t — d) + Bf;(t — d) (6.46)

where the tilde variables represent the estimation errors, i.e. the error between the

actual and the estimated value of the corresponding variables

A=A-A, (647)
B=B-B, (6.48)
Bfy = By fr - Bfi. (6.49)

The user-defined observer gain L(t) is chosen to be
Lt)=A(t-d)—-7T (6.50)

where T < 0 is a constant matrix. Substituting L(t) from (6.50) in (6.46) results in

the following state observation error dynamics

é(t) = Te(t) + A(t — d)X (t) + B(t — dyu(t — d) + Bf:(t — d). (6.51)
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To facilitate the use of adaptive control, the dynamics of e(t) in (6.51) are rewritten

in an equivalent linear-in-parameter form as
é(t) = Ye(t) + Y (1)4(t — d) (6.52)

where Y (¢) is a regressor matrix which is a function of the measurements and 8(t)

is the vector of parameter estimation errors, i.e.
6(t) =6 — 6(¢). (6.53)

The system dynamics in linear-in-parameter form are presented in Appendix E.3. It
is important to mention that the vector of system parameters, 8, which includes the
user exogenous force, is assumed to be constant. Such assumption is shown to be
valid in experiments since the prediction horizon is relatively short with respect
to the rate of change in hand exogenous input. To remove the delay from the
estimation error vector, é(t — d), as initially proposed by [113] a new signal, w(t),

is defined based on the following dynamics
w(t) = Tw(t) — Y()O(t) + Y ()0t — d). (6.54)

The signal w(t) will be added to the error signal e(t) resulting in the definition of a

new variable

r(t) £ e(t) + w(t). (6.55)
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Using (6.52) and (6.54), the dynamics of r(¢) can be obtained as
#(t) = Yr(t) + Y (2)4(t). (6.56)

A Lyapunov analysis is employed to prove the stability of the observation error
in (6.56) and to find the parameter adaptation law. The following theorem has

been utilized in the Lyapunov analysis.

Theorem 6.1: Consider a matrix T where all the eigenvalues have negative real
parts. For any matrix Q@ = QT > 0, there exists a unique matrix P = PT > 0 that

solves the following Lyapunov equation
YTP+ PY = -Q. (6.57)
Proof: See [122].

Using the solution to the Lyapunov equation in (6.57), the following candidate

Lyapunov function is defined
V(t) = %rT(t)Pr(t) + %éT(t)F‘lé(t) (6.58)

where T is a symmetric positive definite matrix, i.e. I' = I'T > 0. The derivative of
V(t) in (6.58) can be computed along the system state trajectory by replacing 7(t)

from the dynamics equation in (6.56) as

V(t) = -;-TT(t) (XTP + PY) r(t) + T (O)PY®)i(0) + 67 (OT6(t). (659
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Assuming that the actual parameters vector, 6, is constant and using the equa-

tion (6.53), the following projection based adaptation law is proposed

0 ;<67
0i(t) = ~0:(t) = { TTYT@)PTr(t) 67 <6, <07 (6.60)
0 oF <0

where i denotes the ith parameter of the system, I' is the parameter update gain,
and 6; and ;" represent the minimum and maximum allowable bounds on the pa-
rameter estimate 6;. The application of this adaptation law results in the following

inequality for the sum of the last two terms on the right side of (6.59)
T () PY (£)f(t) + 67 (£)T~16(t) < 0. (6.61)
Considering (6.57) and (6.61), it can be shown that

V(t) < —%rT(t)Qr(t) <0. (6.62)

It can be concluded from (6.58) and (6.62) that r(t) is bounded, i.e. 7(t) € L.

Moreover, by integrating (6.62) it can be shown that r(t) € L,.

Theorem 6.2: The parameter estimation vector 4(t) converges to a constant value as

t — oo.

Proof: The proof is along the same lines as Theorem 2 in [113]. First it must be
shown that

T (t)PY (t)0(t) € L. (6.63)
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This can be achieved by multiplying the dynamics of r(t) in (6.56) by 77 (¢} P from
left, integrating from 0 to ¢, and applying the boundedness of the Lyapunov func-

tion. Now consider the following derivative

adz <%§T(t)1“10~(t)> ~ §T (T4 (t). (6.64)

Using the parameter adaptation law in (6.60), one can rewrite (6.64) as

dit (%éT(t)F _lé(t)) = 6T ()Y"(t)PTr(2) (6.65)

and therefore for any arbitrary bounded & the following can be obtained
~, -~ ~, ~ t -~
BT (OT10() = 67 (¢ — K)T"6(t — k) + 2 / F(s)YT(s)PTr(t)ds.  (6.66)
t—k

Given the fact that the operand of the integral in (6.66) is in L; space as shown

in (6.63), for any finite k the following can be concluded
Jim (éT(t)r-lé(t) I k-)) =0, (6.67)

and therefore 6(t) converges to a constant value as ¢ — co.

Theorem 6.3: The error signal e(t) is bounded as a result of the boundedness of the

signal r(t).

Proof: To prove Theorem 6.3 the same steps as those in Lemma 4 of [113] should be
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followed. The proof is based on the definition of r(¢) in (6.55) and by showing that

lim w(t) = 0. (6.68)

t—00

This is achieved by demonstrating the dynamics of w(t) in (6.54) to satisfy the
following equation

w(t) = Yw(t) + L(t) + v(t) (6.69)

where the signals L(t) and v(t) satisfy

[L(t)] < p(t) | (6.70)
and

Jim p(t) =0, (6.71)

tl_lgi v(t) = 0. (6.72)

The norm of w, in (6.70) is defined as

[wy| = sup lw(t + s)]| (6.73)

—d<s<

Theorem 6.2 and the fact that the matrix T is Hurwitz are employed to obtain (6.69)-
(6.73). The reader is referred to [113] and the references within for the details of the

proof.

Lemma 6.1: A linear time-varying system with the state transition matrix A(t) is

stable if all the eigenvalues of A(t) always have negative real values and converge
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to constant values as ¢t — oo.

Proof: See [132].

Now consider the closed-loop dynamics in (6.42). The matrix Ar, (t) as stated
in Appendix E2 satisfies all the conditions of Lemma 6.1. Using the boundedness
of e(t) and the estimated parameters of the system from Theorems 6.3 and 6.2,
respectively, it can be concluded that the dynamics equation in (6.42) represents
a stable system with bounded inputs. Hence, the vector of the states, Xp(t + d),
is bounded. The boundedness of X (t + d) is concluded directly as a result of a
non-singular transformation 7'

The control action, u(t), which is calculated using (6.38) depends only on X (¢ +
d) and e(t). By applying Theorem 6.3 and the boundedness of X (¢ + d), it can be
concluded that the control action is bounded. The boundedness of the states of
the system, X (¢), can be shown as a result of the bounded inputs and the structure
of the teleoperation system which essentially consists of two mass-spring-damper
systems as stated in (4.20) and (4.23). As a result, the regressor matrix Y (¢), which
comprises of system measurements and inputs, is bounded.

The second derivative of V (¢) in (6.58) can be calculated as
V = —rT(#)Qr(¢). (6.74)
By substituting 7(t) from (6.56) on can write

V= —T(1)Q (Tr(t) ¥ Y(t)é(t)) . (6.75)
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Using the boundedness of r(t), Y (t) and 6(t) it can be concluded that V' is also
bounded. Given the boundedness of V and (6.58) and by employing the Barbalat’s
Lemma [45] it can be proven that r(t) converges to zero. It is also straightforward

to show the convergence of the signal e(t) to zero as a result of w(t) going to zero.

6.5.1 Output Regulation

Consider the definition of the outputs in (6.27) and (6.28). These outputs can be

rewritten using the dynamics of X (t + d) in (6.25) as

t+d) = Xy(t+d)+IXs(t+d)
= Xy(t+d) + \Ka(t+d) — Ba(t+d,)L(E)et),  (676)
Gt +d) = Xg(t+d)+ A\Xs5(t +d)

= Xs(t+d) + ARs(t +d) — bs(t + d, ) L{t)e(t). (6.77)

The closed-loop output dynamics in (6.41) guarantee the convergence of §;(t + d)
and (¢t +d) to zero. Moreover since e(t) also converges to zero, it can be concluded
that

X3(t +d) + AX3(t + d) — 0, (6.78)

~

Xs(t+d)+2Xs5(t+d) -0 (6.79)
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and therefore

Xs(t+d) — 0, (6.80)

~

Xs(t+d) — 0. (6.81)

It should be noted that delay-free transparent response can only be achieved if
the mapping between the current state of the system, X (), and the predicted state,
X (t + d), is close to the actual mapping. The accuracy of this mapping directly de-
pends on the accuracy of parameter estimation. Several methods are proposed in
the following sections in order to enhance the parameter estimation performance.
In addition, perfect transparency requires the user and environment parameters,
including the user exogenous force to be constant. Changes in these parameters
may generate a transient error which would be corrected by the controller. The
decay rate of these transient errors can be increased by increasing the adaptation

gains. However, these gains can not be increased indefinitely due to the effect of

measurement noise and a finite sampling rate on system performance and stability.

6.6 Parameter Convergence and Composite Adaptive
Control

As mentioned earlier, achieving perfect tracking in time-delay teleoperation re-
quires the exact knowledge of the system parameters as well as the exogenous
inputs to the system. The tracking errors can be made smaller by increasing the

gain A in (6.27) and (6.28). The parameter adaptation speed can also be increased
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by increasing the gain I' in (6.60). Although increasing these gains decrease the
bounds on the tracking errors, in practice noise amplification and instability due
to limited sampling rate limit these gains. As shown in Theorem 6.2 the parame-
ter estimates converge to constant values. However, these values may be different
from the actual system parameters. To converge to actual parameter values the
input signal requires to satisfy a certain condition, often referred to as persistency
of excitation in the adaptive control literature.

Consider the dynamics equation in (6.56). As proved in the last section, the
signal r(t) approaches zero as t — oo. As a result the last term on the right hand
side of (6.56) goes to zero, i.e.

Y (t)(t) — 0. (6.82)

This however does not ensure that the parameter estimation error, 4(t), converges
to zero. The persistency of excitation condition [45] guarantees the convergence of
the parameter estimation errors to zero as t — oc. The details of this condition and

its proof are given in Appendix G.

6.6.1 Composite Adaptive Control

The parameter adaptation law in (6.60) utilizes the tracking error signal r(t) to es-
timate the system parameters. However, this is not the only source of information
available on the parameters. The hand and environment forces also contain valu-
able information on the parameters which can be used in parameter estimation. A
composite adaptation scheme will be utilized to use this extra source of informa-
tion in parameter adaptation. The application of the composite adaptive scheme

will result in a faster and more accurate parameter adaptation and consequently
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smaller tracking errors.
Consider the linear second-order operator hand dynamics in (4.19). The error

between the actual and the estimated hand force can be written as

en(t) = fu(t) — fu(t) (6.83)

where
fh(t) = fl: - mhim(t) - bhxm(t) - khxm(t)7 (684)
() = fr — MaEm(t) — bpm(t) — Enzm(2). (6.85)

To avoid the acceleration terms, filtered actual and estimated hand forces are being
used where the forces are passed through a first-order filter. The filtered error

between the actual and the estimated hand force can be calculated as

enlt) = fult) — ful) (6.86)

where
Fa(t) = fr = MpZm(t) — bp@m(t) — knZm(t), (6.87)
Fol®) = fr = 4Zm(t) = buZm(t) — knZn(8). (6.88)

The filtered error &, in (6.86) can be written in the following linear-in-parameter
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form
éh(t):<l —Zm(t) —Zm(t) —a‘:m(t)) e = Yi(t)8n(2) (6.89)

where tilde variables again represent the error between the actual and the estimated
parameters. Let the vector of hand parameters, 5, be written as a function of the

full vector of the system parameters, 8, as
Oy = fr(6). (6.90)

Note that f,(6) is nonlinear since the elements of the system parameters vector,f,
are nonlinear combinations of hand/environment parameters. This function is
presented in Appendix H and can be linearized around the estimated parameters
as

11(6) = fr(6(t)) + %%’1 loiy (0= 0() +--- . (6.91)

By ignoring the high order terms, (6.91) can be approximated as

Br(t) ~ Ju(t)(t) (6.92)
where
0
Tn(t) = 5];’1 Ie:é(t) (6.93)
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is given in Appendix H. Now from (6.89) and (6.92) the following can be derived

&n(t) = Ya(t)Ju(t)0(2). (6.94)

The same calculations can be performed for the error between the actual and

the estimated environment forces. Assuming a zero environment mass, one can

write
ee(t) = fe(t) - fe(t) (6.95)
where
fe(t) = bezs(t) + kexs(t), (6.96)
Fo(t) = by () + kozo(2). (6.97)

The error e.(t) in (6.95) can be expressed in the following linear-in-parameter form

eu(t) = ( () 20 ) = Y.(0)d.(0). (6.98)

Using the similar calculations as in (6.90)-(6.93), the following can be obtained
ee(t) ~ Y (t)J.(2)8(t) (6.99)

where J (t) is given in Appendix H.

The composite parameter adaptation law can be derived by modifying the
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adaptation law in (6.60) and by utilizing &, (t) and e.(t) as
6(t) = I [YT@)PTr(t) + cnE OV (en(t) + ccdT(OYT Bect)]  (6100)

where ¢, > 0 and c. > 0 are the composite adaptation gains. These gains can be
used to increase or decrease the contribution of the hand and environment forces
estimation errors.

The next step is to show the stability of the system after utilizing the composite
adaptive scheme. Consider again the derivative of the Lyapunov function in (6.59).

Replacing 5(t) from (6.100) results in

V() = %TT(t) (YTP + PY) r(t) + rT () PY (£)6(2)

~ (YT@) PTr(t) + cndT () FT (Ban(t) + coJT (YT (ee())” 0(t) (6.101)
Using (6.57), this can be rewritten as
V(1) =~ (0Qr(t) ~ (e FOTT0)2(0) + cedT YT (ec(®) 8(0)  (6102)

After substituting €(t) and e.(¢) from (6.94) and (6.99), one can write

V(t) = 57 ()Qr()

= 67(t) (cadis OV (TR () Ta(®) + e T (YT () Ye(t)Je(1)) 0(2) (6.103)
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Given that @ > 0 and ¢, and ¢, are positive scalars it can be concluded that
V({t) <0 (6.104)

Hence the composite adaptation law stated in (6.100) stabilizes the time-delay tele-
operation system. It can also be shown that the signal r(t), the parameter estimate
errors, G(t), as well as the system states, X (t), are bounded. As a result, the sec-
ond derivative of the Lyapunov function, V(t), will be bounded and employing
the Barbalat’s Lemma proves that V (t) goes to zero. From (6.103), it can then be
concluded that r(t) and 6(t) converge to zero as t — oo. In other words the param-
eter estimates will converge to their actual values. It is important to mention that
if the approximations in (6.94) and (6.99) are not accurate, i.e. the initial values of
the parameter estimates are far off the actual values, the parameter estimates can

potentially converge to values different than the actual parameters of the system.

6.7 Adaptive Control of Teleoperation with Time-varying
Delay

In the case of time-varying latencies, the dynamics of the teleoperation system can

be written in the following form

X(t) = AX(t) + Bu(t — d(t)) + By; fi.- (6.105)
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For notational convenience, the argument of the control action in (6.105) is defined

as

m(t) &t — d(t). (6.106)

It is assumed that the argument is always increasing by time, i.e.
m(t) =1—d(t) >0 (6.107)
which leads to the following constraint on the time-varying time delay d(¢)
dt) < 1. (6.108)
Finally the inverse of m(-), which is also a function itself, is defined as
g(m(t)) =t. (6.109)

For the teleoperation system with time-varying delay as shown in (6.105), the

delay-reduced state is defined as

t

806, 0() DL Boyuls)ds + [, 2L

m(t)

Bfx(s)ds
(6.110)

Zm:X@+/

m(t)

where m(:) and g(-) have been defined in (6.106) and (6.109) and X is the state of

an observer with the following dynamics

X(t) = Am@®)X @) + d(m(®)B(m®)u(m(t) + ¢(m(t)) Bf;(m(1)) + L(t)e(t)
(6.111)
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where e(t) is defined in (6.8). Note that

d(m(t)) = d(fi(ss) (6.112)

s=m(t)

is different than £ {g(m(t))} which is equal to one according to (6.109).
The dynamics of the reduced system can be calculated by taking the derivative
of (6.110) as

2(t) = X () + (2, a(®)a() B)u(t) + (¢, a(2))d(t) BY:(2)

— g(m(t)) B(m(t))u(m(t)) — ¢(m(t)) Bfi (m(2))
+/m(t)%‘i’(t’q“))a§i ds+/m Qg ()th( . (6113

Similar to (6.12), the estimated system transition matrix in the case of a time-
varying delay satisfies

od(t, s) _ i

o Am()d(t,s) , B(s,s)=1T (6.114)

Using (6.110) and (6.114), the dynamics of the reduced state can be written as

Z(8) = X () + B¢, a(0)d (D) Bt)yu(t) + d(t, a(£))d(t) BFL(2)
— d(m()) B(m())u(m(®)) — ¢m(t)) B (m())
+ A(m(2)) (Z(t) - )‘((t)) . (6.115)
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By substituting X from (6.111), one can write
2(t) = A(m(t) Z(t) + B (¢, a(1)d(H) B)u(t) + &(t, () i) BI (1) + L(D)e(t) (6.116)
The predicted state of the system is defined as
X(g(t) £ 2(q(t), ) 2(2). (6117)
Using this definition, the dynamics of the predicted state can be calculated using
X(g(t) = ®(a0), ) 2() + B(a(t), 0 2(2). (6:118)
Following the similar steps as in (6.17)-(6.22), one can write
B(q(0),1) = dOAW(e(t),2) — B(a(®). HAm(?)). (6119)

Using (6.118), (6.119) and (6.116), the dynamics of the predicted state can be written

as

X(at) = (40A®((),2) - $a(0), ) Alm(®))) 2(2)
+ b(g(t),t) (Am®)Z(t) + B(t, a(H))d()) BEO)u(?)

+&(t, 40))a(t) BFE(t) + L(t)e(t)) . (6.120)
Simplifying this equation and using (6.117) result in the following dynamics

X(g(t)) = dOADX (g(t) + 40 Btyu(®) + 4 BFL (1) + S(a(®), ) L(B)e(t). (6.121)
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Again new outputs are defined based on the predicted state of the system as

follows

1(a(t) £ Xa(q(®)) + AXs(q(t)) (6.122)

92(a(1)) & Xe(q(t)) + A Xs(q(t)) (6.123)

where ) > 0 is a scalar. The predicted state of the system is transformed using the
same transformation as in (6.29). The dynamics of the transformed state, X1 (¢(t)),

can be calculated as

Xr(q(t) = §(0)Ar(t)Xr(a(®) + 4() Br(tyu(t) + d(6) Brfi(t) + Té(a(t), ) L{e(?).
(6.124)
where Ar(t), Br(t) and Brf;(t) have exactly the same structure as those shown
in (6.34)-(6.37).

Consider the following control action

1
q(t)
— A3 (t)Xrs(q(t)) — B}Ity(t) -

u(t) = B;(1) ( Q(a(t)) — A (6) X (a(t)) — Aa(t) Rra(a(0)

—STUO.OL0e0) 6125
q(t)
where Q is defined in (6.39). Substituting (6.125) into (6.124) results in the following
output dynamics

9(a(t)) = Qi(g())- (6.126)
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Moreover, the closed-loop dynamics of the transformed state in (6.124) can be writ-

ten as
Xr(a(t)) = 4(6) Ar, () Xr(a(t)) + 4O By () + Tu()®(a(t), DL(@De(t)  (6127)

where Az, (t), Bf: «(t) and T, (t) are given in (6.43)-(6.45).
The dynamics of the state observation error can be obtained using (6.8), (6.105)
and (6.111) as

é(t) = (Alm(®) - L®)) et) + Am®) X (&) + Blm(®))u(m(®)) + Bf(m(t)) (6:128)

where the tilde variables represent the error between the actual and the estimated

value of the corresponding variables. Choosing the gain L(t) as
L(t) = A(m(t)) = T (6.129)
where T < 0is a constant matrix results in the following observation error dynam-

ics

é(t) = Ye(t) + A(m(t)) X (t) + B(m(t))u(m(t)) + Bfz(m(t)). (6.130)

These dynamics can be rewritten in linear-in-parameter form as
é(t) = Ye(t) + Y (t)6(m(t)) (6.131)

Similar to (6.54) and to remove the delay from the observation error dynamics
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in (6.134), a new signal w(t) with the following dynamics is defined
w(t) = Tw(t) - Y(£)I(t) + Y ()d(m(t)). (6.132)

The signal w(t) will be added to the error signal e(t) resulting in the definition of a

new variable 7(t)

>

r(t) S e(t) + w(t) (6.133)

with the following dynamics

#(t) = Tr(t) + Y (£)0(t) (6.134)

These dynamics are exactly the same as those in (6.56). Hence the same Lyapunov
function can be utilized to prove the stability of the system and to derive the pa-
rameter adaptation law. These steps will not be repeated here in the interest of
space.

In case where the delay is constant, d(t) = d, the controller for the variable
delay will reduce to the one proposed for the constant delay case. For a constant

delay, one can write

m(t) =t —d, (6.135)
g(t) =t+d, (6.136)

and therefore
q(t) = ¢(m(t)) = 1. (6.137)
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6.7.1 Practical Implementation Issues for the Time-varying Con-

troller in Packet Switched Networks

In the proposed controller for teleoperation with time-varying delay; it is assumed
that a model of time delay is available in the form of m(t) in (6.106), satisfying the
condition in (6.108). In practice, such model can be constructed numerically from a
real-time measurement of the round-trip delay. However, potential problems can
arise in a discrete-time implementation of the controller over a packet switched
network communication channel such as the Internet.

When the communication channel packet rate is similar to the sampling rate
at the receiving side and the delay is increasing, there will be a train of samples
with equal delay followed by one or more black-out samples. This is illustrated in
Fig. 6.2(a) where P, represents the black-out period. During these black-out sam-
ples the latest received data packet could be used for control. However, the rate of
change of the delay, d(t), would be zero (delay is constant) for several samples and
it would be one for the black-out samples. This results in ¢(t) being zero and in-
finity, reflectively, which can cause problems in calculating the control action. This
issue can be partially remedied by having a faster sampling rate at the receiving
end than the packet rate of the channel as shown in Fig. 6.2(a). In this case, an
estimation of ¢(t) can be calculated since the packet arrival time is available to the
controller with a higher resolution. Note that such an assumption is indeed practi-
cal since the channel packet rate is often slower than the local controller sampling
rate.

In case where the delay is decreasing multiple packets may arrive within one

sample time in which case all but the most recent packet may be discarded. This

169



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

; Channel
T, : Delay
Sender f———t—+—1
Increasing
Delay
Receiver
T, P,
(a)
Sender Mttt
Decreasing
Delay
Receiver

(b)

Figure 6.2: Communication over a packet switched network with (a) increasing
delay and (b) decreasing delay.
case is illustrated in Fig. 6.2(b) where P, represents the period with more than one
received packets. Again, if similar sampling and packet rates are being employed
the model of the delay can not be constructed properly. Running the receiving
end model with faster sampling rate as shown in Fig. 6.2(b) can solve the prob-
lem by enabling the controller to calculate an estimate of ¢(t) using the available
information on packets arrival time.

Fig. 6.3 demonstrates how the proposed multi-rate solution can be implemented
in the case of our adaptive centralized control for time-delay teleoperation. As

shown in this figure, the control action calculations as well as the master/slave
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Master/
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Controller

Master/
Operator +
Slave/
Enviromment

Figure 6.3: Control action and master/slave devices running with a faster sam-
pling rate than the communication packet transmission rate.
devices are operating with a higher sampling rate Tif, while the communication

channel is running at a slower rate .
s

6.8 Experimental Results

Fig. 6.4 shows the schematic of the proposed adaptive predictive controller for a
general teleoperation system with time-varying delay. Assuming the centralized
controller resides at the master side, the slave control action and measurements are
subject to time-varying delays of r;(t) and 7,(t) seconds. As mentioned previously,
the proposed adaptive control framework requires equal amount of latencies in
input channels and output channels. To accommodate for this, master control ac-
tion and measurements should be padded with 7;(t) and 72(t) seconds of delay,
respectively.

The virtual tool position and velocity are generated using delayed hand and
environment force signals. These synthesized observations, along with the actual

observations, enter the model-based predictive controller block at the master site
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Figure 6.4: Time-delay teleoperation system with the proposed adaptive predictive
controller

which produces the control signals. Estimated model of the system is updated
using the measurements and by applying the parameter adaptation law.

To verify the effectiveness of the proposed control method, the same experi-
mental setup as in Fig. 4.9 is utilized here. This setup consists of two three-DOF
manipulators equipped with force sensors. The controller code is implemented
using Matlab/Simulink environment and runs in real-time on a PC platform using
Quanser’s WinCon software. The controller runs with a sampling rate of 1000 Hz,
which is high enough in teleoperation applications to achieve a valid discrete-time
approximation of the continuous-time controller. It is important to mention that

the experiments are not performed on a packet-switched network in order to avoid
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the practical issues with such a network in the time-varying case as stated in 6.7.1.
The parameters of the adaptive predictive controller are given in Table 6.1. Note
that the composite adaptive controller proposed in 6.6.1 is utilized in the experi-
ments with the parameters stated in Table 6.1.

In the experiments, the operator manipulates the slave robot in free motion
and in contact with an unknown environment. The experiments are conducted
for three different constant values of round-trip delay, i.e. 50 msec, 100 msec, and
200 msec as well as two time-varying delays, i.e. d(t) = 0.1 — 0.1cos(nt/10) and
d(t) = 0.1 —0.05 cos(wt/5). The time-varying delays satisfy the condition in (6.108).
These delays are emulated by adding data buffers of appropriate size that store

and delay the measurement and control signals.

6.8.1 Adaptive controller with 50 ms delay

Fig. 6.5 illustrates the responses of the proposed controller along a single axis with
50 msec time-delay. Att ~ 4sec the operator starts moving the master/slave de-
vices in free motion. As evident by the non-zero hand force in free motion portions
of the response in Fig. 6.5(b), the operator feels the dynamics of the virtual tool in
free motion. The positions of master, slave, and virtual tool closely follow each

other which confirms that the performance objectives in (3.24) and (3.25) are both

Controller Parameters
P = diag(10, 10, 10, 10, 10, 10), T = diag(—50, =50, —50, =50, —50, —50)
Q= dlag(-SO ——50), A=Ay = 10, cp = =10.5
' = (1e3,1e3, 1e3, 1e3, 1e3, 1e3, 1e3, 1e3, 1€3, 1e3, 1e3, 13, 1€3, 1€3, 1€3, 1e2, 1¢2)

Table 6.1: Adaptive predictive controller parameters.
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Figure 6.5: Model-based adaptive controller with 50 msec delay in experiment: (a)
position tracking and (b) force tracking.

achieved with very high precision. Ataround ¢ = 28sec, the slave contacts with the
unknown environment after which the adaptive controller adapts to this change
in system parameters. During the course of contact, the environment and hand
forces as well as the master and slave positions closely track each other as shown
in Fig. 6.5. This demonstrates that the tracking objectives in (3.24) and (3.25) are
accurately achieved throughout the contact. The changes in the hand and environ-
ment forces while in contact are made deliberately by the operator to demonstrate
the performance of the controller. Att ~ 66 sec, the operator withdraws the master

which returns the master/slave system to free motion.
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Figure 6.6: Model-based adaptive controller with 100 msec delay in experiment:
(a) position tracking and (b) force tracking.

6.8.2 Adaptive controller with 100 ms delay

Fig. 6.6 demonstrates the responses of the adaptive controller for a round-trip de-
lay of 100 msec. Similar to the previous case, the operator begins the experiment
while the master and slave devices are at rest. He/she then moves the system in
free motion and subsequently brings it to the contact with an unknown environ-
ment. Again, the adaptive controller adapts to changes in the system parameters
as the master/slave transit from free motion to contact phases and vice versa. As
illustrated in Fig. 6.6, the position tracking in free motion and contact as well as

the force tracking in contact are quite satisfactory.
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Figure 6.7: Model-based adaptive controller with 200 msec delay in experiment:

(a) position tracking and (b) force tracking.

6.8.3 Adaptive controller with 200 ms delay

The results of the experiment using the proposed adaptive controller under 200 msec
of communication latency are given in Fig. 6.7. Despite a slight degradation in per-
formance, the position and force tracking in free motion and in contact with an un-
known environment are still satisfactory. Note that such a degradation is expected
as the round-trip delay grows larger. This is due to the fact that the controller
utilizes the system parameter estimates to predict the future state of the system.
Hence, a slight error in these estimations can potentially cause greater tracking

errors if the delay is longer.
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6.8.4 Adaptive controller with time-varying delay

The experiments are repeated for two cases of time-varying delay. These delays

are calculated from the following equations

d;(t) = 0.1 — 0.1 cos(nt/10), (6.138)

dy(t) = 0.1 — 0.05 cos(mt/5). (6.139)

The second delay, dy(t), has a smaller range comparing to the first one but it
changes more rapidly. Similar to the cases with constant delay, the operator moves
the master/slave system in free motion and in contact with an unknown environ-
ment. Figs. 6.8 and 6.9 show the experimental results for the two cases of varying
time-delay. As is evident in these figures, the adaptive controller performs very
well in case of time-varying delay. Master, slave and virtual tool position track-
ing in free motion as well as hand and environment force tracking in contact with
the environment are all achieved with a high level of accuracy using the proposed
adaptive predictive controller. Also the transitions between the free motion and
contact phases are smooth and stable. The experiments with time-varying delays
were also repeated where the adaptive controller was designed for a constant time
delay. Delay values of 20, 100 and 200 msec were employed. The results showed

that the constant delay controller would become unstable if the actual delay is time

varying.
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Figure 6.8: The model-based adaptive controller with time-varying delay
in (6.138): (a) position tracking and (b) force tracking.

6.9 Conclusion

In this chapter, a provably stable adaptive model-based predictive controller was
proposed for constant and variable time-delay teleoperation. The controller uses
available information about system model and time delay to improve the trans-
parency of teleoperation while maintaining its stability. A delay reduction method
was developed that utilizes estimated model parameters and an auxiliary state
observer. The teleoperation performance objectives, i.e. non-delayed virtual tool
impedance shaping and position tracking were achieved within an output-regulation
control framework and using the delay-reduced dynamics. The stability of the sys-

tem was proven using a Lyapunov analysis which also generated the parameters
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Figure 6.9: The model-based adaptive controller with time-varying delay
in (6.139): (a) position tracking and (b) force tracking.

adaptation law. The effectiveness of the proposed controller was demonstrated in

the experiments for both constant and time-varying delays.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

Time delay in communication channel and dynamic uncertainty are major barri-
ers to achieving transparency and robust stability in bilateral teleoperation. Most
existing teleoperation control techniques sacrifice transparency objectives in order
to gain robust stability in the presence of system uncertainty and communication
delay. The central idea of this thesis was to utilize available system model and
delay information in the controller in order to improve the stability-performance
trade-off in time-delay bilateral teleoperation. To this end, three new model-based
controllers were proposed and experimentally evaluated. These controllers were
designed to employ position and force measurements at both the master and slave

sites.
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7.1.1 Model-based Decentralized Controller

First, a model-based decentralized controller was introduced that improved upon
on our earlier work on model-based time-delay teleoperation in [2]. In this con-
troller, master and slave measurements are used locally in the control of their re-
spective robots hence eliminating an extra delay from the loop that existed in the
controller of [2]. Teleoperation control was formulated as an output-feedback state-
space control problem incorporating performance objectives such as non-delayed
virtual tool impedance shaping, position tracking, and force tracking. To enable
the application of a decentralized control scheme, two output-delayed subsystems
at the master and slave site were considered in which local measurements are
delay-free whereas remote measurements are delayed. The application of a delay
reduction method and LQG-based sub-controllers to the reduced dynamics at the
master and slave sites resulted in a closed-loop dynamics with a state-delay pertur-
bation term. A delay-dependent frequency sweeping test was employed to analyze
the stability of these dynamics. Extensive robust stability and performance analy-
sis demonstrated that, using the same set of design parameters, the new decentral-
ized controller can provide enhanced performance and increased stability margins
when compared with its centralized counterpart in [2]. Experimental studies with
a single-axis teleoperation system also showed that the proposed approach is ef-

fective in improving teleoperation transparency under communication time delay.
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7.1.2 Robust Controller

Mode-based predictive controllers can utilize the system model and the delay in-
formation to improve the transparency in time-delay bilateral teleoperation. How-
ever uncertainty in the system dynamics, particularly variations in the user and
environment dynamics can affect the robustness of such controllers. The use of a
multi-model control approach in the previous method proved effective in handling
uncertainties in the environment dynamics. Nevertheless, it is difficult to guaran-
tee the stability of such switching control strategy. Also, the number of modes
must increase if contact with a wide range of environments is considered which
further complicates the controller/switching strategy.

The second controller proposed in this thesis was a robust controller for time-
delay teleoperation. Through the use of local Lyapunov-based adaptive controllers,
the dynamics of the master and slave robots were linearized and rendered inde-
pendent from their parameters. However, uncertainty still existed in the form of
unknown linear operator and environment dynamics. Using the linearized dy-
namics, teleoperation control for achieving transparency and robust stability was
formulated as an H,, robust control synthesis with multiple I/O delays. The re-
sulting problem was solved using decompositions into single-delay adobe-type
problems. The interaction between the local adaptive/nonlinear controllers and
the robust controller was fully accounted for in the proposed modeling and con-
trol synthesis.

The proposed approach explicitly incorporates information about model, de-

lay, and uncertainty into the design process and allows the designer to balance
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transparency against robust stability through the selection of a set of design fil-
ters. Due to the use of local adaptive nonlinear controllers, modeling uncertainty
only appears in the form of perturbations in the user and environment parameters.
The ability to systematically optimize performance and stability trade-off in time-
delay teleoperation is rather unique to the proposed approach. This offers a real
advantage over existing methods that are often biased towards one of the conflict-
ing design requirements of performance or robust stability. The controller is also
distinct from the previous H,, and p-synthesis based teleoperation controllers in
that it can accommodate the nonlinear dynamics of the master and slave robots,
and more importantly, that it explicitly incorporates the delay into the design pro-
cess, providing an internal prediction mechanism. The results of performance and
stability analysis as well as experiments with a teleoperation setup demonstrated

the effectiveness of the proposed adaptive/robust controller.

7.1.3 Adaptive Controller

Although the proposed robust controller is less sensitive to modeling uncertainties,
it can still potentially sacrifice the performance of the system in favor of its robust
stability. This is due to the fact that a constant controller is employed through-
out all phases of teleoperation. The third proposed controller in this thesis was an
adaptive model-based predictive controller for constant and time-varying time-
delay teleoperation. This controller further improved on our earlier model-based
controllers by providing an adaptation mechanism to the user and environment

parameters within a provably stable framework. The proposed adaptive controller
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could also handle both constant and time-varying delay in communication chan-
nel.

Unlike the majority of existing time-delay teleoperation controllers which sac-
rifice the performance of the system in favor of its stability, the new adaptive con-
troller uses available information about system model and time delay to improve
the transparency of teleoperation while maintaining its stability. In this process,
the estimates of the system parameters are updated by using the measurements.

A delay reduction method was developed that utilizes estimated model pa-
rameters and an auxiliary state observer to transform the system dynamics into
a delay-free form. The teleoperation performance objectives, i.e. non-delayed
virtual tool impedance shaping and position tracking were achieved within an
output-regulation control framework. The stability of the system was proven us-
ing a Lyapunov analysis which also generated the parameters adaptation law. The
effectiveness of the proposed controller was demonstrated through experimental

studies for both constant and variable time-delay.

7.2 Future Work

In future, research can be carried out to improve upon the proposed controllers in

this thesis. Some recommendations for future research are as follows:

¢ Decentralized Controller: The use of a multi-model control approach in the
proposed decentralized controller proved effective in handling environment

uncertainties. However, the stability of such switching control strategy must
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be carefully investigated in future. Particularly, a formal analysis of the sta-

bility of the proposed switching control strategy can be performed.

¢ Robust Controller: Our original problem formulation in Fig. 5.2 was based
on a rather general model of the uncertainty considering passive AZ,/s and
AZ,./s disturbances to the system dynamics. Such large uncertainties in the
system model could result in a conservative robust controller hence reducing
the transparency. This issue was partly addressed by restricting the uncer-
tainty to stiffness type variations in the environment dynamics. Also, the
problem could be aggravated by the fact that H,, control framework would
disregard the structure of the uncertainty blocks. The use of u-synthesis can
be investigated in order to account for the structure of the uncertainty in
the controller synthesis. Using D-K iterations, u-synthesis method solves the
controller design problem by breaking it into a sequence of scaled H, syn-
thesis problems. In case of a time-delay system, each step can be solved using

the introduced adobe-based method in 5.4.

e Adaptive Controller: In the proposed adaptive controller, it was assumed
that the delay in all the input and output channels are equal. The controller
could be modified to remove this restriction as well as the need for extra
delay padding of the signals. Moreover, a decentralized version of the con-
troller may be developed in future. Such a controller can avoid the extra
delay that is imposed on the control loop by the centralized scheme. This
can potentially result in faster and more accurate adaptation which further
improves the transparency of teleoperation. Also, the implementation issues

concerning packet-switched networks can be investigated more thoroughly
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and the proposed solutions in the thesis can be further developed, imple-

mented and experimentally verified.

Future work may also involve a comprehensive experimental comparison of
the performance of the proposed controllers with that of other existing time-delay
teleoperation controllers. In addition, the stability and the performance of the pro-
posed methods can be further tested by implementing the controllers on a multi-
axis teleoperation setup where the unmodeled dynamics and/or couplings among
the axes can potentially cause practical issues. Also, the effect of the improved
transparency on user performance in various time-delay teleoperation tasks can

be assessed by conducting human factors studies.
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Appendix A

Master/Hand, Slave/Environment and

Tool Dynamics in State-space Form

The combined master and arm linearized dynamics in (4.27) can be written in the

following state-space form

i) | 0 S N Sl R (R (P
)] | i 0] A

+ (1) (1) {; ) (A.1)
Mm+mp  Mpm+my, me (t)
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N ~h( ) (t) (A2)
o — Lfcm(t) vrn(t)

The state-space equivalents of the combined slave and compliant environment dy-

namics in (4.28) and for ¢ = 1,2 are as follows

24(t) 0

1 xs(t)

- + Fool2)
Y ks+o ke bs+0sbe
s(t) _ms+aﬁme —ms+;§me vs(t) T
0 0 f* t
+ X f( ) (A3)
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e e [fes(®)
-Ts(t) 1 0 l’m(t) 0
- +
orme(ks+ke osme(bs+be P
fe(t) _%l%l - Ufke _I:Zs:-—’”-l:-z - Ufbe U’m(t) —ms+:::‘me
0 2@ ves(t)
fcs(t) + . ~e . (A4)
Me ime
—0f (1 - ms+me) _mﬂ.i.gfme fcs(t) Ufe(t)

In the case of contact with rigid environment, i.e. i = 3 in (4.28), the combined

slave and environment linearized dynamics can be written in the state-space form
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as follows

Z,(t) _ 0 1—~o0, z4(t) N 0 £l

0s(t) —(1—0»% —(1—0,)—7%’: vs(t) 1—;—:1
zs(t) _ 1 0| |zs(t) N 0 fs 0 O ]j:(t) N Ugs () a6
fe(t) 0 0| |us(t) o 0 or| |fes(t) vre(t)

The tool dynamics in (4.29) can also be presented in the state-space, i.e.

wo| _| 0 1 ||ae o o |4 A7
y(t) —h L () = = | | fe®)
y(t) = [1 O} [xt(t)} - (A.8)
0 1| (w(t)
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Appendix B

Teleoperation Dynamics in Chapter 4

in State-space Form

B.1 Free Motion/Soft Contact

Based on the state definition in (4.31), the dynamics of the teleoperation in free

motion/soft contact in (4.32) can be presented in the following state-space form

0 1 0
B T
&(t) — Em(t) — e — e — e  Fan
Bs(t) = O (£) 0 0 0
. . k k k
T (t) — Z4(2) | ke ke mebe b — b — Rete 2
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& (t) 0 0 0
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with the output equation

[ Zon(t) [l 0
fa(t) 0
zo(t) | 1
fe(t) - — ke 4k
z:(t) 0

| w@® || 0

; .
T — by
0

__meb
Detee 4 b,

0 1 0 1
0 mpkmp ks, mpbmp, b mpkmp k,
Mmh Mmh Mmh
0 1 0 1
—mebse 4 g Mok | o _mebie 4 p _ Mekee | ko
0 0 0 1
0 0 0 0
- - -
— T (t) 0 0 0 0
— U (t) 1— 2 0 -
— 24(t) 0 0 0 0
+
— u(t) 0 1- = 0 e
x4 (t) 0 0 0 0
0 0 0 0
- - _ _ E
Ugm ()
u 1
fi(®) usn(t)
(¢ Ugs(t
{ ) + ) (B.10)
fcm(t) Ufe(t)
| fes(t) 0
|0

where o, in (4.31) is assumed to be equal to one. The state-space equations in free

motion/soft contact in (4.35) after the augmentation of f; and f; into the state
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vector can be presented as
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where the output is given by
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B.2 Rigid Contact

Considering the state definition in (4.37) for the case of rigid contact and assuming
the scaling factors, o, and ay, to be equal to one, the system’s dynamics in (4.43)

can be written in the following state-space form
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with the following output equation
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After augmenting f; and f; into the state vector, the state-space equations in rigid

contact in (4.43) can be written as
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where the output is given by
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Appendix C

Proof of Theorem 4.1

C.1 Stabilizability

The controllability matrix of the original system with pair (A B) can be written as

U=[BABA’B --- A" 'B] =

[31 -+ By, |ABy --- ABn,l---|A"‘1Bl A"‘an,] (C.18)
where the rank of U is

p(U)=n.<n. (C.19)
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Using the canonical decomposition theorem [122], there exists a transformation

X = PX, which transforms pair (4, B) to (4, B)

_ Ac A12
A=PAP ' = B (C.20)
0 A®
_ Be
B=PB= (C.21)
0

such that the pair (A4¢, B°) is controllable. The state transformation matrix P is
defined as

P_léQ=[ql"'an"'Qn] (sz)

where g; - - - g are n, linearly independent columns of matrix U and the last n —n,
columns are arbitrarily chosen vectors that make the matrix @ nonsingular. Since
the original system is assumed stabilizable, A° would contain all unstable modes,
if any.

From (4.50), the controllability matrix of the transformed system represented

by the pair (A, B;) is given by

U.=[B. A;B, A’B, --- A?7'B,] =
[e-Ah;nBl e e—Ahﬂmj Bnlle_Ah{nABl e e_AhnmIABnII e

|€_Ah11"An_lB1 e_Ah’TIAn_le] (C.23)
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where the commutability of matrices A and e™#" has been used. The following

lemma is needed to continue the proof.

Lemma A.1:
p(U) = p(U). (C.24)
Proof: Reordering the columns of a matrix will not alter its rank, so from (C.23)

p(Uz) = P([e_Ah;n [Bl AB, --- An_lBl] [
le=*"1 [B,, AB,, --- A" 'B,, ]]). (C.25)
Note that since e ™" is a full rank square matrix, for each 7,

ol [B; AB; - A" 'B)]]) = p ([B; AB; --- AM7IB)]).  (C26)

To proceed, we use the Caley-Hamilton theorem which states that each matrix sat-

isfies its own characteristic polynomial [122], i.e.
F(A) = anA™ + ap_ 1 A" 4o ag =0 (C.27)
and therefore,
A =b, AV 4+ by (C.28)

and consequently, all the powers of A greater than or equal to n can be written as
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a linear combination of A¥, for k < n. Using this theorem and the Taylor series

expansion of e~4"", one can write

e A =gl + 1A+ A+ - e AL (C.29)

Using (C.29),

e'Ahg‘"AkBj = (ol + 1A+ A 4.+ Cn—lAn_l)AkBj

=1oB; + WAB; + LA*B; + -+ + 1,1 A" B;. (C.30)

Considering (C.26) and (C.30), one can conclude that for each j, [B; AB; --- A" ! B;]
and e " [B; AB; --- A" !B, span the same space. Therefore, U and U, are of the
same rank and the proof of Lemma A.1 is complete. Q.E.D.

The canonical form of the reduced system represented by the pair (A,, B,) can

be generated using the same transformation P in (C.22) for the original system, i.e.

A, =PAP? (C31)

B,=PB, or P'B, =B,. (C.32)

Substituting A, and B, from (4.50), results in

_ Ac AIZ
A, = PAP ' = . (C.33)
0 z
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P [bL- 5] = [e*B; -+ e 4MiB,]. (C.34)
For the jth column of (C.34), one can write
Pp = e 4" B;. (C.35)
Replacing e~ 7" from (C.29)
P70 = (col + cjA+ A% + -+ + ¢, 1 A" ) B;. (C.36)

From the definition of P~! in (C.22), the first n, columns of P! are the basis of the
controllability matrix U in (C.18). Considering (C.36), the right hand side of (C.34)

can be written in terms of first n, columns of P71, i.e.

_ B¢ Yn,
B, — . (C.37)
0

Using (C.33) and (C.37), the controllability matrix of the pair (A,, B,) can be writ-

ten as

_ B¢ A.B¢ --- A"lBSn,
U, = : (C.38)
0 0 0

According to Lemma A.1, p(U,) = p(U) = n.. Also, since the transformation P is

nonsingular, U, and U, have equal ranks, i.e.

p(0.) = ne (C.39)
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and consequently, the pair (A%, BS) is controllable where A° contains all the unsta-

ble poles.

C.2 Detectability

The proof follows the same lines as in the case of stabilizability. The observability

matrix of the original system (A, B) can be written as

Ch
Cho
e CLA
CA
V=|cCcA |=1| C,A (C40)
_C’An—l_
ClAn—l
LCnOAn—I
where the rank of V is
p(V) =ne < n. (C41
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Using the canonical decomposition theorem [122], there exists a transformation

X = PX, which transforms pair (4, C) to (4, 0)

- A° 0
A=PAP™! = (C.42)
AZ] Aa
C=CP'l= [C—m 0} (C.43)

and the pair (A°, C°) is observable. The matrix P is defined as

(7'1-

"
lI>

r (C.44)

o

Tn

where 71 - - - 0 are n,, independent rows of V' and the last n — n,, rows are ar-
bitrarily chosen vectors such that the matrix P is nonsingular. The detectability
of the original system requires all unstable modes to be observable. Therefore, A°
should contain all unstable modes. The canonical representation of the reduced
system (A4, C,) can be obtained using transformation P in (C.44) from the original

system as

A, =PA,P! (C.45)
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C,=C.,P' or C,P=0C,. (C.46)
Substituting A, and C, from (4.50) and (4.56), results in
_ A0
A, =PAP ' = (CA47)
A2t g0
[ CyeAds’ ]
e
: CeAss”
P= (C48)
Cro
| Croe™
For the jth row of (C.48), one can write
CiP = Cjetds’. (C.49)
Using the Caley-Hamilton theorem,
C_gp = Cj(agl + a1 A+ a2A2 + -+ an_lA”'l). (C50)

From the definition of P in (C.44), the first n,, rows of P are the basis of matrix V'

in (C.40). Therefore, the right hand side of (C.48) can be written in terms of the first

ne, rows of P, i.e.
C.= [C*g 0] :
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Using (C.47) and (C.51), the observability matrix of the pair (A,,C,) can be written

as
ce o
_ CeA, 0O
= . . (C.52)
0 An—1
LCon O_

Using the dual arguments of Lemma A.1, p(V.) = nu, and hence the pair (A°,C9)
is observable. Also from the canonical decomposition theorem, A° encompasses

all unstable poles. Consequently, the reduced system is detectable. Q.E.D.
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Appendix D

One-block Equivalent of a Four-block
Time-delay Problem

This appendix discusses the details of reducing a time-delay four-block problem
in (5.46) and (5.48) to the equivalent one-block problem using the solution to the
problem where the delay is ignored. The following are the conditions that need to

be satisfied for the delay-free problem to have a solution [35]

max{7y., Y} <7 (D.53)
Hx € domRic , X £ Ric(Hx) >0 (D.54)
Hy e domRic , Y 2 Ric(Hy) >0 (D.55)
p(XY) <~ (D.56)
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where
vz £|| (I = D13(D}yD12) ™ D},) D1y ||
Yo 2| D11(I — Dy (D1 D)™ D) || (D.57)
and
oo A A 0 B; B,
x= -
-CiC; A —CiD1y —C1Dr2
-1
D!'.Dy; —~*I D!.D Di.C, B
1t —7 114712 nti 1 (D.58)
D{,D1 D',Ds2 D\,C, B,
A A 0 ] C}
y = -
—Bi1B; -4 —B Dy, —BiDy
-1
Dy Dy, —~+*I Dy D, DB C
11 — Y 119 11D, 1 (D.59)
Assuming
D|,D;; —+*I D!.D
o, 2 1111 — 7% 11+12 (D.60)
Di,Dn Di3Drp
DD, —~*I Dy D!
o, 2 11— 1dg (D.61)

D2 Dy Dy Dy,
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the following matrices can be defined

F B! D

F= 20| x+ "o (D.62)
F B; D,

L =1L Lz] é—<Y [C’{ Cg] + By [D'u Dgl])@;}. (D.63)

Providing that the conditions in (D.53)-(D.56) holds, it can be shown that
ZE2(I-~y72YX)?! (D.64)
is well defined and the matrices

Ar = A+ BFy + ByFs,

AL 2 A+ LiCy + L0y (D.65)

are Hurwitz.

The resulting one-block problem transfer matrix, G(s), can be calculated by

A ' B(x,l)(:o1

G(s) =

- (D.66)
chmz—q I
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where

By £ —(Ba + L1D12+ LaDgy) Lo

Fy

(1>

Coo (D.67)

Cz + D21F1 + D22F2

Dy in (D.66) can be calculated using the Parrott’s theorem [133]. Based on this

theorem, there exists a matrix Dg such that

- D D
Duar| " T, Dk (D.68)
D21 -D22

is well defined and || Dy; ||< 7. Do can then be chosen in the form of

I —-Dg
Dy =V (D.69)

0 I

where V is a lower triangular matrix defined as

% 0
V=~ ' . (D.70)
Vo(I — DynDg) Vs W,
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Wi, V2 and V3 in (D.70) are found by the following lower triangular Cholesky fac-

torizations
V{Vi = —(I - Dy D) "' D1307{ Dio(I — DxDa2) ™
V3Vo = —(I — Dy Diy)A™Y(I — Dy D)
Vi 2 (:921(:)1_11D12(1 - DKD22)—1 — Dy

where

A2 0y — 60,5676,

(:)— (:)11 (:)12 a D11D/11—721 D11D/21
Oy 6y D Dy D31 Dy
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Appendix E

Solution to the Adobe Delay Problem

The solution to an adobe delay problem, i.e. a one-block problem shown in Fig. 5.5
with the adobe delay structure (5.54), is calculated in this appendix based on the

results from [35]. Transfer function G(s) in (D.66) can be rewritten as

(E.76)
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where G(s) is partitioned compatibly with the adobe delay structure in (5.54). Let

Ja I,, O
0 -I,
I,
J, & [ I, 0 ] J
0
A 0
Jo=101,|J . (E.77)
I,
Define X(t) as
Yii{t) Eia(t
Yor(t) Xoa(t)
and the Hamiltonian matrix H as
- Hu(t) le(t) 2 AL — BpCp _BP‘]PB; ‘ (E79)
Hy(t) Haalt) ~C,J.B, —AL +C.B,

The adobe delay problem has a solution if and only if £5,(¢) is nonsingular for

vt € [0, h]. The controller K can then be obtained by

I oy . .
K =¢C, G LQ (E.80)
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where
Ap Yoo By +X1,C,J, B,
G(s) = 0,55 I, 0 (E.81)
C, — J,B,55 Lo 0 I,
is a bistable transfer matrix and
Hy;,  Hyp B,
I(s)=m<e™ | Hy H,y ~CiJ, (E.82)
C, J,B, 0

is a FIR operator. Q in (E.80) is a contractive matrix and ¥ = Z(h).

The completion operator, 7, in (E.82), is defined as follows [109]. Assuming a

h-delayed system, e~ P, with

the completion operator is calculated by

A B
Ce4h | 0

(e P) =
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Appendix F

Teleoperation Dynamics in Chapter 6

in State-space Form

Based on the state definition in (6.2), the dynamics of the teleoperation system

in (6.3) can be presented in the following state-space form

0 1 0
Zs(t) _% _ %1& 0
i)s(t) 0 0 0
. . k
B —dal) | | wtam e tam —n
0s(t) — Om(t) 0 0 0
i ; k k b, b
T (t) — 24(t) -tk — b 4 D &
; } k b Mmh me
I U (t) — 4 (t) | ke b e
_.mnkp | kn — mpbpn | by Mmame ™M
- MmpMe Mt Mpyppmy My

(F.85)
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0 0 0 - y
zs(t)
0 0 0
vs(t)
1 0 0
Ts (t) ~ Tm (t)
—L 0 0
™ Vs(t) — vm(t)
0 0 1
,, Zm(t) — (1)
bmn b
T Tme T | | @ —u(®)
mpb, by L .
Mapp Mt my J
_ - - .
0 0
— 0 0
0 0 s (t — d(t 0
+ . fesl ®) + . fn (FE.86)
1
E: _mmh fc’m (t - d(t)) —.mmh
0 0 0
0 1 My D S _Mp
L Mmh Mmptt | L "mh mg Mnh™t |

Note that in these state-space equations the environment mass, m., and the master

and slave stiffnesses, k,, and k,, are assumed to be zero.
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F1 Teleoperation Dynamics after Transformation

After applying the non-singular transformation

100000
010000
Ty
001000
T = Al (E87)
000010 —
13
00AX100
0000 X1

where ) is defined in (6.27) and (6.28), the dynamics of the transformed state

in (6.30) can be written in the following form

219



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

r ) T 0 1
Ey(t+ d)
' ke —bse
bt + d) e e
. . 0 0
bt +d) — dm(t+d)
, ) = 0 0
Bt + d) — &4o(t + d)
ke 4 _kn —bse 4 bmp
A ms My, mg mMm,
h(t+d) k k ' k b b ' b
— = + £t -+ e — Omh + 2 4 Ze
X (t + d) Mmh me my Mmh me mi
L Y2 i _ mnkn o Ky _ mpbmn |, bn
L Mmp Mt me My Mt mye
0 0 0 0
0 0 0 0
—-A 0 1 0
0 - 0 1
k b b
—An g a2 0 — a4 )\ 0
LT . T W /R W by b
Mmh me Mmh me _ﬂ+)\b4_)\2 Mmh ™y _Q__*_)\
mpky Ky ymwbga L ozBa 0™ mpbgy b ™
Mmh™Mt my Mypmp Mt mg MMt my J
&,(t+d) [ o 0
bs(t + d) =
Zs(t+d) — Zp(t +d) N 0 0 fes(t)
Bt + d) — Z,(t + d) 0 0 Fom(2)
gl(t + d) ng —m,lnh
~ 1
| P2t + d) i L 0 Momh +T—n%?;n—t ]
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[ 0
0
0 .
+ frn+TO(t+d,t)L(t)e(t). (E.88)
0
1
_mmh
| Mmh me Mmpmt |

By(t) in (6.35) which is defined as the last two rows of Br(t) in (6.30) is in the

following form

1 _ 1
By=|™ T (F.89)
Mmhp + MmpMe

Because the masses in (F.89) are non-zero the determinant of the matrix B,(t) is

always non-zero and therefore this matrix is always invertible.
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E2 Teleoperation Dynamics in Chapter 6 in Closed-
loop Form

The closed-loop dynamics in (6.42) can be stated in the following state-space form

Zs(t + d) 0 1 0
bs(t + d) —hen _ben Bz )2
Zo(t +d) — Lt +d) 0 0 )\
Zm(t+d) — 24(t + d) 0 0 0
h(t+d) 0 0 0
i 9(t + d) 0 0 0
0 0 0
Kooz by aZme by, b L ymeo g, me
mMih Mth mMh Mth Mth Mmeh myh
0 1 0
-\ 0 1
0 —Ww1 0
0 0 —Wo
F,(t+d) 0
~ 1
’Us(t + d) Ten
Zs(t+d) — Em(t +d) 0 .
+ Ir
Em(t+d) — &t + d) 0
h(t+d) 0
(t +d) 0
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10 0 O 0 0
01 =X -1 —) oz _me
mip Mt
00 1 0 0 0 .
+ &(t + d, t)L(t)e(t). (F.90)
00 0 O 1 0
00 0 O 0 0
00 0 O 0 0

E3 Teleoperation Dynamics in Chapter 6 in Linear-in-
parameter Form

The last three term on the right hand side of the equation (6.51) can be written as

a multiplication of a regressor matrix, Y (t), and a vector of parameter estimation
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errors, 6(t). This results in the following linear-in-parameter form

0 0 0 0 0 0 0
—z5(t) —vs(t) 0 0 0 0 0
Y(t)é(t): 0 0 0 0 0 0 0
—z5(t) —vs(t) zm(t) vn(t) O 0 0
0 0 0 0 0 0 0
0 0 T (t) —Um(t) z4(t) zs(t) —zm(t)
0 0 0 0 0 0 0
0o 0 o0 0 0 fult—d) 0
0 0 0 0 0 0 0
0 0 0 0 0 fult—d) —fem(t—d)
0 0 0 0 0 0 0
Tm(t) ve(t) vs(t) —vm(t) vm(t) 0 fem(t — d)
0 0 O-
0 0 0
0 00 [.&g boe _kn bmh ke ke _mpkn  ka
0 10 My M Mk Mmn Me M Mgnamr M
0 0 0
fomlt—d) 1 1
T
bk omon 1oL omo g | G
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Appendix G

The Persistency of Excitation

Condition

Theorem: The parameter estimation errors approaches zero as ¢t — oo if there exist

positive scalars a and T such that the following holds
t+T
/ Y7(s)Y (s)ds > al. (G92)
t

where I is the identity matrix with the appropriate dimension.

Proof. Considering the fact that r(¢) in (6.56) approaches zero as t — oo and by

employing Theorem 6.2 one can write
Y ()8, =0 (G.93)
where 6, represents the final value of the parameter estimation errors as t — oo.

225



Ph.D. Thesis - A. Shahdi McMaster - Electrical Engineering

Now multiplying both sides of (G.93) by Y7 (¢) from left and integrating the result
from t to t + T yields
t++T B
/ YT (s)Y (s)ds 6, = 0. (G.94)
t
Considering the inequality in (G.92), the condition in (G.94) holds if and only if

f.=0 (G.95)

and therefore parameters should converge to their actual values as t — co.
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Appendix H

Composite Adaptive Controller

Matrices

The nonlinear function f;(6) in (6.90) can be written in the following form

9 1 _6;z
% (Eﬁ) T2 (915—;>

fe) = | ° (%’w) *s <QL‘1’M) *3 (QZ"%) (FL.96)
B12mm

1 (0gme) +1 (,,%7;) +1 (eﬁ)

where §, represents the ith element of the system parameters vector in (F.91). Sim-

ilarly, f.() can be written as

) my
fe(0) = { : } (H.97)
3 (
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After linearization, J; and J, in (6.93) and (6.99) can be calculated as follows

(00 0 0 000000000—2—991%6;
Jh-oo_%?—%?oo?%iooo%oo_eaez
00 0 0 00 0 0 00 0 m 0 O
|0 0 55 0 ooﬁﬂ;iooooo—g—g%Z
e 0 0 (H.98)
0 0 0
~ 30k 0 0 ]
and

0O 00000 O0OO0DO0MmMOO O 00OCO
J, = . (H.99)

m [
% 000020000 00 —33 0000

13
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