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ABSTRACT 

Traditionally, Molecular Dynamics combined with pair potential functions or the 

Embedded Atom Method (EAM) is applied to simulate the motion of atoms. When a 

defect is generated in the crystalline lattice, the equilibrium of atoms around it is 

destroyed. The atoms move to find a new place where the potential energy in the system 

IS mm1mum, which could result in a change of the local atomic structure. This thesis 

introduces a new Dynamic Relaxation algorithm, which is based on explicit Finite 

Element Analysis, and pair or EAM potential function, to find equilibrium positions of 

the block of atoms containing different structural defects. 

The internal force and stiffness at the atoms (nodes) are obtained by the first and 

second derivatives of the potential energy functions. The convergence criterion is based 

on the Euclidean norm of internal force being close to zero when the potential energy is 

minimum. The damping ratio affects the solution path so that different damping ratios 

could lead to different minimum potential energy and equilibrium shapes. The choice of 

scaled mass of atoms, proper time step, boundary conditions and damping appropriate for 

the efficient and stable simulation is studied. 

A small block of atoms is used to obtain the numerical responses from a hybrid 

algorithm of potential energy functions and Dynamic Relaxation techniques such as 

repulsion and attraction in pair potential, minimum configuration, damping effects and 

different boundary conditions. 
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The simulation using modified Dynamic Relaxation techniques is performed to the 

real material model with dislocation defect. The results after relaxation are in agreement 

with the prediction and current Molecular Dynamics simulation. Therefore, Dynamic 

Relaxation could be an alternative tool for atomistic simulation. 
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0-0UTLINE OF THE THESIS 

This thesis consists of five chapters: 

The first chapter introduces the basic techniques which have been used in the 

atomistic simulation. Potential energy functions and numerical methods are discussed. 

Dynamic Relaxation (DR), being a powerful tool to deal with non-linear problem, is 

chosen for a new approach to atomistic simulation. The objective of the thesis is included 

at the end of this chapter. 

Since the existing Dynamic Relaxation techniques focus on the structure and 

continuum problems, Chapter two discusses the development of the Dynamic Relaxation 

algorithm adapted for atomistic simulation. In the new approach, internal forces and 

stiffness are defined directly from derivatives of potential energy function. The method of 

scaling mass is chosen for the simulation. Damping factor and convergence criterion are 

also addressed here. In addition, several types of boundary conditions are introduced and 

implemented in the modified DR algorithm. 

In order to study the numerical responses after applying the new developed 

algorithm, in the chapter three, some small fictitious material models are generated to 

examine various cases. A one-dimensional model is used to show the effect of an 

attractive and repulsive force, fixed and changing mass algorithm. A two-dimensional 

model is used to illustrate global minimum potential energy configuration and the effects 

of applying different boundary conditions. A three-dimensional parallel-atom model is 
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used to explain the damping ratio effects. Last, a three-dimensional face-central-cubic 

model is used to present the effects of boundary conditions and a 'defect' of the EAM 

potential function. 

Chapter four gives an example of using modified Dynamic Relaxation to simulate 

relaxation of a three-dimensional face-centered-cubic lattice with dislocation. Meanwhile. 

comparison with other existing software is done to verify the validity of this new 

approach. 

Finally, in chapter five, the main conclusions of the thesis are provided as well as the 

recommendations for the future research work. 



CHAPTER 1 -INTRODUCTION 

1.1 Introduction to simulating atomistic structures of materials 

Computer simulations are increasingly important as a supplement to theory and 

experiment in material science and engineering. Before computer simulation became 

practical and popular, making use of a theory that provided an approximate description of 

that material was the only way to predict the properties of a molecular substance. Such 

approximations eliminate the complexities which exist in real problems so that they are 

precise, but only for very few systems for which the equilibrium properties can be solved 

exactly. As a result, a theoretical model could be easily tested only in few simple special 

circumstances. If sufficient information about the intermolecular interaction is given. 

these theories will provide an estimate of the properties of interest. However, the 

knowledge of the intermolecular interactions is limited to some of the simplest 

molecules. This leads to a problem if testing the validity of a particular theory by 

comparing directly to experiment. If the theory and experiment disagree, it may mean the 

theory is wrong, or there may be some errors .or wrong measurement methods in the 

experiment, or both. 

The development of computer simulation techniques altered the traditional 

relationship between theory and experiment. On the one side, computer simulations 

increased the demand for accuracy of the models. Some theoretical models that were 
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difficult to test in the past now are practical to examine. This in turn discloses some 

critical areas and provides suggestions to improve the models. On the other side, 

simulation usually can be set close to experimental conditions, to the extent that results of 

computer simulation can sometimes be compared directly with those of experiments. 

When this happens, computer simulation becomes an extremely important tool not only 

to understand and interpret the experiments at the atomic level, but also to study regions 

which are not accessible experimentally, or which would implement very expcnsi ve 

experiments, such as those involving extremely high pressures or low temperatures. 111121 

Since computer speeds continue to increase, the atomistic simulation is becoming 

increasingly common in materials science, and simulations are being designed that more 

and more closely approximate real materials systems and processes. When a certain 

defect is generated in the material, the equilibrium of atoms around it is destroyed. The 

atoms move to find a new place where the potential energy in the system is minimum, 

which could result in a change of the local atomic structure. Such changes could affect 

some properties of certain materials. The computers available today allow one to solve 

tens of millions degrees of freedom and model many material properties, especially 

equilibrium properties. The results after simulation then could be used to control the 

material behaviour for the manufacturing purpose. 

1.2 Potential energy functions 

Movement of the atoms is dependent on the potential energy. The key factor in 

making a connection between simulation and reality is the accuracy of the atomic model 
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for the interatomic forces, which are derived from a potential function. The properties 

predicted by an atomistic simulation are only as good as the quality of the interatomic 

potential energy. Usually, the pair potential and embed<ied-atom method are widely used 

as the interatomic potential functions. 

1.2.1 Pair potential energy functions (Lennard-Jones potential) 

Since a direct determination of potential function V(ru), which is between two atoms 

i and j separated by a distance r, is very difficult either experimentally or theoretically, it 

is common to use model potentials. Some basic requirements must be satisfied for the 

model potential to be physically acceptable: (i) the lattice is symmetric; (ii) rigid body 

translations and rotations are invariant; (iii) the lattice is stable. Moreover, the model 

potential needs to consider the correct value of physically observed quantities like third 

order elastic constants, formation and activation energies of defects etc.l3
J In the case of 

metals, it is important to consider the effect of free electrons. 

The potential function in the form of a pair potential is the simplest approach to 

constructing the model potentials. This model potential does not explicitly account for the 

electron gas. The parameters of the pair potential can be determined by using the 

measured values of some physical properties of solid, in which case the parameters are 

expected to account for the electron gas in an effective manner. Alternatively, the pair 

potential is assumed to represent that part of the potential which is independent of the 

free electrons. The contribution of the free electrons can be treated as a volume-
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dependent term to be added to the pair potential energy function separately. The most 

common potential functions are the following[ 31 : 

(i) Born-Mayer potential 

( I. I ) 

where A and p are arbitrary constants and r,, IS the equilibrium nearest neighbour 

distance. 

(ii) Morse potential 

V(r;;) = Aexp[-2p(rii- r,J]- 2Aexp[-p(riJ- r,J] 

(iii) Lennard-J ones potential (12-6) 

( 1.2) 

( 1.3) 

where the parameter C5 and £ are chosen to fit the physical properties of the material. 

The pair potential method is an empirical approach, which has no theoretical foundation. 

The Lennard-Jones 12-6 pair potential energy function is an extremely important 

model potential. There are numerous papers which have investigated the behaviour of 

atoms interaction via Lennard-Jones pair potential for a variety of different geometries 

(solid, surfaces, clusters, etc) so that the Lennard-Jones potential becomes the standard 

potential to investigate fundamental issues, rather than studying the properties of a 

specific material. [ZJ 
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The Lennard-lones pair potential is a function of distance rii. The balance distance is 

around 1.122o-, and the repulsive force is stronger at shorter distances, passing through 0 

at r = o- and increasing steeply as r is decreased further. The term - 1 I r 12 dominates at 

short distance and models the repulsion between atoms when their positions are very 

close to each other. As explained in [2], its physical origin is related to the Pauli 

principle: when the electronic clouds surrounding the atoms start to overlap, the energy of 

the system increases abruptly. The exponent 12 was determined based on the practical 

criterion that equation ( 1.3) is particularly easy to compute. However, on the physical 

side, the exponential function behaviour would be more appropriate. f2l 

The term -11 r 6 dominates at large distance and constitutes the attractive part. This 

is the term which gives cohesion to the system. A 1 I r 6 attraction comes from Van Der 

Waals dispersion forces and dipole-dipole interactions in turn due to fluctuating dipoles. 

These are rather weak interactions. However they dominate the bonding character of 

closed-shell systems, that is, rare gases materials such as Ar or Kr, for which a Lennard­

lones potential is fairly accurateY1 

When using the Lennard-lones pair potential in simulation, it is usual to work in a 

system of units where o- = 1 and £ = 1. Then the equation ( 1.3) is changed to 

(I .4) 
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By summing the potentials for all pair sets in a system, the total potential energy or the 

system using pair potential energy function is 

1 u/01 =- IV(rij) 
2 .. 

I,./ 

( 1.5) 

The Lennard-Jones pair potential is not suitable to all the material models. In some 

systems, like those with strong localized bonds which may form in covalent system, or if 

there is a delocalised "electron sea", such as when ions sit in metals, the two-body 

interactions scheme itself is not successful. [21 

1.2.2 Embedded Atom Method functions (FS EAM potential) 

Although the pair potential is successful in many cases, while applied to metals, the 

pair potential model has two main drawbacks: 

(i) It does not properly reproduce elastic constants; 

(ii) It largely overestimates formation energy for different internal defects 

presented in the materiaL 

Because of the above, over the past two decades, researchers focused on generating new 

potential functions to get more realistic results. This new approach was proposed by Daw 

and Baskes[4
J and is called the embedded-atom method (EAM). In this scheme, the 

energy of an atom i (U;) is written as 

( 1.6) 
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and the total energy of the system is 

utot = ,L:ui (I. 7) 

Here V(ri;) is a central pair potential, f(pi) is an embedding function and 

( 1.8) 

where ¢(ru) is the pairwise interaction between atoms and pi is an electron gas density 

term. The sums over neighbour atoms (j) are limited by the range of the cut-off distance 

for ¢ and p, which is generally from one to four nearest neighbours in the perfect 

crystal. The computational procedure for calculating the EAM potential energy is similar 

to that for a pair potential. For atom i, both ¢(r;i) and p(r;i) are summed over 

neighbours j within the cut-off distance, and then a single evaluation of j(p,) is 

performed. [SJ 

The values of pi represent a measure of the atomic density in the neighbourhood of 

atom i, which, in turn, requires that function p(r;j) be a monotonically decreasing 

function of rij . Therefore, the EAM potential energy function can be thought as the 

generalization of the fixed-volume pair potentials.[6
J Here the 'volume' is now defined 

for each atom rather than the whole system. Since P; depends only on scalar distances to 

neighbouring atoms, the many-body term has no angular dependence. [SJ 

The key point to EAM is the nonlinearity of the function f (p;). If f (p,) were 

purely linear, the two terms in equation (1.6) could be transformed to give a simple pair 

potential. A nonlinear f(P;) thus provides a many-body contribution to the potential 
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energy functionP1 Many researchers then focus on how to generate the function f(p,) 

to make EAM perform well. For example, Finnis and Sinclair (to be referred to as FS) 171 

presented a simple scheme for deriving an empirical N-body interatomic potential for 

metallic systems. They used a square-root function for j(pi) to mimic the result of tight-

binding theory in which f/J(rii) would be interpreted as a sum of squares of overlap 

integrals[81
. Kogure and Kosugi[9

J also developed a new format for j(pi): 

( 1.9) 

where Dis determined by fitting the functions to the experimental values of the cohesive 

energy E,, the lattice parameter a, the material stiffness (C 11 ,C 12 ,C 44 ) and the 

formation energy of the vacancy Ev . 

Ackland et al[IO] gave the formula for simple N-body potentials of the FS type for the 

face-centred- cubic (f.c.c.) noble metals and nickel. 

6 

V(rii)= .L>k(rk -r;) 3
H(rk -ri) ( 1.1 0) 

k=l 

2 

f/J(rii) = 'l:Ak(Rk -rii)
3 
H(Rk -ru) ( I . I I ) 

k=l 

where rk and Rk are chosen knot points such that r1 > r2 > r3 > r4 > r5 > r6 and R1 > R2 . 

H(x) = 0 for x < 0 and H(x) = 1 for x > 0. Hence, r1 and R1 represent the cut-off 
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distances of function V(r;i) and rjJ(r;i), respectively. For most cases, these distances were 

set to the radius of the third-nearest neighbouring atom in the perfect volume f.c.c. lattice. 

r6 was set equal to the nearest-neighbour spacing rnn in all cases, so that the term 

multiplied by a 6 contributes only for r < r"" where the pair potential is strongly repulsive. 

The coefficient a 1 , ••• , a 5 , A1 and A2 have been determined by fitting exactly to the 

equilibrium f.c.c. lattice parameter a, the cohesive Ec, the material stiffness C11 • C1,. 

C44 , a lower bound of the unrelaxed vacancy formation energy E~ and the stacking fault 

energy. The coefficient a6 cannot be found by fitting to any harmonic property of the 

ideal lattice, so it was then adjusted for metals, like copper, so as to fit the pressure­

volume relation calculated by Christensen and Heinel'' 1 using self-consistent band 

structure calculations. [IOJ Since the test material in the thesis is copper, the parameters of 

it are summarized in table 1.1. 

In short, EAM provides more accuracy than pair potential methods and offers more 

reasonable interpretation for the phenomena in material science area. But EAM needs 

much more computer calculation time than simple pair potential, like the Lennard-Janes 

potential, which causes a problem when the number of atoms is very large. Until today, 

EAM is continuing to be developed to be more accurate and efficient. 



12 

Coefficient Copper 

al 29.059214 

a2 -140.05681 

a3 130.07331 

a4 -17.48135 

as 31.82546 

a6 71.58749 

Rl 1.2247449 

R2 1.0000000 

AI 9.806694 

A2 16.774638 

rl 1.2247449 

r2 1.1547054 

r3 1.1180065 

r4 1.0000000 

rs 0.8660254 

r6 0.7071068 

0 

The lattice parameter a = 3. 615 A 

Table 1.1 Fitting coefficients for copper 
(The coefficients for V and f/J are in electron volts and values of rk and Rk are in units 

of the lattice parameter.) 
(from Ackland et al. , 1987) 

1.3 Developed numerical methods for atomistic simulation 

Numerical methods are used in the implementation for computers to calculate the 

change of the local atomic structure after relaxation. Since the atomic model is a highly 

non-linear system, the specification of numerical methods should be made to maintain the 

stability of the global atomic structure. Any inappropriate numerical operations could 
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make system become unstable or break the model into several parts. So far, two types of 

numerical method are popular to do the atomistic simulation. They are the Monte Carlo 

method and the Molecular Dynamics method. 

1.3.1 Monte Carlo Method 

Any Monte Carlo technique IS a statistical mechanics simulation method. The 

statistical simulation can be defined as a method that uses sequences of random numbers 

to perform the simulation. For the past several decades, Monte Carlo methods have been 

developed rapidly to become a powerful method to solve most complex applications. 

which includes atomistic simulation. 

The fundamental idea of Monte Carlo methods is different from regular numerical 

discretization methods, e.g. finite element method, which describe physical or 

mathematical system behaviour using ordinary or partial differential equations, discretize 

the differential equations and then solve a list of algebraic equations for the unknown 

state of the system. In a Monte Carlo method, the simulation for the physical process is 

direct. The physical or mathematical system is described by probability density functions 

(pdf) rather than the differential equations. Once the pdf are known, the Monte Carlo 

method uses random sampling techniques to sample from these pdf, which necessitates a 

fast and effective way to generate random numbers uniformly distributed on the interval 

[0, I]. The results of these random samplings should be accumulated or tallied 1 n an 

appropriate manner to produce the desired solution of physical problem. 1121 
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In atomistic simulations, the brief scheme usmg Monte Carlo method from 

Metropolis et al. is as follows[ 1J: 

(1) From current positions of one atom, calculate its potential energy v1a pcur 

potential energy function or EAM function. 

(2) Give the atom random displacements based on certain rules, and calculate its new 

potential energy. 

(3) Accept the above movement from old position to new position with certain 

probability function based on old potential energy and new potential energy. If 

rejected, the old configuration is retained. 

(4) Repeat procedure (1) to (3) in reasonable cycles to get final result. 

We can predict the statistical error in the average result, so it is possible to estimate the 

number of Monte Carlo trials in atomistic simulation needed to achieve a given error. 

A Monte Carlo method could apply to real or non-real physical process because it is 

direct to the pdf of the system. Therefore, This method is suitable to a wide range of 

areas, but it may consume more computational time. 

1.3.2 Molecular Dynamics method 

Molecular Dynamics methods appeared in 1950s. The first paper about Molecular 

Dynamics was published in 1957 and written by Alder and Wainwright1 
"

1
. After that, 

with the increase of computer speed, Molecular Dynamics was developed to deal with 

more atoms and various applications. Nowadays, Molecular Dynamics has become a 

standard computer tool to simulate the movement of ato1ns. 
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In Molecular Dynamics, classical mechanics or Newton's law is used. For each atom 

i in a system, 

( 1.12) 

Here m; is the atom mass; a; is its acceleration; and F; is the force acting on it due to 

interactions with other atoms. Therefore, Molecular Dynamics is a deterministic method 

compared to the Monte Carlo method. Given initial positions and velocities to the system. 

the subsequent time evolution is determined. However, Molecular Dynamics could be 

still regarded as a statistical mechanics method somewhat because the initial condition is 

determined according to some statistical distribution functionY1 

The scheme of atomistic simulation using a Molecular Dynamics technique ts as 

follows[ I): 

(1) Get the parameters from specific conditions for a certain system, e.g., initial 

temperature, number of atoms, time step and so on. 

(2) Initialize the system: (i) select initial positions of atoms according to the lattice 

type. (ii) give random velocities to every atom using certain statistical 

distribution function. 

(3) Compute the forces on all atoms from pair potential energy function or EAM 

potential energy function. 

(4) Integrate Newton's equations of motion to get the new positions of atoms. This 

part is the core of the simulation. Usually, a conjugate gradient algorithm1 141 or 

the Verlet algorithm[!] is applied here. The procedure (3) and (4) is repeated 

until the properties of the system no longer change with time (practically, the 
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simulation is terminated after the running time exceeds pre-set maximum time.) 

After completion of above simulation procedures, various physical quantities, such as the 

temperature, the energy of the system or Burger's vector of dislocation in relaxed lattice. 

can be determined. 

The Molecular Dynamics simulation is a technique to compute the equilibrium and 

transport properties using classical mechanics, which is an excellent approximation for a 

wide range of materials. However, when simulating light atoms or molecules (He. H, ). 

quantum effects should be consideredY1 

1.4 Dynamic Relaxation techniques 

As mentioned above, both Monte Carlo method and Molecular Dynamics technique 

obey the classical mechanics and are based on certain statistical functions. Therefore, as 

an alternative, a pure mechanics technique without any statistical functions could be 

possible to simulate the motion of atoms. The new approach is Dynamic Relaxation (DR) 

technique in Finite Element Methods (FEM). 

1.4.1 Overview 

The basic idea of using Finite Element Methods to do the atomistic simulation comes 

from direct impression that Finite Element mesh and crystal lattice in materials, e.g. 

metals, are very similar. Figure 1.1 and Figure 1.2 show the Finite Element 30 mesh and 

lattice with screw dislocation in materials respectively. If atoms are looked at as nodes in 

a Finite Element method, the two models are close to being the same. 
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Having been developed for more than half century, Finite Element methods arc now 

powerful and popular numerical discretization methods for many different areas or 

mechanics and physics. The basic scheme of the Finite Element method is following 11'L 

(i) The model is discretized by a series of finite elements; 

(ii) Each element has simple properties compared to the whole model so that 

algebraic equation rather than differential equation could describe it. That is, the 

governing differential equation for the whole model is discretized by a list of 

algebraic equations from elements. 

(iii) These algebraic equations are solved in a self-consistent manner by a certain 

numerical method to get the approximate results for the whole model. The 

material model could be viewed as being discretized by atoms automatically. 

The Finite Element method determines the displacements of nodes after certain loads 

are applied to the model. From the displacements, other properties, e.g. stress field, can 

be derived. Also, the main purpose for atomistic simulation here is to study the 

movement of atoms during non-equilibrium state of certain material. Therefore, the Finite 

Element method, as a mature tool, is suitable to atomistic simulation as well. 



I~ 

Figure 1.1 Finite Element 3D mesh 

Figure 1.2 Material lattice with screw dislocation 
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1.4.2 Background 

It is a typical steady-state problem that atoms in one equilibrium state (perfect lattice) 

move to another equilibrium state when a disturbance is applied (relaxation for certain 

defect). The Dynamic Relaxation technique is a very good method which can he used 

with Finite Elements to solve steady-state problems. 

Dynamic Relaxation techniques appeared in 1960s[ 161 for the solution of finite 

difference approximations to the partial differential equations. Meanwhile, Dynamic 

Relaxation can be efficiently implemented into the Finite Element method. Some 

previous papers, e.g. Brew and Brotton[ 171
, and, Pica and Hinton[ISJ described how to use 

Dynamic Relaxation and in the same time allowed overshoot for the solution. Although 

overshoot is not a severe limitation for problems of linear nature, it is not acceptable for 

nonlinear problem such as elastic-plastic materials problem whose responses are history­

dependent (path dependent). Kant and Patell 191 in 1990 introduced a Dynamic Relaxation 

method for solving nonlinear structure problems, but the method still encountered 

overshoot problems. Thus it was only suitable for small deformation and linear materials. 

In Underwood's paper[201
, adaptive damping, mass and time step were derived, which 

leads to the critically damped steady-state solution for an applied loading (presumably 

without overshoot). Following his ideas, Sauve and Metzgerl211 in 1995 suggested an 

algorithm for Dynamic Relaxation which is applicable to highly nonlinear problems 

without overshoot and compatible with the Finite Element method. 

Thus, there are three benefits from Dynamic Relaxation to do atomistic simulations: 

(i) Dynamic Relaxation deals with nonlinear problem very well. The material model 
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under either pair potential function or EAM function is highly nonlinear system. 

(ii) Usually, several thousands of 3D atoms are needed in the atomistic simulation. 

Dynamic Relaxation uses explicit central difference operator so that large 

computer storage is not necessary. Therefore, tens of thousands of degrees or 

freedom is possible in the calculation. 

(iii)It is a history dependent problem, which means that current positions of atoms 

(potential energy) directly affect the motion of atoms in the next time step. 

Overshoot in the atomistic simulation leads to improper movement of atoms. 

which could result in failure to keep the global shape of the model. Present 

Dynamic Relaxation algorithms can avoid or control overshoot for history 

dependent problems in the simulation. Therefore, this is an advantage to use 

Dynamic Relaxation for atomistic simulations. 

1.4.3 Analysis 

Since Dynamic Relaxation shows its strong potential for atomistic simulation as 

discussed in chapter 1.4.2, here a brief introduction is provided to the principle and 

algorithm of Dynamic Relaxation, according to the paper by Sauve and Metzgerr211
• 

(a) Explicit central difference operator 

The explicit central difference operator IS a numerical method for the time 

integration of the discretized equations of motion 
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M .. Fr Fr X+ int = ext (I. 13) 

where M is the mass matrix, Fi~t and F;xr are internal and external force vectors. 

respectively. The complete presentation of the central difference method was given by 

Belytschko[221 in 1983. Here is a brief description of the topic. 

Accelerations x , velocities X. and coordinates/displacements x are known at time t 

in one system. In order to obtain above quantities at the next time t + !:J.t, where !:J.t is a 

time increment, from Equation ( 1.13), the acceleration x1 is calculated as 

XI = M -I (FI - Ft ) 
ext tnt ( 1.14) 

The new velocities are described as 

(1.15) 

The superscript t + !:J.t 12 means x.r+t..r/ 2 is a half-step approximation. This velocity value 

is thought to be constant as configuration moves from time t to time t + !:J.t. The new 

coordinates of the system then become 

( 1.16) 

From this new configuration, strains are interpolated and the stresses are obtained by 

appropriate constitutive laws. The internal forces then could be evaluated element by 

element. 

Ft+6.t = fB T (]" dV 
mt 

v 

(I. 17) 

Here B is a matrix relating element nodal velocities to interpolated element strain rates 

and CY is stress field in the element. Then, the new accelerations are calculated by 

external forces and updated internal forces. 
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At each time step, all constitutive calculations and element geometry are evaluated in 

an updated configuration frame defined by current coordinates, x'+6
'. The mass matrix. 

M, is transformed to lumped (diagonal) mass matrix to decouple the system easily. This 

allows equation ( 1.14) to be solved without the need to factor a full matrix. 

The above time integration is defined as explicit in that all the unknown quantities 

such as xrMr are determined based on completely historical information. Thus, the 

computer memory requirement for explicit method is small. However, the expl1cit 

operator is conditionally stable. The time step !'!.t must be lower than a critical time step. 

which is based on the Courant limit: 

2 
/),.fer :S; --

{J)max 

where mmax is the highest frequency of the system[221
. 

( 1.18) 

The above operator has a stable time step that is as large as most explicit methods 

and needs no special starting scheme. Furthermore, the overall implementation of this 

operator is applicable to both linear and highly nonlinear problems. 

(b) Dynamic Relaxation algorithm 

The idea of Dynamic Relaxation is that the solution of a static problem is viewed as 

the steady-state solution of a damped transient equation. For time t, the governing 

equation of motion of the system is: 

M"/ c. I F ( I) F I 
X + X + int U = ext ( 1.19) 



Here Cis a damping matrix and u' is displacement vector. Timet could be referred to an 

iteration (cycle) counter. For nonlinear problems, as mentioned in chapter 1.4.3 (a). 

F,:lt (u') is used in place of K(x' )u', which avoids complicated calculation for forming 

K(x') at every time step. 

From equation ( 1.15) and ( 1.16), the central difference operator could be changed to 

equation (1.20) and (1.21). 

. t+Lit/2 . t-Lit/2 .. , x -x 
X=------

/],[ 

t+Lit I 
· t+Lit/2 X -X 
X =----

11f 

The average value of velocity for timet is calculated as 

. t+!lt/2 . t-!lt/2 ., x +x 
X=------

2 

Substituting equation ( 1.20), ( 1.21) and ( 1.22) into equation ( 1.19) yields 

X
. t+!lt/2- x.t-!lt/2 c x.t+!lt/2 + x.t-!lt/2 

M F' -F' ------+ + int - at 

11t 2 

which is rearranged to 

X.'+ 11, 12 =(M +C)-I x[(F' -F' )+l, M _ C)x.t-lltl2] 
f...t 2 ext mt f...t 2 

( 1.20) 

(I .2 I ) 

( 1.22) 

( 1.23) 

( 1.24) 
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To maintain the efficiency and form of central difference operator, and ensure that 

the mode associated with the applied loading distribution is critically damped as well, the 

mass proportional damping is used. 

C = 2wM ( 1.25 I 

where w is the undamped natural frequency corresponding to the participating mode or 

loading. Substituting for C in equation ( 1.24) yields 

. t+t1t 12 1 - wtlt . r-t.t 12 tltM -I (F :XI - Fi~t ) X = X + ___ ___::..::: _ _.:.::.,__ 
1 + wM 1 + wtlt 

( 1.26) 

Combined with equation ( 1.14 ), equation ( 1.26) now becomes 

• 1+6t 12 1 - OJ/::,.[ · r-!11 12 tlt · · 1 
X = X + X (1.27) 

1 + wM 1 + wtlt 

After equation ( 1.27), displacement vector is obtained as 

( 1.28) 

Also, the current coordinates are calculated based on equation ( 1.16). Thus, the transient 

responses are attenuated by the damping step-by-step, which results in the steady-state 

solution, 

Fint = Fexl ( 1.29) 

In the dynamic relaxation techniques, Fint and Fnr represent the real system. Since 

accelerations and velocity of the system are dissipated to zero at the end by the damping. 
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{Mx + Cx}are arbitrary dynamic items. Therefore, mass could be scaled to make 

simulation as fast as possible but it needs to maintain the stability of the central 

difference operator. The participating frequency m is dependent on M. Making good 

choice of the mass matrix could maintain the stability and optimize the rate ol 

convergence as well. 

As presented by Underwood[2
0J (1983), the spectral radius R is an indicator for the 

convergence rate of dynamic relaxation. 

R = I -2(_!!!_] 
{J)max 

( 1.30) 

where mmax and m are the highest and lowest frequencies of the discretized numerical 

model. By maximizing the ratio ml mmax (minimizing R), the fastest convergence rate is 

obtained. The highest frequency mmax is mesh and material-dependent, while lowest 

frequency m is based on the lowest participating mode of structure corresponding to the 

loading distribution. 

The highest frequency of the system mmax could be estimated as 

(I .3 I ) 

Here C 0 is the speed of sound of a dilatational wave, and Lmin is the minimum effective 

element length in the problem. The critical time step is then calculated as: 

L. 
~t = ___!!!!!~_ 

cr CD 
( 1.32) 
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In the implementation, the density is adjusted for each element (change the mass of every 

node) to obtain the same time step for each element. Usually, the element densities arc set 

to obtain !1t,, = 1.05. Then the real time step for Dynamic Relaxation solution is a unit 

time step ( !1t = 1.0) so that the stability of system is ensured. The densities wil I be 

adjusted in the simulation once the critical time step drons below 1.001. 

Another important issue for Dynamic Relaxation is to avoid overshoot. Typically. 

critical damping is applied to the participating frequency w which tends to begin at a 

high frequency of the system. Therefore, the lowest participating frequency Is 

overdamped at the current time. With more iterations, the participating frequency OJ 

becomes lower as high frequencies damp out. When the lowest participating frequency is 

critically damped, high frequencies are underdamped but they are already gone at this 

time. The solution from this approach will be below the true response so that overshoot 

doesn't appear. 

The Rayleigh quotient is used to obtain an approximation for m, for cycle t, 

( 1.33) 

dF 
where u, K and M are current displacement vector, tangent stiffness matrix ( K ,, = -J_ ""' l 

u, 

and mass matrix, respectively. The superscript T indicat~s transpose of the matrix. 

Since the stiffness is not directly calculated in an explicit method, the estimate of 



current tangent stiffness K could be obtained as an approximate diagonal stiffness as 

( 1.34) 

Its component can be in form for degree of freedom i, 

[F' . - FI-L'H] 
K~ := intt inti 

" L1 · r-("j.r/2 
txi 

( 1.35) 

To avoid possible unstable regions encountered in nonlinear problem, only positive 

values of ()) are admissible, i.e. ()) = max(m' ,0). Also, use of x for the mode shape in 

equation (1.33) can simplify OJ to be given by 

n 

""' ·r-("j.r/2 (F' _ F'-("j.') I ~t 
~X~ tnt 1nt 

OJ= i=l 

n 
( 1.36) 

""' ( ·f-("j.f/2 )2 
~ x, m;; 
i=l 

This formula is actually used in the Dynamic Relaxation algorithm. 

Convergence criteria are chosen to balance the productive cycles and accurate 

results. Here the following two inequalities are used as convergence criteria: 

IIF:" - F;~~ll2 
IIF:xrll2 

IIL1rx' +/"j.f/2112 

llu'+/"j.r/2112 

< frot ( 1.37) 

(I .38 l 



where 1111 2 indicates Euclidean norm. !,"1 and u,"' are tolerance numbers for force and 

displacement, which are chosen before simulation starts. When both criteria are meL the 

iteration will be terminated. 

1.4.4 Summary 

The algorithm of Dynamic Relaxation is summarized in table 1.2. It provides an 

efficient and accurate solution to problems involving varying degrees of nonlinearity. It 

was easily adapted into existing finite element framework. It has been implemented into a 

general finite element code and is currently in use on a wide variety of problems in 

mechanical areas, especially highly nonlinear problems. 

Table 1.2 Dynamic Relaxation algorithm 
(From Sauve and Metzger, 1995) 

I. Initialize M for l:ltcr = 1.05 for each element, set l:lt = 1.0. 

II. At cycle t for load increment i 

( ') .. , = M -I [F 1 - F' ] l X ext mt 

(l
't') · r+t'.r/? (1- ;(J)/).t) · r-t'.r/2 l:lt .. 1 

X -= X + X 
(I + ; (J)/).t ) (1 + ; (J)/).t) 
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(iii) Update external force vector F;,
1 

(iv) Check error norms 

If satisfied go to next load increment i+ I 

(v) Obtain current internal force vector F1
+
1

111 and current stable time step 6.t 
In (I 

(vi) Update density if !'iter < 1.001 

(vii) Obtain current estimate of {!) 

Kl =XIMI/2(FI+/11 -F/ )/!'it 
tt mt mt 

K/1 = max(K;, ,0) 

(vi) Go to (i) and repeat 

1.5 Objectives of this thesis 

The main objectives of the research are: 

(1) Modify the Dynamic Relaxation algorithm to combine with pair potential energy 

function and EAM potential function, which could adapt to the atomistic 

simulation. 
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(2) Study the numerical responses after applying modified Dynamic Relaxation 

algorithm to the small fictitious material model. 

(3) Simulate normal material model with dislocation for practical purposes. 

(4) Compare the relaxation results with other existing software to verify the modiricd 

Dynamic Relaxation algorithm. 



CHAPTER 2- MODIFIED DYNAMIC 
RELAXATION ALGORITHM FOR 

ATOMISTIC SIMULATION 

2.1 Background 

In Chapter 1, the Dynamic Relaxation technique and the possibility to use this 

technique for atomistic simulation have been discussed. However, these calculations 

cannot be carried out directly by the original Dynamic Relaxation algorithm. In this 

chapter, modifications that are necessary to incorporate into the Dynamic Relaxation 

algorithm to deal with the atomistic simulation are discussed. 

There are two reasons for this: 

(i) Interpolation 

In regular Finite Element analysis, the approximating displacement field in three 

dimensions u, v, w of every element is generated by interpolation. Generally, simple 

polynomials are adequate to describe the displacement field. The terms of interpolated 

displacement polynomial are related to the element types. That is, the number of nodes in 

one element is equal to the number of displacement polynomial terms, which is based on 

Rayleigh-Ritz method. The convergence condition for Rayleigh-Ritz method is that the 

displacement field be complete. In three dimensions, a polynomial is of degree n if it 

contains a term of the form x1 ym z P, where l, m and p are nonnegative integers and 
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l + m + p = n. The complete displacement polynomial requires that it contains all 

combinations of l, m and p for which l + m + p = n and no lower-order terms 

are omitted. [ISJ Practically, there are four types of elements for 3D calculations: constant 

strain tetrahedron, linear strain tetrahedron, trilinear hexahedron and quadratic 

hexahedron. (Figure 2.1) 

'I 

7 

(a) (b) (c) (d) 

Figure 2.1 (a) Constant strain (four-node) tetrahedron. (b) Linear Strain (ten-node) 
tetrahedron. (c) Trilinear (eight-node) hexahedron. (d) Quadratic (20-node) 

hexahedronl231 

Figure 2.2 Unit cell of F.C.C. latticel241 
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If order n = 1, the complete displacement field of one element using polynomials in three 

dimensions is: 

(2.1) 

The coefficients a 1 to a 12 can be obtained by substituting four sets of node coordinates 

and displacements into equation (2.1 ), which results in generating the constant strain 

(four-node) tetrahedron element (figure 2.l(a)). The same idea is used to build 

displacement field when order n = 2 . The terms x 2
, y 

2 
, z 

2 
, xy, yz, z..x are added to 

equation (2.1), which is (ten-node) linear strain tetrat>edron element (figure 2.2(b)). If 

n = 3, ten more terms x
3

, l, z
3

, x
2 
y, xy

2
, y

2 
z, yz

2
, zx

2
, z2 

x and xyz added above 

n = 2, which generates quadratic (20-node) hexahedron element (figure 2.1 (d)) as well. 

Also, there is a special displacement field generation, which has eight terms and is the 

product of three linear polynomials (/31 + f32x)(j33 + f34 y)(j35 + f36 z), which gives trilinear 

(eight-node) hexahedron (figure 2.1 (c)) element. All above four-type elements satisfy the 

convergence requirement. However, from Figure 2.2, there are fourteen atoms in one unit 

cell of F.C.C. lattice. It is impractical to generate a displacement field using 14 nodes to 

meet convergence condition under the current method. 
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(ii) Interaction of atoms 

Once the displacement field in one element IS generated, the strain field in this 

element can be obtained by 

dui 
E =-

'' dx I 
(2.2) 

Here strain Eij, displacement ui and direction xj are tensors and i and j are free indices 

in the three directions. The stress field of this element is evaluated from the strain field by 

a certain constitutive law. Then the internal force on every node can be obtained by 

equation (1.17). Therefore, the internal force of one node comes from the element(s) to 

which it is connected. However, under the action of potential energy of the system, the 

interaction of atoms could extend two or more unit cells. That is, the internal force of 

node i could come from other node j in the element on which atom i does not locate. 

The above two factors in tum would create real problems in meshing such a material 

model under current Dynamic Relaxation techniques. The modification of Dynamic 

Relaxation algorithm is necessary. 

2.2 Internal force 

Fortunately, both pair potential energy functions and EAM potential functions are 

defined for separate atoms. They are polynomials or approximated by polynomials, so 

that the internal forces at the atoms can be easily obtained by the first derivative of 

potential energy functions. 
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2.2.1 Force from Lennard-Jones pair potential function 

The equation (1.4) of Lennard-Janes pair potential function can be rewritten as 

V .. - (-1 -_I ] - ~~2 - -6 (rl,)- 4 12 .6 - 4rl, 4rii 
rl, ri, 

(2.3) 

Suppose there is one pair of atoms i and j with coordinates (xi, Yi, Z
1

) and (x,, v ,. z, J 

respectively. The distance between atom i and} is 

(2.4) 

The internal force in the x direction on the atom i is: 

dV(ru) drii _13 _ 7 2(xi -xi) _14 _ 8 . 
F =- ·-=-(-48r +24r ) =(48r -24r )(x -x) (2.5) 

IX dr.. OX I} lj 2r I} IJ I J 

lJ I lJ 

The same approach is used for other coordinate directions: 

F = (48r~ 14 
- 24r~8 )(y. - y.) 

" lj lj I } 
(2.6) 

F = ( 48r- 14 
- 24r~8 )(z. - z . ) 

lZ U U l ./ 
(2.7) 

For the atom}, the internal force components are: 

Fix 

(2.8) 

Fiz 



Based on the above calculations, the total internal forcr. on the atom i or j is obtained by 

summing all the interaction forces from atoms around it within the cut-off distance. For 

example, the net internal force components for atom i are: 

pnet 
tX 

dV(ri) 

dxi 

pnet =-I dV(rii) 
(2.9) {\' 

dyi 

dV(ru) 
pnet 

lZ dzi 

2.2.2 Force from FS EAM potential function 

Upon grouping equation ( 1.6) to ( 1.8), the potential energy of an atom i using FS 

EAM potential function is: 

(2.1 0) 

Here rii is the distance between atom i and j; ¢(rii) and V(rii) are defined in equation 

(1.10) and (1.11) respectively. Since the EAM potential energy function gives the total 

potential energy of one node, the net internal force on this node can be directly obtained 

by the first derivative of the EAM potential energy function. Still, the coordinates of atom 

i and any other atom j within the cut-off distance are (xi, Yi, zi) and (x 
1

, v 
1

, z. 1 ). The 
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distance is calculated as equation (2.4 ). 

The internal force components on atom i are: 

dU(r) dr 
F.llet =- t tf ·-IJ 

IX dr dx 
If I 

(2. I I) 

dU (r ) dr 
Fnet =- 1 If ,_IJ 

(\' :-. 
dr;i oy; 

(2.12) 

dU(r,) dr 
Fnet =- 1 11 ,_IJ 

IZ d :-, 
rij OZ; 

(2.13) 

From equation (2.9) and equation (2.11) to (2.13), in the explicit Dynamic 

Relaxation techniques, the internal forces on the atoms in every time step are obtained by 



the updated atom positions and not from the elements. Thus, the whole material model is 

meshless and only separate atoms (nodes) exist. 

2.3 Stiffness and scaled mass 

As stated in Chapter 1, the masses M of atoms are arbitrary while they need to 

maintain the stability of the system and enhance the rate of convergence, which are both 

related to the stiffness K of the system. Since the basic calculation unit is always one pair 

of atoms [equation (1.4), (1.10) and (1.11)] if using pair potential energy function or 

EAM potential energy function, the models can then be interpreted as a structure 

problems, i.e. spring-mass or truss. Thus, the maximum frequency of atom i could be 

estimated as: 

[& 
(()max = fM-: 

Here K; includes effects of all pairs of atoms within cut-off distance. 

Generally, OJmax is set to 2.0, then the critical time step is estimated as 

2 
/'1t cr = --= 1.0 

(()max 

(2.14) 

(2.15) 

so that computation is simplified. Since the whole material model is regarded as structure 

model, the method of adjusting the mass density in the continua to obtain scaled mass and 

critical time step is not suitable. The direct method is applied here. The mass of atom i 

can be scaled asl221 
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M=-K 

I 
4 

I 
(2.16) 

Like a spnng-mass system, the stiffness of any atom can be obtained by second 

derivative of its potential energy. Based on this, three different ways to predict the 

stiffness K have been developed and tested: 

2.3.1 Direct method 

A straightforward method for calculating stiffness K comes from regular spring-mass 

model. In Figure 2.3, suppose that there are two atoms j and k around atom i within cut-

off distance (one dimension). The stiffness of atom i is: 

K 1 =K1 +K 2 (2.17) 

where K 1 is the stiffness between atoms i and j, and K 2 is the stiffness between atoms i 

and k. Higher dimensions or more atoms are addressed with same idea. For instance, 

from pair potential energy function in x direction, 

(2. 18) 

From EAM potential energy function in x direction, 

(2.19) 



• K 1 

j 

• K 2 • 
k 

Figure 2.3 Three atoms model in one dimension 
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It is common to exhibit stiffness of the system clearly using matrix notation. In one 

dimension, the global stiffness of above system is: 

'f,\K, lx 

-k~'j -KJ 

lx -KJ KJ 
(2.20) 

kx - K2 0 K2 

The mass matrix can be written as: 

0 

(2.21) 

0 

Thus, equation (2.16) is changed to 

(2.22) 

where the subscript ii stands for the diagonal of the matrix. 

After implementation, this method is not entirely successful because there are 

repulsive and attractive forces existing between atoms. When attractive force is dominant 



41 

at one atom, the stiffness shows a negative value, which is like a 'negative spring'. In 

figure 2.3, if attractive force is dominate between atom i and j while repulsive force is 

between atom i and k, K1 and K 2 have opposite signs. If using equation (2. 17) to 

estimate the stiffness, the estimated stiffness would be less than actual value so that the 

estimated participating natural frequency of the system [equation ( 1.36)] could be higher 

than the artificial maximum natural frequency [equation (2.14)]. Furthermore, if the net 

force on the atom is attractive force, the stiffness of the atom is negative and leads to 

negative mass value, which is not allowable since a system would be unstable. 

2.3.2 Modified direct method 

In order to avoid negative mass, an alternative, equation (2.22) ts considered to 

change to 

(2.23) 

To state it clearly, figure 2.3 is expanded to a 2D model as an example (figure 2.4). StilL 

two atoms j and k are around atom i within the cut-off distance (two dimension). 

Therefore, equation (2.18) and (2.19) can be changed to 

(2.24) 

="\'I 'l I= dF;~et (X;' Xi, .... ) 
KIA ~ KIXIX ax. 

I I 

(2.25) 
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For higher dimensions, it is easy to change direction x; to Y; and Z; to obtain stiffness in 

higher directions. 

• I~ 
!' •. 

• i 

• l 

Figure 2.4 Three atoms model in two dimensions 

The global stiffness matrix based on figure 2.4 is 

ij ~~ I ik I lx ]y kx k, 

i X 
K ixiv + K ixiy Kixjx Kixjv Kixkx Kixkr 

I ij I I ik I I ij I I ik I Kirjx Kivjr K;,kx K".h i \ K irix + K ivix K irir + K irir 

.fx Kjxix Kjxir IK1xjxl Kjxjr 0 0 (2.26) 

1r K jyix Kjvir Kjrjx IKj,I,, 0 0 

kx 
Kkxix Kkxir 0 0 IK~hl Kkxkr 

k, 
Kkrix Kkviv 0 0 Khkr IK ~~kr I 

and the mass matrix becomes the diagonal part of equation (2.26) 



m,., 0 

0 mi,· 
() () 

() 0 
() () 

() () 

0 

() 

mix 
() 

() 

() 

() 

() 

() 

mjy 

0 
() 

() 

() 

() 

0 

() 

() () () () () 

() () () () 

() () () () 

(2.271 
() () () () l 

() () () 
I
K'k I () I hb 

() IK~~kriJ () () () 

Thus, from equation (2.23) to (2.27), for a three-dimensional material modeL the 

conclusion is that an atom has three mass values in three coordinate directions 

corresponding to absolute global stiffness values in three coordinate directions. Although. 

this estimation eliminates the negative mass, there are still a few difficulties to be 

addressed. 

(a) Since stiffness is the second derivative of potential energy function, it needs to be 

decomposed into three components along the coordinate direction, which would 

consume much computer resources to calculate them. 

(b) The absolute global diagonal stiffness value, as the summation of absolute value 

of local stiffness component(s), still has the risk to be less than actual stiffness 

value, which makes the natural frequency higher than the estimated maximum 

frequency of the system. Especially from EAM potential energy function, the 

stiffness of any atom is evaluated as an integrated value coming from all its 

neighboring atoms within cut-off distance [equation (2.25)] and cannot be 

calculated as summation of absolute components of local stiffness [e.g. item i,i, 

circled in equation (2.26)], which in turn makes it difficult to ensure that the 

participating natural frequency will be lower than estimated maximum frequency. 
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2.3.3 Method from Gerschgorin Circle Theorem 

2.3.3.1 Analysis 

The third method is based on Gerschgorin Circle Theorem[25 l, which states that: 

Each (real or complex) eigenvalue A of an n x n matrix B satisfies at least ont' of 

the inequalities: 

1--t-biil~r;, r; = i]bul 
t=l 
(;<I 

where h;; are the diagonal components of the matrix B. 

For the general mechanical system, 

Mx+Kx=O 

then, equation (2.29) is changed to 

(2.:28) 

(2.29) 

(2.30) 

Since mass matrix M is diagonal while stiffness matrix K is not, the matrix M- 1 K cannot 

be diagonal and it becomes difficult to decouple the system. The solution is to find 

eigenvalues of the matrix M-1K. Based on equation (2.14), the eigenvalues of the matrix 

The eigenvalues of M-1K are defined by, 

(2.31) 

where A. is a series of eigenvalues and equals m2 
• The global stiffness matrix can be 

structured as follows: Every pair of atoms within cut-off distance is regarded as an 

element. At this stage, a 1-D approach is used to find the stiffness for the element. For 
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example, in figure 2.4, atom i exists in two elements and atom j and k exist in one 

element respectively. For the purpose of scaling the mass, the global stiffness matrix 

ignores the orientation and becomes 

z, l \ Jx Jy kx k, 

Kif +Kik 0 -K If 0 -K ik 0 l" 

0 Kii +Kik 0 -K 
lj 

0 -Kik z, 

-K 0 Kii 0 0 0 }, (2.32) 
K= If 

0 -Kii 0 Kii 0 0 .!, 

-Kik 0 0 0 Kik 0 kx 

0 -Kik 0 0 0 Kik k, 

Implications of ignoring the orientation are discussed below. 

In order to explain the approach, combine equations (2.28), (2.31) and (2.32) and use first 

row as an example to obtain 

Therefore, 

Meanwhile, 

Thus, 

2 
(because b..t cr ::; -- ) 

OJ max 

(2.33) 

(2.34) 

(2.35) 
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Then 

mix ~~~Kiii+/Kik/~t:r =~M<2rL]Kifl 
I"'' 

(2.37) 

From the above calculations, the mass value in three coordinate directions is same. 

Therefore, the general format of any atom, the mass still can be estimated as 

m =_!_ "'JK ... J 
I 4L... I} 

1"'' 
(2.38) 

However, the critical time step t).tcr should be scaled back to ~ to satisfy the inequality 

(2.37). 

From the pair potential energy function [equation (2.3)], 

(2.39) 

From EAM potential energy function [equation ( 1.1 0), (1.11) and (2.1 0)], 

(I) (2) I l) 

(2.40) 
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where 

(2.41) 

(2.42) 

(2.43) 

As mentioned in chapter 2.3.2(b), it is a challenge for EAM potential energy function to 

generate stiffness to adapt equation (2.38). After testing several cases, it was found that: 

(i) The summation of item (1) and item (2) in equation (2.40) is less than 59r of 

the value of item (3) 

(ii) The summation of item (1) and item (2) has the opposite sign of item (3). 

Therefore the approximation is made: item (1) and (2) are omitted in the calculation of 

stiffness from EAM potential energy function. This procedure effectively enlarges the 

stiffness a little bit, but it is safe and conservative for the simulation. Thus, equation 

(2.40) is approximated to 

(2.44) 



2.3.3.2 Discussion of mass scaling 

Utilizing method (3) to estimate stiffness can simplify the calculation compared to 

the method (2). Meanwhile, method (3) ensures that the participating natural frequency is 

lower than maximum frequency of the system. However, the stiffness from Gerschgorim 

estimation [equation (2.37)] may be greater than actual stiffness values. Then the 

participating frequency of the overall model could be much lower than the highest 

frequency so that the convergence rate is reduced. 

The above mass estimation is based on equation (2.38) and is revised every time 

step. Due to the highly non-linear nature of the potential energy functions, the stiffness. 

along with the mass, changes much faster than general structural problems. This may 

adversely affect the progress of solutions. An alternative approach is to fix the mass 

during the entire simulation. The mass value is obtained by method (3) above in the first 

time step and then this value is kept constant through the simulation. The stiffness is sti II 

updated by method (3) in every time step. Here, 

Then, the critical time step is changed by every time step. 

2 
/).fer= 5--

(i)max 

(2.45) 

(2.46) 

The coefficient 5 is used to scale back the critical time step according to inequality 

(2.37). According to the numerical tests carried out so far, 5 = 0.5- 0.7 is safe to stabilize 

http:5--(2.46


49 

the simulation. 

2.3 Damping 

In order to control the manner in which the system approaches equilibrium. mass 

proportional critical damping is used during the simulation. Referred to equation (I .25 ), 

damping formula is changed to: 

(2.47) 

Here w is defined in equation (1.34) and ; is damping ratio. In the regular Dynamic 

Relaxation algorithm for finite element analysis, ; value is usually set to 1.0 in order to 

apply critical damping into system to get maximum convergence rate. Setting ; above or 

below 1.0 reduces the convergence speed. 

In the atomistic model, the damping ratio IS more than an indicator of the 

convergence rate. Because damping dissipates the kinetic energy of the system, the 

results of relaxation are always obtained at the temperature of absolute zero (OK) when 

no kinetic energy exists. When applying a damping ratio, the system can experience 

higher kinetic energy (higher temperature) prior to reaching the equilibrium so atoms 

have more opportunity to move into new configurations. This in turn may require more 

time steps to get convergence. Contrarily, applying a high damping ratio affects 

maximum kinetic energy of the system so that the atoms are less likely to move into new 

configurations and could stop at local equilibrium positions. This may converge in a 

shorter time. 
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The conclusion is that the damping ratio affects the solution path so that a different 

damping ratio could lead to different minimum potential energy and equilibrium shapes. 

More details of the numerical responses after applying different damping ratio wi II be 

considered in detail in Chapter 3. 

2.4 Convergence criterion 

Dynamic Relaxation is based on viewing the solution of a static problem as the 

steady-state solution, equation (1.29), of a damped dynamic problem. Since the external 

forces have not been applied to the system yet, all the structure changes are the result 

from the internal forces. Therefore, the steady-state solution for the system means that: 

(2.48) 

which is achieved when the simulation is finished. 

When atoms find equilibrium positions, the potential energy could be either at a local 

minimum or at the global minimum and could converge to a constant value. According to 

equation (2.48), at this time, the first derivative of the potential energy functions or the 

summation of internal force vectors equals zero. Meanwhile, the rate of displacement 

(velocity) should be zero too. Referred to equation ( 1.37) and ( 1.38), the following two 

inequalities are the convergence criteria: 

(2.49) 
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(2.50) 

where 1111
2 

denotes Euclidean norm and f 101 , U
101 

are tolerance values, which are set 

before the simulation. Meanwhile, inequality (2.49) could be changed to the 

dimensionless format. 

II 
-~~ <fro/ 

Max( Fint 2) 
(2.51) 

After examining above three convergence criteria, equation (2.50) is found not to be 

practicable. Due to the properties of the atomistic model, the re-arrangement of atoms in 

the defect area during the relaxation is small. Therefore, the change of displacement is 

much smaller than the change of interaction forces. In the simulation, when the internal 

force is still large, the rate of displacement could be very tiny already. In order to balance 

the efficiency for the simulation and accuracy for the result, inequality (2.50) is omitted. 

Generally, when applying damping to the system, the internal force in the first step is 

largest. However, when applying lower damping to the system, the maximum internal 

force may be changing. Therefore inequality (2.51) could be used as convergence criteria 

to the system whose maximum internal force does not change. 

Since the convergence rate is dependent on the number of atoms m the system. 

inequality (2.49) is used for small block of atoms with lower damping ratio and fro! is set 

to 0.1 while inequality (2.51) is used for general cases and fro! is changed to 0.0 I. 

In some cases, the simulation cannot be stopped since oscillatory response sets 111 

above the tolerance value. One possible reason is the EAM potential energy functions 
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could exhibit oscillatory response due to the bulk effectf51 if there free surfaces ex1st. In 

order to stop the computation, a maximum number of cycles is set in the algorithm. If the 

cycle number is beyond the maximum, the program is terminated automatically and the 

progress toward convergence must be examined. 

2.5 Boundary Conditions 

A small piece of metal consists of billions of atoms. Practically, it is common to 

simulate thousands of atoms for the specific problem. In order to mimic the real systems. 

applying boundary condition is an essential task. 

In this thesis, three kinds of boundary conditions are used and examined: 

(1) Free boundary condition 

Under the free boundary condition, all degrees of freedom or certain coordinate 

directions are free for the atoms (nodes). In the cases discussed in Chapter 3. free 

surfaces are used. Although the material model with free boundary condition may not be 

used to mimic reality, many numerical responses are revealed and can be studied. 

(2) Fixed boundary condition 

Under the fixed boundary condition, all degrees of freedom or certain coordinate 

directions are fixed for the atoms (nodes). The fixed boundary condition is widely used as 

a physical boundary of the model. 
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(3) Periodic boundary condition 

In order to simulate bulk phases, employing periodic boundary condition is a key 

method to mimic the presence of an infinite bulk material surrounding a N-atom materi~1l 

model system. The model containing the N atoms is treated as the primitive cell or an 

infinite periodic lattice of identical cells. In figure 2.5, any atom i interacts with all other 

atoms within a cut-off distance in the infinite periodic system. All other atoms include the 

atoms in the primitive cell and in all its image cells.l'l 

2.5.1 Periodic boundaries 

In the atomistic simulation, when applying periodic boundary condition to the model. 

the internal forces should be identical on certain atom and on all corresponding images. 

Therefore, the atom and its all images should have the same acceleration, which means 

the atom and its all images have uniform motion. 

The key points for calculating periodic boundary condition are as follows: 

(1) For 3-D material model, applying periodic boundary condition to one coordinate 

direction is widely used. Sometimes, it is also applied to two coordinate 

directions of the model. However, it is rare to apply it to all three coordinate 

directions. This thesis studies the periodic boundary condition in one dimension 

and two dimensions. For a given atom i, there are two images in one dimension 

(figure 2.6) and 8 images in two dimensions (fig:.1re 2.7). 

(2) Generally, the cut-off distance rc must be less than half the length of the primitive 
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cell rL in any coordinate direction. Otherwise, some image atoms could be missed 

or double counted. 

(3) The distance ru between any atom i and j now is determined by atom i (x,. r,. ~~). 

atom j (xi. yi, z 
1

) and all atom j' s images if fixing the position of atom i. For 1-D 

x direction periodic symmetry, first evaluate the distance ri1 . If ri1 > r,. then 

evaluate the distance between atom i and two images of atom j: j 1 (x 
1 

+ rL. v,. ::., J 

and j 2 (xi - rL, yi, z1). Three circumstances are listed as follows: 

(a) If neither riiJ nor ru 2 is in the cut-off distance r,, atomj is skipped; 

(b) If either riiJ or ri12 is within the cut-off distance, this value is the distance 

between atom i and j; 

(c) if both ru1 and riil are within the cut-off distance r,, choose mmtmum 

value in riiJ and riil to determine the distance ri1 . 

(4) For 2-D periodic symmetry in the x, y direction'>, the calculation procedure is the 

same as for 1-D problem, which was discussed in (3). The only difference is that 

there are eight images of atomj. They are: 

j 1(x 1 +rL,yi,zi), j 2(x 1 -rL,y1,z1 ), j 3(xi,yi +rL,zi)' j 4(xi,y 1 -rL.z 1), 

j 5 (X j - r L , y j - r L , Z i ) , j 6 (X i + r L , y i - r L , Z i ) , j 7 (X i - r L , y i + r L , Z I ) and 
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Figure 2.5 Scheme of periodic boundary condition 
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Figure 2.6 Periodic symmetry in one dimension 
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Figure 2.7 Periodic symmetry in two dimensions 
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(5) For 2-D or 3-D models usmg periodic symmetry, there is a problem with 

coincident atoms. For example, in figure 2.8, there are 6 x 6 atoms in the model 

(primitive cell) and the cut-off distance r, is to cover two nearest neighbors. 

Figure 2.8 shows how to calculate the properties of the atom i (black circle) in a 

given certain time step. The white circles indicate atoms located in the primitive 

cell and image cells, which interact with atom i within r,. After calculating the 

distance rii between atom i and j, it is found that ru > r,. Then all the atom j' s 
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tmages are searched. Atom k, as one of the images of atom j, has mtnimum 

distance with atom i. Thus, atom k is counted. Meanwhile, atom k itself is within 

the cut-off distance with atom i, so it is counted again. Therefore, the position of 

atom k is calculated twice, which is not correct in the simulation. The solution for 

the coincident atoms problem in this thesis is to build a neighbor list for any atom 

while calculating the distance with its neighbor atoms. If the position of one 

neighbor atom is on the list, that means that this position was calculated before 

and this atom is skipped. Second alternative solution is to increase one more unit 

cell length (half in the each side) to the original primitive cell (primitive cell I. 

solid line in figure 2.8), which makes new primitive cell (primitive cell 2, dash 

line in figure 2.8). While the first solution is straightforward, the second one is 

perhaps more easily implemented. 

2.6 Summary 

Above features are major changes of Dynamic Relaxation algorithm. Table 2. I and 

2.2 summarize the modified algorithms, which represent changing mass and fixed mass 

algorithms respectively. 
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Table 2.1 Meshless Dynamic Relaxation Algorithm (changing mass) 

I. Get Fint from initial position and initialize M for f..tcr =0.707 for each atom (node), set 

f..t = 0.5- 0.7. Set damping ratio c;. 

II. At cycle n, timet 

( 
.. ) . t+6.t/2 o-c;mf..t) . t-6.112 f..t ··t 
11 X = X + X 

(1 + c;mf..t) (1 + c;mf..t) 

(iii) Check error norm 

or 

If not satisfied, cycle n + 1 , time t + f..t . 

Check n + 1 < 250000 

If not satisfied, go to (iv) 

Else, the program is terminated. 

(iv) Obtain current internal force vector 

Fi~:r:,r and adjust M to set f..tcr = 0.707 

and let f..t = 0.5- 0.7. 

(v) Obtain current estimate of OJ 

K r. = . r+6.r 12 (Fr+6.r _ Ft ) 1 f..t 
tt X mt mt 

(vi) Go to (i) and repeat 
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Table 2.2 Meshless Dynamic Relaxation Algorithm (fixed mass) 

I. Get Fint from initial position and initialize M for l'!tc,. =0.707 for each atom (node). set 

l'!t = 0.5- 0.7. Set damping ratio ~. 

II. At cycle n, timet 

( .. ) ·r+t1rl2 (1-~col'!t) ·r-!1rl2 l'!t ··r 
11 X = X + X 

(1 + ~ col'!t) (1 + ~ col'!t ) 

(iii) Check error norm 

or 

If not satisfied, cycle n + 1 , time t + !'.t . 

Check n + 1 < 250000 

If not satisfied, go to (iv) 

Else, the program is terminated. 

(iv) Obtain current internal force vector 

Ft+t1t d A 2 int an comax. D.tcr = --
comax 

and let l'!tn+] =0.5- 0.71'1tcr' 

(v) Obtain current estimate of co 

Kt = ·t+t1ti2(Ft+t1r -Fr )I l'!t 
11 X mt mt n+l 

(vi) Go to (i) and repeat 



CHAPTER 3- NUMERICAL RESPONSE OF 
MODIFIED DYNAMIC RELAXATION 

ALGORITHM 

In order to demonstrate numerical responses and results using modified Dynamic 

Relaxation techniques, four cases are presented. They describe problems including l D, 

2D and 3D, free surfaces, free body and periodic boundary conditions, different damping 

ratios, pair potential and EAM potential. Furthermore, certain difficulties which arise 

during the simulation are discussed. The purpose of this chapter is to implement and test 

the meshless Dynamic Relaxation algorithm and therefore some of these models may not 

have practical meaning for real materials. All the cases are based on a small block of 

atoms. In the practical simulation in order to study the properties of materials, the number 

of atoms should be appreciably larger. The practical model is presented in Chapter 4. 

3.1 One-dimensional two-atom model 

3.1.1 Model description 

The series of tests start from the simplest model. The model contains two atoms, one 

of which is fixed (figure 3.1). Another atom is restricted to move in one dimension (x 

direction) and will be placed in the repulsion and attraction area. The Leonard-Jones pair 
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potential energy function is applied here. 

~/ -------------- -e /~ r 
/ . J. 
/ I 

Figure 3.1 One dimension two-atom model 

3.1.2 Analysis 

Since the position of atom i is fixed, the change of potential energy of the above 

system is dependent on the position of atom j. The potential energy of the system is 

minimum when atomj arrives at its equilibrium position. The coordinate of atom i is set 

to zero. The equilibrium distance rij between atom i andj can be obtained by 

dV(r ) 
----'-'1_ = 0 

dr;
1 

(3. I) 

According to equation (2.3), 

48 _, 3 24 -? 0 - r;; + r;;= (3.2) 

Solved by Matlabr 261
, r;; ""1.12 arbitrary units. The atomj is in the repulsion area when ~~~ 

is less than 1.12 arbitrary units while atom 1· is in the attraction area when r is laraer 
If b 

than 1.12 arbitrary units. 
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3.1.3 Test results 

(a) Position, potential energy and internal force 

The coordinate of atom j is initially placed at 0.7 and 1.5 arbitrary units for the tests, 

which are approximately equal distance to the equilibrium point. Figure 3.2 to 3.4 show 

their time histories of the position of atom j (figure 3.2), time histories of the potential 

energy (figure 3.3) and the time history of the internal force (figure 3.4). For potential 

energy and internal force, the LOG 10 and ABS function are used to draw the graphs, e.g. 

LOG lO(ABS(potential energy)). 

en 
;~ 1.6 -: 
s::: 
:I 
~1.4 
l1l ... -:.c 
~ 
Q) 

a; 0.8 
s::: 
:0 ... 0.6 
0 
0 
() 0.4 +--------,-----~---------,----------, 
)( 

0 10 20 

Cycles 

30 40 

,--------
i --starting from 1.5 
I 
1 - ~ w starting from 0.7 

Figure 3.2 Position of atomj as a function of simulation time for lD model (damping 

ratio 1.0) 
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Figure 3.3 Potential energy of atomj as a function of simulation time for lD model 
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Figure 3.4 Internal force of atomj as a function of simulation time for 1 D model 
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(b) Two algorithms 

The changing mass (table 2.1) and fixed mass (table 2.2) algorithms are tested here. 

Atom j is initially placed in 1.5 arbitrary units. Figure 3.5 compares the time histories of 

positions of atom j while figure 3.6 compares the time histories of internal force for the 

two algorithms. 

1.6 

Ul ;g 1.2 
::I 

~ 
Ill .... -:c 
~ 0.8 

1:: 
.Q 0.6 
;t:: 
II) 

g_ 0.4 ~ 
>< 

0.2 

0 +-------~--------~--------~-------, 

0 10 20 

Cycles 

30 40 

1--fixed mass 

1- $ ® changing mass 

Figure 3.5 Positions of atomj as a function of simulation time for lD model 

(damping ratio 1.0 and starting position was at 1.5 arbitrary units) 
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Figure 3.6 Internal force of atomj as a function of simulation time for lD model 
(starting position was at 1.5 arbitrary units) 

3.1.4 Discussion of results in one-dimensional model 
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(I) From figure 3.2, atom j initially in the attraction and repulsion area both converges to 

the equilibrium point at the end, which is in line with the analysis in 3.1.2. Meanwhile. 

atomj stops at the right place and shows that the modified Dynamic Relaxation algorithm 

works. 

(2) From figures 3.3 and 3.4, the potential energy, along with the internal force, increases 

and changes rapidly when atom j enters the repulsion area. Therefore, for the same 

distance to the equilibrium point, atom j initially in the repulsion area has more energy 
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and is more active than when the atom j is initially in the attraction area, which leads to 

difficultly converging to the equilibrium point for atomj starting from the repulsion area. 

(3) Since the attractive force is weak compared to the repulsive force under pair potential 

energy function, and the attractive force is becoming weaker and weaker when the atom 

moves farther and farther away from the equilibrium point, care must be taken when 

applying the external force when attractive force dominates in the system. If the amount 

of external force is not appropriate, the system may respond as if exploding. 

( 4) From figures 3.5 and 3.6, the amplitude of oscillation of position and internal force of 

atom j during convergence using changing mass algorithm is higher than using the fixed 

mass algorithm because mass is changed too fast compared to regular structural problems 

due to the highly non-linear pair potential energy function. Based on this, using the fixed 

mass algorithm could reduce convergence time. 

3.2 Two-dimensional lattice 

3.2.1 Model description 

A two-dimensional lattice model is used to study the mm1mum potential energy 

configuration and learn the difference in results of a model with no boundary constraints 

(free body) and applying periodic boundary condition. 
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As shown in figure 3.7, the model consists of 6x6 atoms arranged in the primitive 

lattice, so that the distance between two columns and rows are equal. The spacing 

between atoms is 0.8 arbitrary units and the cut-off radius is set to cover two nearest 

neighbors. The potential energy is calculated by Lennard-lones pair potential functions. 

The damping ratio is set to 2.0 to avoid possibly large oscillation. 

Figure 3. 7 Initial configuration of two-dimensional lattice model 

3.2.2 Analysis 

To simplify the theoretical calculation, suppose that there are four atoms arranged as 

tn figure 3.8. The total potential energy of the system is based on angle ¢ and 

equilibrium spacing r. 
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Figure 3.8 Parallelogram of four atoms 

The angle ¢ and equilibrium spacing r between the atoms can be obtained at the 

minimum value of the global potential energy, for which: 

au total (r, ¢) = 0 

a¢ 

autotal(r,¢) =0 
ar 

Based on the Cosine Rule used for the system in figure 3.8, 

Thus, 

(3.3) 

(3.4) 

(3.5) 

(3.6) 



U 111101 = V(r12 ) + V(r23 ) + V(r34 ) + V(r14 ) + V(r24 ) + V(r13 ) 

=16r-12 -16r-6 +4(2r 2 -2r 2 sin¢)-6 -4(2r 2 -2r 2 sin¢)-3 

+ 4( 2 r 2 + 2 r 2 sin ¢) -6 
- 4( 2 r 2 + 2 r 2 sin ¢) -3 

According to equation (3.3) and (3.4), there are two equations with two unknowns: 
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(3.7) 

2x(2r 2
)-

3 x[(l-sin¢)-7 -(l+sin¢)-7 ]-(1-sin¢)-4 +(l+sin¢)-4 =0 (3.8) 

-192r-13 +96r-7 -24(2r 2 -2r 2 sin¢)-7 (4r-4rsin¢) 

+ 12(2r 2 
- 2r 2 sin ¢)-4 (4r- 4r sin¢)- 24(2r 2 + 2r 2 sin ¢)-7 (4r + 4r sin¢) (3.9) 

+ 12(2r 2 + 2r 2 sin¢) -4 
( 4r + 4r sin¢)= 0 

Using numerical method to solve above equations by Maple[ 271
, r IS 1.120 and ¢ Is 

29.729° respectively. 

3.2.3 Test results and discussion 

(a) Cubic configuration with no restraints 

Simulated relaxation result is obtained for the model shown in figure 3.7. Figure 3.9 

shows the configuration after the relaxation and figure 3.10 is the time history of the 

potential energy. 
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Figure 3.9 Configuration after the relaxation 
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Figure 3.10 Potential energy as a function of simulation time for 2D model with free 

boundary condition 
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From figure 3.9, there are four symmetric regions of close-packed atoms, which arc 

separated by gaps. This is because the internal force caused the atoms at the corner to 

move more readily than other atoms. In every region, the shape matches the analysis in 

3.2.2. 

As observed in figure 3.10, the potential energy goes down very quickly and 

converges to -74 arbitrary units. 

(b) Close-packed configuration with no constraints 

Compared to the test (a), this test examines if the close-packed atoms with no gap 

will have lower potential energy. The configuration of atoms following the analysis or 

3.2.2 is constructed (figure 3.11). The spacing and angle of above model are chosen as 

1.11 arbitrary units and 30°. 

Figure 3.11 Configuration of atoms for test (b) 
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Figure 3.12 Potential energy as a function of simulation time for 2D model with no 

boundary condition (close-packed configuration) 

The configuration is basically the same after the relaxation as figure 3.11. Figure 

3.12 shows the time history of potential energy. From the figure 3.12, it is interesting to 

see that in this case the potential energy arrives at -92 arbitrary units, which is 24% lower 

than the first case. The results show that the atoms, with no constraints, try to move to the 

global minimum potential position as long as they have enough kinetic energy but they 

are restricted from their initial energy. 

(c) Cubic model with periodic boundary condition 

A third case is obtained by applying two-dimension periodic boundary conditions to 

the model for above case (a). Because of the symmetry and boundary condition. the 
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atoms cannot go anywhere to relax high potential energy. Thus, the configuration ol' 

atoms after relaxation is the same as in figure 3.7. 

Figure 3.13 shows the time history of the potential energy. One can see that. the 

potential energy doesn't change at all, which demonstrates that the periodic boundary 

condition is a kind of 'kinematic constraint', so that some responses could be prevented. 

Comparing figures 3.10 and 3.13, the initial potential energy in figure 3.13 is higher 

because of more atoms taking part in the simulation actually and the property of periodic 

boundary condition itself. 

Overall, as discussed m chapter 2.5, since a small number of atoms is used to 

simulate properties of material, choosing proper boundary conditions appreciably affects 

the correct numerical solution in the present algorithm. 
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Figure 3.13 Potential energy as a function of simulation time for 2D model with 

two-dimension periodic boundary condition 
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3.3 Three-dimensional lattice 

3.3.1 Model description 

A three dimensional lattice is used to demonstrate effect of the different damping 

ratios on the equilibrium positions of the atoms. There are 5 x 5 x 5 atoms arranged in the 

primitive cubic lattice as shown in figure 3.14. As done previously, the spacing between 

atoms is set to 0.8 arbitrary units and the cut-off radius is set to include two nearest 

neighbours. Both the Lennard-Jones pair potential energy function and changing mass 

algorithm are used. No boundary condition (free surface) is applied to the model. 

Figure 3.14 Initial configuration of three-dimensional lattice model 
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3.3.2 Tests and comparison 

Six different damping ratios were tested in this model and their values were: 1.0, 2.0. 

5.0, 1 0.0, 20.0 and 100.0 respectively. The test results are shown in table 3.1. 

Damping ratio Cycle numbers Potential energy 
(Arbitrary units) 

1.0 1845 -1329.5337 
2.0 1075 -1367.3461 
5.0 515 -1367.3461 
10.0 390 -1332.6658 
20.0 120 -947.2945 
100.0 145 -947.2948 

Table 3.1 Test results from three-dimensional lattice model 

Compared to the other damping ratios (Table 3.1 ), when damping ratio equals 1.0, 

the system takes the longest time to converge because atoms could experience higher 

kinetic energy (high temperature) and become more active before stopping at equilibrium 

positions. As shown in figure 3.15, the cubic structure of the model is changed to an 

approximately spherical structure after the relaxation, which is explained by means or 

qualitative considerations. Figure 3.16 demonstrates the history of potential energy and 

kinetic energy, which shows more oscillations than when higher damping ratios arc 

applied. However, this kind of result may not be the expected one. 



Figure 3.15 The configuration of 3D lattice model with damping ratio 1.0 after 

relaxation 
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Figure 3.16 Potential energy and kinetic energy as a function of simulation time for 

3D model with damping ratio 1.0 
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Figure 3.17 and figure 3.19 show the configuration after relaxation for which the 

damping ratio is set to 5.0 and 20.0 respectively. Figure 3.18 and figure 3.20 demonstrate 

the time history of potential energy and kinetic energy. When the damping ratio is 20.0. 

potential energy goes down to -947.3 arbitrary units, while the block of atoms just 

expands to its local equilibrium position and has not enough energy to go further. When 

the damping ratio is 5.0, it is of interest to see that the potential energy goes to -947.3 

arbitrary units at first, and after staying at that level for some number of cycles, the high 

residual kinetic energy is able to push atoms to move closer to the global minimum 

potential energy state. 

As mentioned in Chapter 2, the atomic movement to a new configuration is related to 

the maximum kinetic energy. Figure 3.21 shows that applying higher damping ratio like 

20.0 makes the second maximum in kinetic energy disappear which prevents the system 

from moving further as when a damping ratio of 5.0 is chosen. Meanwhile, the maximum 

kinetic energy is higher when a lower damping ratio is chosen. Figure 3.22 (A and B) 

compares the two maximum kinetic energies for damping ratios of 2.0 and 5.0 

respectively. 
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Figure 3.17 The configuration of 3D lattice model with damping ratio 5.0 after the 

relaxation 
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Figure 3.18 Potential energy and kinetic energy as a function of simulation time for 

3D model with damping ratio 5.0 
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Figure 3.19 The configuration of 3D lattice model with damping ratio 20.0 after the 

relaxation 
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Figure 3.20 Potential energy and kinetic energy as a function of simulation time with 

damping ratio 20.0 
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3.3.3 Discussion of damping effects 

By testing different damping ratios as above in 3.3.2, the conclusion is made that the 

choice of damping ratio affects the response of the system in three ways: 

(1) Convergence rate 

The values of potential energy after relaxation are similar for a damping ratio 2.0 and 

5.0. However, a damping ratio of 2.0 takes a longer time because atoms experience high 

kinetic energy so that they oscillate longer to the equilibrium position as seen in figure 

3.22. 

When the damping ratio is extremely high, i.e. 100.0, the minimum potential energy 

doesn't change much as it is observed for the damping ratio of 20.0, however, it 

consumes longer time to converge because of effect of over damping. 

(2) Configuration 

The total energy m the model is conserved. The differential potential energy 

transforms to kinetic energy in each step and is dissipated by damping step by step. The 

damping ratio determines how much kinetic energy is lost in the current step. Damping 

also affects the motion of atoms in next step to get new positions, on which the potential 

energy is dependent. So, the atoms could find positions where the potential energy is at 

the global minimum if a lower damping ratio is applied. 

(3) Kinetic energy 

Figure 3.21 and figure 3.22 shows that applying lower damping ratio causes the 



system to expenence higher kinetic energy (high temperature). This means that by 

applying a different damping ratio to the system, the kinetic energy (or temperature) can 

be altered during the simulation. Therefore, the damping ratio affects the solution path 

and different damping ratios may lead to different relaxation results. 

3.4 Three-dimensional FCC lattice 

3.4.1 Model description 

A three dimensional FCC lattice is used to test properties of the lattice including an 

artificial edge dislocation, using EAM potential functior~. 

Copper is used as a test material and relevant parameters for simulation are obtained 

from Ackland et alY 01 and are given in Chapter I. Initially, 172 atoms are generated in 

the perfect FCC lattice (figure 3.23). By removing a certain half plane, an artificial edge 

dislocation is introduced along Y direction to the test model (figure 3.24). During the 

simulation, the mass is fixed and damping ratio is set to 20.0. 

3.4.2 Tests and comparison 

Two tests are presented here. One is a free body and the other test is with a periodic 

boundary condition along the dislocation line direction (Y axis). 
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Figure 3.23 Perfect FCC lattice model 

Figure 3.24 FCC lattice model with an edge dislocation 
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Simulation results presented in figure 3.25 to figure 3.28 are in agreement with the 

qualitative consideration within the framework of the dislocation theory. Due to the free 

boundary condition and lack of neighbours, the atoms at the corner of the block are more 

active than atoms in the other part of the block. As observed in figure 3.25 (A), the atom 

at the corner jumps to the other layer. This phenomenon disappears after applying 

periodic boundary conditions to the model. 

Figure 3.25 The configuration of 3D f.c.c. model with dislocation after relaxation 

(free body) 
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Figure 3.26 Potential energy and kinetic energy as a function of simulation time for 

3D f.c.c. model with a dislocation (free body) 

Figure 3.27 The configuration of 3D f.c.c. model with dislocation after relaxation 

(periodic boundary condition along Y axis-dislocation line) 
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Figure 3.28 Potential energy and kinetic energy as a function of simulation time for 

3D f.c.c. model with a dislocation (periodic boundary condition along Y axis) 

3.4.3 Discussion of using EAM potential 

(1) When the damping ratio value is set to 1.0 or lower, it is found that the block of atoms 

cannot keep its shape, or even splits into several pieces. This means that the extremely 

low damping ratio is not suitable to the model under the EAM potential energy function. 

When applying much lower damping ratios to the system, from the Dynamic Relaxation 

algorithm itself, large displacements for the atoms in every time step are possible. Since 

potential energy functions are sensitive to the positions of atoms, sufficiently large 

displacements could be beyond the allowable range for the EAM potential energy 

function so that the block of atoms breaks or explodes. Therefore, a higher damping ratio 



is recommended for the calculations using EAM potential energy function. 

(2) While simulating a perfect 3D f.c.c. lattice (figure 3.23), in order to get relaxation 

result under the EAM potential energy function, it was expected that the shape of whole 

block of atoms does not change i.e. the lattice parameter remains at the value 3.615 A . 

However, the present result shows that the lattice parameter expands 16% - 17%. From 

the view of Dynamic Relaxation algorithm, there is internal stress existing in the perfect 

3D f.c.c. lattice using parameters from Ackland et al[IOJ. Because of the pre-existing 

internal stress, there is a trend to expand the model during the simulation. As a result, the 

change of the configuration now does not all come from internal defects; On the other 

hand, if applying certain boundary conditions, part of the residual stress after the 

simulation may come from the pre-existing internal stress. 

(3) An interesting observation experienced during the simulation is that the block of 

atoms is moving during the relaxation (figure 3.29). As mentioned by Voter[SJ, this is the 

'defect' feature of EAM method, which leads to a displacement of a whole block of 

atoms as they seek new equilibrium positions. The EAM potential at one atom is the 

summation of pair potential (I v;; ) due to pairwise interactions plus a correction function 
1 

( f(p,) ). The correction function is dependent on the number of atomic neighbours. 

Because of this, the forces from the correction function cannot be balanced. So that, the 

net force in the model is not zero and pushes the model to move. Although the net force 
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is small compared to the interactions, it still violates the basic principle of systems of 

particles, which states that the resultant internal force should be zero. 
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Figure 3.29 X coordinate of certain atom as a function of cycles 

Kinematic boundary conditions i.e. fixed or periodic boundaries can hide this feature. 

but the corresponding reaction should be larger than expected at the boundary. The 

solution could be to apply the extra force and moment to balance the system, which is 

inconvenient using the present approach. Alternatively, the EAM potential is often 

transformed to the effective pair potential function, which will fix the problem and also 

simplify the calculation. 



CHAPTER 4 - RELAXATION OF THREE­
DIMENSIONAL FCC LATTICE WITH A 

DISLOCATION 

This chapter presents modified Dynamic Relaxation technique to simulate the 

relaxation of a real material model with a dislocation. The comparison between the new 

Dynamic Relaxation algorithm and existing software for simulating dislocation core 

structure is discussed. 

4.1 Model Description 

The material model used in this exercise was generated by the external lattice creator 

software[281
• The model consists of 5055 atoms in the shape of three-dimensional disk 

(figure 4.1, X-Y top plane). A 60 degree dislocation was introduced to the block of atoms 

using anisotropic elasticity theory (figure 4.2). The dislocation line is along Z direction. 

The material is copper and the relevant parameters are under EAM potential energy 

function. The cut-off distance used was to cover third nearest neighbors. 

In describing the crystallographic orientation of the model, it is customary to use 

coordinate system such that: X=[2 -1 1], Y=[1 1 -1], Z=[O 1 1]. The results of 

displacement and final configuration of atoms are defined in this system. 

The requirement for the boundary condition is that: (i) all the atoms at the physical 

boundary of the model are fixed in X and Y directions, and (ii) in Z direction, periodic 



boundary condition is applied to all the atoms of the model. 

A 
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Figure 4.1 Atomistic model of three-dimensional fcc lattice in form of a cylinder 

(disk) with a dislocation in the area at A, X-Y is the top plane of the cylindrical 

lattice (disk) 

Figure 4.2 Enlarged part of the dislocation in figure 4.1 A (Z-Y plane) 
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4.2 Technical Details 

4.2.1 Boundary condition in X and Y directions 

Rather than for the cubic shape of the model, an uneven distribution of the atoms at 

the physical boundary in the present case makes it difficult to locate the atoms at the 

boundary. The approach for locating the atoms at the circular boundary is thus different 

from the cubic model. The method of fixing atoms at the physical boundary in X and Y 

direction in this model is as follow: 

( 1) Since the origin locates the center of the circular plate, the radius r of the circle can be 

determined by 

( 4. I) 

Here Dx andD, are maximum distance in X andY direction respectively. 

(2) Suppose the coordinate of any atom i is (x;, Y;, z;), if the values of xi and Y; satisfy 

any one of the following two inequalities 

(4.2) 

(4.3) 

where r101 is a tolerance value, the atom is treated as the boundary node. 

(3) If the value of r
101 

is small, a thin ring of boundary atoms can be obtained (figure 4.3). 

Then the boundary atoms are fixed at X and Y direction. However, the restriction is just 
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for the boundary atoms themselves, not for the boundary ring. Therefore, in some areas 

where the seams between atoms are large enough like figure 4.3 A, B and C, the internal 

atoms could escape from the seams (figure 4.4). The solution to this problem is to 

increase the thickness of the boundary ring (figure 4.5), i.e. enlarging the value of r,"1 • 

Since the dislocation is located in the middle of the model, the relaxation of the lattice 

will occur around that area, which slightly affect atoms near the physical boundary. 

Therefore, increasing the number of boundary atoms is a practical way to stabilize the 

simulation. 

4.2.2 Periodic boundary condition in Z direction 

The arrangement of atoms in Z direction is shown in figure 4.6. The primitive length 

in Z direction cannot be calculated as described in the chapter 2.5.1, i.e. the distance is 

between top atom A and bottom atom C, which is 2.5 times of unit length D 1. This is 

because atom A and its image atom B lose their uniform motion under the periodic length 

of 2.5 x D1 . The reason for this is that the periodic distance should not be the fractionary 

multiples of unit length D 1. 

For the configuration in this model, the primitive length in Z direction also could not 

be adjusted to D2, which is two times of unit length D 1. At this stage, the cut-off distance 

rc is larger than half the length of primitive length D2 ( 01 < rc < 02 ), which violates the 

rule of periodic boundary condition defined in chapter 2.5 .1. 

In this particular model, an alternative solution for the above problem is to change 
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the primitive cell and increase periodic length to three times of unit length D I, as 03 

shown in figure 4.6. Using D3 as periodic length in Z direction ensures the atoms and 

their images have uniform motion and the treatment is used in the source code for the 

model. 
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Figure 4.3 Boundary atoms with small r 101 value 
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Figure 4.4 Part of the lattice with the positions of internal atoms which escape from 
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Figure 4.5 Structure of boundary atoms with large rw1 value 
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Figure 4.6 Scheme of atom configurations in Z direction 

4.2.3 Damping Ratios and Tolerance 

Since there are many atoms involved in the simulation, inequality (2.51) is chosen as 

the convergence criterion and the tolerance number j 1111 is set as 0.0 1. 

As mentioned in Chapter 3.3.2, different damping ratios could lead to different 

relaxation results. Figures 4.7 and 4.8 presents histories of potential energy and kinetic 

energy with different damping ratios of 2.0, 10.0, 20.0, and 50.0. The results show there 

are two kinds of responses of the model when applying higher damping ratios e.g. 20.0 or 

50.0 and lower damping ratios e.g. 2.0 or 10.0 into the model. 



114200 

114100 -i 
114000 

113900 

113800 

~ 113700 1 
113600 j 

i 
113500 ~ 

I 

113400 • 

113300 

113200 +-----~----~-----~----~------~~ 

0 100 200 300 

Cycles 

400 500 

97 

~--Damping ratio 2.0 

I····· Damping ratio 1 0 0 

] ··Damping ratio 20.0 

L_ Damping ratio 50.0 

600 

Figure 4.7 Potential energy as a function of simulation time with different damping 
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4.3 Results and Comparison 

The computer used for the calculation was general personal computer with Pentium 

550 MHz CPU. 

The Molecular Dynamics (MD) softwarel29
l was also used to simulate relaxation of 

the same model as above in order to compare the results with the approach used in the 

literature [29] and new Dynamic Relaxation approach. 

The visual tool for representing the results and comparison of two techniques is the 

software Disregistryl30
l. Disregistry chooses one line of atoms around dislocation area 

and then calculates relative displacements based on their current positions in the defect 

lattice with respect to the positions in the perfect lattice. The relative displacement Is 

decomposed into screw dislocation component and edge dislocation component. 

Figures 4.9 and 4.10 show the screw and the edge component for the initial 

configuration model with the 60 degree dislocation at the center of the model (figure 4.1 ). 

4.3.1 Higher damping ratios 

Figure 4.11 and figure 4.12 show the relaxation results for (i) damping ratio 20.0. 

(ii) damping ratio 30.0, (iii) damping ratio 50.0 and (iv) Molecular Dynamics software12
L)

1
. 



0.2 

00 

-0.2 

-0 4 

~ -0.6 
c 
g_ -0.8 

E 
8 -10 

~ 1 2 
u 

(f) -1 4 

-1 6 

• 

• 

• • • • • • • • • • 

-1 8 •••••••••• 

-60 -40 -20 0 20 40 

X position of the pair (Angstroms) 

99 

60 

Figure 4.9 Screw component of a Burgers vector of dislocation in the initial model 

determined by Disregistry 

0.2 

00 

-0 2 

-0.4 

.... 
c 
Q) 

-0.6 
c 
g_ -0.8 

E -1.0 0 
(.) 

~ -1.2 
"0 
w -1.4 

-1.6 

-1 8 

-2.0 
-60 

• • • • • • • • • • 

-40 -20 

• 

• 

0 

• • • • • • • • • 
• 

20 40 

X position of the pair (Angstroms) 

60 

Figure 4.10 Edge component of a Burgers vector of dislocation in the initial model 

determined by Disregistry 
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The model was tested initially by using the damping ratio of 20.0 and 50.0. It is or 

interest to see from the figure 4.11 and figure 4.12 that the results of MD simulation are 

located in the middle of DR results for damping ratio 20.0 and 50.0 and all of them have 

the some trend. It is apparent that for the damping ratio of 30.0 the result of DR matches 

these of MD very well, except the boundary atoms (circle area in figure 4.11 ). The reason 

of this discrepancy is that different boundary treatments are used in these two approaches. 

Moreover, because MD uses different kind of EAM potential energy function and 

different numerical integration of the equation of motion from DR method, these two 

approaches are expected to generate slightly different solutions. 

4.3.2 Lower damping ratios 

Figure 4.13 and figure 4.14 compare the results of DR algorithm with: (i) damping 

ratio of 2.0 (ii) damping ratio of 10.0 and with an initial configuration of the dislocation. 

When applying a lower damping ratio into the model, atoms can experience higher 

kinetic energy (temperature). Therefore, system has a tendency to get rid of a dislocation 

and restore the perfect lattice. From the figure 4.13 and figure 4.14, atoms almost loose 

the screw component (Z direction). However, due to the strong restriction in the X and Y 

direction, the edge component of a dislocation cannot be totally eliminated and remains 

in the model. 

Another interesting feature of the Dynamic Relaxation response is the motion of the 
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Burgers vector during the simulation. Figures 4.15 and 4.16 show how the Burgers vector 

moves through other equilibrium positions using damping ratio 2.0. Therefore, damping 

ratio could control equilibrium shapes of the model. 

4.3.3 Summary 

The solution for the real material model proves that the damping ratio is the key 

parameter of Dynamic Relaxation techniques when applied to the atomistic simulations. 

The configuration tested in chapter 4.3.2 shows that Dynamic Relaxation could be an 

alternative tool for atomistic simulation or can be used to as an independent check of the 

validity of different Molecular Dynamics softwares. 
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CHAPTER 5- CONCLUSION AND 
RECOMMENDATIONS 

5.1 Conclusion 

The present work deals with the development of new algorithm based on Dynamic 

Relaxation technique to simulate molecular structure of crystalline material. The use of 

Dynamic relaxation techniques in molecular simulations is thus a new application of 

Dynamic Relaxation techniques itself and gives researchers in material science or other 

scientific disciplines some possibilities to study the properties of materials. 

Dynamic Relaxation, a powerful tool for non-linear mechanical problems, has also 

shown its promising future for simulation of the atomic structure of materials. Internal 

force and stiffness are obtained as derivatives of potential energy function and this is 

required modification of Dynamic Relaxation techniques to be used in conjunction with 

the meshless Finite Element Analysis. 

From the all tests carried out so far, the convergent solution for the atoms can always 

be obtained using modified Dynamic Relaxation algorithm. Different equilibrium shapes 

are obtained by adjusting the damping ratio, which is the major difference from 

continuum approach. Using Dynamic Relaxation for simulating practical material model, 

one can obtain very similar results as these using existing Molecular Dynamics software. 



106 

The periodic boundary condition, which is not often used in continuum Finite Element 

Analysis, was thoroughly studied and successfully implemented into the simulation. 

5.2 Recommendations 

The future work will include such aspects as: 

(1) Studying of accelerating convergence for the simulation, in which the participating 

frequency of the overall model is much lower than the highest frequency of the 

model. More accurate stiffness estimation is a possible way to solve the problem. 

(2) Studying the numerical response when applying external force, e.g. cutting force, on 

the model, which could explain some phenomena in the metal implements. 

(3) Implementing contact algorithm to surface atoms and physical boundary for 

connecting atomistic simulation and continuum simulation, e.g. fracture problem. 

(4) On the material side, the interaction between defects and how they affect the material 

properties can also be studied. 
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