
A NEW PROCEDURE FOR 
SPECIFIC CUTTING FORCE ASSESSMENT 

IN HIGH-SPEED END MILLING 



A NEW PROCEDURE FOR 
SPECIFIC CUTTING FORCE ASSESSMENT 

IN HIGH-SPEED END MILLING 

By 
Omar E. E. K. M. H. Omar, B.Sc., M.A.Sc. 

A Thesis 
Submitted to the School of Graduate Studies 

in Partial Fulfilment of the Requirements 
for the Degree of 

Doctor of Philosophy 

McMaster University 
© Copyright by Omar E.E.K. Omar, April 2010 



To My Beloved 



DOCTOR OF PHILOSOPHY (2010) 
(Mechanical Engineering) 

McMaster University 
Hamilton, Ontario 

TITLE: 

AUTHOR: 

SUPERVISOR: 
CO-SUPERVISOR: 
NUMBER OF PAGES: 

A NEW PROCEDURE FOR SPECIFIC CUTTING FORCE 
ASSESSMENT IN HIGH-SPEED END MILLING 
Omar E. E. K. M. H. Omar, B.Sc. 
M.A.Sc.(McMaster University) 
Dr. M. A. Elbestawi 
Dr. E.-G. Ng 
xxxvii, 260 

v 

(Cairo University), 



ABSTRACT 

High-speed machining (HSM) concepts were developed in response to productivity, 
quality and cost concerns. Significant advancements in controls and machining tech­
nologies have recently come together to enable the wide spread use of HSM on the 
plant floor. However, with the advancement of HSM technology, dynamic problems 
associated with modern machine-tool structures have not been fully addressed and 
are currently limiting performance in some applications. 

A key aspect in the modelling of HSM processes is capturing the dynamics of 
the system during cutting. Machining over a wide range of rotational speeds neces­
sitates the inclusion of many more higher modes in the system than traditionally 
considered. In addition many of the instruments used to assess performance such as 
force dynamometers are not designed to measure the cutting forces at high rotational 
speeds and hence the specific cutting force values being used are often times not being 
estimated properly. 

Thus the focus of this research is to develop a new procedure for predicting 
the specific cutting forces in the end-milling process for high-speed machining. An 
improved mechanistic model to predict the specific cutting force using acceleration 
data captured from the workpiece fixture was developed. The development of the 
new procedure has also lead to an improvement in the extraction technique used to 
establish the modal parameters of a machining system. This new extraction technique 
was found to be more flexible and easier to use than other available techniques. 

The new procedure was investigated to test the effect of choosing the number 
of modes of the improved modal parameters extraction technique on the estimation 
of the specific cutting force. The effect of filtrating the acceleration signal and the 
importance of including the run-out of the cutting tool in the model were also inves­
tigated. 

The new procedure was tested on different setups and with different cutting force 
models. Experimental validation of the proposed estimation procedure was carried 
out, analyzed and compared to the open literature. The new procedure was found to 
be more accurate while being easier to implement. 

vii 



ACKNOWLEDGEMENTS 

I would like to thank my supervisor Dr. M. A. Elbestawi and my co-supervisor Dr. 
E.-G. Ng for their support throughout this journey. 

I would like to express my gratitude to Dr. N. Tounsi for his valuable advice and 
support. I owe him much. 

Many thanks to the MMRI team, Mr. W. Reynolds and Mr. J. McLaren who 
helped me finish my experiments in the MMRI laboratory. Also many thanks to 
Mr. M. Khanna and Mr. M. Bruhis for their assistance in the preparation of my 
experiments. 

Also special thanks to the undergraduate laboratory staff and to the administra­
tion of the mechanical engineering department. 

The financial support provided by the AUT021 research program, which is sup­
ported by the Government of Canada through the Networks of Centers of Excellence 
Directorate and Industry, in the form of a Research Scholarship and by McMaster 
University in the form of teaching assistantship and Departmental Scholarship is 
gratefully acknowledged. 

I would like to express my gratitude to my mother and father, for without their 
continuous support and prayers this work might not have seen the light. I also would 
like to thank my bigger family especially my grandmother for her continuous prayers 
for me and her encouragement. 

Last but not least, to my wife, my companion on this lengthy journey, I would 
like to thank her for her patience with me and with our kids. Without her continuous 
support I could not have accomplished this humble work. And to my kids, I would 
like to thank them for being patient even though they never understood what kept 
me away from them. I hope that, one day, when they grow up and read these words 
they will be able to understand. 

IX 



TABLE OF CONTENTS 

TITLE 

TABLE OF CONTENTS 

LIST OF TABLES 

LIST OF FIGURES 

LIST OF SYMBOLS 

GLOSSARY 

1 INTRODUCTION 

1.1 Motivation & Background 

1.2 Scope of the Work 

1.3 Thesis Outline ..... . 

2 LITERATURE REVIEW 

2.1 Introduction .. ... 

2.2 End-Milling Process . . 

2.3 Force Models ..... . 

2.3.1 Analytical models . 

2.3.2 Mechanistic models 

2.4 Addition of System Imperfections 

2.4.1 Spindle Tilt . . . ... . . 

Xl 

X I 

XV 

XVll 

XXV 

XXXVll 

1 

1 

3 

3 

7 

7 

7 

10 

10 

11 

12 

12 



TABLE OF CONTENTS 

2.4.2 Tool run-out . . . . . . . . . 

2.5 System Dynamics . . . . . . . . . . 

2.6 High-Speed Machining Technology 

2.6.1 Tooling in HSM . . . . . . . 

2.6.2 Machine tool requirements in HSM 

2.6.3 Mechanics of cutting in HSM 

2.6.4 Areas of application of HSM 

2. 7 Instrumentation . 

2.8 Summary . . . . 

14 

15 

24 

26 

27 

27 

28 

30 

32 

3 INVESTIGATION OF MODAL PARAMETERS EXTRACTION 35 

3.1 Introduction . . . . . . . . . . . . 35 

3.2 Rational Fraction Polynomial . . 36 

3.3 Investigation of the RFP Method 38 

3.4 Summary . . . . . . . . . . . . . 48 

4 THE MODIFIED RFP METHOD 51 

4.1 Introduction . . . . . . . . . . . . . 51 

4.2 Optimized RFP Method . . . . . . 51 

4.2.1 Formulation of the constraints . 54 

4.2.2 Formulation of the objective function 54 

4.2.3 Assessment of the objective function 55 

4.2.4 Convergence (Stopping) criteria . . . 58 

4.2.5 Coding the variables . . . . . . . . . 60 

4.2.6 Flexibility of the Optimized Rational Fraction Polynomial (ORFP) 

method . . . . . . . . . . . . . . . 62 

4.2. 7 Investigation of the ORFP method 69 

4.3 Summary . . . . . . . . . . . . . . . . . . 

5 MODEL FOR CUTTING FORCE SIMULATION 

5.1 Introduction . . . . 

5.2 Basic Model . . . . 

5.2.1 Background 

5.2.2 Rigid tool/rigid system model 

5.3 Extended Model ........ . 

Xll 

71 

79 

79 

80 

80 

80 

85 



TABLE OF CONTENTS 

6 

5.3.1 Introduction . 

5.3.2 Force model . 

5.3.3 System dynamics 

5.3.4 Run-out 

5.4 Summary . . . 

EXPERIMENTAL DESIGN & SETUP 

6.1 Introduction . 

6.2 Methodology 

6.3 Experimental Design Consideration 

6.3.1 Cutting test related considerations 

6.3.2 Impact hammer test considerations 

6.3.3 General considerations 

6.4 Experimental Setup ..... 

6.4.1 Cutting test setup 

6.4.2 Cutting test matrix . 

6.4.3 Dynamic test setup . 

6.4.4 Tool run-out and unbalance mass estimation 

6.4.5 Cutting test material's properties 

6.5 Summary ......... 0 ••••• 0 • 

7 RESULTS & DISCUSSION 

7.1 Introduction ....... . 

7.2 Re-building of Tlusty's Model 

7.3 Obtaining the SCF from the Force Signal . 

7.4 Obtaining the SCF from the Acceleration Signal . 

7.5 Analysis of the Suggested Dynamic Model .. 

7.5.1 Selection of the number of modes ... 

7.5.2 Filtration of the simulated acceleration 

7.6 Run-out Effect . . . . . . . . . . . . . . . . . 

7. 7 Verification of the Suggested Estimation Procedure 

7.7.1 Mechanistic force model 

7. 7.2 Analytical model 

7.8 Conclusion . . . . . . . . 

xiii 

85 

87 

98 

102 

104 

107 

107 

107 

110 

110 

116 

119 

119 

119 

123 

124 

125 

127 

129 

131 

131 

131 

133 

134 

141 

141 

145 

151 

160 

160 

182 

185 



8 SUMMARY & FUTURE WORK 

8.1 Summary .. 

8.2 Future Work . 

APPENDICES 

A DERIVATIONS 

A.1 Temperature Dependent Material's Density. 

A.2 Derivation of the RFP Model in Time Domain . 

B UNBALANCE MASS ESTIMATION 

B.1 Unbalance Mass ............ . 

C PROPERTIES OF TEST MATERIAL 

C .1 Tensile Test . . . . . . . . 

C.2 Specific Heat Capacity Cp 

C.3 Thermal Conductivity K . 

D CUTTING TEST RESULTS 

D.1 Introduction .............. . 

D.2 Fixture's Acceleration using Setup # 1 

D.3 Fixture's Acceleration using Setup # 2 

BIBLIOGRAPHY 

XIV 

TABLE OF CONTENTS 

191 

191 

196 

199 

201 

201 

202 

207 

207 

211 

211 

212 

213 

217 

217 

218 

240 

253 



LIST OF TABLES 

2.1 Summary of mechanistic models . . . . . . . . . . . . . . . . . . . . . 13 

3.1 Modal parameters for experimental data in Figure 3.1 fitted to 25 modes 49 

4.1 Summary of different objective functions' convergence . . . . . . . . . 58 

4.2 Comparison of different objective functions' outcome for different systems 58 

4.3 Modal parameters after fitting the experimental data in Figure 3.1 

using the Forsythe method . . . . . . . . . . . . . . . . . . . . . . . . 63 

4.4 Modification of the modal parameters obtained from fitting the exper-

imental data in Figure 3.1 using the Forsythe method . . . . . . . . . 65 

4.5 Modal parameters for experimental data in Figure 3.1 using ORFP af-

ter modifying the modal parameters obtained from using the Forsythe 

method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65 

4.6 Modal parameters for experimental data in Figure 3.1 using ORFP af-

ter modifying the modal parameters obtained from using the Forsythe 

method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68 

6.1 Varying cutting condition used in the calibration process 

6.2 Fixed condition used in the cutting process . . . . . . . . 

6.3 Test matrix used for the calibration of the SCF . . . . . 

111 

111 

123 

6.4 Test matrix used for the verification of the calibrated SCF 123 

6.5 Constants used in Equations 5.29 and 5.30 (Johnson-Cook material 

model) for Aluminum 6061-T6 used in this study . . . . . . . . . . . 127 

7.1 Summary of in-cut time for different cutting tests 134 

XV 



LIST OF TABLES 

7.2 SCF estimated using the acceleration . . . . . . . . . . . . . . . . . . 135 

7.3 Demonstration of how to estimate the SCF using the acceleration . . 135 

7.4 Optimum number of modes and their corresponding modal parameters 145 

7.5 Estimated SCF using the fixture acceleration for setup # 1 . . . . . . 161 

7.6 SCF predicted using Equations 6.1 - 6.3 and compared against the 

experimental ones using setup # 1 162 

7. 7 Values used in Equations 7.4 - 7.6 . 163 

7.8 Estimated SCF using the fixture's acceleration for setup # 2 167 

7.9 SCF predicted using Equations 6.1 - 6.3 and compared against the 

experimental ones for setup # 2. . . . . . . . . . . . . . . . . 167 

7.10 Mass and damping coefficient used in Equations 7.10 and 7.11 . . . . 172 

7.11 Mass and damping coefficient used in Equations 7.10 and 7.11 for tests 

5-9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173 

7.12 Mass and damping coefficient used in Equations 7.10 and 7.11 176 

7.13 Mass and damping coefficient used in Equations 7.10 and 7.11 176 

7.14 Percentage difference between SCF predicted using fixture setup # 1 

and fixture setup # 2 . . . . . . . . . . . . . . . . 177 

7.15 Analytical parameters calibrated using setup # 1 . . . . . . . . . . . 186 

C.1 Specific heat capacity of Aluminum 6061-T6 varying with temperature 

as obtained from [90] . . . . . . . . . . . . . . . . . . . . . . . . . . . 212 

C.2 Thermal conductivity of Aluminum 6061-T6 varying with temperature 

as obtained from [90] . . . . . . . . . . . . . . . . . . . . . . . . . . . 213 

XVI 



LIST OF FIGURES 

2.1 Basic types of milling [7]. . . . . . . . . 9 

2.2 Nomenclature of the milling cutter [7]. 9 

2.3 Operational modes of the end milling process [7]. 9 

2.4 Definition of tilt. . . . . . . . . . . . . . . . 13 

2.5 Including the tilt in the cutting force model. 14 

2.6 Definition of run-out. . . . . . . . . . . . 14 

2.7 Including the history of previous cuts [6]. 15 

2.8 Summary of curve fitting methods [66]. . 20 

2.9 Summary of curve fitting methods in the frequency domain [66]. 20 

2.10 Summary of curve fitting methods in the time domain [66]. 21 

2.11 Effect of cutting speed on cutting temperature [74]. 25 

2.12 Reviewing Dr. Solomon's theory [72]. 25 

2.13 Definition of HSM [73]. . . 26 

2.14 HSM application range [6]. 29 

2.15 A typical process for measuring the cutting forces. 30 

2.16 Typical strain gauge device [79]. 31 

2.17 Typical load cell [81]. . . . . . . 32 

3.1 FRF of the fixture in the X-direction. . 39 

3.2 FRF of the cutting tool in the X -direction. . 40 

3.3 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the number of stable modes for the fixture in the X -direction. 42 

XVll 



LIST OF FIGURES 

3.4 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the number of stable modes for the cutting tool in the X-

direction. 

3.5 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the mean percentage error due to fitting for the fixture in 

42 

the X -direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43 

3.6 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the mean percentage error due to fitting for the cutting tool 

in the X -direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43 

3. 7 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the maximum percentage error due to fitting for the fixture 

in the X -direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44 

3.8 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the maximum percentage error due to fitting for the cutting 

tool in the X -direction. . . . . . . . . . . . . . . . . . . . . . . . . . . 44 

3.9 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the ratio of the number of stable modes to the total number 

of suggested fitted modes for the fixture in the X -direction. . . . . . . 45 

3.10 Effect of the cut-off ratio and the total number of suggested fitted 

modes on the ratio of the number of stable modes to the total number 

of suggested fitted modes for the cutting tool in the X -direction. 45 

3.11 FRF of the cutting tool fitted to 25 modes .. 49 

4.1 Flow chart of the suggested ORFP method. 53 

4.2 Investigation of different objective functions. 60 

4.3 Effect of varying the number of iterations on the mean and maximum 

percentage error between the fitted and the experimental FRF respec-

tively. . . . . . . . 60 

4.4 Coding procedure. 62 

4.5 Fixture FRF, X-direction, fitted to 7 modes using the Forsythe method. 63 

4.6 Fixture FRF, X-direction, regenerated after eliminating modes 1 and 

6 using the Forsythe method. . . . . . . . . . . . . . . . . . . . . . . 66 

XVlll 



LIST OF FIGURES 

4. 7 Fixture FRF, X -direction, regenerated after eliminating modes 1 and 

6 and modifying the remaining mode's natural frequencies using the 

Forsythe method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66 

4.8 Fixture FRF, X-direction, regenerated using the ORFP method after 

eliminating modes 1 and 6 and modifying the remaining modes to 

match the experimental ones. . . . . . . . . . . . . . . . . . . . . . . 67 

4.9 Fixture FRF, X-direction, regenerated using the ORFP method after 

eliminating modes 1 and 6 and modifying the remaining modes to 

match the experimental ones and guessing the initial values of the 

damping.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69 

4.10 Effect of varying the suggested number of fitted modes on the nor­

malized objective function (x) using the ORFP method over different 

number iterations. 

4.11 Effect of varying the suggested number of fitted modes on the normal-

73 

ized objective function (x) using the ORFP method. . . . . . . . . . 74 

4.12 Effect of varying the suggested number of fitted modes on the mean 

percentage error between the fitted and the experimental FRF. . . . . 75 

4.13 Investigation of the variation of the suggested number of fitted modes 

on the maximum percentage error between the fitted and the experi-

mental FRF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76 

4.14 Investigation of the variation of the suggested number of fitted modes 

on the simulation time. 

5.1 Trochoidal path. 

5.2 Simulation of the end milling process, engagement angle. 

5.3 Simulation of the end milling process, teeth engagement. 

5.4 Cutting tool discritization. 

5.5 Cutting force convention .. 

5.6 Flow chart of basic simulation model. 

5. 7 Orthogonal cutting. . . . . . . . . . . 

5.8 Merchant's model adapted to end milling process. 

5.9 Analytical cutting force model. 

5.10 Merchant's circle. 

5.11 Model dynamics. 

XIX 

77 

81 

81 

82 

82 

84 

86 

90 

91 

91 

93 

99 



LIST OF FIGURES 

5.12 Convolution theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . 100 

5.13 Relative displacement between the tool & the workpiece/fixture [11 ]. 102 

5.14 Definition of run-out. . . . . . . . 103 

5.15 Centrifugal force due to run-out. . 104 

6.1 Summary of description of cutting test. 

6.2 Fixture design. . . . . . . . . . . . . . 

113 

114 

6.3 Dynamometer alignment to the machine tool's axis using a dial gauge. 114 

6.4 Power supply used to amplify the accelerometer's signal. .. 

6.5 ~iniature accelerometer. . . . . . . . . . . . . . . . . . . . . 

6.6 Description of miniature accelerometer mounting and usage. 

6. 7 Accelerometers used in the hammer test. . . . . . . . . . . . 

115 

116 

117 

118 

6.8 Usage of hot melt adhesive to fix the accelerometer to the fixture. 119 

6.9 Details of fixture setup # 1. . . . . . . . . . . . . 120 

6.10 Details of fixture setup # 2. . . . . . . . . . . . . 121 

6.11 ~achine tool used in conducting the experiments. 121 

6.12 Schematic for the experimental setup. . . . . . . . 122 

6.13 Schematic for the cutting tool's dynamic test setup. 125 

6.14 Schematic for the fixture dynamic test setup. . . . . 126 

6.15 Dial gauge indicator used to measure the tool/tool holder's run-out. 

Curtesy [http:/ jwww.mitutoyo.com]. . . . . . . . . . . . . . . . . . . 126 

7.1 Comparison of Tlusty's model as published in [74] (a) and the re-built 

model (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132 

7.2 Cutting forces for cutting test # 2, 30k rev./min, see notes page 133. 136 

7.3 Cutting forces for cutting test # 7, 58k rev. /min, see notes page 133. 137 

7.4 Estimation of the SCF using the fixture's acceleration for cutting test 

# 2, 30k rev.jmin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138 

7.5 Estimation of the SCF using the fixture's acceleration for cutting test 

# 7, 58k rev.jmin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139 

7.6 Explanation of the suggested estimation method of the SCF using the 

fixture's acceleration for cutting test # 2, 30k rev./min. . . . . . . . . 140 

7. 7 Investigation of the effect of choosing the number of modes on the 

estimation of the SCF using the fixture's acceleration for cutting test 

# 2, 30k rev.jmin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143 

XX 



LIST OF FIGURES 

7.8 Investigation of the effect of choosing the number of modes on the 

estimation of the SCF using the fixture's acceleration for cutting test 

# 7, 58k rev.jmin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144 

7. 9 Acceleration signal (experimental vs. simulated) before filtration for 

cutting test # 1, 30k rev./min. . . . . . . . . . . . . . . . . . . . . . 147 

7.10 FFT of the acceleration signal (experimental vs. simulated) before 

filtration for cutting test # 1, 30k rev./min. . .. 148 

7.11 Acceleration signal (experimental vs. simulated) after filtration for 

cutting test # 1, 30k rev.jmin. . . . . . . . . . . . . . . . . . . . . . 149 

7.12 FFT of the acceleration signal (experimental vs. simulated) after fil­

tration for cutting test # 1, 30k rev./min. . . . . . . . . . . . . . . . 150 

7.13 Investigation of the importance of including the run-out in the dynamic 

model. Acceleration data used is for test# 2 (X-direction), 30k rev./min.153 

7.14 Investigation of the importance of including the run-out in the dynamic 

model. Acceleration data used is for test# 2 (Y -direction), 30k rev./min.154 

7.15 Investigation of the importance of including the run-out in the dynamic 

model. Acceleration data used is for test# 2 (Z-direction), 30k rev./min.155 

7.16 Investigation of the importance of including the run-out in the dynamic 

model. Acceleration data used is for test# 7 (X-direction), 58k rev./min.156 

7.17 Investigation of the importance of including the run-out in the dynamic 

model. Acceleration data used is for test# 7 (Y-direction), 58k rev.jmin.157 

7.18 Investigation of the importance of including the run-out in the dynamic 

model. Acceleration data used is for test# 7 (Z-direction), 58k rev./min.158 

7.19 Receptance of the fixture (setup # 1) in the three cutting directions; 

X, Y, and Z. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159 

7.20 Variation of Kt, Kn and Ka with the cutting velocity and using setup 

# 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164 

7.21 Variation of Kt, Kn and Ka with the feed/tooth using setup # 1. . . 165 

7.22 Variation of the frictional component of the SCF with the cutting speed 

as published in [96]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166 

7.23 Variation of the SCF, frictional (a) and normal (b), with the effective 

chip thickness as published in [96]. . . . . . . . . . . . . . . . . . . . 166 

7.24 Variation of the SCF, frictional (a) and normal (b), with the feedrate 

as published in [97]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166 

XXI 



LIST OF FIGURES 

7.25 Modeling of dynamometer and fixture to reproduce the measured forces 

F measured (X and Y directions). . . . . . . . . . . . . . . . . . . . . . 169 

7.26 Modeling of dynamometer and fixture to reproduce the measured forces 

Fmeasured (Z-direction). . . . . . . . . . . . . . . . . . . . . . . . . . . 169 

7.27 Regenerated measured forces plotted against actual measure forces us-

ing the dynamometer for test # 1 and using setup # 1. . . . . . . . . 170 

7.28 Regenerated measured forces plotted against actual measure forces us-

ing the dynamometer for test # 5 and using setup # 1. . . . . . . . . 171 

7.29 Regenerated measured forces obtained from the displacement of the 

dynamometer and plotted against actual measure forces for test # 1 

and using setup # 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17 4 

7.30 Regenerated measured forces obtained from the displacement of the 

dynamometer and plotted against actual measure forces for test # 5 

and using setup # 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 175 

7.31 Regenerated measured force in the Z-direction using a mass of 1.1 kg. 176 

7.32 Variation of Kt. Kr, and Ka with the cutting velocity and using setup 

# 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178 

7.33 Variation of Kt, Kr, and Ka with the feed/tooth using setup# 2. 179 

7.34 Comparison between the cutting forces' magnitude generated using the 

mechanistic model and the experimental one using setup # 1. . . . . 180 

7.35 Correlation between the resultant experimental cutting force and the 

simulated one (tooth # 1). . . . . . . . . . . . . . . . . . . . . . . . . 181 

7.36 Correlation between the resultant experimental cutting force and the 

simulated one (tooth # 2). . . . . . . . . . . . . . . . . . . . . . . . . 181 

7.37 Comparison between the cutting forces's magnitude generated using 

different setups and different force models on tooth # 1 in all three 

directions X, Y, and Z. . . . . . . . . . . . . . . . . . . . . . . . . . 187 

7.38 Comparison between the forces generated using different setups and 

different force models on tooth # 2 in all three directions X, Y, and Z. 188 

B.1 Regenerating a CAD model of the cutting tool's holder using actual 

dimensions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208 

C.1 Curve fitting tensile test data to obtain the constants A, B, and n of 

Equations 5.29 and 5.30. . . . . . . . . . . . . . . . . . . . . . . . . . 212 

XXll 



LIST OF FIGURES 

C.2 Specific heat variation with temperature for Aluminum 6061-T6. 213 

C.3 Thermal conductivity variation with temperature for Aluminum 6061-

T6 ................................ . 

D.1 Fixture's acceleration using setup # 1 - calibration test # 1. 

D.2 Fixture's acceleration using setup # 1 - calibration test # 2. 

D.3 Fixture's acceleration using setup # 1 - calibration test # 3. 

D.4 Fixture's acceleration using setup # 1 - calibration test # 4. 

D.5 Fixture's acceleration using setup # 1 - calibration test # 5. 

D.6 Fixture's acceleration using setup # 1 - calibration test # 6. 

D.7 Fixture's acceleration using setup # 1 - calibration test # 7. 

D.8 Fixture's acceleration using setup # 1 - calibration test # 8. 

D.9 Fixture's acceleration using setup # 1 - calibration test # 9. 

D.10 Fixture's acceleration using setup # 1 - verification test # 1. 

D.ll Fixture's acceleration using setup # 1 - verification test # 2. 

D.12 Fixture's acceleration using setup # 1 -verification test # 3. 

D.13 Fixture's acceleration using setup # 1 -verification test # 4. 

D.14 Fixture's acceleration using setup # 1 -verification test # 5. 

D.15 Fixture's acceleration using setup # 1 -verification test # 6. 

D.16 Fixture's acceleration using setup # 1 - verification test # 7. 

D.17 Fixture's acceleration using setup # 1 -verification test # 8. 

D.18 Fixture's acceleration using setup# 1- verification test # 9. 

D.19 Fixture's acceleration using setup # 1 - verification test # 10. 

D.20 Fixture's acceleration using setup # 1 - verification test # 11. 

D.21 Fixture's acceleration using setup # 1 - verification test # 12. 

D.22 Fixture's acceleration using setup # 1 - verification test # 13. 

D.23 Fixture's acceleration using setup # 1 - calibration test # 1. 

D.24 Fixture's acceleration using setup # 2- calibration test # 2. 

D.25 Fixture's acceleration using setup # 2- calibration test # 3. 

D.26 Fixture's acceleration using setup # 2- calibration test # 4. 

D.27 Fixture's acceleration using setup # 2- calibration test # 5. 

D.28 Fixture's acceleration using setup # 2- calibration test # 6. 

D.29 Fixture's acceleration using setup # 2- calibration test # 7. 

D.30 Fixture's acceleration using setup # 2- calibration test # 8. 

XXlll 

. . . . . 214 

218 

219 

220 

221 

222 

223 

224 

225 

226 

227 

228 

229 

230 

231 

232 

233 

234 

235 

236 

237 

238 

239 

240 

241 

242 

243 

244 

245 

246 

247 



LIST OF FIGURES 

D.31 Fixture's acceleration using setup # 2- calibration test # 9. 

D.32 Fixture's acceleration using setup # 2 - verification test # 1. 

D.33 Fixture's acceleration using setup # 2 - verification test # 2. 

XXIV 

248 

249 

250 



LIST OF SYMBOLS 

o:(w) 

j3 

X 

··i y 

6(t) 

~A~,j,n 

Radial helix angle, ( rad) 

System's receptance in frequency domain, (m/N) 

A complex constant used in Equation 2.8, (m/N) 

Receptance response at an angular velocity w at point j due to a force at 

point k, (m/N) 

Helix angle, (rad) 

System's acceleration in the X-direction, (m/s2 ) 

System's acceleration in the X-direction at time i, (m/s2 ) 

System's acceleration in theY-direction at time i, (m/s2
) 

Response of the system subject to an impulse force, (m) 

Angular increment corresponding to a time increment ~t, (rad) 

Angular increment when moving on the tooth's helix from one discritiza­

tion level n to another n + 1, ( rad) 

Instantaneous elemental area of the shear zone at time i, tooth j, and 

discretization n, (m2
) 

Axial depth of cut increment, (m) 

XXV 



~F~,j,n 

~F~,j,n 

LIST OF SYMBOLS 

Instantaneous elemental axial cutting force (vertical direction) at time i, 

tooth j, and discritization level n, (N) 

Instantaneous elemental cutting force on rake face at time i, tooth j, and 

discretization level n, (N) 

Instantaneous elemental centrifugal force due to run-out a time i, tooth 

j, and discretization level n, (N) 

Instantaneous elemental radial cutting force (normal to feed direction) at 

time i, tooth j, and discritization level n, (N) 

Instantaneous elemental radial cutting force (normal to feed direction) in 

the X-direction at time i, tooth j, and discritization level n, (N) 

Instantaneous elemental radial cutting force (normal to feed direction) in 

the Y -direction at time i, tooth j, and discritization level n, (N) 

Instantaneous elemental shearing force at time i, tooth j, and discretiza­

tion level n, (N) 

Instantaneous elemental tangential cutting force (feed direction) at time 

i, tooth j, and discritization level n, (N) 

Instantaneous elemental tangential cutting force (feed direction) in the 

X -direction at time i, tooth j, and discritization level n, (N) 

Instantaneous elemental tangential cutting force (feed direction) in the 

Y -direction at time i, tooth j, and discritization level n, (N) 

~Fe Elemental cutting force on rake face acting inwards, (N) 

~Fr Elemental force in radial direction, (N) 

~ft Feed per tooth increment corresponding to a time increment ~t, (m/tooth) 

~Fcc Elemental cutting force on rake face and acting axially upwards, (N) 

~Fer Radial component (normal to feed direction) of the elemental cutting force 

on rake face acting inwards, (N) 

XXVI 



LIST OF SYMBOLS 

t1Fct Tangential component (feed direction) of the elemental cutting force on 

rake face acting inwards, (N) 

b,.N~,j,n 

Ia 

X 

. i 
y 

T/r 

rJ,n 

Discritized unbalance mass at discritization level n, (kg) 

Instantaneous elemental force normal to f:1F~,j,n at time i, tooth j, and 

discretization level n, (N) 

Instantaneous elemental cutting force normal to shearing force b,.F;,j,n at 

time i, tooth j, and discretization level n, (N) 

Elemental cutting force normal to t1Fc, (N) 

Radial component (normal to feed) of the elemental cutting force normal 

to t1Fc, (N) 

Tangential component of the elemental cutting force normal to f:1Ft, (N) 

System's response at time t due to a sequence of impulses (Duhamel's 

integral), (m) 

Strain rate encountered during cutting, (s-1 ) 

Instantaneous strain rate at time i, tooth j, and discretization level n, 
(s-1) 

Reference strain rate, (s-1 ) 

System's velocity in the X-direction, (m/s) 

System's velocity in the X-direction at time i, (m/s) 

System's velocity in theY-direction at time i, (m/s) 

Damping loss factor for mode r 

Strain encountered during cutting 

Instantaneous fraction of the total heat generated in the primary defor­

mation zone at time i, tooth j, and discretization level n 

!],n Instantaneous strain at time i, tooth j, and discretization level n, (s-1 ) 

XXVll 



LIST OF SYMBOLS 

YJ Fitted value of FRF, f = 1 ... n, n is the total number of points in the 

record 

).. System's pole 

)..* Conjugate of system's pole 

>..; Conjugate of system's pole for mode r 

Ar Run-out angle, (rad) 

Ar System's pole for mode r 

J-L Ratio between !':!.Ft and !':!.Fr in Equation 5.2, friction coefficient between 

Fe and Nc in Equation 5.20 

f-Lc Coefficient of friction between the rake face (upwards) and the chip 

w Rotation angle, (rad/s) 

wd Damped natural frequency, (rad/s) 

Wr Natural frequency of mode r, (rad/s) 

wd,r Damped natural frequency for mode r, (rad/s) 

<I> A rotation angle that reflects the influence of out-of-range modes, used in 

Equation 2.8 

¢ Angular position, (rad) 

<Pe End angle, angular position at which the cutter's tooth ends cutting, (rad) 

¢i Instantaneous cutter's angular position, (rad) 

¢n Angular cutter position at discritization level n in Figure 5.6, (rad) 

</Jp Pitch angle, the angle between one tooth and the next one, (rad) 

<Ps Starting angle, angular position at which the cutter's tooth starts cutting, 

(rad) 

¢n+l Angular cutter position at discritization level n + 1 in Figure 5.6, (rad) 

XXVlll 



LIST OF SYMBOLS 

i 
Pj,n 

a 

ai 
ut,i,n 

T.i 
ut,i,n 

ei . 
m,J,n 

'Ps 

~j 

A 

Instantaneous material density at time 1., tooth j, and discretization level 

n, (kg/m3
) 

Damping coefficient 

Instantaneous material's tensile strength at time i, tooth j, and discretiza­

tion level n, (N /m2
) 

Damping coefficient for mode r 

Instantaneous material's shearing strength at time i, tooth j, and dis­

cretization level n, (N/m2 ) 

Instantaneous average temperature rise in the secondary deformation zone 

at time i, tooth j, and discretization level n, (°C) 

Instantaneous maximum temperature rise in the secondary deformation 

zone at time i, tooth j, and discretization level n, (°C) 

Instantaneous average temperature rise in the primary deformation zone 

at time i, tooth j, and discretization level n, (°C) 

Shear angle 

Starting values of the damping ratios for Equation 4. 7 for mode j 

Damping ratio of mode r 

Complex conjugate of residue rAjk 

Residue corresponding to mode r at point j due to a force at point k 

Yield of test material in Johnson-Cook equation, (MPa), constant m 

Equation 5.55, system's residue in Equation 3.1 

A* Conjugate of system's residue 

A; Conjugate of system's residue for mode r 

Ai Calibration coefficients for Equations 5.12, 5.13 and 5.15 where i E 1, 2, 3 

respectively 

XXlX 



LIST OF SYMBOLS 

Calibration coefficients for Equations 5.12, 5.13 and 5.15 where i E 1, 2, 3 

respectively 

Ar System's residue for mode r, constants used in Equation 2.8 

B Strain hardening of test material, used in Johnson-Cook equation, (MPa) 

bi Calibration coefficients for Equations 5.12, 5.13 and 5.15 where i E 1, 2, 3 

respectively 

Br Constants used in Equation 2.8 

C Strain rate constant of test material in Johnson-Cook equation 

C1 Mean absolute percentage error between experimental and fitted FRF 

C2 Maximum absolute percentage error between experimental and fitted FRF 

c;,j,n Instantaneous specific heat of test material at time i, tooth j, and dis­

cretization level n, ( J /kg°C) 

ci Calibration coefficients for Equations 5.12, 5.13 and 5.15 where i E 1, 2, 3 

respectively 

e 

F(w) 

pi . 
m,J,n 

Real quantity constant for mode r used in Equation 2.9 

Damping matrix or vector of the system's equation of motion in the X­

direction, (N sm -1) 

System's damping in the X -direction, (N sm - 1
) 

System's damping in the Y -direction, (N sm - 1
) 

Radial depth of cut, ( m) 

Run-out value, eccentricity, (m) 

Force applied on the system in the frequency domain, (N) 

Instantaneous momentum force at time i, tooth j, and discretization level 

n, (N) 

XXX 



LIST OF SYMBOLS 

fi Instantaneous feed per tooth at time i, tooth j, and discritization level n, t,j,n 

(m/tooth) 

F~ Instantaneous cutting force in the X -direction at time i, (N) 

F~ Instantaneous force applied to the system in the X -direction at time i, 

(N) 

F; Instantaneous cutting force in the Y -direction at time i, (N) 

F~ Instantaneous force applied to the system in the Y-direction at time i, 

(N) 

F~ Instantaneous cutting force in the Z-direction at time i, (N) 

F c Cost function 

Fe Cutting force on rake face acting inwards, (N) 

Fn Cutting force in normal direction (normal to feed direction), (N) 

Ft Cutting force in tangential direction (direction of feed), (N) 

ft Feed per tooth, (m/tooth) 

Fx External force applied to the system in the X -direction, (N) 

Fcc Cutting force on rake face and acting axially upwards, (N) 

fnj Starting values of the natural frequencies for Equation 4. 7 for mode j, 

(Hz) 

h 

H(w) 

Cutting force in the X -direction corresponding to an incremental time 

unit ~t, Figure 5.6, (N) 

Cutting force in the Y -direction corresponding to an incremental time 

unit ~t, Figure 5.6, (N) 

Instantaneous chip thickness, (m) 

System's receptance in the frequency domain, (m/N) 

xxxi 



LIST OF SYMBOLS 

H(w)exp,i Experimental receptance in frequency domain, i = 1 ... n, n is the total 

number of points in the record, (m/N) 

H(w)Jit,i Fitted receptance in frequency domain, i = 1 ... n, n is the total number 

of points in the record, (m/N) 

h(t) System's transfer function in the time domain 

1, Time index, Ch.5 

j Complex operator in Equation 3.1, tooth number, Ch.5 

k Iteration number 

K],n Instantaneous thermal conductivity of test material at time i, tooth j, 

and discretization level n, ( J /kg°C) 

Ka Specific cutting force in axial direction (vertical direction), (N/m2) 

Kn Specific cutting force in normal direction (normal to feed direction),(N /m2
) 

Kr Specific cutting force in radial direction (normal to feed direction), (N /m2
) 

Kt Specific cutting force in tangential direction (direction of feed), (N /m2 ) 

Kx Stiffness matrix or vector of the system's equation of motion in the X­

direction, (Nm-1) 

kx System's stiffness in the X-direction, (Nm-1) 

ky System's stiffness in theY-direction, (Nm-1) 

m Temperature exponent in Johnson-Cook equation, number of teeth en­

gaged in cut, Figure 5.6 

Mx Mass matrix or vector of the system's equation of motion in the X­

direction, (kg) 

mx System's mass in the X -direction, (kg) 

my System's mass in the Y-direction, (kg) 

XXXll 



LIST OF SYMBOLS 

N 

n 

OF 

OFi 

i 
Pj,j,n 

i 
Pm,j,n 

Total number of modes used in Equation 3.3 

Discritization level, Ch.5, total number of points of the Experimental/Fitted 

FRF in Equations 3.5, and 3.6 

Cutting force normal to Fe, (N) 

Objective function 

Objective function value at iteration i 

Instantaneous rate of heat generation in the secondary deformation zone 

that takes place at time i, tooth j, and discretization level n 

Instantaneous rate of energy consumption in cutting at time i, tooth j, 

and discretization level n 

P~,j,n Instantaneous rate of heat generation in the primary shearing zone that 

takes place at time i, tooth j, and discretization level n 

R;,n Instantaneous thermal number at time i, tooth j, and discretization level 

n 

T 

t 

ti . 
c,J,n 

Tj,n 

Ti . 
max,J,n 

Center of gravity of the unbalance mass, (m) 

Temperature, (°C) 

Time operator, ( s) 

Instantaneous uncut chip thickness at time i, tooth j, and discritization 

level n, (m) 

Instantaneous temperature of the shearing zone that takes place at time 

i, tooth j, and discretization level n, (°C) 

Instantaneous maximum cutting temperature at time i, tooth j, and dis­

cretization level n, (°C) 

Uncut chip thickness, (m) 

Melting temperature of the material tested, (°C) 

XXXlll 



v 

vi 
j,j,n 

vi 
t,j,n 

LIST OF SYMBOLS 

Reference temperature, i.e. room temperature, (°C) 

Instantaneous specific energy to produce a new uncut surface at time i, 

tooth j, and discretization level n, (hp/in/min) 

Instantaneous specific energy due to friction at time i, tooth j, and dis­

cretization level n, (hp/in/min) 

Instantaneous total specific energy during machining at time i, tooth j, 

and discretization level n, (hp/in/min) 

Instantaneous specific energy required to accelerate the chip at time i, 

tooth j, and discretization level n, (hp/in/min) 

Instantaneous specific energy due to shearing at time ~, tooth j, and 

discretization level n, (hp/in/min) 

Cutting velocity, (m/min) 

Displacement in the chip thickness direction for the fixture at time ~, 

tooth j, and discretization level n, (m) 

Displacement in the chip thickness direction due to run-out at time i, 

tooth j, and discretization level n, ( m) 

Displacement in the chip thickness direction for the tool at time i, tooth 

J·, and discretization level n, (m) 

vP Previous displacement in the chip thickness direction for the fixture for f,j,n 

tooth j, and discretization level n, ( m) 

vf,j,n Previous displacement in the chip thickness direction for the tool for tooth 

j, and discretization level n, (m) 

Velocity on the rake face, (m/min) 

X Coordinate system's axis in the feed direction 

X System's displacement in the X-direction, (m) 

X(w) System's response in the frequency domain, (m) 

XXXIV 



LIST OF SYMBOLS 

xi System's displacement in the X-direction at time i, (m) 

xi Fixture's displacement in the X -direction at time i, tooth j, and dis-J,j,n 

cretization level n, (m) 

xi . Cutting tool's displacement in the X-direction at time i, tooth j, and t,J,n 

discretization level n, (m) 

Y Coordinate system's axis normal to the feed direction 

yi System's displacement in theY-direction at time i, (m) 

yi Fixture's displacement in the Y -direction at time i, tooth j, and dis-J,J,n 

cretization level n, (m) 

yi Cutting tool's displacement in the Y-direction at time i, tooth j, and t,j,n 

discretization level n, (m) 

Y! Experimental value of FRF, f = 1 ... n, where n is the total number of 

points in the record 

z Coordinate system's axis in the vertical direction 

Vibration of the cutting tool at time n, (m) 

ZJ,n-i Vibration of the fixture at time n- i, i E 1, 2, 3, (m) 

ZJ,n Vibration of the fixture at time n, (m) 

Zn-i Vibration of the cutting tool at time n- i, i E 1, 2, 3, (m) 

XXXV 



GLOSSARY 

DAQ 

FFT 

FRF 

H5M 

MIMO 

ORFP 

R&D 

RFP 

5CF 

51MO 

5150 

WWII 

Data Acquisition. 

Fast Fourier Transform. 

Frequency Responce Function. 

High-Speed Machining. 

Multiple-Input Multiple-Output. 

Optimized Rational Fraction Polynomial. 

Research and Development. 

Rational Fraction Polynomial. 

Specific Cutting Forces. 

Single-Input Multiple-Output. 

Single-Input Single-Output. 

World War II. 

XXXVll 



CHAPTER 1 

INTRODUCTION 

1.1 Motivation & Background 

The milling process is one of the most common metal removal operations used in 

industry [1]. In the last couple of decades the trend in the field of automotive and 

aerospace parts as well as thin-walled component manufacturing was to strive for 

better part quality as well as low cost and high efficiency production in order to 

compete on a global scale [2]. As it evolved, high-speed machining (HSM) played 

a successful and increasing role in this competition as it helped in producing very 

intricately shaped thin walled, and pocketed surfaces at less cost and with higher 

productivity. This had a direct impact on the part complexity that is achievable 

and on time to market for new parts [3]. Moreover, parts produced by HSM are 
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characterized by their lower surface roughness and reduced amount of distortion. 

However, with the advancement of HSM technology dynamic problems related to 

modern machine-tool structures are currently limiting performance. 

Conventional machine-tools generally have rotational speeds up to 10000 RPM; 

this can generate a tooth passing frequency of 600 Hz for a 4 flute end mill. For 

such a low operating frequency, there is often only one dominant mode that affects 

the cutting process. In addition, the dynamometers used can measure the cutting 

forces without the need to compensate for the dynamic effects of the system [4]. In 

HSM, spindle speeds are rated as high as 60k rev./min, if not higher, which can 

generate a tooth passing frequency of 4000 Hz for a 4 flute end mill. For such a 

high operating frequency, it cannot be assumed that one mode will be dominant and 

thus modeling must include the higher modes of the multi-degree of freedom system. 

Also the high operating frequency might interfere with the natural frequency of the 

dynamometer. This will necessitate the compensation of this effect when estimating 

the cutting forces. 

The prediction of cutting forces is becoming increasingly important as more 

process planning activity is being done prior to actual machining studies. This is 

being done in an effort to keep expenses for the research and development (R & D) 

from increasing and generating significant overhead expenses. Therefore this activity 

must be low cost and easy to implement. In general, experimentally driven process 

improvements have high investment costs and are often times not easy to interpret. 

Currently establishing practical cutting conditions in HSM for a particular part is 

often done using trial and error and/ or is based on conservative cutting conditions. In 

addition to that when new parts are introduced or a change in the design of the original 

part occurs, the previous procedure will need to be repeated at significant cost. This 

clearly results in lower productivity and added cost. Due to these limitations there 
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is a trend within industry to move more toward a model-based product development 

process. This trend is driven by the need to reduce product development time and 

cost. 

A better solution to address this problem is to model the HSM process to be able 

to better predict the cutting forces by taking into account the various parameters 

that will affect the quality of the end product. Simulating such processes will assist 

manufacturers in selecting cutting conditions in a relatively short time and at low 

cost. Recent advancements in personal computers make the use of simulation of 

those processes practical for many applications and are currently expanding their use 

in industry. 

1.2 Scope of the Work 

The scope of this dissertation is on the development of a new and improved model 

that is able to predict the specific cutting force specific cutting forces (SCF) using 

the acceleration of the system comprised of the workpiece fixture and the cutting 

tool used in the cutting process during HSM. The model is developed using a sharp 

solid carbide end mill, it also uses a set of general purpose accelerometers. The 

development of the dynamic model has led to other improvements in the area of 

modal parameters identification. The model features and problems will be treated 

and developed independently and then integrated to form the final model. 

1.3 Thesis Outline 

In the following, a brief description of the thesis's structure is given as a fast overview 

of the different issues dealt with throughout this dissertation. 

3 



Ph.D. Thesis, O.Omar McMaster University- Mechanical Engineering 

This thesis is comprised of eight chapters and four appendices. Chapter 2 pro­

vides a comprehensive review of the approaches and techniques used for cutting force 

estimation, modal parameter extraction and the different dynamic models that are 

available in the open literature and that are commonly used to address the problems 

outlined in this work. It also discusses the HSM benefits, challenges and how it relates 

to the different issues of modal parameter extraction and system dynamics that have 

triggered this research effort. 

In Chapter 3, the Rational Fraction Polynomial (RFP) model, originally devel­

oped by Richardson [5], was investigated to predict modal parameters from exper­

imental data. The drawbacks, pointed out by Richardson, are then addressed in 

Chapter 4, which proposes an improved optimization technique. This approach ex­

tracts the modal parameters by using a technique that is based on the RFP model. 

The new technique ensures the generation of stable modes and is flexible in choosing 

the natural frequencies so that it matches those of the experimental Frequency Re­

sponse Function FRF. In addition, special issues during programming were discussed 

and analyzed, which included the use of different objective functions, coding and 

decoding of the initial estimate used to start the optimization process. 

Chapter 5 describes a model that is capable of simulating the cutting forces re­

sulting from the end milling process during HSM. It details the assumptions upon 

which the model was built and the mathematical relations between the different pro­

cess parameters. It also covers the algorithm behind the suggested dynamic model. 

The proposed dynamic force model is an extension to the model initially developed 

by Tlusty [6] however it proposes a new and improved procedure to estimate the SCF 

using the acceleration of the workpiece. A basic and ideal model is first presented, 

and then gradually more complexities are added to the model to address the prob­

lems pointed out in Chapter 2. To include a wider range of frequencies relevant to 
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HSM problems a multi-degree of freedom system is implemented. With the modal 

parameters being extracted using the improved optimization technique. The modal 

parameters are then used to estimate the system's response in the time domain us­

ing the convolution theorem integrated with the cutting force model. The tool/tool 

holder's run-out effect is also added to the cutting force model. 

Chapter 6 covers the experimental design, methods used to collect and pre/post 

process the experimental data along with the experimental setup that will be used to 

verify the suggested model. 

Chapter 7 deals with the analysis and the experimental verification of the intro­

duced model suggested earlier in Chapter 5. First the methodology to test the new 

model was introduced. Then the model was subjected to an investigation to test: (1) 

the effect of choosing the number of fitted modes on the estimated SCF, (2) the effect 

of filtering the simulated acceleration, and (3) the effect of including the tool/tool 

holder run-out in the dynamic model. Afterwards, a set of cutting tests was used 

to predict the SCF using a setup (setup # 1) which includes a dynamometer. The 

same set of cutting tests was used to predict the SCF using another setup (setup# 2) 

which does not include a dynamometer. In those two setups two different force models 

were used: (1) a mechanistic cutting force model, and (2) an analytical cutting force 

model. The SCF estimated for both setups and for both cutting force models was 

then compared and analyzed. An attempt was also made to reproduce the measured 

forces analytically. These were then compared and analyzed against the experimental 

ones. 

In Chapter 8, the conclusions, contributions, and recommendations for future 

research work are presented. Four appendices are also included and cover the technical 

details related to the mathematical derivations and provide the detailed illustrations 

that are not presented in the main text of the thesis. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction 

In this chapter a comprehensive literature review will be carried out to cover the areas 

of interest that will be tackled throughout this dissertation. This study is comprised 

of two main directions: (1) the assessment of the specific cutting forces using an 

alternative means other than the dynamometers typically used in HSM end milling 

processes, (2) an improved technique for modal parameter extraction. 

2.2 End-Milling Process 

Machining operations are an important part of the world's manufacturing industry. 

Machining processes are widely used in industry for discrete part production. In 
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general they can be classified into two categories: (1) single cutting edge processes 

in which a single point tool removes unwanted material to produce the desired part, 

(2) multi-cutting edge processes which involves the use of multi-point cutting tools 

to produce the desired surface. 

The milling operation is a multi-cutting edge process that is distinguished from 

other machining operations by: (1) the cutting tool used has one or more teeth 

(flutes), (2) those teeth rotate around a fixed axis while being moved with respect to 

the workpiece. 

In general, the formed chip is short and discontinuous. This is due to the nature 

of the process and to the geometry of the cutting tool. Furthermore due to the 

rotation of the tool it will engage the workpiece producing a variable chip thickness. 

This leads to non steady-state cyclical conditions of force and temperature [7]. The 

dynamics and thermal cycles of the milling process is detrimental to its life especially 

when a heavy depth of cut is used. The cyclic variation of force can provide the 

necessary energy to excite a natural mode of vibration in the machine-tool-workpiece 

system, which leads in most cases to poor surface finish and decreased tool life [7]. 

There are three basic types of milling processes [7]: planning, facing and end 

milling, this is illustrated in Figure 2.1. Each and every case is unique in its appli­

cation, and operation. The most common nomenclature of the milling cutter and its 

operational modes is illustrated in Figures 2.2 and 2.3 respectively. In end milling 

two operational modes exist which depend essentially on the rotational direction of 

the tool when compared with the progress of the workpiece. They are known as:(1) 

up milling, also known as conventional milling, and (2) down milling, also known as 

climb milling. See Figures 2.3a and 2.3b respectively. 
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End Milling 

Periphefal MiRing 

Figure 2.1 -Basic types of milling [7]. 

Figure 2.2- Nomenclature of the milling cutter [7]. 

(a) (b) 

Figure 2.3 - Operational modes of the end milling process [7]. 
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2.3 Force Models 

The quality of the surface produced, the machining time and the power consumed 

during the end milling process depends mainly on the magnitude of the cutting forces. 

Since the first half of the last century many researchers tried to come up with different 

models to estimate the cutting force in end milling. In general, they can be classified 

into the following categories: 

1. Analytical models 

2. Mechanistic models 

2.3.1 Analytical models 

The use of analytical models started in the early 1940's when researchers such as 

Merchant, Shaffer, and Lee represented cutting mechanics in a mathematical form. 

Their estimation of the cutting forces was based on defining the metal cutting process 

as being a plastic-flow process. They derived a set of analytical equations for the 

cutting forces that relates different parameters such as the shear angle, the friction 

between the tool and the workpiece, and some material constants such as the shear 

stress. In order to develop these models several assumptions were made regarding the 

behavior of the material used. 

The application of slip line theory was also developed but it is difficult to ap­

ply because the representation of the primary deformation zone by a simple shear 

plane may be unrealistic and the mean angle of friction was found to be insufficient 

to completely define the frictional conditions on the tool face [8]. In addition, the 

analytical models couldn't accurately predict the cutting forces in practical cutting 

conditions especially when the system dynamics are included. Merchant presented 

one of the most recognized analytical models known to date [7]. More detailed infor-
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mation about analytical models and different relationships between forces acting on 

the tool can be found in [7, 9]. 

2.3.2 Mechanistic models 

Mechanistic force models have been adopted by many researchers [10-18] in the anal­

ysis of the milling process. This approach refers to the estimation of the cutting force 

by means of the uncut chip thickness and the use of a set of calibration coefficients 

known as the specific cutting pressures [17, 19] (or SCF [14, 20]). 

In 1941, Martellotti [21], developed the basic theory of the mechanistic cutting 

force model. He developed a mathematical equation that calculates the uncut chip 

thickness that was used in most of the available mechanistic models. He simplified it 

to Equation 2.1. 

tc = ft sin(</>) (2.1) 

where tc is the uncut chip thickness, ft is the feed per tooth and </> is the angular 

position of the cutter. Predicting the uncut chip thickness using Equation 2.1 is valid 

for a small feed rate Ut = 0.0025 - 0.025 mm [22]). The cutting force was then 

estimated using the following general equation: 

(2.2) 

(2.3) 

where Ft is the cutting force in the tangential direction (direction of feed), Fn is the 

cutting force in the normal direction (normal to feed direction), his the instantaneous 

chip thickness, Kt and Kn are the specific cutting forces for the tangential and normal 

directions respectively and are determined experimentally. Ever since the mechanistic 
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model was established, several researchers have tried to study the specific cutting 

forces and understand their behavior. Several researchers have revealed that the 

specific cutting forces are process dependent, they generally depend on the feed rate, 

axial and radial depth of cut [23], and the effective cutting speed [24]. Table 2.1 

summarizes several mechanistic models. 

The models presented so far to estimate cutting forces are commonly used by 

researchers. Work done by Zheng et al. and others in [25-30] was based on the model 

given by Tlusty et al. and Sabberwal in [31, 32]. Whereas work done by Altintas et 

al. and others in [29, 33-35] was carried out using the model given in [36]. Finally, 

Shirase et al. [37, 38] used the model given by Altintas et al. [39]. The simplicity 

of the model presented in [40, 41] has led several researchers to implement it in their 

models. 

2.4 Addition of System Imperfections 

The tilt in the axis of the cutting tool and/ or the run-out that exists in the rotation 

of the cutting tool affects the interaction of the tool with the workpiece and thus the 

measurement of the cutting forces. These factors are considered to be some of the 

main imperfections that might exist in the machining system. 

2.4.1 Spindle Tilt 

Spindle tilt results from the fact that the centerline of both the spindle and the cutter 

are not always parallel, as illustrated in Figure 2.4. This offset usually results from 

small debris between the tool and the tool holder. The tilt effect can be added to the 

cutting force model as an offset from the centerline of the cutter [42-44]. This offset 

varies while moving up vertically towards the spindle, see Figure 2.5. 
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Table 2.1- Summary of mechanistic models 

# Force model 

1 Ft = Kt b Ct 

Fn = Kn Ft 

2 Ft=Kbh 

Fn = 0.3 Ft 

3 Ft=KbhP 

Fn = 0.3 Ft 

4 Ft = Ks a h + Ks a h* 

Fn = Ks a r1 h + Ks a r2 h* 

5 Ft = Ktc h dz + Kte dz 

Fr = Krc h dz + Kre dz 

Fz = Kzc h dz + Kze dz 

6 Ft = Kt h dz 

Fr = Kr Ft dz 

Fa= Ka Ft dz 

Author 

[45] 

[32] 

[31] 

[36] 

[38, 39, 46, 47] 

Notes 

b is the axial depth of cut, Ct is the uncut chip thickness 

Kn is a ratio, 

K is the specific cutting force. 

The model is simplified from 1 

p= 0.3 

h*, r 1 and r2 are determined experimentally 

a is the axial depth of cut 

dz is incremental axial depth of cut 

Ktc, Krc and Kzc are tangential, radial, and axial cutting 

force coefficients 

Kte, Kre and Kze are tangential, radial, and axial force 

coefficients relating to rubbing 

All constants are determined experimentally 

[29, 33, 47, 48] Kt = kt h,-kv 

Kr = kr h,-kq 

Ka = kz h,-ka, kt,kr,kz,kp,kq and ka are determined 

experimentally 

Figure 2.4 - Definition of tilt. 
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Workpiece 

Figure 2.5 - Including the tilt in the cutting force model. 

2.4.2 Tool run-out 

The cutter run-out in most available literature [15, 16, 38, 49-53] is introduced as 

a uniform misalignment that exists between the spindle center and the centre axis 

of the cutting tool. The run-out is introduced as an offset that takes place in the 

position of the tool center and is a constant along its length. Usually the run-out is 

defined by a linear distance p between centers, and an angle >. locating its position 

relative to one of the teeth of the cutter, this is illustrated in Figure 2.6. In [52] the 

run-out was defined slightly different than was introduced earlier. 

Spindle axis 

I 

".1X 

Figure 2.6 - Definition of run-out. 
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2.5 System Dynamics 

In the previously presented mechanistic models the cutting force was, in the majority 

of the cases, directly proportional to the uncut chip thickness as well as the axial 

depth of cut. The axial depth of cut is constant and the uncut chip thickness is also 

assumed to be constant given a specific angular position. In real life the uncut chip 

thickness, for a given angular position, can vary due to the dynamics of the system. 

This will eventually leave a surface with undulations that will affect future cuts. This 

is illustrated in Figure 2. 7. 

lCHH) 

Ht-~"'h-­
K~~~·--~~~~-~~­
HL..-t-~~-~ 

-. HS ~----'""""""---------~oc.-------' 
o.ooo 

PHI£0 I 

Figure 2. 7 - Including the history of previous cuts [6]. 

Regenerative models account for the history of previous cuts. The regenerative 

force model was originally developed by Tlusty et al. [6] for turning and milling. 

Hence Equation 2.1 will be modified to incorporate the effect of the surfaces left 

behind that were generated by previous cuts as given by Equation 2.4. 

tc = ft sin(¢)+ Zn- min(zn-i) (2.4) 

where Zn is the vibration of the cutter at time n resulting from the cutter's motion due 

to the dynamics of the system and Zn-i are the deflections of the cutting tool due to 

the system dynamics fori (i E 1, 2, 3) previous periods because as the vibrations grow 

more preceding cuts than just one might be involved in the estimation of the uncut 
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chip thickness. This model is most useful when investigating chatter and system 

dynamics. For the scope of this dissertation, all tests carried out were stable and 

hence the deflection of the cutting tool was considered for only one previous period 

leading to Equation 2.5. Equation 2.5 was adopted by many researchers [54-57] 

(2.5) 

The cutting tool's vibration results from applying the cutting force on the cutting 

tool system. This system responds to this excitation by vibrating which impacts the 

uncut chip thickness. At any time, if the value of tc is negative, the cutter is no longer 

engaged in cut and tc is forced to zero; basic non-linearity effect. It should be noted 

that the model presented in [54] indirectly took into account the effect of previous cuts 

on the surface by actually simulating the cutting process and the interaction between 

the tool and the workpiece which is more accurate since Equation 2.5 is based on 

the assumption that the tool encounters a circular path rather than a trochoidal one 

which is valid only for small feed/tooth ranges. 

So far in this review the workpiece/fixture was considered to be fixed with no 

relative motion between the tool and the workpiece/fixture. Additional models have 

been developed to account for this relative motion [11, 58]. Hence Equation 2.4 

becomes 

tc = ft Sin(¢)+ Zn- ZJ,n- (zn~l- ZJ,n~I) (2.6) 

where ZJ,n is the vibration of the fixture at time n resulting from the cutting forces 

applied to the fixture system and ZJ,n~I is the vibration of the fixture resulting from 

the cutting forces applied to the fixture system during one previous period. 

Once tc is estimated the resultant instantaneous cutting force can be determined 
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and is then applied to the system comprised of the cutting tool and workpiece/fixture. 

The new response enters into the force calculation at the next time step through the 

uncut chip thickness value. 

The response of the system, be it the fixture or the machine tool, has to be 

determined at each instant by applying the estimated cutting force to the transfer 

function of the system. The transfer function can then be determined by: ( 1) choosing 

the appropriate dynamic model that suites the case under investigation, and then (2) 

estimating whatever parameters are needed to make the selected model work (modal 

parameter extraction). 

In most of the literature lumped mass models are used, depending on the actual 

physical system, and are comprised of one or several masses related to each other by 

translational and/or rotational stiffnesses and simple dashpots to add the damping 

effect [58-64]. Lumped mass models can be broadly divided into: (1) single-degree 

of freedom, (2) multi-degree of freedom models. Single-degree of freedom models 

are the most commonly used by researchers due to the ease in which their different 

components can be identified and the ease in which they can be used in different 

mechanistic models. On the other hand, the use of multi-degree of freedom models 

is less common due to the complexity of building a model that describes the real life 

system, let alone the challenge of identifying its different components. Once identified, 

the response of the system can be obtained by solving the equation of motion given 

by Equation 2.7. 

(2.7) 

where ii, u and u are the acceleration, the velocity and the displacement respectively 

in an arbitrary direction u (or any other direction). Mu, Cu, and Ku are the mass, 
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the damping and the stiffness of the system under investigation respectively in the 

u-direction. They can take a scalar form for a single-degree of freedom model or 

a matrix form for multi-degree of freedom models. Equation 2. 7 can be solved us­

ing several techniques such as finite difference or Runge-Kutta differential equation 

solving techniques [54, 58]. 

Machine tools have become more complex in part to satisfy the requirements of 

non-traditional machining processes such as HSM technology. As a result their system 

transfer functions have also become more complicated increasing the need to use a 

multi-degree of freedom approach especially to capture the existence of closely spaced 

or weak modes [65]. Not just that, but hiding different parts behind closed panels 

makes the process of estimating the mass and stiffness of different parts even harder. 

Assuming that it is still reasonable to model a specific machine using lumped masses 

this model is really only valid for that particular machine due to the uniqueness of 

its manufacturing. In other words, if there is a need to model another machine, one 

should go through the lengthy and uncertain procedure to estimate the masses, etc ... 

Once the masses and stiffnesses of the system are estimated there remains the 

challenging process of estimating the damping factors between the different structural 

parts. This falls into another approximation procedure. In the previous approach, the 

number of modes estimated in the system depends on the number of masses used in 

the approximation of the real system. To obtain the modal parameters (Mu, Cu, Ku) 

there should be a sufficient number of responses equal to the number of assumed 

masses. This is necessary to be able to optimize the selection of the modal masses. 

This necessitates the use of several accelerometers and hence results in a higher cost 

setup with a lengthy experimental process. This is further exasperated by the fact 

that access to the the system under study is generally limited and the use of certain 

measurement instruments pose additional accessibility problems. Furthermore, the 
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targeted area of the system to be studied is relatively small in size and cannot allow 

measurements at different points. 

The process of identifying the individual components of A1, C, and K is called 

modal parameter extraction and is a curve fitting process using different techniques 

depending on the model itself. Curve fitting techniques for modal parameter extrac­

tion can be divided into two main categories: 

1. Curve fitting in the frequency domain 

2. Curve fitting in the time domain 

Each of those categories provides direct and indirect fitting techniques for single and 

multi-degree of freedom systems characterized by single-input single-output (SISO), 

single-input multiple-output (SIMO) or multiple-input multiple output (MIMO) meth­

ods. The direct methods refer to the identification using the general equation of 

dynamic equilibrium. The indirect methods refer to identification using the modal 

parameters such as the natural frequencies and the damping ratios. Figure 2.8 il­

lustrates a summary of the curve fitting methods available for single/multi-degree of 

freedom systems in the frequency and the time domain. 

Each category is sub-divided into several techniques. A summary of the tech­

niques existing under each category is illustrated in Figures 2.9 and 2.10 for the 

frequency and the time domain respectively. 

Given the confined space the fitting techniques based on measuring the mode 

shape are generally not applicable in this case. In machining where the small area of 

contact between the cutting tool and the workpiece could be assimilated to a point 

contact, since this contact area is of the same order of magnitude with the contact area 

of the instruments used for the FRF measurements found through hammer impact 

testing. 
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SINGLE (SISO) 
GLOBAL (SIMO) 
POL YREF. (MIMO) 

Figure 2.8- Summary of curve fitting methods [66]. 
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Polyreference Frequency Domain 
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Identification of Structural System Parameters 

Figure 2.9- Summary of curve fitting methods in the frequency domain [66]. 
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CE Complex Exponential 
LSCE Least-Square Complex Exponential 
lTD Ibrahim Time Domain 
PRCE Polyreference Complex Exponential 
ERA Eigensystem Realisation Algorithm 
ARMA Autoregressive Moving-Average 
DSPI Direct System Parameter Identification 

Figure 2.10- Summary of curve fitting methods in the time domain [66]. 

The hammer impact testing is one of the most convenient and popular methods 

of exciting the structure of interest [67]. The resulting FRF in this study corresponds 

to a SISO system and will include content from the multi-degrees of freedom. The 

appropriate frequency-domain fitting techniques to this type of FRF are composed 

of: (1) Gaukroger-Skingle-Heron method, Ewins-Gleeson method, Frequency Domain 

Prony method, the Complex Exponential Frequency Domain method and the Rational 

Fraction Polynomial method for curve fitting in the frequency domain and (2) the 

Complex Exponential method for curve fitting in the time domain. Of those methods, 

the Rational Fraction Polynomial method and the Complex Exponential method are 

the most commonly used ones due to their accuracy and ease of use [66, 67]. 

The Gaukroger-Skingle-Heron method is based on a least-square fit of the recep-

tance response of an N degree of freedom system as given by Equation 2.8. 

( ) _ (~ Ar + i W Br ) i<I> 
ct w - cto + ~ 2 2 . e 

r=l Wr - W + 1. 2 ~r Wr W 
(2.8) 

21 



Ph.D. Thesis, O.Omar McMaster University- Mechanical Engineering 

where a 0 is a complex constant, <I> is an angle that represents the out-of-range modes, 

Wr is the natural frequency of mode r, w is the rotation angle, and ~r is the damping 

ratio of mode r. The model assumes viscous damping and is interactive allowing 

the user to take decisions such as the initial estimates for the modal parameters. 

An initial guess equal to zero for both a 0 and <I> was found to be satisfactory. Ar 

and Br are constants that are obtained using a least-square analysis. Once Ar and 

Br are known all the modal parameters are then known and the iterative process of 

minimizing a predefined error function can begin. Even though this method gives 

satisfactory results, the whole process is generally very slow [66]. 

The Ewins-Gleeson method is dedicated to identify the modal parameters for 

structures that are slightly damped (typically less than 10% [66] and in many cases 

less than 5% [68]) and the mathematical model is given by Equation 2.9. 

N C 
a(w) ='""" r f=t w; - w2 + i TJr w; (2.9) 

where Cr is a real quantity due to the assumption of slightly damped system, and TJr 

Damping loss factor for mode r. This method works very well if the structure under 

investigation is in fact lightly damped. The main disadvantage is that this method 

is sensitive to selection of the FRF's point data that is used to perform the curve 

fitting. To overcome this drawback, a different approach derived from the Rational 

Fraction Polynomial method was developed by Maia and Ewins [69]. In this new 

method, results are obtained with minimum intervention and experience of the user. 

The Complex Exponential method is expressed in mathematical form in terms 

of displacement at point j due to a force applied at point k, as given by Equation 

2.10. 
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(2.10) 

where rAjk is the residue corresponding to mode r and * denotes the complex con-

jugate. The Complex Exponential method was designed to analyze a single response 

function. It is simple and doesn't require pre-estimation of the modal parameters. 

The only parameter that needs to be defined is the number of modes N for which the 

modal parameters will be extracted. The natural frequencies of the different modes 

Wr, the damping factors ~r and the residues rAjk can be determined through a series 

of matrix manipulations and operations. This process is further explained in detail 

in [67, 69]. One of the major disadvantages of the Complex Exponential method is 

its sensitivity to noise [65, 70]. 

Tuned-sinusoidal methods are considered as a special class of modal identification 

methods which are based on tuning the real modes of vibration of a system by means 

of exciting the structure at each natural frequency by a set of exciters. This necessitate 

the pre-use of another identification method to establish those natural modes. This 

added step is why some researchers do not consider it a genuine identification method 

[71]. 

The Rational Fraction Polynomial (RFP) method is one of the most popular and 

widely used multi degree of freedom models i~ the frequency domain. It has been 

adopted and implemented by many commercial software packages of modal analysis. 

The FRF in terms of receptance can be given in partial fraction form as in Equation 

2.11. 
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( ) L
N Ar + iw Br 

a w = 
r=l w; - W

2 + i 2 ~r Wr W 
(2.11) 

where Ar and Br are constants and are called residues. The natural frequencies 

of different modes Wn the damping factors ~r and the residues Ar and Br can be 

determined through a series of matrix manipulations and operations. This process is 

further explained in detail in [67, 69]. The Rational Fraction Polynomial method was 

found to generate the most accurate damping ratio estimate [65] and provides very 

good estimates of the dynamic parameters if the FRF does not include noise. 

2.6 High-Speed Machining Technology 

The history of HSM goes back as early as before WWII. Dr. Carl J. Salomon con­

ducted a series of tests at speeds up to 16500 (m/min) using helical milling cutters 

on aluminum, copper and bronze during the period from 1924 - 1931. His research 

work is documented under German patent number 523594 and dated April 27th 1931. 

He argued that while increasing the cutting speed the cutting temperature increases 

till it reaches a maximum then decreases. He also suggested that there is a regime 

in which machining cannot occur as illustrated in Figure 2.11. A review conducted 

by Longbottom et al. [72] has revealed that the theory claimed by Dr. Salomon, 

when compared to several researchers work, has some discrepancies. It can be ap-

plied when considering the workpiece temperature but not for the tool-chip interface. 

As the cutting speed increases there is less time for the heat to be transferred to the 

workpiece and hence the temperature starts increasing up to a point after which it 

starts decreasing. 
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After passing this point, the rest of the heat is transferred to the tool-chip inter­

face which leads to the continuous increase in temperature of the tool tip. See Figure 

2.12. Defining HSM was just machining at rotational speeds above a certain value 

(around 10000 rev./min). Then a more clear and specific definition was concluded; 

HSM is material dependent [73] as shown in Figure 2.13. 

Figure 2.11- Effect of cutting speed on cutting temperature [74]. 
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Figure 2.12- Reviewing Dr. Solomon's theory [72]. 
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Figure 2.13- Definition of HSM [73]. 

In general, research areas in HSM can be classified into: (1) tooling, (2) machine 

tool requirements, and (3) mechanics of cutting [73]. 

2.6.1 Tooling in HSM 

Tooling in HSM is concerned with the kind of material alloys used for cutting tools, 

the coating applied on those tools, optimum selection of tool geometry, design of 

custom tools and the special means used for tool mounting. 

It has been reported that, since cutting forces decrease with an increase in cutting 

speed, diffusion wear is the most dominant form of wear that takes place in tools used 

in HSM. To avoid this, several attempts have been carried out to add coating materials 

that have high heat resistance or using uncoated tools with cutter materials that are 

more resistant to heat. Also tool geometry changes have been tried in an effort to 

reduce the temperature. Other problems arise due to high cutting speeds; extreme 

stresses takes place in the vicinity of the clamping zone of the cutting inserts, which 

can make them quite unsafe during machining. Tool mounting and problems that 

arise from centrifugal forces, unbalance and position accuracy have to be considered 

carefully when HSM since the rotational speeds used are much higher than those 
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used in conventional machining. Such problems should be taken into account when 

designing new machine tools. 

2.6.2 Machine tool requirements in HSM 

In HSM, machine tools should be designed in a way that satisfies HSM technology, 

this include the foundation, machine base and structure right through to the main 

spindle. This also includes the guideways, feeding drives, chip removal, cooling and 

motion control system as well as the security and safety features. Foundations and 

bases should be designed in a way that ensures vibration energy is absorbed but is not 

transferred into the system. Several kinds of main spindles have been introduced to 

industry such as active magnetic bearings, and air operated bearings. These bearings 

have better performance characteristics in order to comply with HSM needs. Due to 

the high feed rates needed in HSM generally only low friction roller bearing guideways 

are used in design. As for the feed drives, conventional power screws are no longer used 

due to backlash concerns but rather ball-screw drives or more recently, linear motors 

are being applied. Linear motors are characterized by their high rigidity, zero backlash 

and very high response and accuracy (up to nanometers). Conventional controllers 

were generally too slow to control the required response of the HSM machine tool, so 

new controllers have been built which meet the processing demands associated with 

feed forward control and complex look ahead algorithms. Finally, security and safety 

features need to be enhanced in order to prevent accidents and protect the worker. 

2.6.3 Mechanics of cutting in HSM 

Recent test results showed that continuous chip formation as well as chip segmentation 

occurs during high speed machining as outlined by Ng et al. [75]. Shear localization 
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takes place also in high speed machining with such materials as titanium alloys. One 

important thing to be noted here is that it was thought that the cutting temperature 

will start to decrease with an increase in the cutting speed once it reaches a certain 

value, however this is not completely true. McGee [40] showed that the cutting 

temperature of aluminum increases with the increase of the cutting speed till it reaches 

the melting point of the material. But the rate of increase slows as cutting speed goes 

up due to the softening effect of the material. It has been reported by Komanduri et 

al. [76] that it reaches a minimum then further increases take place. Few attempts 

have been made to model cutting forces in HSM [77]. In this model a polynomial 

equation was used in order to predict the cutting forces. Other attempts were carried 

out to optimize the cutting process. Abdou et al. [78] proposed a heuristic model to 

determine the optimal operating parameters for high speed milling machines. 

Machining aluminum is one of the most important applications of HSM due 

to the volume of material machined in related applications and the properties of 

aluminum. Thus increased attention has been paid to the dynamics and stability of 

the cutting process in HSM. Although, substantial research has been carried out in 

different area of interest, it is clearly seen from the previous discussion that HSM is 

still a rich technology that started to grow a couple of decades ago and still needs more 

effort and work to be fully exploited. Many research topics visited in conventional 

machining need to be reinvestigated for high speed machining especially with the 

introduction of highly advanced equipment specifically targeting these applications. 

2.6.4 Areas of application of HSM 

HSM technology application is summarized in Figure 2.14. Some of the advantages 

ofHSM: 
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1. Increasing the machining accuracy 

2. Increasing productivity 

3. Improving the surface finish 

4. Reduction of burr formation 

5. High tendency for stability in cutting 

Some limitations and disadvantages of HSM 

1. Machining of most aluminum alloys using HSM is almost not limited by the tool 

life or hardware availability, however these problems do exist when machining 

difficult-to-machine materials such as titanium alloys, and hardened steel alloys, 

etc. 

2. One important limitation that could take place in the future is the momentum 

energy. An extra energy needs to be supplied to the cutting process in order to 

help the cut chip to pass the shear zone. The momentum energy is about 10% 

of the cutting energy at 10000 rev.jmin and becomes almost the same as the 

cutting energy at 30000 rev./min [6]. 

Technological advantage Application tield Application examples 

Big cutting volume/time Light metal alloys Aircraft and aerospace production 
Steel and cast iron Tool and die mould manufacturing 

High surface quality Precision machining Optical industry, fine mechanical parts 
Special workpieces Spiral compressors 

Low cutting forces Processing of thin- Aircraft and aerospace industry. automotive 
walled workpieces industry. household equipments 

High frequencies of No machining in Precision mechanics and optical industry 
excitation critical frequencies 

Cutting heat transport by Machining of Precision mechanics magnesium alloys 
the chips workpieces with 

critical heat influence 

Figure 2.14- HSM application range [6]. 
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2. 7 Instrumentation 

During experimentation it is important to measure the cutting forces in order to: 

(1) have a basic understanding of the response of the system, (2) analyze and hence 

understand the behavior of the material tested during the cutting process, and (3) 

monitor the system during cutting to prevent/detect cutting tool breakage or chipping 

or detect cutting tool wear. This can be done by using several instruments. All 

instruments go through the same process from applying the force to the final capturing 

of the forces in a format that can be easily analyzed by the researcher. It starts by 

capturing the signal using a calibrated measuring mean such as a load cell. Then 

the signal is subject to conditioning where unwanted signals, such as high frequency 

noise, are removed. Finally the signal is digitized and stored in a personal computer 

(PC) for further analysis. This is summarized in Figure 2.15. 

Applied 
Force 

Figure 2.15 -A typical process for measuring the cutting forces. 

Many sensor types exist for a variety of applications to measure different physical 

quantities. Force measurement is one of those sub-categories. Many sensors for force 

measurement exist: 
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Strain Gauges 

A strain gauge is a device initially used to measure the strain of an object. It 

can also be used to measure the forces applied on a structural body by making use 

of Hooke's law. It consists of a tiny electric wire arranged in a defined pattern on 

the structure of the machine. When the structure deforms in response to the load 

the wire is stretched, the resistance of the metallic wire changes changing the voltage 

sensed across it. With proper calibration it is then possible to relate this voltage to 

displacement and when the stiffness of the structure is known force can be estimated. 

Since the force measurement in this device relies on member deflection, it necessitates 

that this deflection be relatively high (several micrometers) for this technique to be 

feasible. Depending on the range required this can add undesirable compliance to the 

system. In general strain gauges are good for measuring impulsive and slowly varying 

forces. A typical strain gauge device is illustrated in Figure 2.16. 

Figure 2.16- Typical strain gauge device [79]. 

Load Cells 

Load cells are electronic devices that are used to measure forces. They can be 

either strain gauge based load cells or piezoelectric based as discussed further in the 

next section. The advantage of using a load cell is that it can be tuned for a specific 

application and requires minimal change to the structure of the machine. In general 

the strain gauge load cells are used for measuring large, static or slowly varying loads 

and they are relatively accurate (0.1% of the full-scale reading [80]). A typical load 

31 



Ph.D. Thesis, O.Omar McMaster University- Mechanical Engineering 

cell is illustrated in Figure 2.17. 

Figure 2.17- Typical load cell [81]. 

Piezoelectric Transducers 

A piezoelectric transducer is a device that uses the piezoelectric effect to measure 

force by converting the force to a charge signal. Similar to strain gauges, it is capable 

of measuring both impulsive forces and slowly varying forces. They are widely used in 

dynamometers to measure cutting forces which are commonly used instruments [80] 

for cutting force measurement. One drawback of these devices is that they are highly 

affected by their own natural frequency "self-dynamic behavior" [80] which given the 

high frequency excitation associated with high speed machining can cause distortion 

in the output signal. 

Other Methods 

Other methods for measuring forces include pneumatic and hydraulic devices. 

They are more commonly used in industrial applications where there is a need to 

weigh heavy objects. They are rarely used in measuring cutting forces. 

2.8 Summary 

Throughout this chapter a review of the approaches and techniques used for cutting 

force estimation, modal parameters extraction and the different dynamic models that 

are available in the open literature have been outlined. Special emphasis was placed 
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on the importance of these issues for HSM. This section also discusses the benefits 

of HSM, some of its challenges and how it relates to the different issues of modal 

parameter extraction and system dynamic identification that have motivated this 

research effort. At the end several instrumentation techniques used for cutting force 

measurement were outlined and discussed. 
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CHAPTER 3 

INVESTIGATION OF MODAL 
PARAMETERS EXTRACTION 

3.1 Introduction 

The estimation of cutting forces while taking into consideration the effect of the 

system's dynamics implies that a dynamic model needs to be integrated with the 

conventional cutting force model. The system's response affects the instantaneous 

cutting forces estimation which in turn will affect the future cutting force estimates. 

The system's response, i.e. the system's displacement, can be estimated using several 

models as discussed earlier in Section 2.5. The RFP method will be used in this study 

to estimate the system response based on its modal parameters due to its accuracy 

and ease of use. This approach forms the basis of the improved modal parameter 
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extraction method that will be presented in this study. Throughout this chapter the 

estimation of the modal parameters using Forsythe method [82] will be investigated 

to point out the key issues that need improvement. 

3.2 Rational Fraction Polynomial 

The FRF is a complex function, which is defined over a specified frequency range. It 

can be obtained experimentally through using an impact hammer test, which is often 

the easiest and quickest technique for measuring the FRF used in modal analysis [67]. 

The FRF resulting from an impact test is called accelerance when an accelerometer 

is used to capture the output signal. Integrating the accelerance signal twice in the 

frequency domain generates the receptance. The choice of receptance in this work is 

related to our intention for the time domain simulation of the high speed machining, 

where the dynamic relative displacement between the tool and the workpiece will 

affect and will be affected by the instantaneous cutting forces. The system's modal 

parameters can be estimated by curve fitting a dynamic model such as the RFP model 

to the experimental receptance. A typical RFP model for a single degree of freedom 

system is described by Equation 3.1. 

H(w) = X(w) = A A* 
F(w) iw- A+ iw- ,A* 

(3.1) 

where 

(3.2) 

H(w) is the system's receptance in the frequency domain, X(w) is the system's re­

sponse in the frequency domain, F(w) is the force applied on the system in the 
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frequency domain, A is the residue, wa is the damped natural frequency, and A is the 

system's pole. 

For a multi-degrees of freedom system the final FRF is obtained by summing the 

FRF of all individual modes (N modes) of relevance existing in the system as shown 

in Equation 3.3. 

N 

H (w) = X ( w) = L ( . Ar A + . A; A ) 
F(w) JW - r JW - r* 

r=l 

(3.3) 

where 

(3.4) 

Once the poles and zeros (often called poles and residues [ 67]) are identified, 

the experimental FRF can be reproduced and the dynamic model can be integrated 

with the cutting force model. Richardson [5, 83, 84] developed an effective curve 

fitting technique to extract a system's poles and zeros from the experimental FRF by 

making use of the Forsythe method as well as the orthogonality of the polynomials 

themselves. More details about the RFP method and the Forsythe method can be 

found in [5] and [82] respectively. 

The simplified Forsythe method presented by Richardson [5] was reported in 

[65] to be accurate, effective, and easy to use to for extracting the system's modal 

parameters. However, our investigation, which will be detailed hereafter, has revealed 

that some key issues in this method require improvement. 
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3.3 Investigation of the RFP Method 

Richardson [5] pointed out that in order to account for the effect of other modes or 

resonances outside the curve fitting band of interest the number of modes should be 

over specified. If the apparent number of modes is for example 4, then enhancing the 

curve-fitting results requires that a number of modes larger than 4 is specified. For 

example 9 could be suggested in order, to account for the extra modes that do not 

show in the frequency spectrum of interest. 

In our investigation it was found that over-specifying blindly the number of 

natural modes could result in the estimation of fictitious natural frequencies and the 

estimation of modal parameters that do not necessarily describe a stable system. In 

addition, Richardson pointed out that the orthogonality of the polynomials can break 

down when the frequency resolution is very low in the frequency band of interest, 

which is equivalent to what is observed when under-sampling conditions. 

To illustrate these shortcomings, let's consider the following case study where a 

fixture was subject to an impact hammer test. During this test, the structure starts 

to vibrate after receiving a blow from the hammer. The vibration will decay to rest 

after a certain period of time due to the structural damping that exists in the system. 

The real part of the poles of an RFP model that describes such a stable system is 

expected to be negative. Due to the problems mentioned earlier by Richardson, it is 

quite possible to obtain erroneous results when identifying the modal parameters of 

such a system, such as poles with positive real parts. 

The number of stable modes obtained, i.e. poles with negative real part, the 

mean percentage error and maximum percentage error between the fitted and the 

experimental FRF will be investigated for only one direction of each system for il­

lustration. Results of other directions are similar. Figures 3.1 and 3.2 illustrates the 
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experimental FRFs of the fixture and the cutting tool in the X direction respectively. 

This data will be used to investigate the RFP method as described above. This data 

is the result of averaging of over 5 measurements using Exponential windowing. The 

sampling frequency was equal to 16384 Hz. Data below 500 Hz were ignored since 

the coherence of the signals was very low in this range, indicating that the data in 

this range is not reliable. 
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Figure 3.1 - FRF of the fixture in the X -direction. 
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Figure 3.2 - FRF of the cutting tool in the X -direction. 
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When filtering the experimental FRF, modes can be lost but at the same time 

the curve fitting procedure might be enhanced resulting in a more stable system. 

The stability of the fitted FRF was investigated in light of filtering the experimental 

FRF using low-pass filters with different cut-off ratios to generate different frequency 

bands of interest. The cut-off ratio is identified as the ratio of the cut-off frequency to 

half the sampling rate and ranged from 0.0625 to 0.2500. The corresponding cut-off 

frequencies ranged from 512Hz to 2048Hz. This range was selected to cover at least 

the major apparent dominant frequencies and the filtering took place before choosing 

the frequency range of interest. 

In addition and for each frequency band, the number of natural modes used in 

the curve fitting process of the RFP model was varied from 8 to 40. The number 

of modes 8 was obtained by examining the measured FRF plotted in Figure 3.1. 

The receptance FRF shows 3 dominant frequencies in the range of of 1000 - 1500 

Hz and 3 other frequencies with very low amplitude close to 2800, 3300 and 4500 

Hz. In addition to those six modes, 2 other modes were considered to account for 

potential modes outside the range of frequency under consideration. The upper limit 

of investigating the number of modes, 40, was actually driven by the investigation 

itself since adding more modes was not of any benefit to the analysis as will be seen 

later. This was also applied to the FRF illustrated in Figure 3.4. 

The performance of the RFP technique is assessed in terms of the number of 

resulting stable modes and the goodness of fit. The latter is assessed by two criteria, 

which are the absolute mean percentage error and the absolute maximum percentage 

error between the fitted and the experimental FRF. They are defined by Equations 

3.5 and 3.6 respectively. Results for the fixture and the cutting tool are illustrated in 

Figures 3.5 - 3.8 respectively. 
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It is noted that changing the cut-off ratio did not have an effect on the number 

of stable modes. Also, the number of stable modes increased with the increase of 

the number of suggested modes fitted to Equation 3.3 however at any time they did 

not reach the value of the suggested modes. In other words, it was not possible 

to obtain a number of stable modes that is equal to the number of suggested ones. 

Furthermore, the ratio of the fitted stable modes to the suggested ones was calculated 

and is illustrated in Figures 3.9 and 3.10. It is noted that after a certain number of 

suggested modes, this ratio asymptotes to a certain value that it cannot surpass. 

From observations, as will be shown later, it is believed that this happens due to the 

increase of the number of suggested modes, a number of fitted modes exists in pairs 

in such a way that they cancel out each other and hence the ratio asymptotes to a 

certain specific value (""'50%). 

cl = ~ t I YJ- ih I 
!=1 Y! 

(3.5) 

c2 = max [IYJ -:thl] 
!E{l, ... ,n} Y! 

(3.6) 

where C1, C2 are the absolute mean percentage error and the absolute maximum 

percentage error between the fitted and the experimental FRF respectively, YJ is the 

experimental value of FRF at point f, YJ is the fitted value of FRF at point f, n is 

the total number of points in the record. 

The number of stable modes is plotted in Figure 3.3a as a function of the cut-off 

ratio and the total number of natural modes used for fitting. The number of stable 

modes is not significantly affected by the cut-off ratio. However, it increases as the 

number of natural modes increases. The ratio of the number of stable modes to the 

total number of modes increases abruptly from 15% up to approximately 50% as the 
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total number of modes increases from 8 up to approximately 11 , then it causes a 

drop to a minimum of 30% at 16 to increase again and reach a plateau at 55% near 

the total number of modes of 40, as shown in Figure 3.3b. It will be shown later on 

that with the increase of the number of total modes beyond a specific value, certain 

modes are estimated in pairs so that they cancel each other out and hence, the ratio 

asymptotes to a specific value. This gives an indication that the most appropriate 

number of natural modes should be in the neighbourhood of 11 , where the ratio of 

the number of stable modes to the total number of modes reaches the first extreme. 

Having a number of modes larger than t hat will not significantly enhance the solution. 

In addition, since the number of stable modes did reach only 55% of the number of 

the total modes in the best case, the modal parameters extracted using the technique 

described by Richardson do not result in a stable system. 

It was found that the mean percentage error decreases with the decrease of the 

cut-off ratio or with the increase of the number of suggested fit ted modes as shown 

in Figure 3.5. By decreasing the cut-off ratio , filtering the measured FRF results 

in a higher loss of information and possibly loss of some apparent or closely spaced 

modes. Having fewer apparent natural modes to fit makes the process of curve fitting 

using the RFP model easier and with results in smaller fitting errors. More over, the 

increase of the total number of modes generates pairs of poles with opposite signs 

that are estimated only for the sake of numerical balance. On the other hand, there 

is no clear trend for t he maximum percentage error with either changing the cut-off 

ratio or the number of suggested fit ted modes, as shown in Figure 3. 7. 

The experimental FRF shown in Figure 3.1 was filtered using a cut-off ratio of 

0.0625 , t hen fitted to 25 modes using t he RFP model and t he Forsythe method. The 

magnitude and phase of the filtered experimental and t he fitted FRFs are plotted in 

Figure 3.11. It is clear that filtering resulted in reducing the amplit ude of the FRF. 
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For example the amplitude of the natural mode 1300Hz was reduced from 1.5 x 10-7 

to 0.7 x 10-7 m/N, shifting some natural modes and losing one natural mode around 

1200Hz. 

A close match between the RFP model and the filtered experimental FRF can 

be observed for both the amplitude and the phase. However, an investigation of the 

estimated modal parameters, which are summarized in Table 3.1, reveals that natural 

modes number 19 and 20 at 4969Hz and 5231 Hz are hardly noticeable in the FRF 

plotted in Figure 3.11, which suggests that they result only due to the least square 

fit of the Forsythe method. Similar conclusion can also be made about the pair of 

natural modes number 22 and 23. It was also noticed that the obtained natural 

frequencies do not necessarily line up with the experimental ones. For example in 

the experimental FRF mode number 2 has a frequency of 1090Hz while in the fitted 

FRF it shows that it has a frequency of 1074 Hz. 

3.4 Summary 

Throughout this chapter experimental data was used to curve fit the RFP model us­

ing Richardson's approach to predict modal parameters. Results showed agreement 

between experimental and calculated with the drawbacks pointed out by Richardson 

outlined. The major drawbacks found while implementing the approach are the pre­

diction of unstable modal parameters despite the expectation of predicting stable ones 

and the existence of unnecessary modes that are only present to satisfy the numer­

ical balance. This is especially relevant when choosing an overly estimated number 

of modes. Moreover, there is no control over predicting the natural frequencies to 

match those of the experimental FRF. 
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Table 3.1 - Modal parameters for experimental data in Figure 3.1 fitted to 25 
modes 

"' 

Mode Freq.(Hz) ~% Pole 

1 821.46 11.96 -621.62 + 5161.39i 
2 1074.62 -4.54 306.55 + 6752.04i 
3 1158.71 -8.33 608.76 + 7280.41i 
4 1251.33 -4.06 319.46 + 7862.36i 
5 1364.13 -4.39 376.94 + 8571.14i 
6 1686.48 0.01 -0.01 + 10596.51i 
7 2081.62 -3.90 510.94 + 13079.18i 
8 2631.09 -3.17 524.91 + 16531.65i 
9 2781.41 -1.83 320.29 + 17476.lli 
10 3126.36 -2.72 533.84 + 19643.49i 
11 3246.18 -2.07 423.28 + 20396.36i 
12 3560.51 -0.41 90.81 + 22371.33i 
13 3776.84 -0.89 212.71 + 23730.61i 
14 3994.37 -1.96 494.08 + 25097.31i 
15 4259.07 -0.49 132.43 + 26760.51i 
16 4460.77 -1.27 358.44 + 28027.86i 
17 4625.22 -0.69 202.66 + 29061.13i 
18 4967.87 0.24 -76.25 + 31214.04i 
19 4969.41 -1.51 471.53 + 31223.7li 
20 5230.94 1.40 -460.97 + 32866.95i 
21 5240.24 -1.14 374.04 + 32925.42i 
22 5466.16 1.32 -454.61 + 34344.90i 
23 5471.74 -1.14 393.33 + 34379.93i 
24 5562.72 -0.17 59.58 + 34951.58i 
25 5681.66 -0.38 136.49 + 35698.90i 

Fitting using 25 modes and 0.0625 cut-off ratio 
X 10-8 

-Experimental 
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Figure 3.11 - FRF of the cutting tool fitted to 25 modes. 
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CHAPTER 4 

THE MODIFIED RFP METHOD 

4.1 Introduction 

In this chapter an improved method for modal parameters extraction will be pre­

sented. It is based on the RFP method originally developed by Richardson [5]. This 

method will be investigated and tested throughout this chapter. 

4.2 Optimized RFP Method 

As mentioned in Chapter 3, Section 3.3, the FRF resulting from a hammer impact 

testing is expected to have its poles' real part negative. When using the technique 

suggested by Richardson [5], the obtained poles' real part, are not necessarily neg­

ative, especially when accounting for a large number of modes. In addition, the 
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obtained natural frequencies do not necessarily line up with the experimental ones. 

The RFP model will be used to analytically simulate the experimental FRF, however 

instead of using the simplified Forsythe method adopted by Richardson, a constraint 

optimization algorithm will be used to identify the system's modal parameters. The 

constraint optimization algorithm, illustrated in Figure 4.1, is suggested to extract 

the modal parameters. 

In this algorithm, the poles and zeros obtained from Richardson's technique will 

be used as a starting point for the optimization. The Matlab™function fmincon will 

be used as the optimizer. The fmincon function is a gradient-based method that works 

only with continuous objective and constraint functions and that have continuous first 

derivatives. Further details about the fmincon function can be found in [85]. The 

optimization process is subject to the minimization of the objective function while 

maintaining a certain number of constrains. 

The optimization algorithm starts by identifying the desired number of modes 

for which the RFP model will be fitted to and then loading the accelerance obtained 

from the hammer impact testing. The receptance is obtained by integrating the 

accelerance twice in the frequency domain. The subroutine developed subroutine 

for the simplified Forsythe method was then called and applied to the experimental 

receptance and the poles and zeros were obtained. It was found that those poles and 

zeros form an excellent start point for the optimizer. Before being passed to the cost 

function's subroutine, each pole's real part is multiplied by ( -1) and then coded. In 

the cost function's subroutine, the starting point is decoded and then substituted in 

the objective function. 
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Figure 4.1- Flow chart of the suggested ORFP method. 
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4.2.1 Formulation of the constraints 

The optimizer tries to minimize the cost function while maintaining the following 

constraints: 

• The damping ratio ( should be greater than zero and less than 10%. 

• The system's natural frequencies are maintained unchanged by keeping them 

as constants during the optimization process. Later on in this chapter, it will 

be shown that this constraint can be loosened allowing to choose the system's 

natural frequency to be chosen. 

• In Equation 3.4 each pole's real part is maintained less than zero (a r < 0) to 

ensure that a stable system is obtained at all times. 

The optimization process stops after a certain number of iterations that has to be 

pre-determined before starting the optimization as this forms the stopping criterion 

of the whole process as compared to other stopping criterion such as the tolerance 

on the objective function. It should be noted that the final solution obtained by 

this optimization method is not necessarily the global solution. Since the number of 

variables being evaluated is large the chances that another solution that satisfies the 

problem constraints exist is always possible. 

4.2.2 Formulation of the objective function 

Several objective functions were formulated and were consequently assessed for better 

convergence. They include: 

• Absolute mean error, which is defined by Equation 4.1: 

1 N 1 N 
Meanab,e = 

2
N 2:::: IRe(y(wr))- Re(Y(wr))i + 

2
N 2:::: Jlm(y(wr))- lm(y(wr))i 

r=l r=l 

( 4.1) 
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where N is the total number of data points in the record, Re and Im are the 

real and imaginary part of the FRF being investigated. 

• Maximum error, which is defined by Equation 4.2: 

Maxe = max (-
2
1 

IRe(y(wr))- Re(Y(wr))l + -
2
1 

IIm(y(wr))- Im(y(wr))i) 
rE{l, ... ,N} 

(4.2) 

• Mean percentage error, which is defined by Equation 4.3: 

Meane =50~ IRe(y(wr))- Re(y(wr)) I+ 50~ llm(y(wr))- Im(Y(wr)) I 
,p N ;':r Re(y(wr)) N ;':r Im(y(wr)) 

(4.3) 

• Maximum percentage error, which is defined by Equation 4.4: 

Maxe = max (so I Re(y(wr)) - Re(y(wr)) I + 50 I Im(y(wr)) - Im(y(wr)) I) 
rE{l, ... ,N} Re(y(wr)) Im(y(wr)) 

(4.4) 

• Least square error, which is defined by Equation 4.5: 

LS, = ( ~ t [R£(y(w,))- R£(Y(w,))J
2

) + ( ~ t [Im(y(w,))- Im(Y(w,))J
2

) 

(4.5) 

4.2.3 Assessment of the objective function 

The performance of the different objective functions will be evaluated in terms of the 

occurrence of the convergence, the number of iterations required for convergence and 

the goodness of the fit. The latter is assessed by the following two criteria: 

• Criterion 1: is defined as the mean percentage error between the fitted and 

the experimental FRF and is defined by Equation 3.5. 
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• Criterion 2: is defined as the maximum percentage error between the fitted 

and the experimental FRF and is defined by Equation 3.6. 

Those objective functions were tested for: 

• Convergence: Each objective function was tested to converge/not converge 

for a given experimental FRF data set. 

• Level of convergence: At the end of the optimization process and to facili-

tate the comparison of the different objective functions, a normalization of these 

functions was required to harmonize their values in terms of magnitudes. The 

normalization is accomplished by dividing each objective function by its maxi-

mum value obtained over all the iterations required for the convergence of the 

optimization process. The maximum value of each objective function is gener-

ally obtained in the first iteration and consequently the normalized objective 

functions are expressed by Equation 4.6. 

(4.6) 

where xlk is the normalized objective function at iteration k, OFik is the value 

of the objective function at iteration k and OF1 is the value of the objective 

function at the first iteration. 

• Outcome: The mean and maximum percentage error between the fitted and 

experimental FRF is evaluated and analyzed. 

Several fitting runs were carried out for the experimental FRF obtained for the 

workpiece's fixture and the cutting tool in the X-direction. Figures 3.1 and 3.2 

illustrate the experimental FRFs of the fixture and the cutting tool respectively. The 
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experimental data of the fixture and the cutting tool was fitted to 15 and 13 modes, 

and each record set contained 480 and 900 points respectively. The maximum number 

of iterations was selected to be 2500 iterations and the cut-off ratio was 0.3125 which 

(corresponds to 2560 Hz). 

The results on the occurrence of the convergence are reported in Table 4.1. They 

indicate that, among all the objective functions, the maximum percentage error and 

the least square error did not lead the ORFP to converge. The objective functions 

that resulted in the convergence of the ORFP were plotted against the progressive 

number of iterations as illustrated in Figure 4.2. The plot of each normalized objective 

function features a high decrease rate or high convergence rate at the starting of the 

optimization process, followed by a low decrease rate or low convergence rate, which 

might lead to a plateau corresponding to the convergence if the number of iterations 

is sufficiently high. The starting point plays an important role in the convergence of 

the objective function. In the case that any condition of the constraints mentioned 

earlier in Section 4.2.1 is broken it will result in that the optimizer will fail to find a 

direction to converge. 

For the maximum error, the mean error and the mean percentage error, the 

corresponding slow convergence phases start at approximately 1100, 1400 and 2000 

iterations and they are at the levels of 0.5, 0.1 and 0.15, respectively. Therefore, the 

ORFP based on the maximum error is the fastest to converge while the one based on 

the mean error is the slowest to converge. 

The two criteria of the goodness of the fit will be used to select the most ap­

propriate objective function. The corresponding values are listed in Table 4.2. The 

objective function defined by the mean error resulted in the values of 1.66% and 

31.23% for criteria 1 and 2, respectively for the fixture and 2.12% and 9.16% respec­

tively for the cutting tool. These values are at least 3 times lower than those achieved 
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by the objective function defined by the mean percentage error and at least 14 times 

lower than those achieved by the objective function defined by the maximum error. 

It becomes obvious that the objective function defined by the mean error provides 

the best fit at the expense of slower convergence, which means a higher number of 

iterations and consequently higher computing time. 

Table 4.1 -Summary of different objective functions' convergence 

Objective function Convergence status 

Mean error 
Max. error 
Mean% error 
Max. %error 
Least square error 

Converged 
Converged 
Converged 
Did not converge 
Did not converge 

Table 4.2 - Comparison of different objective functions' outcome for different 
systems 

Object Objective function c1 c2 
Fixture X -dir. Mean error 1.66 31.23 

Max. error 82.85 440.07 
Mean% error 5.05 137.23 

Tool X-dir. Mean error 2.12 9.16 
Max. error 22.75 82.43 
Mean% error 9.03 61.57 

4.2.4 Convergence (Stopping) criteria 

The optimization process stops if the specified number of iterations is reached or 

if the rate of variation of both the objective function and the solution are within 

specified tolerances. The selection of the number of iterations in this work is dictated 

by the goodness of the fit, which is defined by the two criteria mentioned above: 

the mean percentage error and the maximum percentage error. It was found that 
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after a certain number of iterations, the goodness of the fit cannot be enhanced any 

further as the number of iterations increases while the objective function defined by 

the mean error could achieve smaller value. Selecting the number of iterations based 

on the tight convergence of the objective function will result in therefore increasing 

the computing time without enhancing the goodness of the fit. This can be illustrated 

through the following example. Using the same experimental FRF as before and the 

objective function defined by the mean error, the optimization process was conducted 

with different number of iterations, ranging from 200 up to 3000. For each specific 

number of iterations, the two criteria for the goodness of the fit were evaluated and 

the results are shown in Figure 4.3. This figure indicates that both criteria started 

at a relatively high value then converge to a plateau starting approximately at 2000 

and 1400 iterations for criteria 1 and 2, respectively. These numbers of iterations are 

smaller than the number of iterations required by the objective function defined by 

the mean error to converge, which exceeds 2500 as per Figure 4.2. It can be concluded 

that the convergence of this objective function guarantee the goodness of the fit. In 

addition, the specified tolerance on the rate of variation of the objective function could 

be loosened in order to match the number of iterations required for the convergence of 

the objective function and the criteria of the goodness of fit. Since there is a difference 

in the number of iterations required by the two criteria to converge, these two criteria 

need to be monitored at the same time to save unnecessary computational time. 
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Figure 4.2 - Investigation of different objective functions. 
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Figure 4.3- Effect of varying the number of iterations on the mean and 
maximum percentage error between the fitted and the experimental 
FRF respectively. 

Coding the variables 

3000 

In the optimization process, the residues and the poles of the complex rational poly-

nomial equation need to be identified including both the real and imaginary parts. 

Consequently, there are 4 terms to be identified for each mode. For the moment the 
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imaginary part of the pole, which represents the natural frequency, will be obtained 

directly from the Forsythe method after applying it to the experimental FRF. The 

other three terms, which are the real and imaginary parts of the residue and the real 

part of the pole, highly differ in their orders of magnitude. To enhance the robustness 

and the rate of convergence of the optimization process and to avoid ill-conditioned 

matrices, all the variables should be harmonized in terms of magnitudes. In the objec­

tive function and in the constraints, each variable x will be expressed as the product 

of a modified variable Xmod by the order of magnitude. The vector of order of mag­

nitudes will remain constant during the optimization process. However, the modified 

variables have similar order of magnitudes and will be treated as the unknown. Since 

the magnitude of each variable is not known before-hand, it is suggested to use the 

initial guess defined earlier as an indicative of the expected order of magnitudes for 

the different variables. The initial guess denoted X 0 is coded as follows. The values 

in vector X 0 are transformed to the scientific number format. The exponent of each 

number (the part after the e) indicates the order of magnitude of the variable. The 

different exponents are saved in a specific vector, which will be used in the objective 

function and the constraints to scale up or down the modified variables. The remain­

ing part (mantissa) of the values in vector x 0 have the same order of magnitude and 

constitutes the vector of modified variables denoted Xmod· This vector can be used as 

the initial guess for the optimizer. The final solution of the optimization process is 

obtained by decoding the modified variables through multiplying the modified vari­

ables by the vector of the order of magnitudes. The coding procedure is summarized 

in Figure 4.4. 

61 



Ph.D. Thesis, O.Omar McMaster University- Mechanical Engineering 

Xo = 

Xo 
~----;"1 

4. 1934 >11 o-9: 
I gl -4.2040><t1o-: 

-1. 2425~1o- 6 : 
I I 

4.1934 x w-9 

-4.2040 x w-8 

-1.2425 x w-6 

-1.2088 x w-6 

4.2443 x w-6 

-1.7920 x w-6 

4.6873 x w-8 

-3.6724 x w-8 

8.8186 x w-8 

-1.2266 x w-7 

Xo 

4.19349 
-4.20402 
-1.24252 

-1. 2088l41o- 6: 
¢ 

-1.20886 
I I 

4 .2443~1o-6: 4.24436 
-1. 7920~1o-6! -1.79209 

4. 6873>11o-s! 4.68736 
-3. 6724~1o-s: -3. 67243 

I I 

8. 8186l41o-s: 8.81869 
I I 

-1. 2266>{J__Q:.:: -1.22669 
'--y-----1 

Used by the 
optimizer 

1 o- 9 

1 o-s 
10-6 

10-6 

10-6 

1 o- 6 

1 o-s 
1 o-s 
1 o-s 
10-7 

'---y---1 

Saved in memory to 
be used to reverse 
coding (decoding) 
whenever needed 

Figure 4.4- Coding procedure. 

4.2.6 Flexibility of the Optimized Rational Fraction Polyno-

mial ( ORFP) method 

When using the Forsythe method, the poles and zeros obtained are directly derived 

from a least square fit using matrices relations and orthogonality of polynomials 

which cannot be controlled all the time. When using the ORFP method, there is 

more flexibility to pick and choose modes that one would think are better for the 

fitting. The experimental FRF, illustrated in Figure 3.1, was fitted to 7 modes with 
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a cut-off ratio of 0.25 and a frequency range of 800- 2000Hz using the RFP method. 

The resultant modal parameters are listed in Table 4.3 and the fitting is illustrated 

in Figure 4.5. 

Table 4.3 - Modal parameters after fitting the experimental data in Figure 3.1 
using the Forsythe method 
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Figure 4.5 - Fixture FRF, X-direction, fitted to 7 modes using the Forsythe 
method. 

Aside from the negative (-ve) sign of the pole's real part, which is also reflected 

in the sign of the damping ratios' sign, the following is noticed: 

• Mode 1 has about 10% damping ratio, which is relatively high for structural 
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damping. When closely looking at the vicinity of 900 Hz the magnitude of the 

signal is very small and thus is removed. 

• Modes 2 - 5's fitted natural frequencies do not line-up with the corresponding 

experimental ones. 

• Mode 6 needs to be removed as it also is very small in magnitude. 

So, modes 1 and 6 need to be eliminated, and the natural frequencies for modes 

2-5 needs to be modified to match the experimental ones. If modes 1 and 6 are 

eliminated and the fitted FRF is regenerated using the remaining modes (without 

modifying the natural frequencies) and by making use of Equation 3.3, Figure 4.6 is 

obtained. 

Clearly, the fit worsened, let alone the misalignment that exists between the 

fitted and experimental natural frequencies. If the fitted FRF is regenerated one 

more time with modes 1 and 6 eliminated and having the remaining mode's natural 

frequencies modified as summarized in Table 4.4 and by making use of Equation 3.3, 

Figure 4. 7 is obtained. 

Also this did not help with obtaining a better fit in fact it has only worsened 

it. When the ORFP method is used it is possible to choose the modes and their 

natural frequencies that are relevant to the experimental FRF and obtain the modal 

parameters for them. From Figure 4.5 it is desirable to modify the modes as shown 

in Figure 4.4. 

The ORFP method can overcome this problem by modifying the modal parame­

ters then optimizing them following the same procedure explained earlier. The poles' 

imaginary part is modified to account for the desired natural frequencies. The poles' 

real part as well as the residues, real and imaginary part, will be kept unchanged as 

they form a good starting point for the optimizer. The modal parameters summarized 
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in Table 4.5 are obtained after the optimization process. 

Table 4.4 - Modification of the modal parameters obtained from fitting the ex­
perimental data in Figure 3.1 using the Forsythe method 

Before modification After modification 

Mode Freq. (Hz) Mode Freq. (Hz) 

1 X 893.16 ---+ 

2 1110.09 1 ---+ 1100 
3 1227.92 2 ---+ 1170 
4 1291.36 3 ---+ 1255 
5 1366.87 4 ---+ 1340 
6 X 1698.49 ---+ 

7 1902.84 5 ---+ 1903 

Table 4.5- Modal parameters for experimental data in Figure 3.1 using ORFP 
after modifying the modal parameters obtained from using the Forsythe method 

Mode# Freq. (Hz) ~ 
1 1100 1.51 
2 1170 1.55 
3 1255 1.60 
4 1340 2.44 
5 1903 3.84 

Figure 4.8 illustrates the analytical FRF obtained using the ORFP method versus 

the experimental one. Clearly there has been an improvement on the modified modes 

giving a better fit than the one shown earlier in Figure 4.5 using the Forsythe method. 

Moreover, the damping ratios obtained are within the norms of structural damping 

( < 10%) and the poles' real part are all positive, which guarantees a system with a 

stable response. 
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Figure 4.6 - Fixture FRF, X-direction, regenerated after eliminating modes 1 
and 6 using the Forsythe method. 
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Figure 4.7 - Fixture FRF, X-direction, regenerated after eliminating modes 1 
and 6 and modifying the remaining mode's natural frequencies using the Forsythe 
method. 
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In the modal parameters extraction process the modified ORFP relied on obtain-

ing its starting point from the Forsythe method. The ORFP was further developed 

to obtain its starting point independently from the Forsythe method. To obtain a 

starting point four values needs to be determined beforehand which are as follows: 

1. The number of modes to which the experimental FRF will be fitted to. 

2. The natural frequencies desired corresponding to each mode. This can be ob-

tained graphically from the experimental FRF. 

3. The maximum absolute magnitude value of the FRF to be fitted. 

4. The maximum structural damping ratio that will be used in the fit. 

Once those values are defined, a starting point can be obtained. For example the 

experimental natural frequencies of the fixture's FRF illustrated in Figure 3.1 can be 

determined from the figure as such 

X 10-? 

g II" 1255Hz -Experimental 

5 ......... Fitted using RFP method 
<I) 
u 
~ 
~ 

0.5 0.. 
<I) 
u 
<I) 

e::: 
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Figure 4.8 - Fixture FRF, X-direction, regenerated using the ORFP method 
after eliminating modes 1 and 6 and modifying the remaining modes to match 
the experimental ones. 
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The poles can be defined as 

McMaster University- Mechanical Engineering 

1100 
1170 

fn = 1255 (Hz) 
1340 
1903 

Poles= 2n · fni (~ + i) jE{1 ... n} (4.7) 

where f,j can be chosen to be 4% for all n modes. While the poles represents the 

position of the modes and how much they are spread (damping), the residues form 

the amplitude of the mode itself. Hence the residues can be chosen to be the maximum 

absolute magnitude value of the FRF to be fitted. They can all be chosen to have the 

same value and it does not matter what is their sign as the optimizer will take care 

of this issue. Then the procedure presented in Section 4.2 can be followed to extract 

the modal parameters. Figure 4.9 compares the fixture's FRF (X-direction) with the 

fitted one. The mean and maximum percentage error values were found to be 3.12% 

and 22.20% respectively. The modal parameters extracted are listed down below in 

Table 4.6. 

Table 4.6- Modal parameters for experimental data in Figure 3.1 using ORFP 
after modifying the modal parameters obtained from using the Forsythe method 

Comparing these results with those obtained when using the Forsythe method to 

provide the initial start point, summarized in Table 4.5, there is almost no difference 
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between both results . Thus the same performance is achieved but the ORFP approach 

is even more flexible. 
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Figure 4.9 - Fixture FRF, X -direction, regenerated using the ORFP method 
after eliminating modes 1 and 6 and modifying the remaining modes to match 
the experimental ones and guessing the initial values of the damping. 

4.2. 7 Investigation of the ORFP method 

In this study, the ORFP method will bewas integrated with the conventional cutting 

force model to obtain the response of both the workpiece's fixture and the cutting 

tool and in so doing hence accounting for the system dynamics during the cutting 

process. 

However the ORFP method needs further investigation before proceeding to this 

step. Thus it will be investigated using the following parameters: accuracy in choosing 

the different number of modes on the normalized objective function, the mean and 

maximum percentage error , the optimization process ' computational time, and the 

meaningfulness of the suggested number of modes. The investigation will be carried 

out for both the workpiece fixture and the cutting tool systems. 

The experimental FRF data, of the cutting tool, illustrated in Figure 3.2 was 
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fitted to a different number of modes using the mean error as the objective function 

and a cut-off ratio of 0.125. All fitting runs were carried out using the same number 

of iterations (3000 iterations). From Figure 4.10 it can be seen that all runs exhibit 

the same trend; a higher rate of convergence at the beginning then slowing down 

towards the end. This occurs because at the beginning of the optimization process 

there is a bigger margin for changing different parameters but once the process heads 

in the direction of the solution the gap becomes smaller and making a change in the 

parameters becomes harder. Even though this trend is true, increasing the suggested 

number of modes to be fitted stretches the normalized objective function over a wider 

span of number of iterations. For example, in Figure 4.10b fitting the experimental 

FRF data to 16 modes takes a larger number of iterations to reach a solution. On the 

other hand, when fitting the same experimental FRF data to 9 modes it converges 

in less iterations, this takes place at the expense of the final value of the normalized 

objective function as seen in Figure 4.11b and the mean and the maximum percentage 

error as can be seen in Figures 4.12b and 4.13b respectively. A smaller number of 

suggested modes (9) will make the optimizer converge to a larger normalized objective 

function value as compared to a smaller value when using a larger number of suggested 

modes (15). Increasing the number of modes from 9 to 15 has dropped the normalized 

objective function value from 0.11 to 0.09, the mean percentage error from ,..,_,5% to 

"'2% and the maximum percentage error from "'26% to "'8%. Although the drop 

in the normalized objective function value and the mean percentage error does not 

seem to be significant, it is indicative, as shown in Section 4.2.2, especially when 

the maximum percentage error has dropped significantly. This was also noticed for 

the fitting runs that were carried out for the experimental FRF of the fixture. In 

conclusion, in order to obtain a fit with the lowest maximum percentage error (less 

than 12%) it is desirable to reach the smallest possible mean percentage error (usually 
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less than 3.5%). 

Not all extracted modal parameters can be used; some fitting runs give erro­

neous results although they were obtained from converged runs. For example results 

illustrated in Figures 4.11a, 4.12a, and 4.13a indicate that results of modes 9 and 14 

cannot be used. While the trend of the normalized objective function's value, and the 

mean and the maximum percentage error decreases with the increase of the number 

of suggested modes, the outcome at those two modes does not agree with the is off 

the general trend. 

The computational time of the fitting run's computational time was also af­

fected by the number of suggested modes; increasing the suggested number of modes 

increases the computational time, this is illustrated in Figure 4.14. It should be noted 

that for the same suggested number of modes, the run carried out for fitting the ex­

perimental FRF data of the fixture, Figure 4.14a was almost half that needed for 

fitting the experimental FRF data of the cutting tool, Figure 4.14b. That was mainly 

caused by the data record of the cutting tool's FRF was almost double in size of that 

of the fixture. 

4.3 Summary 

Throughout this chapter the modified RFP method was presented and investigated. 

A constraint optimization process wais developed and used to identify the modal 

parameters for structures that undergo a hammer impact testing. The method is 

mainly based on the RFP model presented by Richardson [5]. The constraints einsure 

that the solution will to always have the pole's real part negative, this is necessary 

to obtain a stable system, also and that the damping ratio does not exceed a certain 

reasonable value, which is, typically less than 10%. Special issues during programming 
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were discussed and analyzed. These, which included the use of different objective 

functions, coding and decoding of the input used in the optimization process. It also 

discussed the flexibility of the ORFP method and showed how it iwas able to extract 

the modal parameters given the number of modes desired, their natural frequencies 

and their damping ratios. Finally, the stability and accuracy of the ORFP method 

was investigated. 
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Figure 4.10 - Effect of varying the suggested number of fitted modes on the 
normalized objective function (x) using t he ORFP method over different number 
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Figure 4.11 - Effect of varying the suggested number of fitted modes on the 
normalized objective function (x) using the ORFP method. 
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Figure 4.12 - Effect of varying the suggested number of fitted modes on the mean 
percentage error between the fitted and the experimental FRF. 
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Figure 4.13 - Investigation of the variation of the suggested number of fitted 
modes on the maximum percentage error between the fitted and the experimental 
FRF. 
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Figure 4.14 - Investigation of the variation of the suggested number of fitted 
modes on the simulation time. 
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CHAPTER 5 

MODEL FOR CUTTING FORCE 
SIMULATION 

5.1 Introduction 

The model used throughout this study will be presented in detail in this chapter. This 

model was used to predict the specific cutting forces during HSM. The model captures 

the end milling process with a sharp solid carbide end mill. It should be noted that 

this model was previously developed by Tlusty et al. [6]. It is being presented here 

in depth because it forms the basis of this study and it has been modified to include 

issues of importance to HSM that have not been included before. 
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5.2 Basic Model 

5.2.1 Background 

The core of the model proposed in this study is based on the model originally presented 

by Tlusty et al. [6] that estimates the cutting forces resulting from simulating the 

end milling process by considering a rigid tool/rigid workpiece system model. A rigid 

system is one that does not vibrate under the variable loading resulting from the 

intermittent cutting process, which is theoretical. Alternatively, a flexible system 

is one that considers the stiffness that exists within different parts of the system 

and causes it to vibrate, which is closer to the real life problem. For simplicity of 

explanation the ideal model will be considered first followed by the more complex one 

that includes flexible structures. 

5.2.2 Rigid tool/rigid system model 

Simulating the end milling process 

Normally, during the end milling process, the end milling cutter exhibits two motions; 

translational and rotational. Together these form a trochoidal path [86] as illustrated 

in Figure 5.1. In this model the motion of the end milling cutter was simplified, based 

on Martellotti's approximation [21], to consider only rotational motion, this leads to 

a circular path. This assumption is acceptable as long as the feed/tooth is maintained 

within a range of 0.0025 - 0.025 mmjtooth [22]. 
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Trochoidal path 

\ 

Figure 5.1 - Trochoidal path. 

Figure 5.2a illustrates a typical straight end mill that is cutting a workpiece 

along its side. The edge of the cutting tool starts cutting at the bottom when point a 

engages with the workpiece. At this instant, the angular position of point a is called 

the start angle ¢ 8 • Point a's position progresses while the cutter rotates until it exits 

the material as illustrated in Figure 5.2b. The angle at this instant is called the 

exist angle cPe· At any time during the cut, there can be a partial or full engagement 

of one or more of the cutting edges with the workpiece. The engagement depends 

on the axial depth of cut, the radial depth of cut and the helix angle [32], this is 

illustrated in Figures 5.3a and 5.3b respectively. The cutting forces are then estimated 

instantaneously along all of the edge portions that are engaged with the workpiece, 

summed, and then decomposed into the main coordinate system directions. 

a. b. 

Figure 5.2- Simulation of the end milling process, engagement angle. 
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a. b. 

Figure 5.3- Simulation of the end milling process, teeth engagement. 

Estimating the cutting forces 

The cutting tool's portion engaged with the workpiece is discritized into n levels in 

the vertical direction, see Figure 5.4, leaving each level with an incremental axial 

depth of cut !:lda. At each discritization level n, and tooth j, elemental conventional 

cutting forces are being estimated in two directions; tangential and normal to the 

cutting direction using the following set of equations 

Section A-A 

Figure 5.4 - Cutting tool discritization. 
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where tlFt is the incremental cutting forces in the tangential direction, tlFr is the 

incremental cutting forces in the radial direction (normal to the cutting direction), 

Kt is the specific cutting force in the tangential direction and JJ is a constant of 

proportionality. 

Since the cutter's motion was assumed to be only rotational, tc is evaluated as 

a function of the rotational angle cPi at time i and tooth j and discretization level n 

using Equation 5.3 

(5.3) 

It is also assumed that there is always a constant ratio between tlFt and tlFr 

maintained by M· This is not always the case as was shown in [24, 36, 39, 87]. 

Hence, Ft and Fr will be estimated independently. The elemental conventional 

cutting forces are then decomposed into the main coordinate system directions, as 

shown in Figure 5.5, using Equations 5.4- 5.7. 

f).ptix,j,n +llFL,n sin( cPi) (5.4) 

f).ptiy,j,n - -tlFf,j,n cos(¢i) (5.5) 

flF:x jn - -flF: jn cos( cPi) (5.6) , , , , 

flF:y,j,n -flF:jn , , sin( cPi) (5.7) 

where tlFtix,j,n' tlFfy,j,n> tlF:x,j,n' and tlF:y,j,n are the instantaneous elemental tan-

gential and radial cutting force in the X and Y direction at time i, tooth j, and 

discritization level n respectively. 

It should be noted that this set of equations can vary according to the coordinate 

system or the force directions desired. For example, if one would simulate the cutting 

forces generated on the cutting tool with a rotating coordinate frame it would have a 
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different set of equations than simulating the cutting forces acting on the workpiece 

being machined. 

Fi. : _____________ :F/. 
r,;,n pi . 'Fi . ,;,n 

ty,; ,n ry ,] ,n 

Figure 5.5- Cutting force convention. 

The elemental conventional cutting forces, which are already decomposed into 

the main coordinate system, are then summed along all the edges engaged in the cut, 

each edge at a time using Equations 5.8 and 5.9. 

pi 
X t (~ (~F:xJn + ~J?!x,;,n)) (5.8) 

JC; ~ t (~ (~F''1JJ,n + ~J{yJ,n)) (5.9) 

where F~, and F~ are the instantaneous cutting forces decomposed in the X and Y 

direction respectively. 

The position of the cutting tool cPi is then increased by an angular increment 

!:l.¢ and the forces at the next angular position are re-estimated using the same 

methodology. 

At a given instant i the cutting tool is at position cPi· The engaged portion of 

the cutting edge is discritized into a finite number n of small sectors each having an 

angle !:l.'lj;. When moving along the helix of the cutting edge j each axial level n is 
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increased by a distance flda and an angular increment of .6.'1/J while maintaining a 

consistent check for not falling out of the engagement region, i.e. '1/Jn should always 

be greater than cPs and smaller than cPe for the cutter to be in cut. The whole process 

is summarized in the flow chart illustrated in Figure 5.6. 

5.3 Extended Model 

5.3.1 Introduction 

The model presented in Section 5.2 was an idealized model. In that model it was 

assumed, under certain conditions, that the uncut chip thickness was a function of 

the feed/tooth ft and the rotational angle ¢. It was also assumed that any flexibility 

in the system, i.e. the dynamics of the system, was not considered. In reality it 

is quite common for run-out to exist in the tool/tool holder arrangement which in 

turn affects the estimation of the SCF especially in HSM. All of those factors were 

not yet considered in the model. Although the force model used so far has been 

demonstrated to be simple and effective, there was a need for a more complex model 

which captures issues of particular importance to HSM. This will be discussed in 

more detail in Chapter 7. The basic model, presented in Section 5.2, will be further 

modified and extended to account for a wider range of system dynamics and include 

tool run-out. The dynamics of the system were considered by integrating the RFP 

model in the cutting force model and the tool run-out was considered by including a 

run-out model as described in [88]. 

While further developing the basic model, the following general assumptions are 

considered: 
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Figure 5.6- Flow chart of basic simulation model. 
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• The cutting tool is sharp 

• Equations 5.1 and 5.2 will be modified becoming 

Ph.D. Thesis, O.Omar 

(5.10) 

(5.11) 

where Kr is the specific cutting force in the radial direction. Since Kt and Kr are 

each dependent on the cutting conditions, they will be evaluated independently. 

• The cutting tool is performing side end milling as described in Figure 5.2. 

• In addition to the forces estimated in the X and Y direction, the axial force, 

Z, will be considered. 

5.3.2 Force model 

• Specific cutting force 

In the past, the SCF was estimated in several ways, mainly depending on the 

cutting force. For example, for certain cutting conditions, an initial value for the SCF 

was assumed and the cutting force was calculated and compared to the experimental 

one. Then the value of the SCF was fine-tuned by increasing or decreasing its value 

until the calculated cutting force matches the experimental one thus yielding the right 

value of the specific cutting force for that specific cutting condition. Then the same 

procedure was repeated for another cutting condition. This process was repeated 

until the SCF is determined for the entire range of cutting conditions of interest. 

Then an equation, that is function of the cutting conditions variables can be fitted 

using the obtained SCF. 
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In this study a new technique for evaluating the SCF is presented. It is mainly 

based on estimating the acceleration of the fixture and comparing it to the experimen­

tal one. An accelerometer is mounted on the fixture and is used for: (1) measuring the 

acceleration of the fixture during the cutting process, (2) obtaining the experimental 

FRF, at the same position on the fixture, and extracting its modal parameters. The 

modal parameters of the cutting tool are then extracted the same way but using a 

different miniature accelerometer. Once the modal parameters of the fixture and the 

cutting tool are extracted then it is possible to obtain the displacement of the system 

analytically with the acceleration being obtained by differentiating the displacement 

twice. A comparison could then be made between the analytical and the experimental 

acceleration. It should be noted that the displacement of the fixture results from ap­

plying the cutting force on the fixture FRF in the time domain and where the cutting 

force is a function of both the specific cutting force and the current/previous uncut 

chip thickness t~ and t~-l respectively. The uncut chip thickness takes into account 

the relative displacement, current and previous, between the fixture and the cutting 

tool. In this way the SCF can be fine-tuned so that the analytical and experimental 

FRF can be matched. 

• Extended force model 

The cutting force model presented by Equation 5.1 is a relatively simple model 

where the SCF obtained after calibration from such a model will vary using one 

set of cutting conditions to anther even for the same material. Furthermore the 

constant ratio between their different components do not hold. The SCF will then be 

considered independent of each other and only dependent on the cutting conditions 
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as described by Equations 5.12 and 5.13. 
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(5.12) 

(5.13) 

V is the cutting speed, dr is the radial depth of cut. Furthermore, this cutting force 

model only considered the force generated in the X and Y directions, the force in 

the Z direction was considered by assuming an incremental axial component of the 

cutting force at each time i, cutting edge j and discretization level n as given by 

Equation 5.14. 

/).F~J·n = Ka /).da t~J·n 
'' '' ' 

(5.14) 

where 

(5.15) 

that is summed along each edge j engaged in the cut, at time i, and axial level n 

using Equation 5.16. 

(5.16) 

Ai, ai, bi and ci (i E 1· · · 3) are all constants that are calibrated and determined 

experimentally. F; is the instantaneous cutting forces in the axial direction. 

• Extended orthogonal force model 

The cutting force model presented by Equation 5.1 is a mechanistic model and the 

specific cutting force obtained after calibration from such a model does not necessarily 

represent the material being machined as it forms a constant of proportionality that 

is affected by the cutting conditions. In this case one might end up having similar 

specific cutting forces for two different materials with each of them obtained under 
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different cutting conditions. To avoid this condition an analytical cutting force model 

will be used to reflect the material being machined to show that regardless of the 

cutting force model used the new measurement technique will be able to predict the 

same cutting forces and workpiece fixture acceleration obtained using the mechanistic 

model. 

Merchant presented an idealized orthogonal cutting force model that can be used 

in 2D under certain conditions [7]. This cutting force model will be extended in order 

to account for axial force. 

In Merchant's model, illustrated in Figure 5.9, as the cutting tool progresses it 

is always cutting a constant uncut chip thickness. This is not the same for the case 

of end milling. To make it usable for the end milling process Merchant's model will 

be applied instantaneously as shown in Figure 5. 7. This means that at each time 

i, tooth j and discretization level n different model parameters will be calculated 

instantaneously as the uncut chip thickness t~,j,n, progresses from one instant to the 

next. 

Workpiece 

Figure 5. 7 - Orthogonal cutting. 
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Tool 

Workpiece 

Figure 5.8- Merchant's model adapted to end milling process. 
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d. Section A-A detailed. 

Figure 5.9- Analytical cutting force model. 
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Incremental cutting forces are evaluated at each discretization level n, summed 

up across each cutting edge that is engaged in cut and then decomposed into the 

main coordinate system in the same way as explained earlier in Section 5.2.2. 

The model consists of an incremental friction force !:lFc between the chip and the 

rake face and acts inwards along the rake face of the cutting tool parallel to the level 

of the discritization plane. An incremental force !:lNc, normal to the friction force, 

is concentrated at the tip of the cutting tool and acts in opposition to the motion of 

the tool. Another incremental friction force !:lFcc acts axially on the rake face but 

upwards on the helix to represent the chip flow action. This is illustrated in Figures 

5.9c and 5.10 respectively. 

At time i, tooth j and discritization level n the cutting forces are being estimated 

in the main coordinate directions X, Y and Z using Equations 5.8, 5.9 and 5.16 

respectively. The three force components tangential, radial and axial are derived 

from Figures 5.9 and 5.10 and are estimated using Equations 5.17- 5.19. 

f:lF1,j,n 1::lF~,j,n sin( a)+ 1::lN~,j,n cos( a) 

f:lF:,j,n - 1::lF~,j,n cos( a)- 1::lN~,j,n sin( a) 

f:lF~,j,n !:l~c,j,n cos(;3) - 1::lN~,j,n sin(;3) 

!:lF;,j,n and 1::lN~,j,n are estimated using Equations 5.20 and 5.21 respectively. 

f:lN~,j,n 

- J-L ~N~,j,n 

( f:lF:,j,n) 2 + ( f:lN~,j,n) 2 

1 + fJ2 
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where a is the radial helix angle, beta is the helix angle, llF;,j,n' tlN~,j,n are 

the instantaneous elemental shearing force and its normal at time i, tooth j, and 

discretization level n respectively, and p, is the friction coefficient. 

Figure 5.10- Merchant's circle. 

F;,j,n and N~,j,n are estimated using Equations 5.22 and 5.23 respectively. 

Ti . dAi . 
ut,],n s,J,n 

f:lN!,j,n ai . dAi . 
ut,J,n s,J,n 

(5.22) 

(5.23) 

tlA~,j,n is the elemental area of the shear zone at time i, tooth j and level n and is 

estimated using Equation 5.24. 

. Llda tJi n 
tlA~ . = ' 

S,J,n Sin(<ps) (5.24) 

where 'Ps is the shear angle. In this model it is assumed that the material's ultimate 

tensile Tut and shear strength aut will change instantaneously based on the strain 1, 

strain rate 1 and the temperature T},n of the primary shear zone at each time i, tooth 

j and discretization level n. The tensile and shear strength of the material will be 
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evaluated using Johnson-Cook equation [89], which is given by Equations 5.25 and 

5.26 respectively. 

7i . = _
1 [A+ B (rJ,n)n] [1 + Cln ('Y~,n)] [1- ( T- Tr )m] ut,J,n J3 J3 To Tm- Tr (5.25) 

(5.26) 

A, B, C, nand mare all material constants that are determined experimentally. 

cos(o:) r = ---,-----,-----.:c_____,:.. __ --,-

sin ( 'P s) cos ( 'P s - o:) 
(5.27) 

. V sin('Ps) 
r= tc 

(5.28) 

In Equations 5.22 and 5.23 the instantaneous tensile and shear strength were 

estimated in the primary shear zone [9]. This implies that the temperature T in 

Equations 5.25 and 5.26 should be evaluated at the primary shear zone as well. Since 

the instantaneous uncut chip thickness t;,n in Equation 5.24 varies at each instant i, 

tooth j and level n, T should also vary accordingly hence becoming Tj,n and Equations 

5.25 and 5.26 becomes 

7i . = _
1 [A+ B (rJ,n)n] [1 + Cln ('Y~,n)] [1 _ (TJ.n- Tr)m] ut,J,n J3 J3 ra Tm- Tr (5.29) 
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(5.30) 

The melting temperature of the material tested T m as well as the reference tem­

perature (room temperature) Tr will be obtained from the literature. The temperature 

at the primary shearing zone was evaluated using Equation 5.31. 

(5.31) 

The average temperature rise in the primary shear zone O!,j,n and in the secondary 

shear zone O},j,n were evaluated instantaneously at each time i, tooth j and level n 

using Equations 5.32 and 5.33 respectively. 

(1 - ri. ) i . 
Oi . = . . 1 ,n Ps,1 ,n 

S,J,n t ct v tt 1\d 
Pj,n p,j,n c,j,n Ll. a 

(5.32) 

i ei . = . p J,j,n . 
J,J,n t C . t V tt 1\d P1,n P, J, n c,j,n u a 

(5.33) 

where 

i ( 27.5 ) 
rj,n = 0.15 ln i ( ) 

Rj,n tan 'Ps 
(5.34) 

(5.35) 

The maximum temperature rise in the secondary heating zone was given by Equation 

5.36 and the maximum cutting temperature could then be estimated using Equation 

5.37. 
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(;I~ ]. n = e,i ]. n 1.13 
; ' '' 1+tan(<p8 -a) 

(5.36) 

r:nax 1· n = Tr + (;I~ 1· n + (;I~ 1· n 
'' '' '' 

(5.37) 

rJ,n is the instantaneous fraction of the total heat generated in the primary deforma­

tion zone at time i, tooth j, and discretization level n. The heat generation rate in 

the primary shearing zone is given by Equation 5.38. 

where 

i i i 
Ps,j,n = Pm,j,n- PJ,j,n 

Pi . = D.Fi. V m,J,n p,],n 

V: _ V sin( IPs) 
c- cos(<p

8
- a) 

(5.38) 

(5.39) 

(5.40) 

(5.41) 

Vc is the velocity on the rake face, P],n, c;,j,n' and K),n are the instantaneous density, 

the instantaneous specific heat, and the instantaneous thermal conductivity of test 

material respectively. It should be noted that those are material constants that 

are affected by the temperature [90]. So during the simulation those constants are 

evaluated every time the temperature is evaluated. 

The incremental friction force due to the chip flow D.F~c,j,n is a function of con­

ditions between the tool and workpiece and varies along the helix and is represented 
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by Equation 5.42 in this model. 

~F~cJ·n = f.Lc ~N~J·n 
'' '' 

(5.42) 

The specific energy can be used to express how difficult it is to machine a certain 

material and is measured by the power per unit volume per unit time. The total 

specific energy during machining is the sum of four components: (1) specific energy 

due to shear Us, (2) specific energy due to friction Uf, (3) specific energy required to 

accelerate the chip Urn and (4) the specific energy to produce a new uncut surface ua· 

The components Urn and Ua are usually very small and can generally be neglected. 

However for high cutting speeds Urn needs to be accounted for. Typically, Us and u f 

represents "'75% and "'25% of u respectively. The total specific energy is the sum of 

all four components previously mentioned as shown in Equation 5.43. It should be 

noted that the specific energy will be evaluated instantaneously at each time i, tooth 

j and level n as given by Equations 5.43- 5.47. 

ui . + ui . + ui . + ui . 
s,J,n f,J,n m,],n a,J,n 

·ui . + ui . + ·ui . 
s,J,n f,J,n rn,J,n 

and 

ui . = T~t,j,n cos(o:) 
s,J,n sin('Ps) cos('Ps- o:) 

. F~ j n sin ( r.p s) 
1l - ----:--''-'---,----,----

J,j,n - cos(:r - o:) ti. ~d 
rs J,n a 
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F:n,j,n cos( a) 
(5.47) 

where 

F i i v2 ti i . ( ) 
m,j,n = Pj,n 'c,j,n W fj,n Sln 'Ps (5.48) 

From Equations 5.17 - 5.48 it can be seen that they depend mainly on three 

values; r.p8 , f-L and f-Lc· Those variables are the main calibration parameters through 

which the simulated acceleration will be matched with the experimental one. The 

simulation will start with an initial value of r.p8 , f-L, and f-Lc then vary until the simulated 

acceleration matched with the experimental one. 

5.3.3 System dynamics 

Introduction 

Generally speaking, most models available in the literature consider the system as 

comprised of the tool/tool holder, spindle and the machine-tool to be two single 

degree of freedom systems each comprised of a mass, spring and a damper. Each 

system acts in the direction of the main coordinate system. This is illustrated in 

Figure 5.11. At a given instant i, the tangential and radial forces are decomposed 

to the main coordinate system, X and Y, and each is considered as an input force 

to the equation of motion of the single degree of freedom system representing that 

direction. This is described by the following set of equations. 
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Feed direction 
Workpiece 

Figure 5.11- Model dynamics. 

The equation of motion can be solved numerically using a Runge-Kutta 4th order 

or a finite difference algorithm. The displacement due to that force will cause the 

centre of the cutting tool center to vibrate which in turn will have an effect on the 

uncut chip thickness tc at this instant. The uncut chip thickness tc is then adjusted 

to incorporate that effect. 

Using two single degree of freedom systems to represent the dynamics of the 

milling machine can be a good approximation when there is one dominant mode 

within the range of the spindle speeds used. Now with higher spindle speeds a larger 

dynamic range must be considered. In addition, the dynamics of the dynamometer 

used to capture the cutting forces signal will impact the measurements so it must be 

accounted for or else an alternative means must be found to capture the cutting force. 

It was very important to accurately capture the cutting forces as they were 

used to estimate the respective SCF and study how they vary under different cutting 

conditions. Capturing the cutting force for that specific reason would not be necessary 

if there was an alternative means to estimate the SCF. However this would require a 

more complex dynamic model that accounts for several modes. In this case the RFP 

model worked well at representing the multi-modes of interest and was easy to use 

and was accurate [65] however it needed to be modified for use in the time domain. 
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Simulation in the time domain 

The RFP model gives the response of the system in the frequency domain, however 

the simulation model required that the dynamic response be obtained in the time 

domain so that it could be integrated in the cutting force simulation model. To add 

the dynamic effect at any time i it is necessary to get the response of the system to 

modify the position of the tool center, and hence its uncut chip thickness t~ at this 

instant. The convolution theorem (sometimes referred to as 'Duhamel's Method') 

will be used to get the response of the system in the time domain given the analytical 

FRF in the frequency domain after extracting the modal parameters of the system 

using the ORFP method presented in the previous chapter. 

The response of a single degree of freedom system subject to an impulse force 

f(t') as that illustrated in Figure 5.12 is given by Equation 5.51. 

8x(t) = h(t- t') J(t') dt' (5.51) 

where 

h(t) = .c-1(H(w)) (5.52) 

f(t) 
Area =1 

F(t) 
F(t') 

j'(t) -------------

11t' 

t' t t' t 

a. b. 

Figure 5.12- Convolution theorem. 
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An arbitrary sequence of force varying in time can be assumed to be a sequence 

of impulses. The response of the system due to that sequence of impulses can be 

calculated by adding or superimposing all of the incremental responses as shown in 

Equation 5.53. Note that, in this context, the asterisk denotes convolution. 

~xv(t) = 1: h(t- t') * j(t') dt' (5.53) 

For a continuous system the analytical FRF can be expressed as shown in Equa-

tion 3.3, likewise the response in the time domain will be the summation of the 

responses of each mode in the time domain as given by Equation 5.54. 

R 

h(t) = L hr(t) (5.54) 
r=l 

There is no direct form in the time domain of Equation 3.3, so the inverse laplace 

transform was applied to it yielding Equation 5.55. 

N 

h(t) ~ ~ ( 2e"'' (Re(A) cos(w,t)- Img(A) sin(w,t)) ) (5.55) 

The derivation of Equation 5.55 is given in Appendix A. During the cutting pro-

cess the generated cutting force affects two systems; the cutting tool/spindle structure 

and the workpiece fixture. Each of those systems will respond under the generated 

force that is applied to it and correspond to its FRF in the time domain. So, the final 

uncut chip thickness was found from the relative displacement between the fixture 

and the cutting tool taking into consideration the time history effect of previous cuts, 

this is illustrated in Figure 5.13 and the instantaneous uncut chip thickness is given 

by Equation 5.56. 
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Figure 5.13 - Relative displacement between the tool & the workpiece/fixture 
[11]. 

t~,j,n = J1,j,n sin( ¢i) + ( vL,n - v},j,n) - ( vf,j,n - dJ,j,n) 

where, 

v},j,n (x},j,n sin(¢i)) + (Y},j,n cos(¢i)) 

and 

P i-N 
vt,j,n vt,j,n 

p i-N 
vf . - vf,J·,n ,J,n 

5.3.4 Run-out 

(5.56) 

(5.57) 

(5.58) 

(5.59) 

(5.60) 

A cutting tool with run-out is almost inevitable and at high speeds, its effect on the 

cutting forces must be accounted for. The run-out is defined by the eccentricity that 

takes place between the geometrical axis of the cutter and/ or the tool holder and the 
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rotational axis. The presence of the run-out results in a varying chip load over the 

rotation of the cutter which in turn causes an uneven cutting force distribution over 

one complete revolution of the tool. There are two parameters that govern the run 

out of the cutter [16, 39, 88]; the run-out distance p (eccentricity) and the run-out 

angle Ar as shown in Figure 5.14. For each cutting edge j and each discretization 

level n the run-out value was added to the instantaneous uncut chip thickness t~,j,n. 

Equation 5.56 was then modified becoming 

(5.61) 

where, 

vi · = e cos("'• - Ar) r,J,n \f/" (5.62) 

Spindle axis 

--
Figure 5.14- Definition of run-out. 

The run-out results in an unbalance mass me that caused a centrifugal force 

Fe that acts outwards on the center of rotation and normal to it. For conventional 

speeds the effect of the centrifugal force was minor and can be ignored, but for high 

speeds such as that used in this study, it has to be accounted for in the cutting 

force estimation. The unbalance mass was then discritized into n portions .6.me,n 
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as illustrated in Figure 5.15a by the crescent-shaped gray area. The mass me,n was 

concentrated in its center of gravity at a radius re and the elemental centrifugal force 

1.:1F;,n at time i and level n was estimated by Equation 5.63 and acts outwards off the 

center of rotation of the cutting tool as shown in Figure 5.15b. 

(5.63) 

Unbalance mass 

a. Unbalance mass b. Direction of centrifugal force 

Figure 5.15- Centrifugal force due to run-out. 

1.:1F;,n is then decomposed into the main coordinate system X, and Y and is 

added to the terms of Equations 5.8 and 5.9 respectively. 

5.4 Summary 

A simulation model that was previously developed by Tlusty et al. [6] was used as 

the basis of the new model developed in this study. Both, base and extended, models 

were presented in this chapter. A basic simulation model that estimated the cutting 

forces was first presented and then was extended to include the axial cutting force 

components as well as the dynamics of the system. The dynamics of the system 

were then included by making use of the FRF of the system. The displacement 
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was then obtained by applying the convolution theorem to the FRF of the system. 

The extended model was modified so that it included the effect of the run out of 

the cutting tool to accommodate its effect at high rotational speeds. The extended 

model presented a new and improved method to estimate the specific cutting force 

which provided a model which was more suitable for simulating high speed machining 

purposes. 
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CHAPTER 6 

EXPERIMENTAL DESIGN & 
SETUP 

6.1 Introduction 

This chapter discusses the experimental design and setup considerations that were 

used during the process of modal parameter extraction and data collection. Informa­

tion is also provided for the equipment used in conducting the experiments and their 

respective setup. 

6.2 Methodology 

In this section, the methodology used to analyze and show the importance of the 

work presented throughout this dissertation is presented. 
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The core simulation model based on which the dynamic model was implemented 

is originally developed by Tlusty [6]. This core model had to be re-built and compared 

with Tlusty's own literature to make sure that it works. 

The re-built model was then used, before implementing the improved dynamic 

model, to simulate the cutting forces resulting from the conducted experimental tests 

to understand the nature of the dynamics taking place during the cutting test. 

An alternative mean to estimate the specific cutting forces, or the analytical 

model's main parameters r.p 8 , /-l, and /-lc, is then suggested using the structure's accel­

eration. 

Before verifying the suggested dynamic model it needs to go through a series 

of investigations to understand its behavior. The suggested dynamic model will be 

investigated for the following: 

Selection of the number of modes during modal parameters extraction 

The estimation of the specific cutting forces is affected by the process dynamics 

namely the selection of the number of modes that will be used in generating the an­

alytical FRF of the workpiece/fixture setup so that it can be used in the proposed 

dynamic model. 

Filtration of the simulated acceleration 

The suggested model originally generates the displacement of the system. To be 

able to compare it to the experimental acceleration it needs to be differentiated with 

respect to time. Differentiation is very sensitive to noise hence filtrating of the simu­

lated acceleration was necessary. 
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Effect of the run-out on the SCF estimation 

Obtaining a tool that has no run-out is extremely difficult and with the increase of 

the rotational speed the effect of the centrifugal forces cannot either be ignored as it 

is directly proportional with w2 . Hence, the effect of the run-out has to be included 

in the model and investigated. 

The methodology used can be summarized in the following points: 

• Building and testing the core simulation model on which this study is based on. 

• Showing the need to use an alternative method to estimate the SCF. 

• Presentation of the suggested technique. 

• Estimation of the SCF using the suggested technique. 

• Analysis and investigation of the suggested technique. 

• Fitting a non-liner model for the SCF using the suggested technique and verify it 

using a certain workpiece/fixture setup (setup# 1). 

• Fitting the same non-linear model for the SCF and verify it but using a different 

workpiece/fixture setup (setup # 2). 

• Estimating the analytical model's main parameters ( rp8 , J-L, and J-Lc) using the 

suggested technique and using a certain workpiece/fixture setup (setup# 1). 

• Estimating the analytical model's main parameters (rp 8 , J-L, and J-Lc) using the 

suggested technique and using a certain workpiece/fixture setup (setup # 2). 

• Comparing and discussing the SCF obtained using setup # 1 and setup # 2. 

• Comparing and discussing the analytical model's main parameters using setup # 

1 and setup # 2. 

• Comparing and discussing the cutting forces resulting from the simulation using 

the mechanistic model and the analytical model with setup # 1 and setup # 2. 
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6.3 Experimental Design Consideration 

Special considerations were taken when designing the experiments. Considerations 

included the selection of the cutting conditions, the experimental plan used to conduct 

the experiments, the design and the mounting of the fixture used to hold the specimen 

to be cut on top of the dynamometer and the data acquisition system used to capture 

the cutting forces. It also included the hammer test setup to extract the modal 

parameters of the cutting tool and of the workpiece fixture. 

6.3.1 Cutting test related considerations 

Cutting conditions selection 

In this study the cutting conditions for the end milling process was limited to the 

variation of only three cutting parameters: (1) rotational speed (rev./min), (2) feed 

per tooth Ut), and (3) radial depth of cut (dr). The rest of the cutting parameters 

that can affect the cutting process were kept constant. This included the axial depth 

of cut da, the helix angle of the end milling cutter f], the number of teeth in the 

cutter and its diameter. The end milling cutter used was a solid carbide coated tool 

to minimize the effect of tool wear throughout the experiments and thus minimize 

the effect of plowing. The cutting conditions for the varying cutting parameters were 

chosen so that they reflect realistic operating conditions. 

The lower limit of the spindle rotational speed was 30k rev./min while its higher 

limit was set to 60k rev.jmin based on the capability of the machine used. The lower 

value of the feed/tooth was chosen to be not less than 0.025 mm/tooth to ensure that 

there will always be an adequate metal to be removed by the cutting edge and thus 

minimize rubbing which can heat up the cutting tool and cause it to break. The upper 

value of the feed/tooth was governed by choosing two other values; the axial depth of 
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cut and the radial depth of cut. The axial depth of cut was held constant. The radial 

depth of cut values was chosen so that the combination of the feed / tooth-radial depth 

of cut-RPM would result in a cutting force that does not exceed the limits set by the 

manufacturer of the dynamometer in any of the three orthogonal cutting directions , 

which was ""'250 N [91] . This was evaluated by a set of trial experiments that was 

initially conducted to investigate the cutting process outcome under different cutting 

conditions. It was also necessary to perform those trial experiments to choose the 

best settings for the data acquisition system. The final cutting conditions used are 

summarized in Tables 6.1 and 6.2 respectively. 

Table 6.1 - Varying cutting condition used in the calibration process 

Cutting parameter Lower limit Centre point Upper limit 

Feed/ tooth (mm) 0.03 0.055 0.08 
Radial depth of cut ( mm) 0.4 0.65 0.9 
Rotational speed (krev / min) 30 44 58 

Table 6.2 - Fixed condition used in the cutting process 

Cutting parameter 

Axial depth of cut (mm) 
Helix angle (0

) 

Parameter 's value 

3.175 
30 

The cutting test matrix for calibration and verification are summarized in Tables 6.3 

and 6.4 respectively. 
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Description of cutting test 

The cutting test was plain side end milling as shown in Figure 5.2. The machine tool 

used has a fixed table with the feed action provided by the motion of the spindle driven 

by linear motors. For each cutting test the spindle was stopped a short distance from 

the workpiece while the spindle was left to dwell for a few seconds until it reached 

the desired rotational speed. Then the tool was moved towards the workpiece at the 

desired feed rate. Sufficient stand off was used to ensure that the axis reached the 

desired feed rate before cutting occurred. The tool moved past the workpiece after it 

finished the cut to ensure that its motion does not affect the data captured. This is 

summarized in Figure 6.1. 

Before each cutting test the workpiece's side surface was squared and cleaned 

using another tool to ensure that the test tool was kept sharp. 

Fixture design and mounting 

The fixture shown in Figure 6.2b was the second in a two stage design. It was specially 

designed to accommodate some dynamic considerations. The hammer manufacturer 

highly recommended that the workpiece be mounted to a bigger mass (the fixture) 

otherwise the FRF of the system will be altered. The mass should be at least 10 

times larger than that of the workpiece [92]. Having said that, the first design, 

which is shown in Figure 6.2a, had a weight close to the fixture, hence it needed to be 

redesigned. After another set of trial experiments, the fixture design was then changed 

to that shown in Figure 6.2b. The fixture was made of steel and the workpiece fixing 

technique was also considered to ensure a large mass and that an evenly distributed 

fixation force be applied along the length of the workpiece. 

The fixture was mounted on the dynamometer which in turn was mounted on a 
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massive block fixed to the table of the machine tool. During mounting, the surface 

between the different parts was cleaned to ensure no debris was in the contact region. 

In addition, when mounting the dynamometer on the massive block a dial gage was 

used to ensure the parallelism of the dynamometer sides to the main axes of the rna-

chine, X and Y. The dial gage base was fixed by means of a powerful magnet nearby 

the spindle on a fiat surface. A dial gage was used to true the dynamometer to within 

10 J.LID, see Figure 6.3. A similar check was done in the other orthogonal direction. 

This check was essential because the dynamometer was of high sensitivity and any 

imperfection can contaminate the data captured. 

m/c head 

w/p 

I m/c table 

a. Cutting tool dwells for three 

seconds. 

m/c table 

c. Cutting tool cuts the workpiece. 

m/c head 

w/p 

I m/c table 

b. Cutting tool reaches feeding 

speed before cutting. 

m/c table 

d. Cutting tool continues after cut-

ting with feeding speed. 

Figure 6.1 - Summary of description of cutting test. 
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a . Initial design. b. Modified design. 

Figure 6.2 - Fixture design. 

Figure 6.3 - Dynamometer alignment to the machine tool 's axis using a dial 
gauge. 
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Data acquisition considerations 

To avoid aliasing it was important to select an appropriate sampling rate. A detailed 

calculations of the sampling frequency can be found in Appendix D of [54]. 

A gain amplifier (power supply, Figure 6.4) was used to magnify the output from 

the accelerometers. The gain factor was chosen so that that average value was mid 

range for the data acquisition (DAQ) card but did not saturate it or provide values 

that were too small so as to be lost in background noise. The data acquisition in­

strumentation is comprised of the accelerometers, a dynamometer, a gain amplifier , 

and a DAQ card installed in a PC. The data acquisition system was turned on for 

approximately an hour before conducting the experiments to ensure that the instru­

ments had reached steady state. 

Figure 6.4 - Power supply used to amplify the accelerometer's signal. 
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6.3.2 Impact hammer test considerations 

Cutting tool 

The hammer test was conducted on the cutting tool in two directions X and Y to 

obtain their FRFs. For the impact test of the cutting tool a miniature accelerometer 

(KISTLER type 8778A500) was used, illustrated in Figure 6.51
. The accelerometer 

was mounted on the tool as shown in Figure 6.6 by means of a glue gun as it forms 

the best and cheapest means of fixation [67]. The impact hammer (KISTLER type 

9726A5000) was used to strike a special aluminum adapter also fixed by a glue gun on 

the tool on the opposite side of the accelerometer. The special adapter was necessary 

to withstand the hammer blow and to transfer it to the tool/spindle structure while 

at the same time not chipping and/or damaging the tip of the cutting tool. Also, its 

material was deliberately chosen to be aluminum to ensure light weight and reason­

able strength to withstand the impact. A common practice to ensure accuracy of the 

obtained FRF is to choose an accelerometer which weighs no more than one tenth of 

the structure being tested; in this case it is the cutting tool. It should be noted that 

the cutting tool, the accelerometer and the adapter weigh ""'18.2 gm , ,..,_,0.4 gm and 

""'0.8 gm respectively. 

Figure 6.5 - Miniature accelerometer. 

1Courtesy of KISTLER Corp. http://www. kistler. com 
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Cutting Tool 

Accelerometer 
Adapter 

a. Tool-adapter-accelerometer mounting. 

Ph.D. Thesis, O.Omar 

Hammer 
Blow 

b. Description of cutting tool's 

hammer test. 

Figure 6.6 - Description of miniature accelerometer mounting and usage. 

Fixture 

A hammer impact test was conducted to extract the FRF of the fixture. Two setups 

existed for the fixture; one having the fixture setup directly on top of the dynamome-

ter and the other one having the fixture setup directly on the large block fixed on 

the table of the machine tool (without the dynamometer). The details of those two 

setups will be explained later in Section 6.4.1. The hammer test was conducted on 

the fixture, for both setups, in three directions X, Y , and Z using three generic ac-

celerometers (KISTLER type 8702B50) one for each direction. The accelerometers 

were placed, for both setups, in the same place as shown in Figure 6. 7. The ac-

celerometers were mounted on the fixture as shown in Figure 6.8 by means of a glue 

gun. The same impact hammer used for the cutting tool was used in this hammer 

test. After conducting the hammer test the accelerometers mounted on the fixture 

were used for measuring its acceleration during the cutting test. The accelerometer 

to fixture weight ratio was rv0.6%. 
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a. Fixture setup # 1, with a dynamometer. 

b. Fixture setup # 2, without a dynamometer. 

Figure 6. 7 - Accelerometers used in the hammer test. 
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Hot melt adhesive 

Figure 6.8- Usage of hot melt adhesive to fix the accelerometer to the fixture. 

6.3.3 General considerations 

During each cuttig test the signals were checked to ensured that no overload had 

occurred, as recommended by the FFT analyzer 's manufacturer. All hammer tests 

were conducted while making sure that the setup of the impact hammer as well 

as the FFT analyzer was in accordance with the manufacturer 's instructions. For 

each direction, the hammer test was repeated for at least 5 times (and 8 in most of 

the cases) and averaged as outlined by the hammer manufacturer [92] to reduce the 

probability of errors and the noise in the data. The coherence between the input and 

the output was checked as a sign of correlation. In all tests the coherence of the data 

used was not less than 85%. 

6.4 Experimental Setup 

6.4.1 Cutting test setup 

Several cutting tests were initially used to establish the operating parameters both 

with and without the dynamometer. For all cutting tests the experimental setup was 
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the same except for the presence of the dynamometer; this is illustrated in Figure 

6.7. The workpiece material used in all cutting test experiments is Aluminum 6061-

T6 conforming with ASTM B221 standards and of dimensions 3.175 mm x 24.50 mm 

x 70 mm. The workpiece was clamped in the fixture by means of an upper jaw that 

was tightened to the fixture by screws. For the case of the first setup, illustrated in 

Figure 6.9, the fixture base was fixed on a piezo type dynamometer (KISTLER type 

9256B1) capable of measuring the three orthogonal components of force along the 

three axes X, Y , and Z. The dynamometer and the fixture were both placed on top 

of an intermediate block that was fixed in turn on the table of the machine. For the 

second setup, illustrated in Figure 6.10, the base of the fixture was fixed directly on 

a small block that was fixed on the intermediate block when the dynamometer was 

removed. All cutting tests were conducted on the Matsuura LX-1 machining center, 

see Figure 6 .11 . 

Machine tool table 

Fixture's upper jaw 

Workpiece 

Fixture's base 

Dynamometer 

Intermediate block 

Figure 6.9 - Details of fixture setup # 1. 
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Fixture's upper jaw 

Workpiece 

Fixture's base 

Upper block 

Intermediate block 

Machine tool table 

Ph.D. Thesis, O.Omar 

Figure 6.10 - Details of fixture setup # 2. 

Figure 6.11 - Machine tool used in conducting the experiments. 

In both setups three accelerometers (KISTLER type 8702B50) were fixed to 

the fixture by means of a hot melt adhesive as shown in Figure 6. 7 one in each 

cutting direction. Afterwards, the dynamometer was connected to a charge amplifier 

(KISTLER type 5814A10) by means of a 3-conductor connecting cable with armoring 

(KISTLER type 1693A). A remote control box (KISTLER type 5663) was attached 

to the charge amplifier using a 6-conductor cable (KISTLER type 1595) , which was 
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used to reset the charge amplifier each time a new test was conducted or when an 

overload occurred. After the sensitivity of each channel was set, the output of the 

amplifier was sent to a data acquisition card (National Instruments type PCI-6023E), 

through a connector block (NI BNC-2110), and captured by the Labview software 

package. The accelerometers, attached to the fixture, were connected to a gain am-

plifier (KISTLER type 5134A) using coaxial cables. The amplified signal was then 

sent to the data acquisition card, through the connector block, and captured. The 

dynamometer and the accelerometer signals were all captured simultaneously. Cap­

tured data was saved in a *.txt format then analyzed using Matlab TM. The general 

experimental setup for all cutting test is illustrated in Figure 6.12. The cutting test 

descriptions are summarized in Section 6.3.1. 

1 Machine tool's table 
2 Intermediate block 
3 Dynamometer (KISTLER Type ) 
4 Fixture 
5 Dynamometer cable (KISTLER Type 1693A) 
6 Coaxial cables 
7 Remote (K YSTLER Type 5663) 
8 Matsuurd LX I machining centre 

15 

13 

9 Power supply (KYSTLER Type 5134A) 
10 Charge amplifier (KYSTLER Type 5814Al0) 
11 Coaxial cables 
12 Connector block (NI BNC-2110) 
13 DAC (NI Type PCI-6023E) 
14 PC 
15 PC's monitor 

Figure 6.12 - Schematic for the experimental setup. 
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6.4.2 Cutting test matrix 

A set of cutting test conditions was used when conducting the experiments. The 

same set was used with fixture setup # 1 and fixture setup # 2. Tables 6.3 and 

6.4 summarizes the cutting conditions used for the calibration and verification of the 

SCF respectively. 

Table 6.3 - Test matrix used for the calibration of the SCF 

Test# RPM (krev /min) ft (mm) dr (mm) 

1 30 0.030 0.40 
2 30 0.080 0.40 
3 30 0.030 0.90 
4 30 0.080 0.90 
5 58 0.030 0.40 
6 58 0.080 0.40 
7 58 0.030 0.90 
8 58 0.080 0.90 
9 44 0.055 0.65 

Table 6.4 - Test matrix used for the verification of the calibrated SCF 

Test# RPM (krev/min) ft (mm) dr (mm) 

1 37 0.043 0.53 
2 51 0.068 0.78 
3 30 0.040 0.60 
4 40 0.040 0.60 
5 35 0.035 0.65 
6 32 0.035 0.50 
7 18 0.050 0.50 
8 58 0.030 0.40 
9 50 0.050 0.60 
10 19 0.100 0.80 
11 55 0.050 0.80 
12 55 0.080 1.20 
13 55 0.100 0.80 
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The SCF was estimated for each cutting test condition. Once all of them were ob­

tained they are fitted to a non-linear equation. The equation for each SCF; Kt, Kro 

and Ka, was of the following form respectively. 

A2 X va2 X !t b2 X dr c2 

A3 X va3 X !t b3 X dr C3 

(6.1) 

(6.2) 

(6.3) 

Constants Ai, ai, bi and Ci are obtained by linearizing Equations 6.1- 6.3 and applying 

a least square fitting technique. 

6.4.3 Dynamic test setup 

The dynamic test was comprised of two sub-tests: (1) a dynamic test for the cutting 

tool, and (2) a dynamic test for the fixture. Both tests were intended for the same 

purpose which was to obtain the FRF of the structure being tested. 

Cutting tool dynamic test 

A miniature accelerometer (KISTLER type 8778A500) was fixed to the tip of the tool 

by means of a miniature adapter illustrated in Figure 6.6a. The accelerometer and 

the hammer (KISTLER type 9726A5000) are both connected to an FFT analyzer 

(HP analyzer type 35670A) using a coaxial cable. A hammer blow was given to the 

system at the tip of the tool as shown in Figure 6.6b. Captured data was converted 

instantaneously in the FFT analyzer to the frequency domain, saved in *.txt format 

and then reloaded using the Matlab™program for further analysis. The experimental 

setup for the dynamic test is illustrated in Figure 6.13. 
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l Impact hammer (KISTLER Type 8778A500) 
2 Miniature adapter 
3 Miniature accelerometer (KISTLER Type 8778A500) 
4 Matsuura LXJ machining centre 
5 Coaxial cables 
6 HP FFT Analyzer Type 35670A 

Figure 6.13- Schematic for the cutting tool's dynamic test setup. 

Fixture dynamic test 

The fixture dynamic test setup was the same for the existing two fixture setups; 

with/without a dynamometer. As mentioned in Section 6.3.2, three accelerometers 

(KISTLER type 8702B50) were fixed onto the upper jaw of the fixture in the three 

component directions; X, Y, and Z as illustrated in Figure 6. 7. A similar dynamic 

test setup was carried out for each direction. For each direction the accelerometer and 

the hammer (KISTLER type 9726A5000) were both connected to the FFT analyzer 

(HP analyzer type 35670A) using a coaxial cable. A hammer blow was given to 

the system at the side for which the FRF was being extracted. The captured data 

was converted in real time in the FFT analyzer into the frequency domain, saved in 

*.txt format and then reloaded using the Matlab ™program for further analysis. The 

experimental setup for the dynamic test is illustrated in Figure 6.14. 

6.4.4 Tool run-out and unbalance mass estimation 

Tool run-out 

To include the run-out effect of the cutting tool, the value of the run-out distance 
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needed to be determined. Based on the assumptions laid out in Section 5.3.4 the 

run-out was measured using a dial gauge indicator as the one shown in Figure 6.15. 

8 ,--- --- - -- - - - -, 
I 
I 
I 
I 
I 
I 
I 
I ,.1_.__ _______ __._---. 

I 
I L_ ___ _ ________ _..J 

I Machine tool's table 
2 intermediate block 
3 Dynamometer (KISTLER Type) 
4 Fixture 
5 Accelerometer (KISTLER Type 8702850) 
6 Impact hammer (KISTLER Type 8778A500) 

II 

D
Q~ 
ecce 
occo 
ecce 
.::::u::::u:::u:::~ 

0 0 

\ \ 
~------------~~~10 

7 Coaxial cables 
8 Matsuura LX I machining centre 
9 Hammer test switched between three 

different axes (X, Y, Z) 
I 0 Coaxial cables 
II HP FFT Analyzer Type 35670A 

Figure 6.14- Schematic for the fixture dynamic test setup. 

Figure 6.15 - Dial gauge indicator used to measure the tool/tool holder 's run-out. 
Curtesy [http: / / www.mitutoyo.com]. 

The dial gauge tip was positioned inline with the radius of the tool holder and then 

the tool holder was rotated manually for several complete rotations. The variation 

in the radius of the tool holder was then recorded. A typical value for run-out was 

found to be rv0.004 mm. 
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Unbalance mass 

The measured run-out distance "'0.004 mm would also lead to an unbalanced mass in 

the tool/tool holder system. The unbalance mass me and its center of gravity radius 

re were both estimated using the technique described in Appendix Band were found 

to be 0.036 gm and 4.93 mm respectively. 

6.4.5 Cutting test material's properties 

The material used in this study was Aluminum 6061-T6. Equations 5.29, 5.30 and 

5.35 have some constants that are material dependent. Generally speaking all those 

constants have to be determined experimentally unless they are generic enough to be 

taken from the literature. 

• Constant of Equations 5.29 5.30 Looking into the literature [93-95] it was found 

that the variation in the values of C, m, Tmu and io was small and hence it was taken 

directly from the literature. On the other hand, A, Band n varied substantially from 

one sources to the other and hence a tensile test was conducted and the constants 

were evaluated from that test. The tensile test results are summarized in Appendix 

C. Table 6.5 summarizes the values for the constants A, B, C, nand m. 

Table 6.5 - Constants used in Equations 5.29 and 5.30 (Johnson-Cook material 
model) for Aluminum 6061-T6 used in this study 

Constant Value Source 

A (MPa) 276.376 Tensile test 
B (MPa) 122.928 Tensile test 
c 0.002 [94] 
n 0.3336 Tensile test 
m 1.34 [94] 
Tmlt (°C) 582 [94] 
io (s-l) 0.01 [95] 
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• Variables of of Equation 5.35 Variables p, Cp, and K in Equation 5.35 are affected 

by the temperature [90]. So during the simulation those constants were evaluated 

every time the temperature was evaluated. To reflect their temperature dependence 

a temperature dependent formula was fitted to the material properties found in the 

open literature [90] for CP, and K. The formulas used are given by Equations 6.4 and 

6.5 for Cp and K respectively. The data collected from the literature can be found in 

Appendix C. 

215.01ln(T) - 336.11 

3 x 10-8T 4 
- 4 x 10-5T 3 + o.o224T2 

- 4. 73T + 591.9 

(6.4) 

(6.5) 

For p, a temperature dependent equation, Equation 6.6, was derived which related 

the volumetric change due to the temperature to the density of the material. The 

derivation of Equation 6.6 can be found in Appendix A. 

p(T) = 1 + (3[;- Tr) (6.6) 

The following should be noted: 

• Temperature in Equations 6.4, 6.5 and 6.6 are in Kelvin (K). 

• (3 (coefficient of volumetric thermal expansion) is 70 X 10-6 (m-1 oc- 1). 

• Tr (reference room temperature) is 22 (°C). 

• Po used is 2700 (kgjm3
). 
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6.5 Summary 

This chapter presented the methodology followed to conduct the experimental work. 

It also presented the experimental design considerations used to conduct the cutting 

test experiments as well as the impact hammer dynamic test. This included special 

considerations for the selection of the cutting conditions, fixture design and mounting, 

impact hammer used in the dynamic test, and data acquisition system. In addition, it 

discussed the experimental setup for both the cutting test and the dynamic test. The 

technique for measuring the run-out of the tool holder was included and the material 

properties used in the analytical model were also presented. 

129 





C~HAPTER 7 

RJESULTS & DISCUSSION 

7.1 Introduction 

In this chapter the results of the suggested simulation model will be compared to 

the experimental data collected. The comparison reveals that the performance of the 

model is acceptable and that it fulfills the main objectives of this dissertation. 

7.2 Re-building of Tlusty's Model 

Figure 7.1 illustrates a comparison of the cutting force estimation generated by Tlusty 

and published in [74] and that generated by the author using the re-developed model 

for the three different cutting conditions ( 1 - 3). Figure 7.1 b clearly shows that the 

re-developed model is able to generate the same force levels estimated by Tlusty's 
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model when using the same cutting conditions for all three cases. The cutting con-

ditions for the three cases are constant (r = 15 mm, /3 = 30°, dr = 15 mm, ft = 0.1 

mm, number of teeth= 4, Kt = 2 x 109 N/m2 , Kr = 0.3 x Kt, RPM= 1000 rev./min) 

except for the radial depth of cut that is variable (r de = 10 mm, 25 mm, and 50 mm 

for cases 1, 2, and 3 respectively). 

~ 5000. 
0.: 
0 
1.1-

180. 270. 360. 
ANGLE 

a. 

10000~----------------, 

b. 

Figure 7.1- Comparison ofTlusty's model as published in [74] (a) and the re-built 
model (b). 

It should be noted that Tlusty's model was originally developed to estimate the 

cutting forces in only two directions (X andY) as compared to the model outlined 

earlier that was developed to estimate the cutting forces for three directions X, Y, 

and Z. In those runs, the force in the third direction (Z) was purposely ignored and 

set to zero for the purpose of making the comparison. It should also be noted that 

the estimated cutting forces are the resultant force (FR) evaluated by Equation 7.1. 

Figure 7.1 shows that there is excellent agreement between the original model and 

the one that was re-developed for the purpose of this study. 

(7.1) 
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7.3 Obtaining the SCF from t he Force Signal 

Figures 7.2 and 7.3 compare the simulated cutting forces versus the experimental ones 

using the cutting conditions for test # 2 and # 7 (see Table 6.3) in the X , Y , and 

Z direction. The analytical model used: (1) Kt = 1.85 x 109 N/ m2
, Kr = 2.10 x 109 

N/ m2
, Ka = 2.10 X 109 N/ m2

, (2) Kt = 1.00 X 109 N/ m2
, Kr = 0.80 X 109 N/m2

, 

Ka = 1.20 x 109 N / m2 for simulating test # 2 and # 7 respectively. 

Notes A- D in Figures 7.2 and 7.3 point to key issues in the simulation as well 

as in the collected experimental data that helped understanding the nature of the 

system dynamics and hence aided in finding a solution for it . 

Note A: 

From the coordinate system convention used in this study and the fixture / dynamometer 

setup as well as the cutting conditions used in test # 2 and # 7 it is not expected 

that any signal will be recorded during the time at which there is no tool contact with 

the workpiece. This is illustrated by the dotted circle in Figures 7.2 and 7.3. The 

only output present in the reported force data is due to the dynamic response of the 

dynamometer to the cutting force spike. In this case the response of the dynamome­

ter does not have enough time to settle down before the next tooth starts cutting 

and hence the part encircled by the dotted line appears in the recorded cutting force 

signal. 

Note B & C: 

From the given cutting conditions of test# 2 and# 7 the time during which the cut­

ting tool is in cut can be calculated by hand and then compared to B (experimental) 

and C (simulated). Those times are summarized in Table 7.1. 

From Table 7.1 it can be clearly seen that time C extracted from the simulation 

highly agrees with hand calculations and in the same time there is a big difference 
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between them and those measured. This makes the process of analyzing the cutting 

force signal even harder because it is not clear when the cut starts and when it ends. 

Table 7.1 - Summary of in-cut time for different cutting tests 

NoteD: 

Test# 

2 
7 

Time B (sec.) 

5.97 X 10-4 

4.79 X 10-4 

Time C sim. (sec.) 

3.66 X 10-4 

2.36 X 10-4 

Time Chand calc. (sec.) 

3.61 X 10-4 

2.31 X 10-4 

The dotted circle in Figure 7.3 points at a problem that exists in the force signal but 

is only present at ultra high speed (58k rev./min) tests. It was not found in lower 

speeds (review Figure 7.2) as will be shown later. This happened despite the fact that 

both experiments were carried out using the same cutting tool and the same setup. 

Further investigation has attributed this problem to be mainly due to the presence 

of run-out in the cutting tool. While the run-out is always there its effect becomes 

magnified at very high speeds. 

Clearly from Figures 7.2 and 7.3 the specific cutting forces cannot be estimated 

using these measured cutting forces as there are many other factors in the signals. 

7.4 Obtaining the SCF from the Acceleration Sig-

nal 

From the discussion in the previous section it becomes necessary to find an alternative 

mean to estimate the specific cutting forces. In this study making use of the structure 

acceleration helps estimating the specific cutting forces in an easy and reliable way. 

Details of this new technique are explained in Chapter 5, Section 5.3.3. Figures 7.4 

and 7.5 illustrate a comparison between the experimental and simulated acceleration 
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of the fixture, that holds the workpiece, in the X, Y, and Z directions for cutting test 

# 2 and # 7 respectively. The specific cutting forces estimated using the acceleration 

for test # 2 and # 7 are summarized in Table ?? . 

Table 7.2 - SCF estimated using the acceleration 

Test# 

2 
7 

1.76 X 109 

1.56 X 109 
1.20 X 109 

0.80 X 109 
1.20 X 109 

0.95 X 109 

For each test case, the values of the specific cutting forces, summarized in Table 

7.2, were obtained by simulating the acceleration and comparing it to the experimental 

one using a starting value of each of the SCFs. Afterwards Kt, Kn and Ka were each 

varied gradually until the simulated acceleration matched the experimental one. Test 

# 2 was used to illustrate this process. The SCF values for each step taken until 

reaching the optimum value are summarized in Table 7.3. Figure 7.6 illustrates a 

comparison of the simulated acceleration as compared to the experimental one for 

each step until reaching the optimum value. It should be noted that the estimated 

Kt and Kr are correlated as given by Equations 5.8 and 5.9. On the other hand, 

Ka is not directly affected by the variation of Kt nor Kr because it is being assessed 

independently as defined by Equation 5.14. The SCF for test # 7 in Table 7.2 are 

obtained likewise. 

Table 7.3- Demonstration of how to estimate the SCF using the acceleration 

1 1.30 X 109 

2 1.60 X 109 

3 1.76 X 109 

1.00 X 109 

1.15 X 109 

1.20 X 109 
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Figure 7.2- Cutting forces for cutting test# 2, 30k rev./min, see notes page 133. 
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Figure 7.3- Cutting forces for cutting test# 7, 58k rev./min, see notes page 133. 
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Figure 7.4 - Estimation of the SCF using the fixture's acceleration for cutting 
test # 2, 30k rev.jmin. 
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Figure 7.5 - Estimation of the SCF using the fixture's acceleration for cutting 
test # 7, 58k rev.jmin. 
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Figure 7.6 - Explanation of the suggested estimation method of the SCF using 
the fixture's acceleration for cutting test # 2, 30k rev./min. 
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7.5 Analysis of the Suggested Dynamic Model 

Before verifying the suggested dynamic model and using it further in this research 

it needed to go through a series of investigations to understand its behavior. The 

suggested dynamic model was investigated for the following: 

• Selection of the number of modes during modal parameter extraction. 

• Filtration of the simulated acceleration. 

• Effect of the run-out on the SCF estimation. 

7.5.1 Selection of the number of modes 

The estimation of the specific cutting forces was affected by the process dynamics 

namely the selection of the number of modes that will be used in generating the 

analytical FRF of the workpiece/fixture setup so that it can be used later in the 

proposed dynamic model. For a given workpiece/fixture setup the following analysis 

steps were applied to the system FRF: 

1. The analytical FRF of the system was generated using a relatively large number 

of modes (6 - 12 modes depending on the FRF shape) and the corresponding 

modal parameters were extracted for each cutting direction X, Y, and Z. The 

optimum number of modes selected was derived through an iterative process as 

described hereafter. 

2. To obtain the optimum number of modes in one direction, for example X, the 

analytical FRF was generated using a specific number of modes based on the 

method outlined earlier in Chapter 4 and the corresponding modal parameters 

is then estimated. The modal parameters for the other two directions (for this 

case Y, and Z) are kept unchanged. 
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3. The modal parameters obtained using this procedure for the three directions 

were then used in the dynamic model to predict the analytical acceleration 

and hence estimate the SCF for a certain cutting condition using the approach 

explained earlier in Section 7.4. 

4. While maintaining the modal parameters of the other two directions (in this case 

Y and Z) the number of modes in the X direction will be gradually increased 

and the corresponding SCF will be estimated each time. 

5. The variation of the estimated SCF (Kt, Kr, and Ka) will then be plotted versus 

the variation of the number of modes used in extracting the modal parameters 

of the system (X in this case). 

6. Steps 2-5 are repeated for the Y and Z directions while keeping the number 

of modes unchanged in the remaining two directions X and Z, and X and Y 

respectively. 

7. For each direction, the investigation of the variation of the SCF with the number 

of modes leads to the optimum number of modes. 

Two test cases were investigated; test# 2 and# 7 and are illustrated in Figures 

7. 7 and 7.8 respectively. Both figures illustrate the variation of the SCF with the 

number of modes for the three cutting directions X, Y, and z. It can be noticed that 

for a small number of modes the calibrated SCF was relatively high then it started 

decreasing rapidly as the number of modes increased until it reached a plateau. This 

can be seen in Figures 7. 7 and 7.8. It was also noticed that during the variation of the 

number of modes in the X-direction (or Y) Kr varied with Kt. This was because Kt 

and Kr are tied together by Equations 5.8 and 5.9 while Ka was not affected because 

it is independent, see Equation 5.14. On the other hand when varying the number of 

modes in the Z-direction only Ka was affected (same reason mentioned above). 
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Figure 7. 7 - Investigation of the effect of choosing the number of modes on the 
estimation of the SCF using the fixture's acceleration for cutting test # 2, 30k 
rev./min. 
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Figure 7.8 - Investigation of the effect of choosing the number of modes on the 
estimation of the SCF using the fixture's acceleration for cutting test # 7, 58k 
rev./min. 
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The analysis presented earlier generates an optimum number of modes to be 

used in extracting the modal parameters for each cutting direction X, Y, and z. The 

modal parameters are summarized in Table 7.4. 

Table 7.4- Optimum number of modes and their corresponding modal parameters 

Natural frequency (Hz) Damping ratio (%) 

Mode# X-dir. Y-dir. Z-dir. X-dir. Y-dir. Z-dir. 

1 1100 625 691 1.53 9.00 9.00 
2 1165 757 787 1.15 2.06 3.87 
3 1257 893 917 1.41 2.15 6.05 
4 1332 945 953 2.84 2.31 1.90 
5 1705 1054 1137 8.82 4.33 2.88 
6 2097 1320 1380 6.07 0.67 1.25 
7 2638 1642 2.61 5.07 
8 2660 1685 2.99 0.90 
9 3110 1749 0.01 5.75 
10 1885 8.95 

7.5.2 Filtration of the simulated acceleration 

The dynamic model outputs the displacement of the fixture which can then be trans­

formed into acceleration by means of differentiation as described by the following 

formulas. 

X 

X 

(7.2) 

(7.3) 

The problem of using such a technique was that at some instances the differen-

tiation resulted in large values due to sensor noise. Figure 7.9 illustrates an example 

of such a phenomenon that takes place in the three cutting directions X, Y, and Z. 
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The superimposed high frequency signal was also be identified when the Fast Fourier 

Transform (FFT) to the simulated acceleration signal was performed and compared 

to the experimental one as shown in Figure 7.10. 

To overcome such a problem a high order, 6th order, low-pass Butterworth filter 

with zero phase shift was used to filter the simulated acceleration signal at a reasonable 

cutoff frequency. In the case of the example shown in Figure 7.10 the cutoff frequency 

was 4.2 kHz. Figures 7.11 and 7.12 illustrate the simulated acceleration after being 

filtered and its FFT respectively. It is clear from both figures that the frequency that 

was causing the noise was eliminated without affecting the amplitude of the original 

simulated acceleration signal. This facilitated the process of calibrating the SCF. 
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Figure 7. 9 - Acceleration signal (experimental vs. simulated) before filtration for 
cutting test # 1, 30k rev./min. 
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Figure 7.10 - FFT of the acceleration signal (experimental vs. simulated) before 
filtration for cutting test # 1, 30k rev.jmin. 
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Figure 7.11 - Acceleration signal (experimental vs. simulated) after filtration for 
cutting test # 1, 30k rev./min. 
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Figure 7.12- FFT of the acceleration signal (experimental vs. simulated) after 
filtration for cutting test # 1, 30k rev./min. 
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7.6 Run-out Effect 

The effect of run-out was investigated by running the suggested dynamic model with 

and without the presence of run-out. When the run-out was present, the run-out value 

e was considered as well as the unbalance mass m. Two cutting test cases were chosen; 

one at low RPM (calibration test # 2) and the other at high RPM (calibration test 

# 7). For both cases the simulated acceleration was compared with the experimental 

one for the three main coordinates X, Y, and Z. The FFT was applied to both the 

simulated and experimental acceleration to study the content of the signal. It should 

be noted that the SCF that was used during the simulation for each cutting test was 

the same when that was running for the cases both with/without run-out. 

Figures 7.13- 7.15 and 7.16- 7.18 illustrate the simulated acceleration versus the 

experimental one as well as their corresponding FFT with and without the presence 

of run-out for test # 2 and test # 7 respectively. Typically the run-out frequency 

should correspond to the RPM frequency. For example for the acceleration signal in 

the Y direction of test # 2 the run-out frequency was not present for the case without 

the run-out while it was present with run-out, see Figure 7.14c. 

Although the simulation was run for the no run-out case, no significant change 

was noticed in the magnitude of the simulated acceleration, because the magnitude 

of the run-out frequency was very small in comparison to that of the tooth-passing 

frequency (--v1000 Hz), which was near to the major mode of the fixture (Figure 

7.19b), this was illustrated in Figures 7.14a and 7.14b. 

On the other hand, when investigating the run-out for the same direction Y but 

for test # 7 it was noticed that the run-out frequency disappeared for the case when 

there was no run-out because it takes place near the major mode of the fixture (Figure 

7 .19b) and also because of the centrifugal force has substantially increased ( rv4 x). 
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Recall that Fe = mew2
. The Z direction data experienced the same phenomena that 

took place in the Y direction since the major mode of the fixture was near ""'1000 Hz, 

see Figures 7.15, 7.18 and 7.19c. 

The behavior of the X direction was also similar to that of the Y and the Z 

directions however it was not as noticed as in the Y and in the Z direction because 

the magnitude of the acceleration in the X direction was much smaller than that of 

theY or Z as can be seen in Figures 7.13- 7.18. 

In addition to that, both the run-out frequency and the tooth-passing frequency 

for tests # 2 and # 7 are far from the major mode of the fixture in the X direction. 

This makes its participation in the signal even smaller. It should be noted that 

the SCF was not changed when running the simulation for the cases with/without 

run-out for tests # 2 and # 7. From Figures 7.13 - 7.18 it can be noticed that 

when the run-out was not included the simulated acceleration did not match the 

experimental one either in magnitude or in frequency. This implied that the SCF, in 

the case of the absence of the run-out, needed to be increased so that the simulated 

acceleration matched the experimental one. The requirement is not realistic. In 

addition the experimental and simulated signatures did not match. The investigation 

of the experimental acceleration signal has lead to the necessity of including the 

effect of the tool run-out as explained earlier in Section 5.3.4 to obtain a proper SCF 

calibration. 
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Figure 7.13- Investigation of the importance of including the run-out in the dy­
namic model. Acceleration data used is for test# 2 (X-direction), 30k rev./min. 
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Figure 7.14- Investigation of the importance of including the run-out in the dy­
namic model. Acceleration data used is for test# 2 (Y-direction), 30k rev./min. 
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Figure 7.15- Investigation of the importance of including the run-out in the dy­
namic model. Acceleration data used is for test # 2 (Z-direction), 30k rev./min. 
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Figure 7.16 - Investigation of the importance of including the run-out in the dy­
namic model. Acceleration data used is for test# 7 (X-direction), 58k rev.jmin. 
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Figure 7.17- Investigation of the importance of including the run-out in the dy­
namic model. Acceleration data used is for test# 7 (Y-direction), 58k rev./min. 
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Figure 7.18- Investigation of the importance of including the run-out in the dy­
namic model. Acceleration data used is for test # 7 (Z-direction), 58k rev./min. 
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7.7 Verification of the Suggested Estimation Pro­

cedure 

In this section the two force models presented earlier in Chapter 5 will be used to 

verify and analyze the suggested estimation procedure that includes the improved 

dynamic model: (1) the mechanistic force model described earlier in Section 5.3.2 

and (2) the analytical model presented in Section 5.3.2. 

7. 7.1 Mechanistic force model 

SCF using setup # 1 

For the mechanistic model, the specific cutting forces will be estimated for each test 

case using the procedure described earlier in Section 7.4 and iterated on until the 

simulated acceleration matches the experimental one. Calibration tests were used 

to fit the non-linear equation described by Equations 6.1 - 6.3 for Kt, Kr, and Ka 

respectively, while the verification set was used to verify the estimated specific cutting 

forces from the experimental data versus those predicted using the fitted equation. 

This was repeated for setup # 1 and setup # 2. The magnitude of the simulated 

cutting forces were compared to the experimental ones and analyzed for both setups. 

Calibration test cases, using setup # 1, for which the experimental acceleration 

has been matched with the simulated ones are illustrated along with verification cases 

in Appendix D.2. The specific cutting forces corresponding to those cases are sum­

marized in Table 7.5. These were also used to fit the non-linear equations given by 

Equations 6.1 - 6.3 leading to Equations 7.4 - 7.6. Table 7.6 summarizes the spe­

cific cutting forces that were obtained using the verification set and the percentage 

difference between the experimental and the predicted specific cutting force was cal-
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culated. The average of the percentage difference between the experimental and fitted 

specific cutting forces was found to be 9.31%, 14.20% and 11.19% for Kt, Kr and Ka 

respectively. It should be noted that the cutting parameters of the verification set 

were general; some cutting tests had cutting parameters that were entirely within the 

range of cutting parameters used in the calibration process, for example test # 1 and 

# 2, while other cutting tests had cutting parameters that were outside the boundary 

of the cutting parameters. 

The feed/tooth ft and the radial depth of cut dr used in the calibration tests were 

used in Equations 7.4- 7.6 while varying the cutting velocity (summarized in Table 

7. 7) to generate Figure 7.20. This figure shows the variation of the fitted specific 

cutting forces with the cutting velocity. For a given specific cutting force the trend 

shown in Figure 7.20 matches that reported in [96] as illustrated in Figures 7.22. 

Moreover, the magnitude of the specific cutting forces estimated using the proposed 

calibration method was within the same order of magnitude of that reported in [97]. 

It was not possible to establish an exact matching value due to the difference in the 

cutting conditions and in the modelling approach implemented, however the same 

trend in behavior could be noticed. 

Table 7.5- Estimated SCF using the fixture acceleration for setup # 1 

Test# Kt (N/m2
) Kr (N/m2

) Ka (N/m2
) 

1 2.40 X 109 1.70 X 109 1.70 X 109 

2 1.76 X 109 1.20 X 109 1.20 X 109 

3 1.65 X 109 1.30 X 109 1.37 X 109 

4 1.65 X 109 1.00 X 109 1.10 X 109 

5 1.65 X 109 1.85 X 109 1.15 X 109 

6 1.35 X 109 0.80 X 109 0.70 X 109 

7 1.56 X 109 0.80 X 109 0.95 X 109 

8 1.20 X 109 0.55 X 109 0.55 X 109 

9 1.42 X 109 0.73 X 109 0.73 X 109 
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Table 7.6 ~ SCF predicted using Equations 6.1 - 6.3 and compared against the 
experimental ones using setup # 1 

Test# Kt X 109 (N/m2
) 

Exp. Fit. 

1 1.45 1.77 
2 1.27 1.32 
3 2.30 1.90 
4 2.20 1.70 
5 2.00 1.81 
6 2.00 1.98 
7 2.00 2.30 
8 1.62 1.69 
9 1.40 1.49 

10 1.70 1.79 
11 1.35 1.36 
12 1.20 1.15 
13 1.10 1.18 

Mean 
Max 
Min 

Diff. Kr X 109 (N/m2 ) Diff. Ka X 109 

% Exp. Fit. % Exp. 

22.22 1.35 1.26 6.50 1.10 
4.30 0.58 0.69 19.68 0.55 

17.20 0.90 1.37 52.52 1.50 
22.58 1.00 1.17 17.31 1.50 
9.28 1.05 1.29 22.81 1.25 
1.19 1.35 1.55 15.18 1.35 

14.98 1.65 1.79 8.78 1.85 
4.29 1.35 1.36 0.79 1.03 
6.68 0.78 0.93 19.66 0.75 
5.24 0.90 0.98 8.50 1.30 
0.85 0.85 0.76 10.42 0.62 
4.54 0.50 0.49 1.78 0.55 
7.67 0.55 0.55 0.64 0.50 

9.31 14.20 
22.58 52.52 

0.85 0.64 

l.06 X lQlOV-0.3881 X ft -0.2010 X dr -0.1930 

O. 72 X lQlOV-0.5461 X ft -0.4785 X dr -0.5268 

4_12 X lQlOV-0.7669 X ft -0.4233 X dr -0.2395 

(N/m2
) 

Fit. 

1.20 
0.71 
1.41 
1.13 
1.30 
1.48 
1.98 
1.06 
0.87 
1.27 
0.75 
0.56 
0.56 

Diff. 
% 

9.11 
28.13 
5.93 

24.56 
4.11 
9.96 
7.26 
2.85 

15.69 
2.43 

21.43 
1.80 

12.28 

11.19 
28.11 

1.80 

(7.4) 

(7.5) 

(7.6) 

In [97] it was concluded that the effect of the cutting speed on the estimated 

cutting coefficients was negligible. This contradicts the findings in [96]. This might 

be true in that particular case because of the small variation in the range of cutting 

speeds reported in [97] (79, 95, 111 m/min). By taking a closer look at Figure 7.22 

it can be noticed that the findings reported in [97] might be true for a localized 

area but are not true for the overall range (500 - 1600 m/min). In Figure 7.22 it 

was also noticed that as the value of the chip thickness increased the curve of the 

specific cutting force became lower. The same behavior was also noticed in Figure 

7.20. For the same radial depth of cut, the specific cutting force curve goes lower as 

the feed/tooth increased, which in our case was similar to the chip thickness effect 
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reported in [96]. 

In addition, Equations 7.4- 7.6 were further investigated by evaluating the spe­

cific cutting forces Kt, Kn and Ka while varying the feed/tooth and keeping the radial 

depth of cut constant. For each specific cutting force, four curves were generated with 

each of them being for a given cutting speed. Figure 7.21 summarizes these cases. It 

was found that for a given feed/tooth and as the cutting velocity increases the value 

of the specific cutting force decreases. This was also affirmed by the observations 

reported in [96, 97], see Figures 7.23a- 7.23b, 7.24a- 7.24b respectively. 

Good agreement between the experimental and the fitted specific cutting forces 

along with the agreement of the trend in the fitted equations with the open literature 

confirms the accuracy of the experimental values obtained in the present study. 

Table 7. 7 - Values used in Equations 7.4 - 7.6 

Cutting Velocity (m/min) 565 659 754 848 942 1037 1131 

SCF using setup # 2 

The procedure followed in Section 7.7.1 was repeated for setup# 2. Calibration cases 

(1 - 9) using setup # 2 are illustrated in Appendix D.3. Verification cases # 1 and # 

2 are used to verify the model using setup# 2 and are also summarized in Appendix 

D.3. Table 7.8 summarizes the specific cutting forces that were used in fitting the 

non-linear equation and Table 7.9 summarizes the specific cutting forces that were 

obtained when using the verification set. The non-linear equations fitted for Kt, Kn 

and Ka are given by Equations 7.7- 7.9. 
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Figure 7.20 
setup# 1. 
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Figure 7.21 -Variation of Kt, Kn and Ka with the feed/tooth using setup # 1. 
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Figure 7.24- Variation of the SCF, frictional (a) and normal (b), with the feedrate 
as published in [97]. 

166 



McMaster University- Mechanical Engineering Ph.D. Thesis, O.Omar 

Table 7.8- Estimated SCF using the fixture's acceleration for setup # 2 

Test# Kt (N/m2
) Kr (N/m2

) Ka (N/m2
) 

1 2.20 X 109 1.30 X 109 1.65 X 109 

2 1.82 X 109 1.15 X 109 1.15 X 109 

3 1.70 X 109 1.22 X 109 1.37 X 109 

4 1.70 X 109 0.90 X 109 1.00 X 10
9 

5 1.75 X 109 1.00 X 109 1.00 X 109 

6 1.40 X 109 0.80 X 109 0.80 X 109 

7 1.56 X 109 0.74 X 109 0.95 X 109 

8 1.25 X 109 0.50 X 109 0.65 X 109 

9 1.42 X 109 0.70x109 0.72 X 109 

Kt _ 0.87 x 1010v-o.3402 x !t -o.161o x dr -0.1763 

Kr _ 2.65 x 1010V-0.6585 x ft -0.2748 x dr -0.3422 

Ka 2.38 x 1010V-0.6441 x ft -0.3402 x dr -0.1949 

(7.7) 

(7.8) 

(7.9) 

Table 7.9 - SCF predicted using Equations 6.1 - 6.3 and compared against the 
experimental ones for setup # 2. 

Test# Kt X 109 (N/m2 ) Diff. Kr X 109 (N/m2
) Diff. Ka X 109 (N/m2

) Diff. 
Exp. Fit. % Exp. Fit. % Exp. Fit. % 

1 1.45 1.77 22.22 1.35 1.26 6.49 1.10 1.20 9.12 
2 1.27 1.32 4.28 0.58 0.69 19.67 0.55 0.70 28.11 

Similarly to setup # 1 Equations 7. 7 - 7.9 were used to evaluate the specific cutting 

forces while varying the cutting velocity. This resulted in Figure 7.32. The specific 

cutting forces were also generated while varying the feed/tooth and keeping the radial 

depth of cut dr constant. When compared to setup # 1 the trend of the fitted 

equations using setup # 2 behaved in a similar fashion to that of setup # 1, see 

Figure 7.33. 

Furthermore, the specific cutting forces predicted using setup # 1 have been 

compared to those predicted using setup # 2 and an average percentage difference 
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between both cases was found to be 3.20%, 10.38% and 9.87% for Kt, Kn and Ka re-

spectively. This implies the effectiveness and the accuracy of the proposed calibration 

procedure. ~ote that the same procedure of predicting the specific cutting forces has 

been used for both setups. In addition, this affirms that the specific cutting forces 

are independent of the system dynamics. This is summarized in Table 7.14. 

More investigation was carried out to see how the magnitude and signature of the 

simulated cutting forces compares to that measured using the dynamometer. This 

was only possible for setup # 1 since it had the dynamometer mounted underneath 

it. However, a link to setup # 2 can still be established by comparing the simulated 

cutting forces of setup# 1 to those of setup# 2. This will be shown later in Section 

7. 7.2. An attempt was carried out to reproduce the forces that are measured using 

the dynamometer. In this attempt a model was used in which the dynamometer 

with the mass of the fixture was assumed to be a single degree of freedom system, 

see Figure 7.25. The force was measured through the piezoelectric material in which 

Fmeasured c:::: k · x and can only be used for the X and Y directions. k is the stiffness 

of the piezoelectric material. Its equation of motion is given by Equation 7.10. In the 

Z-direction the weight of the mass on top of the piezoelectric cell was considered in 

the equation of motion given by Equation 7.11 and the model is illustrated in Figure 

7.26. 

Fx,Measured 

Fx,Measured 

FA -m·x-c·i: x, pp. 

FA -m·x-c·i:-W x, pp. 

(7.10) 

(7.11) 

The measured forces FMeasured were estimated by making use of the velocity i: 

and the acceleration x that were obtained from the simulation model. Please note 
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that those quantities were obtained at the fixture. Figures 7.27 and 7.28 illustrate 

the regenerated measured forces F M easured,Sim. plotted against the actual experimen­

tal forces measured F M easured,Exp. using the dynamometer for tests # 1 and # 5 

respectively and using setup # 1. Those figures were obtained using the masses and 

damping coefficients summarized in Table 7.10. 

Dynamometer 

Figure 7.25 - Modeling of dynamometer and fixture to reproduce the measured 
forces F measured (X and Y directions). 

m 

c 

Dynamometer 

Figure 7.26- Modeling of dynamometer and fixture to reproduce the measured 
forces F measured ( Z -direction). 
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Figure 7.27- Regenerated measured forces plotted against actual measure forces 
using the dynamometer for test # 1 and using setup # 1. 
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Figure 7.28- Regenerated measured forces plotted against actual measure forces 
using the dynamometer for test # 5 and using setup # 1. 
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Table 7.10- Mass and damping coefficient used in Equations 7.10 and 7.11 

Direction Mass (kg) 

X 2.10 
y 2.10 
z 1.05 

Damping Coefficient (N sm -1) 

300 
300 
1300 

The fixture includes the upper /lower jaws, three M10 x 20 countersunk screws, eight 

M5 x 12 screws and three accelerometers which tally up ""1.6 kg of weight. The 

weight of the dynamometer is rvO. 75 kg. Assuming that the weight of its upper plate 

and the internal structure underneath it is ""0.45 kg (rv 50- 60% of its total weight) 

explains the existence of a mass of 2.10 kg (see Table 7.10) but doesn't explain the 

mass of 1.05 unless that mass was the equivalent mass of the approximated system. It 

was also noticed that using the parameters summarized in Table 7.10 gave almost the 

same measured forces however some discrepancies were found to exist in the signature. 

This is believed to be due to the approximation of the dynamometer as a single degree 

of freedom system. This was especially true in the X and Z directions. 

The measured forces were regenerated another time using the velocity x and the 

acceleration x that were obtained at the piezoelectric cell. Those quantities were 

obtained by dividing the measured experimental force by the rigidity correspond-

ing to each direction provided by the dynamometer manufacturer. In this way the 

displacement x was obtained. The velocity x and the acceleration i: were obtained 

by differentiating the displacement x once and twice respectively and then filtering. 

Then they were used in Equations 7.10 and 7.11 to regenerate the measured forces. 

Figures 7.29 and 7.30 illustrate the regenerated measured forces FMeasured,Sim. using 

the velocity x and the acceleration x that were obtained at the piezoelectric cell ver-

sus the actual experimental forces measured FMeasured,Exp. using the dynamometer 

for test # 1 and # 5 respectively and using setup # 1. These figures were obtained 
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using the masses and damping coefficients summarized in Table 7.12. Even though 

the signature matches in some cases, for example test # 1 X -direction, the mass used 

in the model is 1.1 kg which again indicates that this system was only an approxima-

tion. In the case of test # 1 Z-direction, a shift appeared in the regenerated force but 

when a mass of 1.1 kg was used, this shift disappeared, see Figure 7.31. The forces 

measured using the dynamometer were regenerated for all test cases (9 tests) in the 

X, Y and Z directions using the first approach (i.e. system response at the fixture) 

and their magnitude was compared to the experimental ones and are summarized in 

Table 7.13. From Table 7.13 it is clearly noticed that there was a high match be­

tween the experimental forces and the regenerated ones. It should be noted that the 

system response was obtained after calibrating the specific cutting forces using the 

proposed technique. It should also be noted that the mass and damping coefficient 

summarized in Table 7.10 were used for tests 1 - 4 while for tests 5-9 the mass and 

damping had to change. They are summarized in Table 7.11. The change in mass 

and the damping coefficient for some cutting directions was expected since the model 

was an approximated one as mentioned above. 

Table 7.11 -Mass and damping coefficient used in Equations 7.10 and 7.11 for 
tests 5- 9 

Direction Mass (kg) Damping Coefficient (Nsm-1) 

X 2.05 300 
y 2.05 500 
z 0.90 1300 
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Figure 7.29- Regenerated measured forces obtained from the displacement of the 
dynamometer and plotted against actual measure forces for test # 1 and using 
setup# 1. 
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Figure 7.30 - Regenerated measured forces obtained from the displacement of the 
dynamometer and plotted against actual measure forces for test # 5 and using 
setup# 1. 
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Figure 7.31 -Regenerated measured force in the Z-direction using a mass of 1.1 
kg. 

Table 7.12- Mass and damping coefficient used in Equations 7.10 and 7.11 

Direction Mass (kg) Damping Coefficient (Nsm-1) 

X 1.10 300 
y 2.10 300 
z 2.10 1300 

Table 7.13 - Mass and damping coefficient used in Equations 7.10 and 7.11 

Test# X (N) y (N) Z (N) 
Exp. Regen. Exp. Regen. Exp. Regen. 

1 47.0 62.0 88.0 90.0 76.7 74.6 
2 78.6 121.0 159.0 168.0 148.0 123.2 
3 54.0 98.0 159.0 172.6 141.0 134.6 
4 112.0 156.0 278.0 352.0 250.0 204.0 
5 24.0 25.7 62.0 55.0 49.9 54.7 
6 33.0 45.0 48.0 34.0 55.0 61.0 
7 29.0 37.7 69.0 47.0 65.0 74.0 
8 48.3 56.9 80.0 55.0 109.0 90.0 
9 70.8 68.4 31.3 27.0 34.0 43.0 

The resultant cutting forces were calculated using Equation 7.1 for the exper-

imental and the simulated cutting forces for each cutting tooth. The experimental 

resultant cutting forces were then plotted versus the simulated ones for tooth # 1 

and tooth# 2 as shown in Figures 7.35 and 7.36 respectively. A linear trend line was 
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fitted in both figures with a correlation coefficient R2 of 0.83 and 0. 71 respectively 

which indicated a high level of correlation between the experimental and the simu-

lated cutting forces and also affirmed the previous findings of the effectiveness of the 

suggested calibration procedure. Note that tests 1 - 9 represented the cutting tests 

that were used in the calibration process as presented earlier in Table 6.3 and tests 

10 - 11 represent cutting tests used in the verification process as presented earlier in 

Table 6.4. 

Table 7.14- Percentage difference between SCF predicted using fixture setup # 
1 and fixture setup # 2 

Case* Test# % Kt % Kr %Ka 

c 1 8.33 23.53 2.94 
c 2 3.41 4.17 4.17 
c 3 3.03 6.15 0.00 
c 4 3.03 10.00 9.09 
c 5 6.06 45.95 13.04 
c 6 3.70 0.00 14.29 
c 7 0.00 7.50 0.00 
c 8 4.17 9.09 18.18 
c 9 0.00 4.11 1.37 

v 1 3.45 3.70 0.00 
v 2 0.00 0.00 45.45 

Avg. 3.20 10.38 9.87 

*c = calibration, v = verification. 
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Figure 7.32 
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Figure 7.33- Variation of Kt, Kr, and Ka with the feed/tooth using setup # 2. 
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Figure 7.34 - Comparison between the cutting forces ' magnitude generated using 
the mechanistic model and the experimental one using setup # 1. 
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Figure 7.35 - Correlation between the resultant experimental cutting force and 
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Figure 7.36 - Correlation between the resultant experimental cutting force and 
the simulated one (tooth # 2). 
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7. 7.2 Analytical model 

The analytical force model presented earlier in Section 5.3.2 was used in the simulation 

model instead of the mechanistic model to evaluate the simulated cutting forces and 

different system accelerations. In this model, the main inputs to be evaluated were 

<p8 , J1, and J1c· The simulation starts by assuming an initial value of each of those 

variables and then they were varied until a match between the experimental and the 

simulated acceleration was reached. This was similar to the case when using the 

mechanistic model. This was repeated for all cutting tests while using setup # 1 and 

setup# 2. 

The process was conducted for the cutting conditions summarized in Tables 

6.3. At each cutting condition, some simulation variables were monitored to help 

examining and analyzing the analytical force model: 

• The average temperature in the primary shearing area Ts 

• The maximum temperature rise due to cutting Tm 

• The specific horsepower due to shear U 8 

• The specific horsepower due to friction u 1 

• The specific horsepower due to the kinetic energy (momentum) Urn 

• The total specific horsepower u 

• The simulated cutting forces in all three directions X, Y and Z 

Evaluated and monitored variables, except cutting forces, are summarized in 

Table 7.15. Cutting tests 1 - 4 are for the same cutting speed (565 m/min) of which 

tests 1 - 2 belong to the same radial depth of cut (0.4 mm), and tests 3 - 4 belong 

to another radial depth of cut (0.9 mm), the feed/tooth alternates between 0.03 mm 

and 0.08 mm (1 - 0.03, 2- 0.08, and so on ... ). Similarly, cutting tests 5- 8 belong 

to a different cutting speed (1131 m/min) of which tests 5 - 6 belong to the same 
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radial depth of cut (0.4 mm, similar to tests 1 - 2), and tests 7- 8 belong to another 

radial depth of cut (0.9 mm, similar to tests 3- 4). It was noticed that for the same 

cutting speed and for the same radial depth of cut but for different feed/tooth the 

shear angle 'Ps and the temperature increase while the friction on the rake face 11 and 

on the helix angle's face l1c were almost unchanged. This reflected an increased load 

(bigger feed/tooth, see tests 1 - 2 etc ... for example). Also, for the same cutting 

speed and for the same feed/tooth but for a different depth of cut the temperature 

and the shear angle also increased which also reflected in an increased load (bigger 

feed/tooth, see tests 1 - 2 etc ... for example). For the same cutting speed the total 

specific horsepower u decreased which was believed to be because of the increase in 

temperature which led to material softening. Notice that the specific horsepower 

constant decreased due to shear U 8 while the specific horsepower due to friction UJ 

was almost unchanged, also notice that 11 and l1c changed only slightly. The same 

behavior was noticed when the cutting speed changed from a low to a higher cutting 

speed (tests 1 - 4 to tests 5- 8). In this case the specific horsepower due to friction 

UJ changed to a lower value other than that of the lower cutting speed because 11 and 

l1c had also decreased. At higher speeds, the build-up edge in front of the rake face 

disappeared minimizing the friction on the rake angle 11 and on the helix face f.Lc· This 

justified the decrease of p and f.Lc when the cutting force increased. Test 9 represented 

a mid point between the other set of tests, i.e. a mid point in the cutting speed, the 

radial depth of cut and the axial depth of cut. It was noticed that the evaluated and 

monitored variables were also mid way among those obtained from tests 1 - 8. 

The cutting forces corresponding to each of those test cases are compared to 

those extracted from the simulation using the mechanistic model. Figures 7.37 and 

7.38 compares the simulated cutting forces using the mechanistic model (model 1) 

and the orthogonal model (model 2) when using setup # 1 and setup # 2 for tooth 
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# 1 (T1) and tooth # 2 (T2) respectively. From these figures it was noticed that 

the cutting forces generated using the mechanistic model were in good agreement 

with those generated using the orthogonal model. Recall that these forces are all 

obtained using the same new proposed procedure that uses the fixture acceleration. 

This implied that regardless of the cutting force model used or the fixture set-up in 

place it became possible to obtain the same cutting forces. This result supports the 

effectiveness of the suggested calibration procedure. 

Throughout this chapter several issues have been discussed which can affect 

the process of calibrating the proposed cutting force model with the experimental 

data while including the effect of the system dynamics during high speed machining. 

The FRF of the system of interest should be investigated to determine the number 

of modes that were used in the calibration process. It was recommended that the 

apparent number of modes be the minimum number of modes to start with the 

investigation. After reaching the right number of modes the calibration procedure 

can start taking into account the filtering of the acceleration data. A high order, zero 

shift, low pass filter was used to ensure minimal distortion in the data used. If cutting 

was conducted at high speed the cutting tool run-out must be included in the model. 

If run-out was not included in the model misleading conclusions might result. 

The suggested estimation procedure was shown to be accurate and reliable re­

gardless of the force model used as well as for the setup implemented. Similar results 

were obtained with and without a dynamometer. This makes the process of estimat­

ing the cutting force possible during high speed machining. The other advantage of 

using the suggested estimation procedure is that it is cost effective; the price of three 

accelerometers together was a fraction of the price of a dynamometer, let alone a 

dynamometer for high speed machining. The cabling system was much simpler for 

the case of the accelerometer because they have built in charge amps. In this way 
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only coaxial cables were needed to provide shielding instead of much more expensive 

and sensitive low impedance cables that are typically used for dynamometers. 

In addition, using the suggested calibration procedure made focusing on the fix­

ture design and the cutting mechanics during high speed machining much easier trying 

to overcome the dynamic limitations of the instrumentation. Also accelerometers are 

readily available in the market and have a much higher natural frequency and hence 

are less affected by the high forcing frequency coming from the machining process. 

7. 8 Conclusion 

Chapter 7 deals with the analysis and experimental verification of the suggested SCF 

estimation procedure. First the methodology to test the new model was introduced. 

Then the model was investigated to test the effect of choosing the number of fitted 

modes on the estimated specific cutting forces, the effect of filtering the simulated 

acceleration and the effect of including the tool/tool holder run-out in the cutting 

force model while including the system dynamics. A set of cutting tests was used to 

predict key parameters for different force models using the outlined setup (setup # 

1), which includes a dynamometer. The same approach was used to predict the same 

key parameters using setup# 2, which did not include a dynamometer. For a given 

force model the suggested estimation procedure succeeded in predicting the same 

key parameters using the two different setups. Moreover, comparing the magnitude 

of the cutting forces that resulted from using all four combinations, the estimation 

procedure succeeded in generating similar forces regardless of the system setup or the 

force model used. This evidence supports the claimed effectiveness and accuracy of 

the proposed procedure. 
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Table 7.15- Analytical parameters calibrated using setup# 1 

T,Lax ¢ J.L J.Lc Us UJ Urn u Us UJ Urn 
(0) (0) (hp/in/min) (hp/in/min) (hp/in/min) (hp/in/min) (%) (%) (%) 

275 13.0 1.4 1.4 0.43455 0.15970 8.89E-05 0.594339 73.1 26.9 0.015 
350 15.0 1.3 1.4 0.37296 0.15361 8.99E-05 0.526660 70.8 29.2 0.017 
305 18.0 1.5 1.5 0.30996 0.16000 9.19E-05 0.470052 65.9 34.0 0.020 c.o 

00 
380 19.5 1.4 1.4 0.28592 0.15592 9.31E-05 0.441933 64.7 35.3 0.021 ,....., 

320 16.0 1.3 1.3 0.34983 0.15344 3.38E-04 0.503608 69.5 30.5 0.067 
380 22.0 1.0 0.9 0.25537 0.13580 3.56E-04 0.391526 65.2 34.7 0.091 
287 19.2 0.7 0.8 0.29109 0.11021 3.47E-04 0.401647 72.5 27.4 0.086 
370 24.0 0.7 0.8 0.23587 0.11045 3.64E-04 0.346684 68.0 31.9 0.105 
390 22.0 0.9 1.0 0.25528 0.12844 2.05E-04 0.383925 66.5 33.5 0.053 
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Figure 7.37 - Comparison between the cutting forces's magnitude generated using 
different setups and different force models on tooth # 1 in all three directions X , 
Y , and Z. 
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CHAPTER 8 

SUMMARY & FUTURE WORK 

8.1 Summary 

In HSM, high frequency dynamics was one of the challenges associated with estimating 

the SCF or measuring the cutting forces. Cutting force measurements obtained from 

a dynamometer are reliable up to their natural frequency but beyond that value the 

data has to be modified to account for the dynamics of the dynamometer itself, i. e. 

account for the system FRF of the dynamometer. This problem also has a direct 

effect on the SCF estimation. 

To overcome this problem, a new technique was introduced in this dissertation 

to better assess the SCF as well as the cutting forces in HSM. The technique uses the 

acceleration of the fixture that holds the workpiece being machined. 
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The suggested technique makes use of the FRF (receptance) of the fixture which 

is then transformed to the time domain using the Inverse Laplace Transform. The 

resulting FRF is then integrated with the cutting force model that was originally 

developed by Tlusty [6], using the convolution theorem, to estimate the displacement 

of the system. This value was differentiated twice to obtain the acceleration of the 

system. The simulated acceleration was then compared against the experimental one 

to assess the effectiveness of this approach. 

To implement and investigate the new technique a few challenges were faced 

that have led to improvements in other areas. The need to establish the FRF of 

the fixture meant that it needed to be regenerated in numerical form so that it can 

be used in the suggested estimation technique. Hence an improved technique for 

modal parameters estimation was developed. This technique was based on the RFP 

model originally developed by Richardson [5] however it has been improved using a 

constraint optimization technique. The original RFP model does not necessarily 

estimate the modal parameters leading to a stable system. Hence, an improved 

constraint optimization technique was used to ensure that the real part of the poles 

of the system are always negative. In the improved technique the natural frequency 

of the pole and its imaginary part, can be pre-defined before the optimization takes 

place. This is done to match the experimental values, which provides this technique 

with a much higher degree of flexibility when estimating the modal parameters of 

the system. In the optimization process an objective function has to be defined. 

Several objective functions were tested; absolute mean error, maximum error, mean 

percentage error, maximum percentage error and least square error. The mean error, 

maximum error and mean percentage error converged giving a solution while the 

maximum percentage error and the least square error did not converge at all. Thus 

the mean error was used to test for convergence as it gave better results. 
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The RFP model was used to define the FRF in the frequency domain. To be able 

to use it in the time domain it needed to be transformed using the Inverse Laplace 

Transform. A form that is readily available in the time domain does not exist so one 

was derived specially for this purpose. Then the RFP model was integrated in the 

cutting force model using the convolution theorem to obtain the system response. The 

displacement of the system was then differentiated twice to obtain the acceleration 

which in turn was compared to the experimental one. 

Before verifying the suggested estimation procedure it needed to be tested and 

investigated. First, the model was investigated to test the effect of choosing the 

number of fitted modes on the estimated SCF. Depending on the system FRF used, 

it was found that the value of the estimated SCF varied inversely with the number 

of fitted modes until it reached an asymptote. The corresponding number of modes 

becomes the optimum number of modes to be used in the simulation model. 

To obtain the acceleration from the simulated system response, this output 

needed to be differentiated twice. This can result in large values when the displace­

ment signal contains noise. This in turn leads to unnecessary high frequency noise 

values being superimposed over the acceleration signal. To overcome such problem, 

the simulated acceleration was filtered using a high-order, low-pass Butterworth filter 

with zero phase shift, at a reasonable cutoff frequency. This helped to substantially 

reduce the high frequency noise existing in the simulated acceleration signal and hence 

the process of estimation of the SCF was easier. 

Finally the effect of the tool/tool holder run-out had to be studied since the 

model was used for HSM where high rotational speeds are present. The centrifugal 

force was estimated and then was decomposed into the main coordinate axes X, Y 

and Z. Investigation has led to the conclusion that it is necessary to include the effect 

of the tool/tool holder run-out, especially at higher RPM, otherwise the estimation 
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of the SCF was found to be unreliable. 

To verify the new model two setups were prepared; the first one, setup# 1, with 

the workpiece fixture mounted on top of a dynamometer and the second one, setup 

# 2, with the workpiece fixture mounted on top of an aluminum block. It should 

be noted that the dynamometer was not present in setup # 2. A set of experiments 

specially designed for this purpose was conducted using both setups. The SCF were 

estimated for a calibration set, using setup # 1, which was used when fitting a non­

linear equation. Another set was used to verify the fitted equation. The relative 

difference between the experimental and the fitted data was on average rvlO%. The 

same procedure was repeated for setup # 2 and the relative difference between the 

experimental and the fitted data was found to be on average rv12%. In addition, 

an attempt was made to regenerate the experimental force by assuming that the 

dynamometer, with the fixture on top of it to be represented by a single-degree of 

freedom system. This was possible using a mass that was chosen to be close to that 

of the fixture and the top plate of the dynamometer in one direction but not in the 

other directions. 

A high degree of agreement was found between the experimental cutting forces 

and those generated using the model. It should be noted that the simulation forces 

estimated at the fixture were different than those regenerated in terms of magnitude 

and frequency. A high degree of correlation was found to exist between the resultant 

simulation forces at the fixture and the resultant experimental cutting forces. No 

direct connection could be established between the simulation forces obtained using 

setup # 2 at the fixture and the experimental force obtained using setup # 1 since 

there was no dynamometer included in setup# 2, however an indirect relation can be 

made by comparing the magnitude of the simulated cutting forces and the calibrated 

SCF. In this case good agreement was found between the simulated cutting forces and 
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the SCF using setup # 1 and setup # 2. This confirms that the SCF were independent 

of the system dynamics and that the suggested SCF estimation procedure was reliable 

since it was able to replicate the same simulated cutting forces and the SCF for a 

different setup using the same technique. 

Another type of cutting force model was implemented instead of the mechanistic 

model that was used in the previous investigation; namely an analytical force model. 

Instead of obtaining the cutting forces using a mechanistic model and calibrating the 

SCF an analytical model was used. In the analytical model the conventional cutting 

forces were estimated using Merchants analytical model [7]. Since there was a big 

difference in the cutting velocities considering the effect of material softening due to 

elevated temperatures was taken into account through the use of the Johnson-Cook 

equation. 

It was then possible to make that model function with three main parameters 

¢, JL and /Lc· For each cutting test, the values of these parameters were obtained 

by starting with an initial value which was then changed until a match occurred 

between the simulated and measured acceleration. For both setups, # 1 and # 2, 

it was possible to obtain similar values of the three parameters in addition to the 

magnitude of the cutting forces. Furthermore the magnitude of the cutting forces 

that was obtained using the analytical model was found to be in agreement with the 

one obtained using the mechanistic model. Based on this result the proposed SCF 

estimation procedure was deemed effective regardless of the cutting force model used 

in the analysis. 
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8.2 Future Work 

In the light of the different issues that have been discussed throughout this disserta­

tion, the following are recommended as areas for future research work: 

• The acceleration was used to estimate the SCF due to the wide availability and 

ease of use of accelerometers. Displacement transducers can also be used instead 

of accelerometers to capture the displacement of the fixture and hence obtain 

the FRF (receptance) of the system directly in each of the main directions X, 

Y and z. Normally the receptance of the system is obtain by integrating the 

accelerance in the frequency domain (i.e. dividing the accelerance by -w2 to 

obtain the receptance). 

• The SCF can be estimated using the acceleration as in the suggested dynamic 

model at conventional cutting speeds and then compared against the SCF esti­

mated using a conventional dynamometer. At conventional cutting speeds the 

effect of the system dynamics are minimal and can be ignored. 

• The dynamics of the top plate of the dynamometer can also be included in the 

investigation in order to improve the cutting force model. 

• The new SCF estimation procedure can be further developed to produce an 

instrument to measure the cutting force especially for HSM applications. Such 

instrument, should the attempt be successful, will be cost effective as a typical 

dynamometer for HSM application costs rv$10000 and replacing it with only 

three generic accelerometers of rv$400 each forms a saving of almost rv88%. 
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APPENDIX A 

DERIVATIONS 

A.l Temperature Dependent Material's Density 

The volumetric thermal expansion is expressed using Equation A.l obtained from 

[98]. 

V = Ya(l + {J~T) (A.l) 

{3 is the coefficient of volumetric thermal expansion which is a well know material 

property. The material density is given by Equation A.2. 

m 
p=-v 

Substituting Equation A.l in Equation A.2 yields 
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m 
p -

Vc,(l + {3/j.T) 
Po 

(A.3) 

(A.4) 

At room temperature the reference material density Po is given by Equation A.5. 

Rearranging Equation A.3 yields 

m 
Po=­

Vo 

p(T) -

(A.5) 

Po (A.6) 

A.2 Derivation of the RFP Model in Time Domain 

The frequency response function (FRF) is expressed as in Equation A.7. 

h(w) x(w) 
(A.7) - F(w) 

A A* 
(A.8) - +. 

JW- a JW- a* 
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Let 

A a+ bi 

A* - a- bi 

(]" - c+ di 

0"* - c- di 

Substituting Equations A.9- A.12 into Equation A.7 gives 

h(w) (a+bi) (a-bi) 
s-(c+di) + s-(c-di) 

Rearranging Equation A.l3 yields 

h(w) 

Recall that 

(a + bi) (a - bi) 
s + ( -c- di) + s + ( -c + di) 

,e-1 (-1-) = e-at. u(t) 
s+a 

(A.9) 

(A.lO) 

(A.ll) 

(A.12) 

(A.l3) 

(A.l4) 

(A.l5) 

To obtain the FRF in time domain the inverse Laplace transform operator .c-1 

is applied to Equation A.14 giving 

h(t) = .c-1 ( (a+ bi) + (a- bi) ) 
s + ( -c - di) s + ( -c + di) 

(A.16) 
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h(t) a. e-(-c-d·i)t +b. i. e-(-c-d·i)t +c. e-(-c+d·i)t _ die-(-c+d·i)t (A.l7) 

a . e(c+i·d)t +b. i . e(c+i·d)t + ce(c-i·d)t _ d. i . e(c-i·d)t 

a . ec·t ei·d·t + biec·t ei·d·t + aec·t e -i·d·t - b . i . ec·t e -i·d·t 

c·t [ i·d·t + -i·d·t] + b · c·t [ i·d·t -i·d·t] a·e e e ·l·e e -e 

Rearranging Equation A.20 yields 

h(t) = 2ect(acos(d · t)- bsin(d · t)) 

(A.18) 

(A.19) 

(A.20) 

(A.21) 

It should be noted that a, b, c, and d are the real and imaginary parts of the 

FRF's poles and residues respectively. Once these are determined, it becomes rel-

atively easy to determine the response of the system in the time domain using the 

convolution theorem. 

Equation A.21 is for a single mode. For multi-modes it becomes the summation 

of the displacement of all relevant modes in the system as given by Equation A.22. 

N 

h(t) ~ ~ ( 2e""' (accos(wc · t)- be X sin(wc · t)) ) (A.22) 
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APPENDIX B 

UNBALANCE MASS 
ESTIMATION 

B.l Unbalance Mass 

The process of estimating the unbalanced mass of the cutting tool holder involved 

several stages: 

1. Lift dimensions of the actual cutting tool holder from the part, Figure B.la. 

2. Construct a CAD model for the cutting tool holder, Figure B.lb. 

3. Estimate the density of the cutting tool holder by calculating the volume of the 

cutting tool holder using the command MASSPROP in AutoCad and measuring 

the mass of the tool holder. 

4. Then generating a copy of the CAD model and move it by an amount equivalent 

207 



Ph.D. Thesis, O.Omar McMaster University - Mechanical Engineering 

to the run-out distance. 

5. Subtract the moved model from the original. 

6. Using the command MASSPROP in AutoCad estimate the volume of there-

maining material and find its center of gravity. Knowing the density of the 

material calculate the unbalanced mass. The center of gravity obtained in the 

radial direction is used as the radius of the unbalanced mass. 

Note: All dimensions arc in mm 

a. Lifted dimensions. b. CAD model. 

Figure B.l - Regenerating a CAD model of the cutting tool's holder using actual 
dimensions. 

Applying the stages explained above the unbalance mass and its center of grav­

ity expressed from the center of rotation were found to be 0.036 gm and 4.93 mm 

respectively. 
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APPENDIX C 

PROPERTIES OF TEST 
MATERIAL 

C.l Tensile Test 

A tensile test was conducted to obtain the values of the constants A, B, and n of 

Equations 5.29 and 5.30. The values were estimated using a curve fitting approach 

on the portion of the tensile test data after the yield point. The tensile test data and 

the fitted curve are both illustrated in Figure C.l. 
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Figure C.1 -Curve fitting tensile test data to obtain the constants A, B, and n 
of Equations 5.29 and 5.30. 

C.2 Specific Heat Capacity Cp 

Specific heat capacity for Aluminum 6061-T6 at different temperatures was obtained 

from [90] and is summarized in Table C.l. 

Table C.1- Specific heat capacity of Aluminum 6061-T6 varying with temperature 
as obtained from [90] 

Temperature (K) 

200 
250 
298 
350 
400 
500 
600 

790.5 
855.4 
897.0 
930.6 
955.5 
994.8 
1034 

Data illustrated in Figure C.2 was found to be varying logarithmically. Hence a 

logarithmic equation was fitted to the data with a correlation coefficient R2 of 0.9913 

yielding to 
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Figure C.2- Specific heat variation with temperature for Aluminum 6061-T6. 

Cp(T) = 215.01ln(T)- 336.11 (C.1) 

C.3 Thermal Conductivity K 

The thermal conductivity for Aluminum 6061-T6 at different temperatures was ob­

tained from [90] and is summarized in Table C.2. 

Table C.2 -Thermal conductivity of Aluminum 6061-T6 varying with tempera­
ture as obtained from [90] 

Temperature (K) K 
(K) (W/m- K) 

100 302 
150 248 
200 237 
250 235 
300 237 
350 240 
400 240 
500 236 
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Data illustrated in Figure C.3 can be represented using a polynomial equation. A 

polynomial equation was fitted to the data with a correlation coefficient R2 of 0.9934 

yielding Equation C.2. 

K(T) = 3 x I0-8T 4
- 4 x I0- 5T 3 + o.0224T2

- 4.73T + 591.9 (C.2) 

500 

400 
,.-._ 

::.:: s 300 
--~ 200 "----------------
::.:: 

100 

0 

0 150 300 450 600 

Temp (K) 

Figure C.3 - Thermal conductivity variation with temperature for Aluminum 
6061-T6. 
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APPENDIX D 

CUTTING TEST RESULTS 

D.l Introduction 

In Sections D.2 and D.3, the simulated acceleration of the fixture is plotted versus 

the experimental one for both setups, setup # 1 and setup # 2 respectively, in the 

three directions X, Y, and Z. 
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D.2 Fixture's Acceleration using Setup # 1 
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'--' 
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~-50 
--< 0 0.002 0.004 0.006 0.008 0.01 0.012 

Time (sec.) 

a. X -direction. 
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= 0 ·-...... ('j 
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--< 0 0.002 0.004 0.006 0.008 0.01 0.012 
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,--... 
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'--' 
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0 ...... ...... 

~ 

'""' Q) -Q) 

~ -2000 0.002 0.004 0.006 0.008 0.01 0.012 
Time (sec.) 

c. Z-direction. 

Figure D.1 -Fixture's acceleration using setup # 1 - calibration test # 1. 
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c. Z-direction. 

Figure D.2- Fixture's acceleration using setup # 1 - calibration test # 2. 
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Figure D.3- Fixture's acceleration using setup # 1 - calibration test # 3. 
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Figure D.4- Fixture's acceleration using setup # 1 - calibration test # 4. 
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Figure D.5- Fixture's acceleration using setup # 1 - calibration test # 5. 
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Figure D.6- Fixture's acceleration using setup # 1 - calibration test # 6. 
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Figure D. 7 - Fixture's acceleration using setup # 1 - calibration test # 7. 
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Figure D.8- Fixture's acceleration using setup # 1 - calibration test # 8. 
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Figure D.9- Fixture's acceleration using setup # 1 - calibration test # 9. 
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Figure D.lO- Fixture's acceleration using setup # 1 -verification test # 1. 
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Figure D.ll - Fixture's acceleration using setup # 1 - verification test # 2. 
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Figure D.l2- Fixture's acceleration using setup# 1- verification test # 3. 
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Figure D.l3- Fixture's acceleration using setup# 1- verification test # 4. 
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Figure D.14- Fixture's acceleration using setup# 1- verification test # 5. 
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Figure D.l5- Fixture's acceleration using setup# 1- verification test# 6. 
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Figure D.l6- Fixture's acceleration using setup# 1- verification test # 7. 
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Figure D.l7- Fixture's acceleration using setup# 1- verification test # 8. 
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Figure D.l8- Fixture's acceleration using setup # 1 - verification test # 9. 
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Figure D.19- Fixture's acceleration using setup # 1 -verification test # 10. 
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Figure D.20- Fixture's acceleration using setup # 1 -verification test # 11. 
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Figure D.21 - Fixture's acceleration using setup # 1 - verification test # 12. 
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Figure D.22 - Fixture's acceleration using setup # 1 - verification test # 13. 
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D.3 Fixture's Acceleration using Setup # 2 
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Figure D.23 -Fixture's acceleration using setup # 1 - calibration test # 1. 
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Figure D.24- Fixture's acceleration using setup # 2- calibration test # 2. 
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Figure D.25 - Fixture's acceleration using setup # 2 - calibration test # 3. 
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Figure D.26- Fixture's acceleration using setup # 2- calibration test # 4. 
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Figure D.27 - Fixture's acceleration using setup # 2 - calibration test # 5. 
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Figure D.28- Fixture's acceleration using setup # 2- calibration test # 6. 
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Figure D.29- Fixture's acceleration using setup # 2 - calibration test # 7. 
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Figure D.30 ~Fixture's acceleration using setup # 2- calibration test # 8. 
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Figure D.31 -Fixture's acceleration using setup # 2- calibration test # 9. 
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Figure D.32 - Fixture's acceleration using setup # 2 - verification test # 1. 
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Figure D.33 - Fixture's acceleration using setup # 2 - verification test # 2. 
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