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PREFACE

This paper is a development of some of the ideas set out in an
earlier essay (69). However, a significant difference is that this
paper is more eclectic in its coverage of the literature relating to
spatial growth. Since the main concern is with long-term growth, such
short-run approaches as input-output analysis and interregional income
models have been excluded from consideration, as also has been the Growth
Pole literature, for reasons explained in the text.

The main theme of this essay is the use of economic theory in
explaining spatial growth. It is felt that Meyer's comment in his survey
article is as applicable now as it was in 1963 when he wrote that '"the
bringing to bear (of) certain aspects of conventional economic theory
and now often ignored in regional economies can be highly productive
of new insights in this field". Consequently, the so-called 'non-
economic methods" are not discussed, although it is probable thaf the
entropy maximising approach will, in the future, prove to be a useful
complementary method of modelling regional growth.

Finally, I should like to acknowledge the help of Professor

M. J. Webber with various aspects of this paper.
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CHAPTER ONE

Introduction

"Space is a tyrant and distance enforces his rule. He

militates against us, often disposing of what we propose

if we ignore his influence".

Thus William Warntz (133) began his presidential address to the
Regional Science Association in 1966. He continued, |

"the revolution against him is already begun, however.

Among his most disloyal subjects are the Geographers

and Regional Scientists".

Yet, inspite of this, throughout the development of Anglo Saxon
Economics from Adam Smith to Keynes, there has been a bias against the
space economy. Even the oldest branch of Economics, the pure theory of
International Trade,has ignored the effect of distance, not withstanding
the perceptive comments of Williams (138), Ohlin (85) and more
recently, Isard (149). Indeed, much of the post war work in Regional
Economics has followed the methodology of International Trade Theory.
The national point economy is disaggregated into several regional
punctiform economies (often chosen on very arbitrary criteria) and regions
are considered to be homogeneous in some respect (such as per capita
income). The implication of this approach is that the interrelgtionship
of the region with the rest of the economy is more important than the
intraregional spatial structure. Consequently, most of the theories of
regional growth are primarily derived from aspatial macroeconomic theory.
Even today, as Brown's study (20) shows, the simple neoclassical,

structural and regional multiplier models still form the basic theoretical
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framework of applied regional economics.

One of the main reasons for this bias can be attributed to the
pervasive influence of neoclassical analysis. The existence of
agglomeration economies, indivisibilities and discontinuities, which
is an integral part of spatial economics, does not lend itself readily
to the analysis of marginal substitution. While it is possible to trace
the recognition of areal differentiation in the writings of the classical
economists, it was mentioned as a fact requiring no further explanation
or relegated to footnotes (despite the teleological influence of 18th
century rational thinking).2 Marshall typifies the attitude of most
economists today when he commented that 'the difficulfies of the problem
(the mutual relations of demand and supply) depend chiefly on the varia-
tions in the area of space and the period of time over which the market
in question extends. The influence of time being more fundamental than
that of space'". Indeed, it would seem that an appropriate motto for the
Regional Scientist should be the exact converse of Marshall's,which was
natura non facit saltum.

It is atruism that every act of production and exchange has spatial
coordinates and is influenced by distance. Even though it is perhaps
understandable that,in the post war years, the emphasis in economics has
followed Marshall and studied the influence of time, it is to be regretted

that space has been neglected to such a degree. Although Greenhut (41)

lsee for instance, Richardson's highly critical review (102) of the NIER

study which was directed by A. J. Brown. Richardson is a forceful critic
of the neglect of space in Regional Economics.

2The extent to which the importance of spatial elements was recognised in
economic thought has not yet been comprehensively studied, Brief surveys
may be found in Isard (149), Richardson (100) and Warntz(131).



foresees a time in the near future when introductory microeconomic text-
books will contain three or four chapters on the impact of space on the
theory of the firm, on past evidence this would seem to be an optimistic
view.

Moreover, even the work that has been undertaken on spatial growth
has been overlooked by the economic growth theorists. Hahn and Mathews
(42)  have complained of "the lack fo empirical discipline" in the theory
of economic growth., They argue that one of the major tasks, is "to find
theoretical constructs which, without being downright misleading, are
crude enough to bear the weight of crude evidence ... we want theories
that can be used as plumbers use a spanner - not simply abstract systems'.
The regional level would seem to be one of the most obvious areas in
which to attempt to test some of the formulations of growth theory. The
importance of such noneconomic factors,such as differences in entrepreneural
dynamism, that have been invoked to explain observed differences in
international rates of growth are greatly reduced in a regional context.
Indeed, the work of Borts and Stein seems to be the only attempt to test
a simple two sector mneoclassical model. Yet, if Hahn and Mathews are
to be agreed with, this empirical application of a basic growth model
is a long overdue step. Furthermore, as will be seen, spatial growth
theory clearly brings to the foreground-the contrast between the néo—
classical and what can be best termed the Kaldorian paradigm.l Indeedv

one regional economist has gone so far as to argue that "the ultimate

lrhis latter paradigm is distinct from the earlier neo-Keynesian models
in that the main distinctive emphasis is not on the equilibrating effects
of changes in the distribution of income but on the importance of
increasing returns as the major endogenous growth determinant.



ifrelevance (of the neoclassical paradigm) and its gross predictive
fallibility are exposed, not in the intellectually respectable and so
called 'core' realm of capital theory, but in the upstart and untamed
'fringe area' of regional and urban economics".l

However,ideeper understanding of the mechanism underlying
regional growth is intrinsically important. Olsen (87) has demonstrated
the differing conclusions the regional scientist and the international
trade theorist may reach on the impact of economic integration on growth
rates. Moreover, much of the argument about the case for government
regional intervention still remains very much at the intuitive level.
This is perhaps epitomized by the existence of two extreme views that
are currently held (Cameron (21)).  The national demand approdch asserts
that,over the long term the competitive forces of the market create an
optimal spatial distribution of economic activity. Thus,any symptons
of regional malaise show that the nation has a declining need for this
area of the national economic space. Consequently, the logical implica-
tion of this view is that the govermment ought to encourage interregional
mobility of factors to strengthen the national activity. On the other
ﬁand,the thesis of planned adjustment holds that the free market does
not automatically create an optimal distribution of activity. While both
views are probably to some extent correct, the assumptions and theoretical
underpinnings are still often not made explicit. Thus, while this paper
is mainly concerned with abstract theory, it is hoped it will help clarify

some of the arguments concerning policy questions.

1Richardson (toe), p. 23.



The paper may be briefly outlined as follows: The first chapter
is concerned with the traditional problem of the effect of scale on
spatial modelling and the delineation of regions. Chapter Two discusses
the neoclassical model. However, the framework is discussed in consider-
ably more detail tham in (69). The reasons for this are two-fold.
Firstly, the model is, at the moment, the only one that has been satis-
factorily tested. Secondly, previous criticisms of the model have
caricatured it, presenting only the simple aggregative model that has
been explicitly rejected by the formulators of these models (Borts and
Stein). The third chapter considers some of the criticisms of the model.

The alternative Myrdal-Kaldor model is discussed in Chapter
Four. Myrdal's seminal work (83) has stimulated a great interest in
the process of cumulative causation and the polarization of growth.
However, it was not until Kaldor's two pathbreaking papers (59)

(60), that the approach has gained a rigorous analytical structure.

Chapter Five examines the attempts that have been made to include
the effect of continuous space into growth models (notably through the
synthesis of the potential model and the regional production function).

Since spatial growth occurs primarily in an urban matrix,
it is through this matrix that the evolving space economy is organized.
Consequently the last chapter begins with an examination of some of the
theories of urban growth. As Webber (136), p. 71 has noted, '"the
rationale for this combination (of urban and regional systems) of what
have traditionally been regarded as distinct model forms is the essential
similarity of the central ideas in the two cases'". This leads to what

would seem to be the most profitable future line of research - an attempt



to provide the "microfoundations" of spatial growth. On this point, it
is difficult to do better than quote Richardson (103):

"The greatest need in regional economics is for a
theoretical framework that simultaneously explains
the operation of the interregional system, including
the long term growth process in each region and the
dynamics of individual decisions. The future of the
subdiscipline lies in the integration of inter-
regional (i.e., macroeconomic) analysis with intra-
regional analysis or more specifically with location
theory and urban economics".

Somewhat paradoxically, one of the main conclusions that has
arisen through the preparation of this paper is that the most useful:
approach towards understanding regional and urban growth is not at the
aggregate level, which is stressed throughout much of the paper, but at

the microlevel.



CHAPTER TWO

THE PROBLEM OF THE DELINEATION OF REGIONSl

The problem of how to define and determine the unit most appropriate
to apply to regional growth models now consists of an extensive literature,
with still no satisfactory solution. This problem will not be considered
in detail because,in the final analysis, all that can be said is that
there is no unique way of defining a region. There have been some rather
empty attempts to define regions from first principles by the use of set
theory (Tietz (127), Siebert (113), pp. 16-22). However, in empirical
work, the regional scientist is often severely limited in his definition
of the area by the data available.

| There are two distinet but interrelated problems in the considera-
tion of the regional unit. The first is the problem of scale and the
second is what structural elements best determine the limits of the region.

The problem of scale is important in model building because at
one level a parameter or assumption that is crucial (i.e., one upon which
the conclusions of the model sensitively depend) may often be:justifiably
ignored at another scale. Thus as Solow (118) so cogently stated:

"The art of successful theorizing is to make the inevitable

gimplifying assumptions in such a way that the final results

are not very sensitive. Thus transport costs were merely a

negligible complication to Ricardian trade theory, but a
vital characteristic of reality to Von Thiinen".

1This based to a considerable extent on (69), pp. 3-4.
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A related point is that a variable at one level of aggregation
may be treated as endogenous but at another level becomes, in effect, exo-
genous Several debates in regional economics may be attributed to the
participants arguing about the problem at different scales (probably the
most well known was the North-Tiebout debate over the relevance of the
Export Base Theory).

However, it is perhaps instructive to consider whether regional
growth models can be treated as the same as national growth models but
at a smaller scale, or whether there are some fundamental qualitative
differences. Thus, given the hierarchy of global, supranational,
national, regional, metropolitan and local, is there any reason why
there should be a clear dichotomy between the national and regional level.

Probably the major difference is that the national economic space
is normally clearly delineated. The existence of a national currency,
tariffs, quotas, etc., gives the nation a certain homogeneity, although
as LYsch pointed out this does not completely protect it from the effects
of price waves or inflation. Thus within the nation, the regions are
far more open and factor mobility, both of labour and capital,is much
higher. Consequently the degree of interaction between regions is far
greater than between nations. Because of this openess, there needs to
be a closer specificétion of the key parameters and much closer attention
paid to the "disequilibrium process" as "opposed to what constitutes an
equilibrium, and to take account of the greater uncertainty and the much
cruder predications of regional economic models" (Richardson (106)).
Moreover, Kaldor (60) has recently argued that in aspatial economic

theory the concern with equilibrium "has become a major obstacle to the



dévelopment of economics as a science', so perhaps this is not such a
fundemental distinction between spatial and aspaﬁial economics as ﬁay
be thought. There are also fewer easily implemented and flexible
policies for regulating the level of economic actiﬁity within regions
as compared to the nation. Tinbergen's dictum argues that there must
be at least an equal number of policy weapons as there are policy
objectives. However the openess of the region means that there are
not many policy implements available for spatial objectives (of course
policies set with regard to national objectives may have an incidental
spatial effect). Gilbert (39), for instance, long ago showed the
futility of regional monetary policies even when separate regiomal
banking systems are in existence. Since the region is normally defined
to be in a common currency area, the most effective way of operating on
the competitive position of a country, through the exchange rate, is not
applicable. This raises the interesting point that the nation may not
be the "optimum currency area'. Mundell (81) basié the criterion for
delineating the optimum currency area on the degree of factor ﬁobility
and, as his hypothetical example, argues North America's optimum currency
area may be smaller than that existing at present. McKinnon (72) has
also coﬁsidered this problem.

However, as Kaldor (59) has shown,regions do have an automatic
stabilizing mechanism that is not available to the nation. A region can run an
indefinite trade deficit. Thus, when the level of activity falls in a

region, so does the tax revenue that the govermment receives. On the
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6ther hand, the level of government expenditure does not fall proportionally,
partially stabilizing the situation. |

There are basically tﬁree ways in which the boundary of a region
can be structurally delimited ~ viz., by the criterion of homogeneity,
nodality and programming. The homogeneity approach assumes that there
is one key variable that gives the region its identity. The relations
between regions are assumed to be of greater significance than intra-
regional differences. However, the mere existence of data at the state
level has, paradoxically, resulted in a reverse line of reasoning. This
data enables state levels of income and, indirectly,state capital - labour
ratios to be calculated., Consequently, tﬁeoretical models have been
constructed taking the state as a homogeneous unit, not beéause of the
underlying spatial structure, but because the state is homogeneous in
terms of the available data (i.e., average or per capita measures can
only be easily calculated on a state basis). Of course, it is very
difficult to test a model unless it is adapted to reflect the availability
- of data. However, it can be argued that this has had a deleterious reéult
in directing the attenﬁion of work in pure theory away from the continuous
nature of space.

Indeed, one of the most obvious features of the space economy is
its nonhomogeneity.l' Population is concentrated into the focii of urban

centres, industries are located in locations determined by explicitly

lHowever, it is surprising to what extent the structure of the space
economy is ignored by many urban and regional economists. This is
exemplified by the surveys of Meyer (75) and Brown (19) and the
exchange of comments between Richardson (105) and Mirlees (77) and
Solow (120). Perhaps Harvey (48) when he considers the possibility
of a "geographical imagination" analogous to C. Wright Mills "sociological
imagination" provides a possible explanation.
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spatial forces and cities are not closed systems but are related to each
other in hierarchial structures. Industrial and urban interrelations
are revealed as flow phenomena which tend to polarize around the dominant
nodes, usually large cities. The "principle of dominance" can be used
to establish whether a specific peripheral area belongs to a particular
region. The Functional Economic Area devised by Fox (Fox and Kumar
(34) would seem to be an important way of defining the basic unit of
any regional classification. The Funétional Economic Area is based on
an integration of central place theory and commuting distancés,the latter being a
function of time. 1In any contiguous area, the Functional Economic Area
is delineated for the highest order centre ("primary wholesale ~ retail
trade centres'"), and once this has been accomplished, FEA's are next
constructed for those areas not included in one of the previous hinter-
lands, based on the next largest hierarchical centre. Tests by Fox and
Kumar show that the FEA's group several similar socioeconomic variables
that do not océur when similar sized areas are constructed at random.
The great potential for this type of classification is that "economic
activities within an FEA can perhaps be described in terms of hierarchies
of spatial equilibrium models. Then, the export sectors of all FEA's
in the United States may be linked together by means of other spatial
equilibrium models into an interarea trading system" (Fox and Kumar
(34), .p.79).

Other methods based on the concept of nodality include the use
of Graph Theory (Nystuen and Dacey (84), Boudeville (17)). This
enables‘the degree of association to be identified between pairs of

population centres by identifying the stfongest flows of some economic
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of sociological parameter. The flows are represented in matrix form and
to find the principle nodes all but the strongest flows are removed.

The principle of tramsitivity is adhered to and a node is "subordinate"
when its flow that is strongest is to a larger centre, and "independent"”
if it is to a smaller centre.

A recent study by Huff (52) . has attempted to delimit the
spheres of influence of the major American cities, designated first
order by Berry's (9) principal components analysis. These spheres
of influence were calculated using a simple gravity model to determine
isoprobability lines of trip distributionms.

The equilibrium line between any two cities h and k is given by

Sk/DikY Sy / DinY

——— = == = P, f = h,k.
n ) ',Y ij 14 . Yy
 84/Dj L S5/Dy;

j= j=1

where P;¢ is the probability of an individual located at point i
travelling to urban centre f and ig propoftional to the Urban Size Sg.
Dij is the distance from i to £ and y is the usual distance exponent.
The boundaries of the spheres of influence are given by the tangent of
the two regions isoprobability curves.

In sumﬁary, since growth is inevitably concomitant with and
transmitted through the development of the urban hierarchy, it wéuld
seem that the most appropriate way for studying spatial growth should

be based on a regional delineation which is basically determined by the

urban system. However most of the work on aggregate growth models has
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been based on a broad punctiform regional classification, and one of the
major future developments Of work in this area must be the construction

of models based on a more disaggregated classification, perhaps along the

lines suggested by Fox.



CHAPTER THREE
MACRO DYNAMIC THEORIES OF GROWTH I: THE NEOCLASSICAL MODEL

Since regional growth theory is still at a very rudimentary
stage, it is not surprising that the initial theoretical work in this
field mainly consisted of the adaptation of the highly aggregative
models of growth theory to a regional setfing. This form of analysis
treated each region as a point economy and abstracted from continuous
space, in that no account of the influence of spatial interaction
between regions was explicitly considered. Nevertheless, these models
shed some light on the fundamental determinants of growth.

At this level of abstraction, there are basically two different
approaches to the formulation of regional growth models. Indeed, it is
probaﬁly accurate to say that these approaches represent different
paradigms, in Kuhn's interpretation of the concept. The earliest
and most fuliy developed approach was based on the early Keynesian
dynamics (Harrod-Domar) and especially the later neoclassical reformula-
tion. The alternative paradigm, based on the Cambridge School, rejects
most of the basic tenets of neoclassical analysis, notably tbe marginal
productivity theory of distribution. In this chapter, the neoclassical
model will be examined.

However, there is a complementary approach, emphasising the

industrial structure, which must be mentioned, especially as it is

-
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Antroduced into the neoclassical model. This 'industrial structure'
approach is basically concerned with differentiating between the
compositional and differential components of a region's growth. The
former is the rate of growth that can be attributed to a region
specialising in nationally fast or slow growing industries. The
differential (or residual) effect is attributable to factors that cause
the region's industries to grow faster or slower than their national
counterparts (e.g., changing locational advantages or supply constraints).
A commonly used technique to discriminate between these two
components is shift and share analysis, but it must be emphasized that
this is not a theory of growth per se, but merely a scale dependent
standardisation technique.l Other related forms of analysis include
regional input-output techniques (Richardson (104)) and regional
multipliers.2 However, these techniques will not be discussed in this
paper because they are more relevant to the medium term, whereas we
are concerned with the long term, where the supply side is the more

important determinant of growth.3’ 4

lSee for example Brown (19),.. Mackay (71), Stillwell (125).
2The recent revival of interest in regional multipliers is discussed
by Gordon (40).

3For a discussion of the relationship between the medium and the long

term analysis of regional growth see Brown (20)" Chapter 4..

4Siebert (113) Chapter 3, does distinguish between demand and supply
determined growth in the context of an aggregate growth model. The
rate of growth of income is specified by the following equation

dY = min(d0,dD)

vhere 0 and D is output and demand respectively. Most growth models
assume full employment so demand is not an effective constraint.
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It is perhaps worthwhile to draw the usual distinction between
growth and development. Growth models concentrate on the expansion
over time of a few given aggregates such as the capital stock, |
productivity and the labour force. '"Development" focuses on those
factors that cannot be easily formalised, such as institutional and

structural change and the interaction of the social and economic spheres.

The Determinants of Growth in a Neoclassical Growth Model

A simple explanation of regional growth patterns has been to
adapt the Solow-Swan model to a regional setting. This procedure has
been adopted by Borts (14), = Borts and Stein (15)  and Romans (107).
The basic assumptions of neoclassical economics are adhered to: viz.,
atomistic competition prevails,factors are paid their marginal products
and the capital-labour ratio is determined by relative facﬁor prices.

"positive

These assumptions are defended along the lines of Friedman's
economics" (36). "The theory of growth developed should be evaluated
in terms of its ability to explain empirical phenomena and not in terms
of the verisimilitude of the assumptions made" (Borts and Stein (15),
p. 48).

The basic dogma of this paradigm is that the forces of the
market economy tend towards a situation where the rate of growth of
per capita income and the profit rate is invariant between regions.
Indeed, in its pure form the neoclassical model suggests that no
regional disparities should exist. Any deviation from the equilibrium

situation is caused by market imperfections and the lack of instaneous

movements of factors of production to counteract these anomalies.
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This has been most clearly stated by Romans (107, p. 13):

"The Pareto efficiency optimum is a condition of long
run equilibrium under perfect competition. Whenever
the efficiency optimum does not exist labour and
capital resources should be expected to restore it.
Any disequilibrium in the allocation of resources
between regions promotes economic forces which react
on the flow of capital to achieve an equilibrium.
But the equilibrium is a long-run concept and one
that is never actually achieved because of continu-
ing changes in demands for the output of particular
regions, in technology, in resource availability,
and in non-economic forces influencing human
migration. Thus capital and labour continue to

flow between regions, tending to bring about the
elusive equilibrium. The concept of Pareto optimum
is static".

Let us first consider the determinants of growth of the neoclassical
model. Tt is assumed that the regions have identical Cobb-Douglas
production functions

a B

i = BpiKgles (1.1)

<
i

where o, B are the output elasticities of capital and labour res-
pectively. The production function has the property of constant
returns, which, with the existence of transport costs, would derive

a uniform distribution of industrial and service activity, and would
prevent town formation. Consequently, in order to remove this highly
undesirable property Samuelson's (110) “asymptotic homogeneity theorem"
has to be invoked and some initial indivisibilities in the production

function assumed.

The rate of growth of output is given by

1
yi = akj +Bl;+ gy ; (1.2)

IThe proof of this is easily obtained by differentiating (1.1) with respect
to time. For a particularly clear exposition see Hamburg (45, p. 47).
See also the Annex, p. 119.



-An equilibrium condition is
ro= MR = oYKy

where r is the national rate of interest and MPki is the marginal

productivity of capital. Consequently

From (1,2) and (1.4) it follows that
ys = ki = (g/l-a) +1

Assume savings are proportional to output

then I = kK and capital imports will occur if kK exceeds sY, i.e., if

the following condition occurs

18

(1.3)

(1.4)

(1.5)

(1.6)

(1.7)

From this it follows that the greater the rate of growth, the more likely

it will be that the state will import capital.

The national rate of interest is determined so as to equate

total savings with total investment
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I, = I8, = Ir(s/e);K; (i =1,2)) (1.8)
Therefore,
314 |
.. i (1.9)
Z(S/u)iKi

If s/a is invariant regionally, then the national interest rate is

proporational to the overall growth of capital;

r = (ofsk (1.10)
This is then the gemeral framework that is used to analyse regional
growth. It determines both regional growth rates and interregional
capital movements. The main determinants of growth are the rate of
growth of the labour force and the rate of growth of technical progress.
As will be seen, this latter determinant includes gains made through
increased efficiency in the intraregional allocation of resources.
However, the model abstracts from any spatial impact of innovations.
"A new manufacturing process or a new machine is, under competition,
available to all., While it may be introduced more rapidly in one
place than anothér, this difference is a result of the alertness
entrepreneurship in different places and the possibility of expansion
generated by other economic determinants of growth" (Borts and Stein
(15, p- 8).

Other noneconomic forces that may be invoked to account for
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regional disparities, such as the differential impact of trade unions,
variations in entrepreneural dynamism or the exhaustion of agglomeration

economies are rejected as important considerations.

A Simple Aggregative Model of Growth

The simplest model that can be constructed assumes that each
region produces the same good for the national market. Assuming no
transport costs and homogeneous factors, then the model implies that
the marginal products of capital and labour are unique functions -of

the capital labour rattio.1 Consequently

g = gl £ = R | (2.1)
then if

gk), > sglk)y ‘(2.2)

h(k)p > g(k), - (2.3)

where A and B designate the two regions.

Given a production function

Y

LF(X/L,1)

Y

Lf (k)

where k = K/L, then it follows that

r £'(k)

fr(k) - kf'(k) .
(see Annex, p.123).

w
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Given the assumptions that capital and labour will respond to dif-
ferentials in the rate of return and wages respectively, the model will
tend to equilibrium and it is possible to derive two testable hypotheses.1
(1) low wage regions will experience the highest rates of
growth of capital and of the ratio of capital to labour because of the
inflow of capital and outflow of labour;
(2) 1low wage regions will experience the highest rates of
growth because of the relﬁtion between the growth of the marginal product
of labour and the growth of the capital-labour ratio.
However, if certain of the assumptions are contradicted, so
also will be the implications of the model. TFor example, it is likely
that the natural growth rate of labour may vary regionally. If the
rate of grpwth of labour is fastest in the low wage region and labour
is not sufficiently mobile, then the low wage region will experience
the higher rate of capital accumulation,but not necessarily in per
capita income. This occurs because the internal growth of the labour
supply prevents a rise in the capital-labour ratio and may actually
cause it to fall (Bjork (11}). Consequently it is necessary to

examine the impact of differential factor mobility on regiomal growth.

2
Aggregate Regional Growth and Factor Mobility

Let us assume a two region econmomy, with the standard regional

Cobb-Douglas production functions.

lsee Borts (14).

2This section draws heavily on Siebert (113}, Chapter 6 and 7.
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Y = A, K; .7 L i =1, 2. (3.1)

(with the usual notation.)

Growth rate differences may be expressed as

. ) A1 Ay Ky Ky Ly
Y /Yy - Y, /Y = — = — 40y — = 0y — + (l-0;) —
1/%1 2/¥y 1 2 1
A A, Ky K, Ly
Ly
- (1-a,) —
Ly

(3.2)

Interregional factor movement is a function of the differences in
productivity of the respective factor in the relevant region. Thus

the rate of growth of the capital stock may be expressed as

-

ri
Ky ¢

k| Ti
Ky + 3¢

(Ryp - Kypop) = K+3¥ 5

Y. Yo=Y

i e J L sy
K, + iV\, J.( YR i

3 ry

Ys—
- 1 ¢ Jr
(3.3)

where j'/],i is the mobility coefficient of capital with respect to
differences in the rates of return,
j‘/‘,'i is the mobility coefficient of capital accumulated in
period t-(t-1).

i3 /K,

s = —— {lei

ri"rj

v

Olr; 2 rj} (3.4)

Ty



23

Define U = 3/} ;K; + 3V "4k (3.5a)
= 4iM K. + 'R
v i, Ky + 1% RS (3.5b)
then
. U \ .
K, (ryry) —+ — + Kj {U > 0|v 3 o} (3.6)
ri rj

Similarly, for the rate of growth of labour in region i we can derive

the expression

. _ _ T/ . z/ -
L; (W Wj)( Wy + Wj) + L, | (3.7)
where T = jpiLj + jp'iij' (3.8a)
z = iiji + ip 'jLi' (3.8b)

where p is the elasticity of labour with respect to differences in
regional wage rates.

Define

(]
1]

al/Kl + az/KZ : (3.9a)

t=1
I

(1-07) /Ly + (1-0p) /L, (3.9b)

then it follows from equation (3.1) that
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U Vv
y1 > vy la () —+ e +aky + U-al;, >
Tr. r
1 2
T z
ay + (wy~w)) (—+ —e + ak, + (l—az)Z2 (3.10)
vi Wa

From equation (3.10) certain inferences may be drawn. For
instance, ceteris paribus, the greater the rate of growth of the internal
determinants (a,k,l) of one region, the greater the difference in regional
growth rates. Furthermore the more immobile the internal growth
determinants, the greater will be this growth differential. It is also
easy to see that the more mobile the scarce factor of a region (which,
therefore, commands the higher price) and the less mobile the abundant
factor, the greater will be the interregional growth difference. From
this the following theorem may be deduced: |

"A growth differential can exist only if differing

factor mobilities prevail. A permanent growth

differential presupposes some immobility of at

least one factor. Historically natural resources

can be regarded as this factor".

Consequently, growth differentials may originally be the resu;t
of differing,féctor intensities. Moroney and Walker (79) have
indirectly shed some light on the relative importance of these two

processes. They attempted to test the Hecksher—-Ohlin theorem,which

states that a3 region or country will export the good that uses its

lsee Siebert (113), pp. 135-153,
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abundant factor more intensively.l It is assumed that each region has
the same production function, so this logically implies that trade

is caused by greater endowments of capital or labour. Considerable
empirical work has been carried on this theorem ever since Leontief
presented his famous '"paradox" paper (this showed, by the use of input-
output analysis,that the U.S. exports relatively labour intensive
commodities compared to her exports, whereas, a priori, one would have
expected the converse).

Moroney and Walker tested two hypotheses:

"(1) There is an inverse rank ordering between capital-
labour ratios and location quotients in the south';

"(2) There is an inverse rank ordering between capital-labour
ratios and percentage changes in location quotients'.

However, hypothesis 1 "fails to predict the areas of manufactur-
ing where the south's comparative advantage lies, at least in terms of
homogeneously defined capital and labour alone. 1Indeed, there is some
indication that the south experiences a comparative advantage in
relative capital intensive industries'". The reason why the prediction
is unsatisfactory, Moroney and Walker argue,is that the model fails ﬁo

take account of natural resources in the production function (i.e.,

1The Hecksher-Ohlin theorem is concerned with the tendency towards factor
price equalization cause by trade rather than by factor mobility. However
these are complementary elements. Given complete factor mobility there
would be no interregional trade, and conversely, under certain assumptions
even with complete factor immobility, trade may cause factor price
equalisation (Mundell (80). However, free trade and factor mobility
are not perfect substitutes. Olivera (86) argues that although both
may lead to factor price equalization, it is not guaranteed that they

will be equalized at the same level.
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ﬁhe "southern conditions").

Hypothesis 2, on the other hand, was substantiated. Thus, they
argue that the pattern of development seems to be that the endowment
of natural resources may be of more importance than the reiative
abundance of capital or labour in determining the initial structure
of comparative advantage.

After this initial structure has been established, however,
relative endowments of capital and labour become progressively more
important in influencing the pattern of industrial growth. It could
be argued that Moroney and Walker would seem to provide confirmation
of the argument that initially resources are important (cf. North's
export base theory), but,as industrialization progresses, so the
relative endowment of capital and labour becomes the dominant factor.
(This, of course, raises the question of why some regions have greater
endowments of capital than other areas. To have to resort to
postulating a greater skewedness in the income distribution or varying
regional subjective rates of time preference is not very satisfactory.)

Moreover, the above analysis is open to the charge of circular
reasoning since the failure of the Hecksher-Ohlin theorem to predict
regional comparative advantage is always open to the explamation that
there are differing production functions.t

It is possible to use equation (3.10) to discuss the implicatioms
of external economies on regional growth,although Siebert does not

seem to realise the difficulty of reconciling some of the factors he

1see page 60.
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introduces with the use of a neoclassical production functi_on.l The
easiest way to incorporate the effects of agglomeration economies is
to treat them as an internal growth determinant. Thus "the more
immobile external economies are interregionally, the greater the growth
differential. The more mobile external economies, the smaller the
growth differential'. Consequently, it is possible that the polariza-
tion effects of Myrdal and Hirschman may be introduced into the model.
One important distinction can be made with the help of the
model. Given an immobile autonomous growth factor, then the mobility
of the induced variable, by definition, will be greater. This gives
rise to an important policy implication. '"If an important growth
determinant remains immobile, the increased mobility of other factors
reinforces growth differentials and thus moves the economy further
away from the desired situation'" (Siebert (113, p. 144)). In other
words the theory of the second best is appropriate here (Lipsey and

Lancaster (66)).

Moreover if there are "levelling effects'" such as supply

10ne of Siebert's earlier theorems would seem to be incompatible with a
Cobb-Douglas production function. He argues that "the greater the weight
of a factor in the production function, the higher the growth rate of the
region with an increase in that specific factor" (p. 136). Formally,
given ky = k,,l; = 1y

il iz (al—aé)k
—_— > _— > 1, for by > by .

This is simply wrong, since given a Cobb-Douglas production function
(by-b3) = (aj-0,). Consequently the relative weight of the factors
has no effect on the rate of growth.
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constraints then, given a growth difjérential, reduced factor mobility
will induce a diminishing of regional disparities. However, increased
interregional mobility is necessary to reduce the growth differential
determinant, per se.

As has been mentioned these considerations are not a formal
part of the model but a verbal generalization of it. If, however,
agglomeration economies, increasing returns and economies of scale
are thought to be important then the neoclassical paradigm,with its
inability to satisfactorily incorporate these effects, becomes of
limited value.

In spite of these reservations econometric work has been under-
taken to quantify 