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ABSTRACT

Though Neutron Activation Analysis is one of the most sensitive
multielement analysis methods, Compton interference in complex sample
matrices usually presents a problem when choosing irradiation and decay
times for analysis. While various scientists have attempted to solve
the problem, the aprroaches taken to date ﬁave the drawbacks of either
requiring standard spectra of the sample components or not giving the
optimum times automatically and simultaneously. The purpose of this
thesis was to find a method to automatically and simultaneously obtain
the optimum times for Instrumental Neutron Activation Analysis using
the Modified Simplex Method to evaluate the best figure of merit calcu-

lated from an advance predicted spectrum of the sample.
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CHAPTER 1

1.1 OBJECTIVE OF STUDY:

In quantitative analytical practices the general objective is
the determination of some specific element or component. The method
of analysis is chosen on the basis of the quality of the results desired.
Some of the measures of the quality of the results are precision, accur-
acy, selectivity, sensitivity, detection 1imit and throughput of the
method as well as the cost at which the results are obtained (44).

The objective of this study was to find a method of determining
the optimum irradiation and decay times simultaneously so that instru-
'menta1 thermal neutron activation analysis (INAA) can be carried out at
conditions which give minimum matrix inter%erence and hence optimum
detection Timit for any element of interest. These optimum conditions
were tobe available automatically once the required inputs of the opti-

mization program have been specified.

1.2 NEED OF FINDING THE OPTIMUM CONDITIONS:

INAA is one of the most sensitive and nondestructive methods of
single or multielement determination (see Figure 1). When Ge or Ge(Li)
detectors with high resolution are used its selectivity is also very
high. In analyses where activation of elements other than those to be

determined occurs, the detection 1imit, accuracy and precision depend



Figure 1. Shows the detection limits of 79 elements irradiated for
1 hour at a thermal neutron flux of ]0]3 cn? s
followed by gamma-ray spectroscopy using a 40 cm3 Ge(Li)

detector (24).
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on interfering gamma rays to a great extent (1-5, 12-16, 41).

Three types of possible interferences in instrumental activation
analysis are: (i) interferences resulting from formation of the same
radionuclide as that formed by an (n,y) reaction of the element of in-
terest. (Examples of this are fast neutron (n,p) and (n,a) reactions
on an element one or two units higher in atomic number than the element
of interest); (ii) interferences resulting from the formation of one
or more radionuclides that emit gamma rays which overlap with the photo-
peak of interest and (iii) dinterferences resulting from Compton levels
in the pulse height spectra caused by interactions of gamma rays of higher
energy than the peak of interest upon which the peak of interest is
superimposed. (See Figure 2a.)

Analyses carried out at optimum detection 1imit using INAA require
that the effects of these interferences are reduced to a minimum. The
first type of interference is brought under control by choosing irradiation
positions where almost all fast neutrons are thermalized. The second
probiem is not often encountered when Ge or Ge(Li) detectors are used
because of their high resolution, but when it does occur, the peaks can
be resolved by mathematical methods implemented in the form of a sub-
routine of a spectral analysis program (30). The third problem is
rather difficult to solve because it requires the proper choice of
irradiation and decay times. This is the problem Which calls for
optimization of irradiation and decay time in INAA (1-18). An alterna-
tive approach to reduce Compton interference may be the use of chemical
separation but in cases where a high throughput is required, separations

consume time and may be too labourious.
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THere is also a general optimization usually carried out in
neutron activation analysis to ensure that significant counts giving
reasonable statistics for the peak of interest are obtained at reason-
able count rates with minimum deadtime losses, pulse pile-up and spectral
distortion. For these requirements, one optimizes the counting time,
geometrical efficiency, the counting equipment and the data reduction
method (22).

An example stressing the need for optimum decay and irradiation
time is the analysis of atmospheric poliutants (27). In order to trace the
pollution sources of aerosols and to determine how much the anthropogenic
contribution is, it is necessary to determine the amount and elemental
composition of atmospheric particulates and precipitation. For studies
of sources, characteristics, atmoshperic transport processes and removal
rates sensitive and multielemental analyses are required. Moreover, the
method of analysis should be fast and easy because of the large masses
of information required. Accurate analysis of airborne dust, dry deposi-
tion and rain water is difficult because of the complex nature of the
samples and the low concentrations involved. Analytical techniques
proposed for this purpose such as colorimetry, emission spectrometry,
atomic absorption, flame photometry and polarography may or may not
involve a dissolution step of the sample and subsequent chemical and instru-
mental steps. Since atmospheric particulate material is often to a great
extent carbonaceous, it is largely insoluble in water. Ashing, in .
order to obtain complete dissolution, without loss of volatile elements
is very difficult. Also the sensitivity and selectivity of most of

these techniques is inadequate to cope with the complexity of environ-
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mental samples. Such analyses have been readily carried out by INAA

using Ge (Li) or Ge gamma spectrometry and computer assisted data reduction
(27, 28). The irradiation and decay time schedules which were used
sometimes required several reirradiations and experience of handling

the matrices involved (29). A method of easily finding these times for each
element at optimum detection Timit without having to do trial experiments

is desirable.

1.3 THEORY OF INSTRUMENTAL NEUTRON ACTIVATION ANALYSIS:
(I) Introduction:

The first part of INAA results in the production of radioactive
nuclides formed when stable nuclides capture thermal neutrons. The
completion of the analysis involves the detection and measurement of
gamma rays emitted by desired nuclides among all those produced in the
irradiated matrix. The radionuclides are characterised by both their
decay schemes and their decay kinetics. The decay scheme summarizes the
modes of disintegration and the energies of the radiations
released. The kinetics describe the rates of disintegration of the
radioactive nuclei.

The decay scheme is important in radioactivity measurements since
it relates the number of radiations of a given kind and energy to the
actual number of disintegrations of the particular nuclide. Energy values
in gamma spectrometry provide qualitative information while the emission
intensity of the gamma rays together with the decay kinetics provide

both qualitative and quantitative information.
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(II) Sample Activation:

If one considers a particular stable nuclide of an element that
is capable of capturing a neutron, the number of radionuclides produced

in a thin sample is given by the equation:

N =No.c-¢-S/A 1.

where No - is the initial number of target nuclei,

¢ - is the reaction cross section (square cm),

¢ - is the neutron flux (per square cm per second),
S - is the saturation factor and,

A - is the decay constant (per second)

Sometimes the decay constant is expressed as:
x = 0.693/T 2.

where T - is the half-1ife of the radionuclide (in seconds).
The number of target nuclides for any particular isotope is given by

the equation:
No = Na-m-J/Ma 3.

where Na - is the Avogadro number,

m - is the mass of element in irradiated sample (in grams),

J - is the isotopic abundance of the nuclide and

Ma - is the atomic weight of the element (in grams).

The saturation factor is given by the equation:

S = (]-e‘ATi) 4.
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where Ti - is the irradiation time (in seconds).
The activity or rate of disintegration of the radionuclides just

at the end of irradiation is given by the equation:

Ao = N-A 5.

(III) Detection of gamma rays:

Typically, the activated sample is counted at some decay time,
Td, after the end of an irradiation period lasting for Ti. The activity

after a decay time Td is:

A = Ao-D 6.
where D - is the decay factor and is given by the equation:

D = e"Md 7.

One seldom, in practice determines the actual disintegration rate of an
induced activity, bu” rather one measures its counting rate under a given
set of counting conditions. The counting rate depends upon the type of
detector used, the size of the detector, the decay scheme of the radionuc-
Tide and the sample-to-detector geometry (solid ané]e subtended by the
detector). If the counting period is Tc and the detector properties are
characterised by the total detector efficiency (d(E)), the observed
corrected total counts for a given gamma ray detected by Ge or Ge (Li)

detector is obtained from the equation:

TCTS = I-A-d(E)-(1--e"*T€)./2 8.

where I - is the emission intensity of the gamma ray of interest with energy E.
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If the counting time is much less than the halflife, then equation

8 can be recast in a different form:

TCTST = Tc-A-d(E)-1I 8a.

The counts arising from gamma rays as observed in the Multi-
channel Analyser (MCA) constitute a gamma spectrum. The spectral distri-
bution of these counts is understood from considering the interaction of

electromagnetic radiation with matter (see Table 1 and 2).

TABLE 1. Summary of the Interaction of Photons with Matter.
(Ref., 22, Page 101)

Particle = Matter Interaction

Elastic Inelastic Absorption
Collision Collision

Gamma NUCLEUS Negligible  Nuclear Photodisintegration
Photon Resonance (e.g.
Mossbauer
Effect)
ORBITAL Negligible Compton Photoelectric
ELECTRONS Scattering Effect

Pair Production
FIELD Negligible Negligible for gamma energies
> 1.02 Mev.
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TABLE 2. Photon Escape and Origin of Peaks in Pulse-Height Spectra

Photon Spectrum Spectrum

Escape Peak Peak

Energy Origin Energy Name

0 Total absorption E Photopeak

0.51Mev Pair production E-0.51 First pair escape
and escape of one peak
annihilation
photon

1.02Mev Pair production E-1.02 Second pair escape
and escape of both peak
annihilation
photons

E"=E/(1+20) Compton 180° Ece=E/(1+a/2} Compton edge
scattering

E" to E Single Compton ECe to O Single Compton
scattering distribution

0 to E Multiple Compton Eto Multiple Compton
scattering distribution.
_ 2

where o = E/mc

= 511 MeV., i.e., electron mass energy and

= 180 degrees

A gamma ray entering a Ge or Ge(Li) detector can lose its energy

through photoelectric interaction, or Compton scattering, or pair pro-

duction (36-37).

In photoelectric interaction, the incident photon loses

all its energy to an electron of an atom which thus becomes ionized.

The ejected electron can cause secondary ionization.

The net charge in-

duced in the detector is detected as a pulse whose magnitude is a function
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of energy or channel number in the MCA. The rate at which the pulses
are produced depends on the disintegration rate of the sampie. In
Compton scattering, only part of the energy is imparted to the ejected
electron. The scattered photon either undergoes further interaction or
escapes from the detector. In pair production, photons with more than
1.02 Mev produce electron-positron pairs. This results in escape and
.511 Mev peaks. The probability of photoelectric, Compton scattering
and pair production are different and are functions of energy of the
photon. Photoelectric interaction is predominant up to energies of about
1 Mev whereas Compton scattering is predominant up to energies of about
4 Mev. Pair production becomes the dominant form of interaction after
4 Mev (see Figure 2).

The detector ch§racteristics (such as detector efficiency)
depend on energy because all the interactions leading to registering
the occurrence of an event are energy dependent. Usually, gamma ray
spectrometry in INAA uses energies up to about 3 MeV so that the spectrum
for a given gamma ray mainly consists of Compton events and total absorp-
tion events. This point of view (15) leads to the concept that for any
sample, the spectrum is mainly made up of the sum of Compton events and
photopeak events for all the gamma rays emitted by the sample.

The photopeak events approximately describe a gaussian peak and
the Compton events approximately describe a rectangular function starting
at the Compton edge. The Compton edge is the maximum energy a scattered
photon can have. If CMP is the total Compton counts detected and PKC is
the photopeak counts detected for a gamma ray of energy E whose emission

rate is A, for a sample counted for Tc seconds, the total detector effici-
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ency is defined by:
d(E) = (PKC+CMP)/A-Tc 9.

The photoefficiency (or photopeak efficiency), that is, the probability

of detecting photopeak events during the counting interval is defined as:
Pf = PKC/(A-Tc) 10.

If we substitute Pf for d(E) in equation 8, we obtain the photopeak

count for a given gamma ray:
PKC = Tc+No-o-¢+S-D-I-Pf 11.

The photofraction, that is, the fraction of events detected in the

photopeak is:
f = PKC/(CMP + PKC) 12.

An alternative expression for the photopeak counts using equation 8

and 12 is:-

PKC = TCTS-f

or PKC

Tc-No-g-¢eSeDeled(E)f 12a.
and the Compton fraction is
cf = 1-f 13.

Using equation 8 and 13, the number of Compton counts for a given

gamma ray then becomes:
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CMP = TCTS-cf 14.

or CMP = Tc:No-g-dsCf.SeDol 14a.

From equations 9, 10 and 12, an alternative expression for photopeak

efficiency is:

Pf = d(E)-f 15.

(IV) Quantitative determination in INAA

Three ways of determining the amount of an element in INAA use:
(i) the absolute method or, (ii) comparator method or (iii) single
comparator method.

The absolute method (28) is based on the determination of the
weight of the element by means of the activation relationship 11.

Rearranging equation 11 gives:
No = PKC/(Tc-o:¢-S-D-1-Pf) 16.

which is the number of radionuclides. Knowing the isotopic abundance
and the atomic weight, this can be converted to the amount of element
detected. However this method is rather crude because it assumes a

steady flux of neutrons. The comparator method is much more accurate.

In the comparator method (28), the sample and a standard of the
element of interest are irradiated under similar conditions. This avoids
the need to directly use nuclear constants in finding the amount of the
element. If Au is the activity of the unknown sample and As is the

activity of the standard weighing WS grams, then the amount of the unknown
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sample is:
wu = (Au~ws)/AS 17.

When multielement analysis involving shortlived nuclides or high
throughput is required this method is inconvenient because it requires
a standard for every element in the sample. A more convenient approach
is to use a single comparator method (28).

In the Single Comparator method, the standard consists of a
single element which if possible should have both longlived and short-

69m71 (half-

lived activities (e.g. if Zinc is used we have the isotopes
life 13.7 hr, y-ray at 438.8 Kev) and ®%zn halflife (243.7 d, y-ray at
1115.5 Kev)).

An unknown concentration Cxy in a sample is calculated from the

following equation:

. -)‘ .t ) . . .
C = by (e X Ty S tAy et Gy 18.
Xy . -A .t L] . 3 P
IX (e™"s “s) SX AX €y C]y
in which
e o .'Y OM
by = s °s s ''x 19.
Oy 0y Ivg Mg
¥
[, = X 20.
X ZYX
where

X,¥,S = subscripts for element, sample and standard, respectively
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A = photopeak count rate

C1= weight

M = Atomic weight

A = decay constant

S = Saturation factor

t = decay time

P = abundance of stable isotope

o = effective cross-section for the irradiation position used

y = abundance of selected gamma ray.

The Vo values depend only on the neutron spectrum in the irradiation
position used. These can be determined experimentally for the isotope
to be used. For isotopes with more than one prominent y-ray, an average

Uy value has to be obtained.

(V) Calculation of errors in INAA and detection limit

The error in the peak is usually obtained by assuming Poisson
distribution of the counting rate (31). This assumption requires that
the number of decaying nuclei of interest in the sample is very large and
the probability of decaying in a given period is very small. The counting
interval is chosen such that the total number of counts obtained (TCTS)
is large. Under these conditions, if a radionuclide of interest emitting
a characteristic gamma ray which is superimposed on Compton and room

background, the standard deviation (31) of the peak counts for one run is:

SDEV = /CMP + PKC + BK 21,
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where BK - is the room background,
CMP - is the Compton background under the peak and

PKC - is the peak area.
The % relative error (41) is given by:
S% = SDEV.100/PKC 22.

The dependence of the detection Timit (DL) on the height of the
Compton continuum can be clearly seen from the formula introduced by

Currie (37):
DL = (4.65+/ (BA) + 2+71)/PA 23.

where
BA - is the area on which the peak is situated (CMP + BK),

PA - is the peak area (PKC).

The base area is basically a function of the elemental composition

of the matrix and its most important component is the Compton continuum,

1.4 GENERAL APPROACH TO OPTIMIZING IRRADIATION AND DECAY TIME

The general approach of optimizing irradiation and decay time
is to define an analytical function which varies with both irradiation
and decay time in such a way that the function is optimum when this type
of interference is lowest for some set of irradiation and decay time.
A nonzero optimum decay time only exists if the half-life of the inter-

fering nuclide is less than half the halflife of the nuclide of interest
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(7). When this requirement is not met, the optimum decay time is zero
since waiting allows interfering activity to increase relative to the
activity of interest. The procedure is to optimize the function and
obtain the optimum irradiation and decay times as a set of times at which
the function is optimum,

From a mathematical point of view, the problem becomes one of
searching for extrema in a multidimensional space (45). This can be
carried out by numerical or differential methods. It is preferable that
the method chosen is easily programmed on a small computer.

Generally, differential methods find the stationary points of a
continuous function at which the optimum is expected to be by evaluating
its partial derivatives. For an unimodal function, the required station-
ary point is a maximum or a minimum. When the convexity of the function
is known, the first partial derivatives adequately identify the extremum.
The first derivatives are set equal to zero and solutions of the resulting
equations when solved for the pertinent variables give the coordinates
of the extremum. Methods for multimodal functions evaluate derivatives
higher than the second so that stationary points such as points of inflex-
tion and saddle points which are not extrema are distinguished. When it
is not convenient to use differential methods the alternative is to use
numerical methods. (In INAA all optimizations which have so far proved
practical are numerical (5)). One starts with an initial approximation
of the function and proceeds by generating a sequence of its approxima-
tions so that each of them is successively better than the previous one

and nearer to the solution. This group of methods can be subdivided
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into arithmetic methods and logical methods. Arithmetic methods use an
initial set of measurements to calculate the coordinates of the second

set of measurements. This is continued until an optimum set is approached
sufficiently well. The optimization usually proceeds by optimizing one
variable at a time. An example of an arithmetic method is the Newton-
Raphson method (2, 45). Logical methods select the positions of the

second set of measurements by logical decisions. The second set of
coordinates is accepted on the basis of the results of a logical comparison
with the previous set of measurements. An example of a Togical method is

the simplex method (53).

1.5 REVIEW OF PREVIOUS WORK INVOLVING OPTIMIZING IRRADIATION AND DECAY
TIME IN INAA

(i) Introduction:

The analytical functions used to find the conditions at which
Compton interference is minimum should naturally be functions of Compton
background. Some examples of such functions are detection Timit (10,
12-16, 18), relative error (equation 22), and standard deviation (equa-
tion 21). In the optimization algorithm, the value accounting for Compton
counts under the peak of interest can sometimes give problems if it is
obtained from library spectra of interfering nuclides (8). Only sample
matrices whose spectra are available can be analysed and samples must
be measured under conditions which are identical to those under which
the standard library spectra were measured. It is therefore preferable to

use algorithms which do not need library spectra. A few examples of
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approaches used in previous attempts follow.

(i) Examples:

1. Okada (1) theoretically considered optimizing the irradiation and
decay time to improve the error and detection limit of the results of
neutron activation analysis. His approach did not include information on
Compton interference evaluation. He used an objective function propor-

tional to the peak counts of interest, namely:
Y = S.D 24,

where S - is the saturation factor and

D - is the decay factor.

The optimal conditions were obtained by using differential methods. This
approach is rather limited because it ignores including Compton background -
a feature which prompted the optimization. Furthermore, searching for
optimum conditions using differential methods is rather difficult when

there are several interferences as was pointeq out by Isenhour and

Morrison (2).

2. Isenhour and Morrison used an objective function defined as a
ratio of the peak to the sum of the Compton background in the region of

the peak and the peak counts, that is,

R = PKC/(PKC + z CMP) 25,
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The fraction of the Compton events in the region of interest was obtained
from standard spectra of each interfering nuclide. The Newton-Raphson
method was used to find the optimum ratio with respect to one variable

at a time. The starting point for the optimization was obtained by cal-
culating a matrix of ratio values over the entire range of irradiation

and decay time. The highest ratio was taken as the starting point.

3. Quittner and Montvai (3) used relative error as the objective
function. They used differential methods to find the optimum conditions.
They show results of sample calculations using the procedure for one
interfering nuclide. It is likely that the method would have similar
problems as those encountered by Isenhour and Morrison if tried for a

more complex matrix.

4, Watterson (5) used the variance as the objective function. The
optimization gave graphical solutions obtained from a graph of % relative
standard deviation as a function of irradiation time only and another graph
of % relative standard deviation as function of decay time only. Library
spectra were used to find the fraction of Compton events in the region of

the peak of interest.

5. In the method adopted by Guinn, a spectrum of the sample to be
analysed is simulated for any given set of irradiation, decay and counting
time on the basis of the fact that it is mainly composed of Compton events

and photopeak events., Other peaks such as the escape or 511 peaks which
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occur in the spectrum are also included. Then the % relative error and
the detection Timit for the peak of interest are calculated at these
conditions., Several sets of conditions are tried and the one which gives
the optimum % relative error to a level acceptable to the analyst is
accepted as the optimum set of conditions. This method has been tested

and used to determine the detection limits of several elements in INAA.

1.6 SIMPLEX OPTIMIZATION OF IRRADIATION AND DECAY TIMES

Only the algorithm adopted by Guinn meets both requirements of
not needing library spectra and using appropriate functions. The others
use rather restricted functions in terms of the number of interfering
nuclides which can be considered (Ref, 1,3) or they need library spectra
(Ref, 2,5). However the‘Guiﬁn algorithm (called Advance Prediction) does
not give optimum results automatically. The search for the optimum
irradiation, decay and counting times requires selecting trial sets whose
results the analyst has to examine. If the results are not satisfactory
more trial sets have to be entered.

In this work, the advance prediction algorithm is used to generate
the spectrum expected for the sample to be analysed, a figure of merit
is defined,(that is, an analytical function of the property which must
be optimized) and the modified simplex search method is used to simulta-

neously and automatically find the optimum irradiation and decay time.



CHAPTER 2
ADVANCE PREDICTION AND SIMPLEX ALGORITHMS:

2.1 ADVANCE PREDICTION:

The advance prediction algorithm uses a simple model of gamma
ray pulse height spectra (41). This allows the calculation of the
cumulative Compton continuum levels upon which the various photopeaks
are superimposed. The method assumes that either the major constituents
(major from the standpoint of levels of gamma ray emitting radionuclides
broduced) of the matrix are known, or that they have been established
by means of a simple and rapid exploratory activation and gamma ray
spectrometry measurement. In the original form of the Advance Prediction
algorithm one starts by entering the sample composition followed by the
entry of physical constants (e.g. atomic weight, Avogadro's number and
isotopic abundances - to define the number of target nuclides) and the
nuclear data constants (e.g. halflife, reaction cross section, emitted
energies and their intensities). Then the detector characteristics are
specified (in the form of equations of detector property as a function
of energy). Finally the conditions (neutron flux, source-detector geome-
try, and decay, irradiation and counting times) of analysis are entered.
Equation 11a is used to calculate the photopeak counts and
equation 14a is used to calculate the total Compton counts of each gamma
ray. The Compton counts divided by the Compton edge gives the Compton

distribution (Compton counts per unit of energy or Compton counts per

- 22 -
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channel) of a gamma ray. The cumulative Compton counts per channel
is taken to be the sum of each gamma ray's Compton contribution in that
channel.

In the original advance prediction, the main objective was to
find the detection 1imit for any given set of conditions though one could
obtain optimum times as well as optimum sample size. Hence, once the spec-
trum had been constructed, the detection 1imit or any other figure of merit
(also called objective function or analytical function) to be evaluated is
calculated. When optimization is the objective, several sets of times
are entered and the one yielding the best results is chosen.

In this study, to search for optimum times, three sets of irradi-
ation and decay time are entered after all the necessary parameters out-
lined above have been entered. A figure of merit is evaluated for each
set. These sets of times together With their figures of merit define the
initial simplex in three dimensions. The simplex algorithm is then used
to find the optimum set of the figure of merit, irradiation time and decay
time. Figure 3 gives a general outline of the Advance Prediction subroutines
used in this study.

The detector properties required in the Advance Prediction
algorithm depend on the quality of the simulated spectrum required. For
a complete spectrum, one calibrates the detector for; (i) total detector
efficiency, (ii) photofraction, (iii) Full Width at Half Maximum (FWHM),
(iv) escape and .511 Mev peak efficiencies, and (v) energy (especially
if a plot of the spectrum is desired).

Total detector efficiency and photofraction are necessary for

photopeak and Compton count calculations as shown in equations 11 and 14
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Figure 3. General outline of the subroutines necessary to predict a
sample's spectrum in this study.

SAMDAT, PARAM and ENERGY are subroutines to enter sample composition,

nuclear and physical constants (see Appendix B)

1 - Store emitting nuclide identifying code, halflife of the
gamma emitting nuclidic state, the emitted energies and its
saturation activity.

2 - Exit and enter the program or subroutine which needs a
predicted spectrum (e.g. SIMPLEX-COM or GRID-COM).

REDAT Subroutine to read data stored at 1.

SELECT Subroutine to select element and gamma energy of interest

PEAKC and SPEC - Subroutines to calculate the spectrum.

3 - Return to program needing the spectrum.
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respectively. The FWHM describes the number of channels a peak spans.
This number is necessary when calculating the background under the peak.
The escape (single and double) and .511 Mev peak efficiencies facilitate
construction of realistic spectra when high energy gamma rays and positron
annihilation are present. Energy calibration allows relating gamma ray

energies to the peak positions (i.e. channel number) in the spectrum.

2.2 SIMPLEX ALGORITHM:

The simplex search method allows many factors to be varied at the same
time to arrive at and track the optimum using rather simple decisions
and coordinate calculations. This makes the method attractive for auto-
mated optimization. The method was first proposed by Spendley et al.
(47). Its first application to analytical chemistry was by Ernst (49)
who used it for instrumental optimization. Since then, there has been
increased use of the method with various modifications aimed at improved
convergence rates and precision. The Modified Simplex Method (MSM), an
improved version of the original simplex algorithm (called the Basic
Simplex Method) was used in this study. MSM was introduced by Nelder
and Mead (48). In the original algorithm (BSM), the step size is fixed.
When the step size is too small, it takes many moves to find the optimum
whereas when it is too large, the optimum is determined with insufficient
precision. In MSM, translation of the simplex is achieved by reflection,
expansion; contraction and massive contraction. The step size is
variable throughout the whole procedure. In this study, rules for the
simplex moves are those to attain the minimum of the detection limit

of the element of interest. The rules of performing these simplex moves
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can be understood by referring to Figures 4a and 4b.

RULES OF MODIFIED SIMPLEX METHOD.

A simplex is a geometrical figure defined by a number of points
(n+1) equal to one more than the number of dimensions of the factor
space(n). For the simplest multifactor problem, namely an optimization
of two parameters, the simplex is a triangle. In the initial simplex
BNW shown in Figure 4a,vertex B has the best response (that is, the
lowest value of the objective function), W has the worst response and
N has the next-to-worst response. P is the centroid of the line segment
BN. It is logical to conclude that the response will probably be lower
in the direction opposite to the point with the worst response (W).
Therefore, the triangle is reflected through the point P to the point R,
the reflected point. The coordinates of R are obtained according to thé

equation:
R=P+ (P-W) 26.

The response at R can be lower than that at B, higher than that at B
but lower than at N or higher than at N. Depending on which of the
three possibilities is found to be true, the following steps are under-
taken;
(1) If the response at R is lower than the response at B
the simplex seems to move in a favourable direction. An
expansion is therefore attempted by generating vertex E
(the expanded point) by the equation:
E=P + y-(P-W) 27.
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Figure 4b. Flowchart of the Modified Simplex
SR Algorithm (48)
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where vy is an expansion coefficient whose value is
usually 2. 1If the response at E is also better than that
at B, then E is retained and the new simplex becomes BNE.
If not, the expansion has failed and the new simplex is
BNR. One then proceeds to checking whether the optimum
conditions have been attained. If the optimum has not
been attained, one reflects the worst point and tries

to reject it according to the prevailing simplex

rules.

(i) If the response at R is lower than the response at N but
is greater than the response at B, the new simplex is BNR.
No expansion or contraction is envisaged for the present
simplex. One uses this new simplex to try to reject the
worst point using rule (i) if the optimum has not been
attained.

(ii1) If the response at R is greater than that at N, the simplex
has moved too far and should be contracted. The contraction
can be around either the reflected point or the worst point.
The decision of which point to contract around is based
on the results of the comparison of the reflected point
to the worst point.

1. If the response at R is lower than that at W,
the new vertex Cr is best situated nearer to R.

the contracted point is given by the equation:

Cr = P + g-(P-W) 28.
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where g is the contraction coefficient which
is usually .5.

2. If the response at R is greater than that at
W, the new vertex Cw is nearer to W and is

given by the equation:
Cw = P-g-(P-W) 29.

The new simplex is BNCr or BNCw and one pro-
ceeds in the usual way of trying to reject the
worst point if the optimum has not been reached.
(iv) The failed contraction results if the response at Cr is
greater than that at R or the response at Cw is creater
than the response at W. Nelder and Mead recommend a
massive contraction in which the size of the simplex is
diminshed even further. This simplex move is sometimes
referred to as shrinking the simplex. This is done by replacing
N in the original simplex with P and retaining the current
worst point (Cw or Cr). If for convenience we denote the
point P as M, then the new simplex is BMCr or BMCw.
(v) If a vertex lies outside the boundaries of one or more
of the factors, a very undesirable response is assigned
to that vertex. The simplex will then be forced back
inside the boundaries.
The simplex is halted when the standard deviation of the response at
the three vertices becomes less than some predetermined value. Assessing that

one is converging at the global optimum is done by carrying out several trials



- 32 -

using different initial simplexes.

In this study, the simplex rules are used to calculate the values
of irradiation and decay time for the different simplex translations.
For each set of these times, defining a prospective simplex vertex,
the advance prediction algorithm is used to generate a spectrum. This
spectrum is used to evaluate the figure of merit. The figure of merit
is used in the logical comparisons which lead to accepting or rejecting

the point as a valid vertex of the new simplex.



CHAPTER 3
DETECTOR CALIBRATION

3.1 EXPERIMENTS

Several standard sources (see Table 3 and 4) were counted using
a 45 cm3 commercial cylindrical intrinsic Ge detector. The counting
system consisted of a preamplifier, pulse pileup rejector, ratemeter,

a spectroscopy amplifier with a 4 microsecond time constant and a multi-
channel analyser (see Table 5 and Figure 5). The source detector dis-
tance was defined by a rigid plastic shelfing structure with slots for

a tray to hold the sample at various distances from the detector casing
(see Figure 6). The sources were placed at the centre of the tray so
that they were directly above the axis of the detector casing. All the
sources were counted at a nominal distance of 3.7 cm from the detector
casing. This distance was used because it was the lowest shelf slot

and had therefore the maximum counting rate.

Three spectra were collected for each source. Three room back-
ground spectra were also collected for each counting period after counting
the standard. These spectra were stored on a magnetic tape. A data
routing system assembled by Burgess (38) was used to transfer spectra
from the channel analyser to either the tape recorder for spectra storage
or an (Osborne 1 microcomputer. The microcomputer was used for spectral
analysis. Spectral analysis was carried out using the program NAASYS

(NEUTRON ACTIVATION ANALYSIS SYSTEM - Ref. 39).

- 33 -
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TABLE 3. Standard Isotopes Used to Find Detector Characteristics

ISOTOPE ISOTOPE ACTIVITY GAMMA ENERGY OF
WHEN BOUGHT INTEREST
(in Microcuries) (in Mev)
Co-57 11.67 H4.4% 0.12207
0.13643
Cs-137 10.57+3.7% 0.66162
Na-22 10.16£3.7% 0.51100
1.27454
Mn-54 10.26+3.7% 0.83481
Co-60 10.741.9% 1.17323
1.133251
Ba-133 11.3644.8% 0.35586
Y-88 11.46 55.0% 0.89802

Soved

.83601
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TABLE 4. Energies used for energy calibration in Ra-226

PEAK NUMBER ENERGY IN MEV
1 0.2952
2 0.3519
3 0.6095
4 | 0.7684
5 0.9341
6 1.1201
7 1.2381
8 1.3777
9 1.7296
10 1.7645

11 1.8474
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TABLE 5. COUNTING SYSTEM COMPONENTS

INSTRUMENT MODEL SUPPLIER
Passivated Hyperpure €S-A31C(1.8) Aptec/NRD
Germanium Detector
Spectroscopy 2010 CANBERRA
Amplifier
Linear Ratemeter 1481 CANBERRA
Livetime Corrector/ 1468 CANBERRA
Pileup Rejector
Multichannel Analyser 8100 CANBERRA
Reference Pulse 1407 CANBERRA
Generator
Data Cassette 8410 TECHTRAN
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Figure 6.
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3.2 DATA REDUCTION:

(I) ENERGY CALIBRATION:

When a sample's spectrum is obtained, a spectral analysis pro-
gram in INAA essentially calculates two parameters from the spectrum;
viz.; the energies and the areas of the peaks. Peaks in the pulse height
channel analyser are assigned to channels rather than energies. It is
therefore necessary to find the relationship between channel numbers and
peak energies before performing spectral analysis on the sample's spect-
rum. Establishing this relationship is called energy calibration. (It
should be mentioned that energy calibration is not limited to the case
of using a spectral analysis program. Rather, it is part of the proce-
dure of obtaining qualitative information in INAA.)

The relationship between energy and channel number is defined

by a polynomial function (27) of the form:

E = 3

2
a0+a]-C+a2~C +ag-Ct o+ 30.
where E - is the peak energy,

C - is the channel number at the peak centroid and

a; - stands for calibration constants.

The calibration constants are the values which are sought for during energy
calibration. This is performed by using standard sources with known
energies. The channel numbers are obtained from the spectra of the stand-
ards. The two parameters (energy and channel number) are then used in

a least squares program to find the required constants.

The polynomial nature of the peak energy - channel number
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relationship is due to the non-Tinearity of the spectroscopy amplifier.
If the amplifier response can be defined by a Tinear function, only two
gamma energies are needed for calibration. Otherwise more energies are
needed. The sources can be:
(1) several single energy emitting nuclides in the form
‘standards of single nuclides, or
(ii) several single or multiple energy nuclides in the form
of a mixture of nuclides (e.g. Ra-226), or
(iii) a single nuclide emitting at least two gamma ray energies
(e.g. Co-60).
From the experimental point of view it is more convenient to use a
source for which only one spectrum is needed to obtain several peaks.
This favours type (ii) and (iii) sources.
The NAASYS program has an energy calibration subroutine which
makes available the constants to the spectral analysis subroutine. A

standard of Ra-226 was used for energy calibration.

(IT) CORRECTIONS REQUIRED ON INAA SPECTRA

1. Pulse pile-up: This happens when a pulse occurs in the detection
system sufficiently soon after a preceding one to combine their heights.
This is prevalent at high counting rates. Instead of two pulses, the
system registers one pulse with an energy somewhere between the individual
components and their sum. The effect is to remove counts from the peaks
and change the shape of the spectrum. The pulse pile-up rejector was
used to reject such peaks automatically in order to reduce spectral

distortion.
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2. System deadtime losses: System deadtime refers to the fact that
a multichannel analyser requires a period of time to process a signal
due to a detected event. During this time, other signals are lost. The
fraction of counts lost in all the peaks of significant intensity are the
same. To correct for system dead time, the reference pulse

generator was used to generate pulses at a predetermined

frequency of 60 Hz and these pulses (of a chosen amplitude and therefore
chosen channel) were sent to the preamplifier. A certain fraction of
these pulses were lost through the dead time phenomenon so that the
pulser peak counts observed were less than those determined by the pro-
duct of the pulser frequency and counting interval. The dead-time

correction factor was obtained by using the equation:

r = Pex/Pob 31.
where Pex - is the expected pulser counts and
Pob - is the observed pulser counts.
Pex = 60-Tc 32.
3. Room Background: The determination of TCTS (equation 8) for

a given gamma ray requires the integration of all channel counts up to
the high energy peak boundary channel (obtained from NAASYS). Since
there is always contribution from room background for a spectrum, this

was subtracted from the obtained integral.

(ITI) PHOTOPEAK EFFICIENCY (Pf(E)):

After energy calibration, NAASYS was used to calculate the
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peak areas of spectra of the standard sources. The peak areas were
corrected for dead-time losses and used to calculate the photopeak
efficiencies for each gamma energy according to equation 10. The
photopeak efficiency as shown in equation 16 is an important quantity

for quantitative analysis. In this study it was used to check the
validity of the relationships of photofraction versus energy and total
detector efficienﬁy versus energy by using equation 10. It was necessary
to check these relationships because of the inherent approximations used

to obtain them (see below).

(IV)  DETECTOR EFFICIENCY (d(E)):

The total detector efficiency was obtained from standard sources
with one or two gamma rays by using equation 9. For sources with two
gamma rays, either the efficiency was assigned to the average energy (Co-57
and C0-60) or the gross count (TCTS) was decomposed to obtain a value

at one energy (Y-88 and Na-22) (see Appendix A).

(V) PHOTOFRACTION (f(E)):

The photofraction was obtained by using equation 12 if there was
only one gamma ray emitted by the nuclide (e.g. Cs-137). For nuclides
emitting two gamma rays close together, the average total detector efficiency
and the average photofraction were used (see Appendix A). In the case
where the two gamma rays were too far apart as in Y-88, a regression
program (43) was used to find the photofraction flanked by photofractions
which could directly be obtained by equation 12. For example the photo-
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fractions of Cs-137 (.662 Mev), Mn-54 (.835 Mev) and Co-60 (1.253 Mev)

were used in the regression program to find the photofraction of the .898
Mev gamma ray of Y-88. Once this was found, since its peak counts could

be obtained from the spectrum, use of equation 12 gave the total counts

due to the 0.898 Mev gamma ray. The photofraction of the other gamma ray
(1.836 Mev) was found by first determining the total counts (as in Appendix
A, Case 2) followed by application of equation 12 since the peak counts

are known from the use of NAASYS.

(VI)  FULL WIDTH AT HALF-MAXIMUM (FWHM):

The peak width in gamma spectrometry is expressed as FWHM (27,
P178). Theoretically the following relationship exists between resolution

and energy:
2 _ 2
(FWHM)® = k*f+eE + (p) 32.

where k

is a proportionality constant;

f - is the Fano factor

e - is the energy required to produce one electron-hole pair
(2.98 eV for Ge);

E - is the energy of the gamma photon and

p - is the contribution to the resolution by electronic factors

(noise from detector leakage current, preamplifier, etc.).

The FWHM will become practically constant below a certain energy,
depending on the quality of the detector and assocjated electronics.
The method of Zimmerman (64) was used to determine FWHM at

various gamma energies. In this method, the peak is considered as a
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gaussian peak. A linearised form of the peak is obtained by plotting
the natural logarithm of the ratio Y(x-1)/Y(x+1) against x; where x

is the channel number and Y(x) is the number of counts due to the peak
(i.e. background corrected counts) in channel number x. The slope of

the linear part of the graph is given by the equation:

slope = 2+/(0)? 33.
The FWHM is given by the equation:
FWHM = 2.355-¢ 34.

Linear regression was used to obtain the linear part each linearised

gaussian curve (peak) for several standard sources.

3.3 RESULTS

Tables 6-9 show the photopeak efficiency, total detector
efficiency, photofraction and FWHM respectively. Since these parameters
are functions of energy, their proper characterisation required finding
their functional relationships with energy. The relationships were
sought for using a regression program (43). The function giving the .
best correlation for each characteristic was chosen. These f&nctions
together with their experimental values used to generate them were
plotted (see Figures 7-10). Table 10 shows the function of each charac-

teristic.
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TABLE 6. Table of photoefficiency of several gamma energies.

Source Energy (Mev.) Photopeak Efficiency (%)
Co-57 0.122 1.064+0.048
Ba-133 0.356 0.396+0.019
Na-22 0.511 0.248+0.009
Cs-137 0.662 0.195+0.007
Mn-54 0.835 0.153+0.006
Y-88 0.898 0.139+0.007
Co-60 1.173 0.106+0.002
Na-22 1.275 0.096+0.003
Co-60 1.333 0.093+0.002
Y-88 1.836 0.068+0.003

These photoefficiencies were calculated by obtaining the mean peak
count for three experimental runs of counting the Source. The results
in this Table were used in a regression program to derive the first
function in Table 10. This function was used together with the data

in this Table to generate Figure 7.
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Figure 7. Graph of photopeak efficiency as a function of energy.
The solid curve was obtained by using the first equation
in Table 16 and points were obtained by using the data in
Table 6.
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TABLE 7. Table of Total Detector efficiency for several gamma rays.

Source Energy (Mev.) Total Detector
Efficiency (%)

Co-57 0.124 * 1.76:0.08
Na-22 0.511 ** 1.17+0.04
Cs-137 0.662 1.14x0.04
Mn-54 0.835 1.06+0.04
Co-60 1.253 * 0.97+0.02
Y-88 1.836 ** ~0.95£0.05

N.B. The energies marked with one asterisk are average values and these
efficiencies were obtained by the Case 1 method (see Appendix A).
The energies marked with two asterisks were obtained by using

the method ocutlined in case 2.

These total detector efficiencies were used in a regression program to
generate the second function in Table 10. This function together with
the data in this Table were used to obtain Figure 8. The total detector
efficiencies shown in the Table are the mean of thfee experimental

measurements.
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Figure 8. The graph of Total Detector Efficiency as a function
of energy. The solidcurvewas obtained by using the
second equation in Table 16 whereas the points are

from Table 7.
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