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Abstract 
Polymers are one of the most prevalent types of molecules in modern life. These 

long macromolecules make up everything from DNA to plastics to Jell-0™. An 

interesting class of polymers are block copolymers, which are composed of two 

(or more) chains, or blocks, of chemically distinct monomers covalently bonded 

end-to-end to form a single polymer. Different types of polymers tend to avoid 

each other, but since block copolymers are joined together the polymer species can 

not macroscopically phase separate. Instead, they separate on the scale of the size 

of the polymers, forming nanostructures. For a diblock copolymer melt, which is 

made from two types of polymers, these nanostructures can be, depending on the 

ratio of the length of one block to the other, spheres, cylinders, lamellae, or the 

more bizarre gyroid phase. 

Self-consistent field theory (SCFT) as formulated by Helfand in 1975 has in re­

cent years been successfully applied to the study of the phase behaviour of diblock 

copolymers. However, most of the studies assume that the polymers are monodis­

perse, while almost all polymer melts are polydisperse. This work examines the 

effect of polydispersity in the block lengths on phase behaviour of diblock copoly­

mer melts, by developing the SCFT for polydisperse block copolymers. The theory 

is examined using a perturbation method, as well as the random-phase approx­

imation (RPA). The perturbation parameter is the ratio K of the weight-averaged 

molecular weight and the number-averaged molecular weight, which is a common 

measure of polydispersity. 

The results show polydispersity shifts the transition from a disordered phase 

to an ordered phase to a higher temperature, and increases the period of the 

nanostructures. It is also observed that polydispersity leads to larger non-lamellar 

phase regions in the phase diagrams. Results from the RPA also suggest that 

macrophase separation occurs for large polydispersities. 
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Chapter 1 

Introduction 

Reeling and Writhing, of course, to begin with, the Mock Turtle replied, 
and the different branches of Arithmetic - Ambition, Distraction, Uglifi­
cation, and Derision. 

Lewis Carroll, Alice in Wonderland. Chap. x. 

Mixtures of different polymers tend to phase separate at some range of tem­

peratures due to incompatibility between different types of monomers. Mixtures 

of homopolymers tend to separate on a macroscopic scale in accordance with the 

"lever rule" for minimising the free energy [Doi97, page 26]. Block copolymers, 

formed of covalently bonded polymer chains, can not separate different monomer 

types by distances greater than the size of the polymer, so macroscopic separation 

of the different monomers is impossible. Instead, they will form domains whose 

size is on the order of the length of the polymer. This leads to nanoscopic structures 

of various symmetries [Lei80, MB96, HSK80, HS82]. 

A diblock copolymer is a linear polymer made of two polymer blocks, A and B, 

joined end-to-end by a covalent bond. The phase diagram for a diblock copolymer 

melt was first constructed by Leibler in 1980 using an expansion of the free energy 

in powers of the monomer density [Lei80]. It predicted the existence of lamel­

lar, cylindrical (arranged in a hexagonal structure), and spherical (arranged in a 
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CHAPTER 1. INTRODUCTION 2 

body-centered cubic structure) phases. However, this mean-field theory was only 

accurate in the so-called weak-segregation limit (WSL), in which the spatial varia­

tion of the densities is assumed to be very small. In 1975, Helfand had developed 

the self-consistent field theory (SCFT) which applies to all degrees of segregation; 

unfortunately, it requires more computing resources than Leibler's theory [Hel75]. 

Approximate numeric solutions of SCFT were obtained by, Helfand and, among 

others, Whitmore and coworkers [Hel75, WN90, WV92]. SCFT didn't come into its 

own until1994 when Matsen and Schick used a reciprocal space expansion, along 

with cheap computing power that Helfand didn't have, to predict the full phase 

diagram [MS94]. It is this theory and technique which will be used in the present 

work. 

As mentioned above, two theories used for examining the phase diagrams of 

block copolymer melts are Leibler-like theories, and self-consistent field theories. 

These are both mean-field theories; the interactions between the polymers are 

assumed to be mediated by a coarse-grained field. There is one other type of theory 

that has enjoyed some success: the strong-segregation limit by Semenov, where the 

interfaces between different monomer types are assumed to be sharp [Sem85]. This 

limit is valid for low temperatures. Leibler theories are, in general, valid only for 

high temperatures near the order-disorder transition, but self-consistent theories 

are valid for weak and intermediate segregations. 

As an extension of the mean-field theories, the random phase approximation 

(RPA) has been used with reasonable success to predict the structure factor for the 

non-phase separated (homogeneous) state of a blend of block copolymers [HN84, 

BRS90]. By using the exact mean-field solution, Gaussian fluctuations can be 

included to determine the density-density correlation functions, which in tum 

gives the structure factors. Using the RPA Hong and Noolandi examined the 

structure factors for polydisperse diblock copolymer in 1984 [HN84]. 

Each block of a diblock copolymer has a degree of polymerization (number of 
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repeat units in the molecule) N A and N B· The total length of the chain is N = N A+ N B. 

The fraction of block A in the polymer is /A = NAfN. The interaction between 

different monomer types is characterised by the parameter x =a+ b/T, where Tis 

the temperature and a and bare phenomenological constants. The phase diagram of 

a monodisperse diblock copolymer melt calculated from self-consistent field theory 

(as described in Chapter 2) is given in Figure 1.1. The results from SCFT tum out 

to depend on the interaction parameter and the degree of polymerization through 

the combined parameter xN. The phase diagram is symmetric and all transition 

lines are roughly parabolas. There are five phases in the diagram: a homogeneous 

phase at high temperatures (low x}, and four ordered phases, whose structures 

are illustrated in Figure 1.2. Proceeding from the homogeneous region through the 

order-disorder transition (ODT}, the system orders into spherical micelles arranged 

on a three-dimensional bee structure. The minority component of the diblocks 

form the inside of spheres which are embedded in a bulk matrix of the majority 

component. As xN is increased, the melt forms cylinders arranged on a hexagonal 

lattice; a two-dimensional structure. For symmetric diblocks, a one-dimensional 

lamellar phase is formed for still higher xN. However, for sufficiently asymmetric 

diblocks, a three dimensional double gyroid phase (space group Ia3d, #230 in 

the International Tables for Crystallography [Hah99]) is found. This structure is 

composed of two interpenetrating sub-lattices with a connectivity of three. One 

of the successes of SCFT over the strong-segregation limit (SSL) theory [Sem85] 

and the weak-segregation limit theory [Lei80] has been its prediction of the gyroid 

phase. There is a triple point between the hex, gyroid, and lamellar phases at 

ft = 0.45 and xNt = 11.16. The critical point at fc = 0.5 and xNc = 10.495 is 

a second-order phase transition within the mean-field approximation. However, 

including fluctuations in SCFf renders it weakly first-order [FH87, Bra75]. 

While three of the phases, one-dimensional lamellae, two-dimensional cylin­

ders, and three-dimensional spheres, could have been expected on simple physical 
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Figure 1.1: Phase diagram for a monodisperse diblock copolymer melt. From inside 
out, the phases are: L -lamellar, G- double gyroid, H- hexagonal cylindrical, 
and S -bee spherical micelles. Outside of the microstructure phases is a disordered 
phase. 



CHAPTER 1. INTRODUCTION 5 

Figure 1.2: Pictures of the phases at xN = 12. Clockwise from top left: bee at 
f = 0.38, hex at f = 0.4, lamellar at f = 0.5, and gyroid at f = 0.42. These are 
isosurfaces of the density profile where the density equals the average volume 
fraction. Note that these are not to scale: the gyroid should be about twice the size 
of the lamellar period. 
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grounds the double gyroid phase is a surprise. Early on in the study of diblock 

copolymer melts, the gyroid phase was indentified with a double-diamond phase 

(Hermann-Mauguin symbol Pn3m, #229, with a connectivity of four). This was 

mainly due to the fact that the two phases have similiar reciprocal lattice spaces. 

Experimentally, another phase, a hexagonally-perforated lamellar phase is often 

observed, but this is judged to be a metastable phase [MB96]. Since the timescale 

for relaxation of polymers can be very long (on the order of years or decades [ Str97]), 

it is difficult to determine whether a phase is stable or "merely" metastable. 

Most theories of polymer phase separation assume that polymers of the same 

type are monodisperse (all the same length); however, this is difficult or impossible 

to realize in the lab, let alone in industrial processes. Monodisperse polymer 

systems are more tractable theoretically than polydisperse ones, if only for the fewer 

system parameters to be specified. However, in the real world, polydispersity can 

not be avoided; it is intrinsic to the methods used to make polymers. Polydisperse 

polymers are the norm, not the exception, and understanding how polydispersity 

changes the predictions of monodisperse theories is important. 

The distribution of molecular weights in a sample of a polymeric material comes 

from the inherent random nature of the growth of the polymers. Chain growth 

occurs because of the random encounters between reactive species. There is no 

process (besides biological ones for making proteins and other biomolecules) that 

will stop chain growth at an a priori specified length. Instead, termination will 

occur when the concentration of reactive species is too low (as in condensation 

polymerization), or when a terminating molecule reacts with the growing end. 

The distribution of chain lengths is measurable with a size-exclusion chromatog­

raphy (SEC) technique such as gel permeation chromatography (GPC), which give 

the fraction of molecules with a given molecular weight [Kro90]. A schematic GPC 

graph is given in Figure 1.3. While the full distribution of chain lengths is useful, 

most such distributions are usefully characterised by two parameters: the number 
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N 

M 

Figure 1.3: A schematic GPC plot. 

average molecular weight Mn and the polydispersity index Mw/Mn, where Mw is 

the weight average molecular weight. 

Mn and Mw are defined as follows. Let the total number of molecules be nt, and 

divide the molecules into classes such that there are ni molecules in the ith class 

each with a mass of Mi. Also, let fi = ndnt be the fraction of molecules in the ith 

class. Then the two averages of interest are 

Mn = LfiMi = (M) (1.1) 
i 

(1.2) 

The measure of the polydispersity K = Mw/Mn -1 is then 

(M2)- (M)2 
K = (M)2 (1.3) 
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It is easy to show that 
a2 

K=-

M:. n 

8 

(1.4) 

where a is the standard deviation of the chain length distribution. Thus, K is 

a measure of the width of the distribution. Also, note that K > 0 always (and 

hence Mn!Mw > 1 ). In the literature, since true monodisperse polymers are rare, 

"monodisperse" tends to refer to polymers with narrow polydispersity distribu­

tions from K :::::: 0.03 to at most about 0.3, and "polydisperse" refers to broader 

distributions, with K ;c; 0.5. 

The chain distribution depends on polymerization processes. Polymerization 

techniques can be broadly grouped into two classes: step-growth, and chain-growth 

polymerization [Hie84]. Step-growth polymerization, or condensation, proceeds 

in a step-wise fashion. The reacting species are polymer molecules AB. Each indi­

vidual reaction step is an reaction between two such molecules, occuring between 

the reactive ends A and B, forming a larger molecule AabB. Chain-growth polymer­

ization, however, proceeds by a chain reaction. Starting with an initiation species 

I, a functional group adds itself on to the end of a growing ("live") polymer, as 

in IM~ + M ~ IM~+l' until the growing end is terminated by some means, or the 

monomers are exhausted. 

It can be shown that for step-growth polymerization, as the reaction proceeds 

to completion, the polydispersity of the resulting polymer melt goes to K = 1 

[Hie84]. This type of polymerization is used to make such common polymers as 

poly(ethylene terephthalate) (Dacron or Mylar), poly(hexamethylene adipamide) 

(nylon), and poly(tetramethylene hexamethylene urethane) (spandex) [Hie84]. 

Chain-growth, or addition, polymerization, is used for such polymers as polyethy­

lene, polystyrene (Styrofoam), poly(vinyl chloride) (PVC or vinyl), polyacryloni­

trile (acrylic), poly(methyl methacrylate) (PMMA or Plexiglas), and polytetraflu­

oroethylene (Teflon). Most of the block copolymers studied experimentally are 
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made by chain-growth polymerization. 

In this work, the effect of polydispersity on the phase behaviour of a diblock 

copolymer melt is studied. The approach taken here is to use SCFT, and to char­

acterise the polydispersity by the moments of the molecular weight distribution 

expanded about its average. The theoretic framework for polydisperse diblock 

copolymer systems is developed, along with a method for solving the mean-field 

equations numerically. The results obtained from this can be compared to the 

results from a random-phase approximation in the homogeneous phase. 



Chapter 2 

Self-Consistent Field Theory 

We can lick gravity, but sometimes the paperwork is overwhelming. 

Wernher von Braun 

2.1 Overview of polydisperse polymer melts 

A blend of polymers is made up of different molecular species, which have different 

attributes such as chain length and chemical composition. A polydisperse polymer 

melt can be viewed as a polymer blend composed of monodisperse polymers with 

different molecular weights. For each polymer, an index a can be attached. The 

distribution of polymers can then be described by a probability distribution P(a), 

so in a volume V, there are 

(2.1) 

polymer molecules with the index a, where the total number of polymers is nc. The 

index a can contain information about the chemical composition, charge, and de­

gree of polymerization. Polydispersity in the chemical composition for a random 

copolymer has been considered previously by Angerman et. al. [Ang98, AtBS99]. 

Here, a diblock copolymer melt will be considered. The polydispersity will be in 

10 



CHAPTER 2. SELF-CONSISTENT FIELD THEORY 11 

the degrees of polymerization of each of the two blocks making up the polymer 

molecules. The index is then two numbers, representing the degree of polymeriza­

tion of the two blocks. Letting the average polymerization of the A and B blocks be 

NA and N8, respectively, the polymerization indices will be taken as O"a = Na!Na, 

where Na is the polymerization of the a block of the specific polymer molecule in 

question (the Greek letters a and {3 will be used to denote monomer types from 

now on). By definition, the average of O"a is 1. The polymerizations of the two 

blocks will also be assumed to be independent, so that the polymer distribution 

P(a) = P(<JA,<JB) can be factored as P(<JA,<JB) = P A(<1A)Ps(<JB)· By definition, then, 

(2.2) 

For convenience (since the index <J is two numbers (<Ja, <Jfl)), Na(<1) will be defined 

as NaO"a. Also, N(<J) = NA + NB. The average (/)a of a quantity f(<JA,<JB) is defined 

as 

(/)a= 1oo 1oo d<JAd<JsP A(<1A)Ps(<Js)f(<1A, <Js). (2.3) 

The limits for <J integrals will be assumed to be over the quadrant [0, oo) x [0, oo) 

fromnowon. TheweightaveragemolecularweightofblockaisMwa = (N~)a!Na = 

Na(<J~)a. The measure of the polydispersity from Chapter 1 is then Ka = (<J;)a -1 = 

((<Ja- 1)2)a. 

There are two polydispersity distributions that will be considered here. The 

first is the Schultz-Zimm distribution [Zim48] 

(2.4) 

and the second is a perturbative expansion of a general distribution in terms of the 
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first three moments about the mean (so the first moment is 0) 

1 
P(a) = 6(a- 1) + 2K6"(a- 1). (2.5) 

where 6(a- 1) is the usual Dirac delta function. The second moment of (2.4) 

((a- 1)2)a is the polydispersity 
1 

K = k' (2.6) 

The Schultz-Zimm distribution is graphed in Figure 2.1 for various values of k. It 

has the nice properties of being highly peaked for large k (small K), being entirely 

contained in a > 0 (as opposed to a Gaussian distribution), and approaches an 

exponential distribution for K ~ 1, which is seen for polymer melts made by 

condensation-growth techniques. 

The perturbative expansion (2.5) will allow for simpler (and faster) numerical 

calculations. Whereas the Schultz-Zimm distribution will in general require numer­

ical integrations of equations of the form (2.3), the perturbative distribution (2.5) 

converts these into 

2.2 Self-consistent field theory 

We first make a model of the the polymer blend. As before, the block lengths 

(or degree of polymerization) of the a block will be Na(a) for a polymer with 

polymerization index a = (aA,a8). Each block will have an associated statistical 

length of ba (these will be taken to be equallater)1• The polymer molecules will 

1The statistical length can be thought of as the size of the coarse-graining in the Gaussian model. 
Related to it are the persistence length, which is the integral width of the orientational correlation 
function [Str97], and the Kuhn length bK, found from assuming the maximum size of the polymer 
is Rmax = NbK, and the average of the square of the end-to-end distance is R~e = N~Ji. 
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be represented by space curves Ra,j(s), where sis the arc length along the curve, 

and j = 1, ... , na is an index over the set of polymer molecules of type a (and 

hence, every molecule is uniquely labelled by a and j). To simplify the equations, 

a structure function Ya,a(s) will be defined: 

{

1, if the monomer at Ra,j(s) is of type a 
Ya,a(s) = 

0, otherwise. 
(2.8) 

For simplicity, Ya,a(s) = 0 for values of s outside of [O,N(a)]. Since only one 

monomer can exist at any given point at one time, 

LYa,a(s) = 1 or 0, Va,s. (2.9) 
a 

The behaviour of y(s) at an interface is undefined; however, this will tum out to be 

irrelevant. For our diblockcopolymer melt, Ya,a(s) = DA,aB(s-NA(a))+DB,aB(NB(a)­

s) where B(x) is the Heaviside step function. 

A single realisation of the polymer melt is then representable by a set of space 

curves {Ra,/ Hal· Local monomer density operators can be defined as 

J 
n, rN(a) 

Pa(r) = da P(a) .E Jo ds 6(r- Ra,j(s)). 
1 

Volume fractions cf>a(r) can be defined by 

.:;. ( ) = Pa(r) 
'f"a r - , 

Poa 

(2.10) 

(2.11) 

where Poa is the specific density of an a monomer (so that p0~ is the volume per 

2The raised dot 0 is used in place of an explicit index (such ass) to avoid introducing extraneous 
variables, and to emphasize the importance of the space curve as a whole, not as a point in space. 
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monomer). Assuming that Na(a) = Naaa, nc polymer molecules will occupy a 

volume of 

(2.12) 

By defining a reference density p0 such that po/N = nc/V, the average polymeriza­

tions Nalpha can be rescaled to Na = ;~ Na. The sum in (2.12) is then p0~ LaNa, and 

the density of polymers nc/V is po/N. From here on, the rescaled Na will be used. 

The potential energy due to the monomers {$a} is given by the functional f3<V{$}, 

where f3 = 1jk8 T. The form of<Vwill be considered later. We will use the canonical 

ensemble, where the volume, density, and temperature are considered fixed. The 

total energy of the system will be 

1-f{R,P} = Ta{Pa,j(·)} + <V{$} (2.13) 

where the first term is the kinetic energy of the system, which depends only on the 

momentum of the polymer molecules. The canonical partition function Z is then 

written by summing e-PH over all possible states of the system: 

z = J[rr IT .V{Ra,j(·)}.V{Pa,j(·)}l (n n1 
,Pa{Ra,j(·)}) e-f3'H{R,Pl. (2.14) 

a J=l a a 

The factors of 1/na! take care of the indistinguishability of the polymers of the same 

index, and Pa{Ra,j(·)} is the a priori probability that the polymer molecule (a, j) has 

the configuration Ra,j(·). As a convention, J I1j dxi will be taken to be the multiple 

integral f- · J dx1 · · · dxn. Furthermore, there is a difficulty in assigning a meaning 

to the ill-defined product I1a, as a is assumed to be continuous. However, if we 

define this as 

IJ J(a) = ef da Jnf(a>, (2.15) 
a 
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this difficulty is averted. This definition is reasonable since the integrand for 

a functional integral is generally required to be an exponential function for it to 

converge. The momentum terms can be separated out so that the partition function 

is Z = ZrZv, and Zr = ila z~". The part due the potential energy is then 

Since the integrand depends on the realisation {Ra,j(·)} through the density func­

tional $, the multiple integral does not factor. A standard algebraic trick is to 

introduce factors equal to one. This can be done here by inserting 

(2.17) 

into the expression for Zv. Furthermore, auxiliary fields wa(r) can be intro­

duced [Edw66] by converting the 6 function to its integral definition, giving 

(2.18) 

The range of the Wa integral is along a line in the complex plane from -ioo to ioo. 

Note that a change of variables Wa(r) = Wao+w~(r) where Wao is an arbitrary complex 

constant has no effect on the identity. Substituting this into (2.16) and rearranging 

the order of integration: 

Zv = J [ IJ VI</>.}] L [ IJ V{w.}] e-/WI<PI+E. I d,w.t•l<P.t•l 

J [I) 0 .V[R,,j{·)} ](I) n:! 0 'P ufRu,j(, +-E. I d,w.(•l.P.t•l, (2.19) 
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For reference, let the last line be A. Using the definition (2.10) for Cf>a, the exponential 

in the integrand of A becomes 

n., 

e- La J drwa(r)$a(vr) = IT IT e- La J dswa(R.,,j(s))Ya,a(s). (2.20) 
(J j=l 

Then, 

In a melt, polymer chains are modelled well by a Gaussian chain model, ac­

cording to Flory's argument[Flo49] where 

(2.22) 

and N is a normalisation constant. Recall that ba is the statistical length associated 

with polymers composed of a monomers. Substituting this into (2.21), and usfug 

Stirling's approximation ln n! ~ n ln n - n, A can be rewritten as 

A = ef dan.,[ln(Q.,{w}jn.,)+l] I (2.23) 

where 

(2.24) 

is the partition function for a single polymer chain in external fields wa(r). The total 

partition function is then 

(2.25) 
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where 

~'T{cp,w} = WV{cp}- L J drwa(r)cf>a(r)- J dana [ln(Qa{w}/na) + 1] (2.26) 
a 

is a free-energy functional. Again, a constant shift of the auxiliary fields wa(r) will 

have no effect on this quantity. 

At this point, no approximation beyond the minor one of Stirling's has been 

made. Evaluating the functional integrals in (2.25) would be sufficient to com­

pletely solve for all interesting static properties. However, in general, the integral 

(2.25) in can not be done exactly, so some approximation must be carried out. A 

first-order approximation that is valid in practise is a mean-field approximation. 

While the integral (2.25) is intractable, a saddle-point approximation can be done 

to find functions cf>a(r) and wa(r) which maximise the integrand, or, equivalently, 

minimise 'T{cp, w}. If the integrand is strongly peaked, this should give a good ap­

proximation to z. The Helmholtz free energy F = -kB T ln Z is then approximated 

by 'T{cp, w}. Performing the functional derivate of r with respect to Wa and setting 

it to 0 gives 

(2.27) 

(2.28) 

The functional integral in (2.24) for Qa can be converted to a differential equation 

in terms of a Green's function Qa(r, t;r' 1 t') [Wie86] 

dQa(r, t; r' 1 t') _ ~ [ ~ 2 l Q . r' , 
dt - L;: Ya,a(t) -6V, + Wa(r) a(r1 t, 1 t ), (2.29) 
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with the initial conditions 

Qa(r, t; r', t') = D(r- r'). (2.30) 

Qa is then computed as 

Qa =I drdr'Qa(r,O;r',N(a)) (2.31) 

and its first derivative is given by 

DQ I rN(a} 
Dwa(;o) = drdr' Jo ds Ya,a(s)Qa(r, 0; ro, s)Qa(r0, s; r', N(a)). (2.32) 

There are two contributions to the potential~. There is an energetic contribu­

tion ~inter from the intermolecular potential, and an entropic contribution ~0 due 

the the density fluctuations and compressibility effects. Usually, (as will be done 

here), incompressibility is postulated 

I. c/Ja(r) = 1. (2.33) 
a 

This can be included into the partition function by introducing a D function 

By introducing a Lagrange multiplier field ry(r) coupled to the incompressibility 

constraint in the same manner as (2.18), the constraint can be moved into the 

potential as the effective potential 

(2.35) 
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The interaction potential is usually modelled as a two-body interaction between 

monomers. In terms of the density fields, this is 

~ryinter{cf>} = ~ L J dr J dr' cf>a(r)~Vap(r- r')cf>p(r'). (2.36) 
a,p 

The simplest non-trivial potential is a point interaction: ~Vap(r) = Xapb(r), where 

Xap are called the "Flory-Huggins" parameters. The interaction potential then 

simplifies to 

~ryinter{cf>} = ~ E J dr Xapcf>a(r)cf>p(r). 
a,p 

(2.37) 

For a diblock melt, using the transformation 

1 
X = XAB - 2 (XAA + XBB) I (2.38) 

allows us to write the interaction as 

~ryinter{cf>} = J dr Xcf>A(r)cf>B(r) + ~ L XaaCf>a V, 
a 

(2.39) 

after using the incompressibility condition Lp cf>p(r) = 1. 

The self-consistent free-energy density per polymer for the poly disperse diblock 

melt is then 

(2.40) 

where 

(2.41) 
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By choosing the unit of length for measuring the polymerizations as N, the factors 

of N can be absorbed into the auxiliary fields. Additionally, by using nc/V = p0 /N, 
and tacitly assuming all space integrals are scaled by the volume of integration, the 

final result is 

where the T](r) has been dropped due to the incompressibility condition, and 

1 - ( -) floa = 2_XaaN + lnP(a)/N a- 1. (2.43) 

The only dependencies on N are now in floa and as the single combined Flory­

Huggins parameter xN. Using the mean-field equations (2.28) for the fields gives 

WA(r) = XN(cfJB(r)- cpB) + T](r) 

WB(r) = XN(cfJA(r)- cpA)+ T](r), 

(2.44) 

(2.45) 

where T](r) is determined by enforcing the incompressibility condition cfJA(r) + 

cfJB(r) = 1. In addition, the average of the fields J drwa(r) is taken to be zero 

by introducing a constant shift, as allowed by the argument on page 16 (which also 

holds for T](r)). The volume fractions c!Ja(r) are determined from (2.27) and (2.32). 

Instead of using the Green's function Qa(r, t; r', t 1
) 1 it is more convenient to use the 

end-integrated distributions 

qa(r1 t) = J dr1 Q11(r
1 

I 0; r1 t) q!(r1 t) = J dr' Q11 (r~ N(a)- t; r' 1 N(a)). (2.46) 

The relevant quantities to be calculated are the single-chain partition functions 

Q171 and their functional derivative with respect to the field 6Q17 /Dwa(r). Qa is given 
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in terms of the end-segment distributions qa(r, t), and q!(r, t) as 

Qa = J drqa(r,N(a)) (2.47) 

and the functional derivatives are 

(2.48) 

(2.49) 

The end-segment distributions are given by 

(2.50) 

(2.51) 

where qaa and q~a are both solutions of the modified diffusion equation 

dqaa [ b~ 2 ] Tt = 6 V - Wa(r) qaa(r, t), (2.52) 

with 

qAa(r, 0) = 1 (2.53) 

qBa(r,NA(a)) = qM(r,NA(a)) (2.54) 

q~a(r, NB(a)) = q~a(r, NB(a)) (2.55) 

q~a(r, 0) = 1. (2.56) 
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For a homogeneous melt (i.e., no structure), c{Ja(r) = cPa· From (2.44), the aux­

iliary fields are then zero. The free energy per unit volume per polymer in the 

homogeneous melt f3FHN /V = f3 /H is 

f3!H = L lloacPa + xNcJ>AcPB· (2.57) 
a 

The difference in free-energy density for an inhomogeneous melt from that of the 

homogeneous is then 

f3!1f = xN I dr (cfJA(r)cfJB(r)- cPAcPB)- L I drwa(r)c{Ja(r)- (lnQa{W})a. (2.58) 
a 

The only phenomenological parameter left is xN. 



Chapter 3 

Random Phase Approximation 

The true critic is a scrupulous avoider of formulae; he refrains from 
statements which pretend to be literally true; he finds fact nowhere and 
approximation always. 

T.S. Eliot 

Self-consistent field theory, as presented in the previous chapter, is a mean-field 

theory, i.e., it produces the zeroth-order solution (corresponding to the first cor­

relation function (cfJ(r))). Self-consistent expansion around the exact mean-field 

solution allows the effects of higher-order terms to be determined. In particular, 

the lowest correction to the mean-field solution is in the form of Gaussian fluc­

tuations, corresponding to the density-density correlation functions (cfJ(r)cfJ(r')). 

These correlation functions can be obtained with the random phase approximation 

(RPA) [Doi97, SND96]. For the homogeneous phase, the RPA is a simple exten­

sion that is solvable analytically. For fluctuations in the the non-homogeneous 

monodisperse phases see [SND96, Shi99]. 

The RPA was used by Hong and Noolandi to examine the structure factors for 

polydisperse diblock copolymer melts [HN84]. They considered a blend of two 

copolymers of different lengths, and a melt where the polymer lengths followed the 

Schultz-Zimm distribution. They assumed only one polydispersity index; given 

24 
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the index a, the lengths of the corresponding A and B blocks are NAa and N8a, so 

the total length is Na. This introduces an unrealistic correlation between the two 

block lengths, as in reality there is no mechanism during the polymer growth that 

enforces the A and B blocks on a given polymer to grow such that NAINB = NAIN8 . 

However, this assumption gives the same results as assuming uncorrelated block 

lengths. 

The Gaussian correlation function can be used to find the spinodal line for the 

disorder-to-order transition, and also to locate the critical point. Within RPA, the 

correlation function is obtained by approximating the structure factor of the system 

using the non-interacting structure factors. This requires the mean-field solution 

<Pa(r), which, while requiring extensive computation for non-homogeneous phases, 

is trivially the average volume fraction <Pa for the homogeneous phase. It is this 

phase that will be considered here. 

We first assume that the chains are non-interacting (i.e. ignoring excluded vol­

ume effects and the incompressibility constraint). The structure factor ( 6<Pa (r)D<fJp(r')) 

will then be that of an ideal polymer melt S~13 (r- r'). If this melt is acted upon by 

external fields u13 (r), then by linear response theory, 

(3.1) 

The Fourier transform of this is 

<Pa(q) = -{3 L s~b(q)ub(q). (3.2) 
b 

In matrix form, where cp = [<fJA(q), <fJ8(q)]T, u = [uA(q), uB(q)]T, and 5° is the matrix 

associated with 5°, 

(3.3) 
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Now, include incompressibility by adding a field ry(r) which acts equally on all 

monomers 

(3.4) 

where a = [1, 1]T. The incompressibility condition can be written as aT cp = 0, so 

solving for fJ gives 

(3.5) 

Substituting this back into (3.4) allows us to define an incompressible structure 

factor Sine which satisfies cp = -{3Sineu. This is 

So rso 
sine = so - aa . 

aTS0a 
(3.6) 

By multiplying by a on the right and factoring out S0a on the left we can see that 

sinea = 0, hence sine is singular, and the rows (and columns) add to 0. 

Now we consider the monomer interaction fields wa(r). These couple linearly 

to the monomer densities as wa(r) = - Lb Xab</>b(r). The matrix version is w = - xc/J. 

Adding these fields to the external fields gives 

cfJ = -{3Sine (u - Xc/J) (3.7) 

Solving for cp gives the RPA structure factor 

(3.8) 

For a two-component system, the incompressible structure factor is 

s<o> s<o> - s<o> 
2 

[ 1 -1] Sine _ AA BB AB 

- s<o> + 2s<o> + s<o> -1 1 
AA AB BB 

(3.9) 
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Letting the prefactor be sine I the RP A structure factor is then 

1 1 -
S = Sine - 2xN, (3.10) 

where the structure factors have been scaled to remove their N dependence, and 

the components of 5 are SAA = SBB = -SAB = -SBA = S. 

The individual non-interacting monomer structure factors will be the average 

of the polymer structure factors, where the individual polymers will be Gaussian 

chains. 

2 
So(f,x) = -z(Jx + e-fx- 1) 

X 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

is the Debye structure factor. Similarly, s~~(q; a AI as) = (1/ fBas)So(JBas, x), and 

S~(q;aA,as) =~[A dn .( dm exp(-~ q'ln- mi) (3.15) 

1 1 
= J, /J 

2 
[So(JAaA +/Bas, X)- So(JAaA,x)- So(/Bas,x)]. 

AaA + BaB 
(3.16) 
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The total non-interacting structure factors are then the averages 

5~ (X) = (fAa AS~ (X; a A1 a B)) a 

S~0~(x) = (/BaBS~0~(x; a AI a B)) a 

s~~(x) = ((fAa A+ fsaB)S~~(x; a AI aB)) a I 

28 

(3.17) 

(3.18) 

(3.19) 

weighted by the relative size of the blocks, as the structure factors are monomer 

structure factors, and hence the contribution from each block will be proportional 

to their lengths. Noting that 

it is easy to see that 

(3.21) 

(3.22) 

(3.23) 

All of the dependence on the form of the polydispersity is then contained in the 

averages ( e-fax) a· For the three types of polydispersity considered here, they are 

-fx e , monodisperse 

(e-fax)a = [ 1 + !K(f x)2] e-fx, perturbative (3.24) 

(1 + Kfxf11", Schultz-Zimm 

To illustrate the results, let us consider the symmetric case fA = /B 1/2 and 
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KA = K 8 = K, which leads to 

sinc(x) = ~ (s~(x)- s~~(x)) (3.25) 

= 2~2 [x + 2(e-xa/2)a- 2- ((e-xa/2t -lf] (3.26) 

This is plotted in Figure 3.1 (as a function of wavevector q). It can be seen from 

this that the perturbative and the Schultz-Zimm distributions agree closely, the 

major difference being in the intensity for higher polydispersities. The asymptotic 

behaviour for both in the limits of x ~ 0 and x ~ oo is the same. 

0.6 

0.5 

0.4 
~ 

.g 
!Zl 

0.3 

0.2 

0.1 

00 

q 

Figure 3.1: Structure factor for the monodisperse case, and for the polydisperse 
distributions at f = 0.5, xN = 8. 

Furthermore, if q .. , the dominant wavevector, is defined as the point at which 
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dS(q)/dq = 0 (and hence dSinc(q)/dq = 0), plotting smc(q)/Sinc(q*) vs. q/q* gives the 

results in Figure 3.2. As expected, after accounting for the change in the dominant 

wavevector, the structure factors are seen to broaden for increasing polydispersity. 

In addition, the perturbative and Schultz-Zimm distributions are seen to agree even 

better forK~ 0.2, being almost indistinguishable. 

0.8 

0.2 

0 ~~~~~~~-L~~J_~~~~~~ 
0 1 2 3 4 5 

q/q* 

Figure 3.2: Scaled incompressibility-corrected structure factor. Proceeding from 
inwards outwards, K = 0 to K = 0.9 in increments of 0.1. The dotted lines are 
the scaled structure factors for the perturbative distribution; the rest are for the 
Schultz-Zimm distribution. 

The free energy correction with the RPA is 

MFT lf -T 1 -F = F + 2 dq 6cfJ (q)S- (q)6cfJ(q). (3.27) 

where pMFT is the mean-field free energy. The spinodal line (where iPF/iJql = 0) is 
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then where s-1(q) is zero. From (3.10), this is smc = 1/(2xN). 

Figure 3.3 shows the behaviour of the critical point as a function of the polydis­

persity. The values of xNc for the perturbative and the Schultz-Zimm distributions 

are seen to agree reasonable well all the way up to K = 1. However, the Schultz­

Zimm distribution has q• = 0 at K = 1, In the theory of phase transitions, the point 

at which the magnitude of the critical wavevector goes to zero is called the Lif­

shitz point. This implies the transition goes from a low symmetry-high symmetry 

transition to a low symmetry-incommensurate-high symmetry transition, and in 

this case shows the melt undergoes macrophase separation, such as that found 

with blends of two incompatible homopolymers. The point K = 1 is the same as 

that found by Angerman [AtBS99] for statistical AB-multiblock copolymers. In 

addition, at K = 1, the critical point for the Schultz-Zimm distribution is at xNc = 4, 

which is the same point that a blend of two homopolymers, each of length N /2, 

would phase separate. Since most diblock copolymers are made by chain-growth 

polymerization methods with narrow polydispersity K < 1, the phase separation 

at K = 1 is not important. However, for those made by step-growth methods (such 

as some types of polyester diblocks), K approaches 1 and hence would be poor 

candidates for applications requiring miscibility [Hie84]. 
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Figure 3.3: Dependence of the position of the critical point on the polydispersity. 



Chapter 4 

Implementation 

If he once again pushes up his sleeves in order to compute for 3 days 
and 3 nights in a row, he will spend a quarter of an hour before to think 
which principles of computation shall be most appropriate. 

Voltaire, "Diatribe du docteur Akakia" 

The SCFT equations (2.27) and (2.28) given in Chapter 2 can not be solved exactly 

in general. One stumbling block to their solution is that the solutions are functions 

of the position r. By an appropriate discretisation, they can be converted to a (large) 

set of coupled nonlinear equations of scalar variables. Solving the set of equations 

would, in principle, result in solutions of the ordered structure. However, directly 

solving the SCFT equations in real space is still formidable task. For ordered 

structures, there is an efficient method, initially used by Matsen and Schick [MS94], 

which utilises the symmetrical properties of the phases. The solutions that we are 

seeking are periodic, since we are looking for ordered phases, which suggests an 

expansion in a Fourier-like series. The appropriate basis functions for the expansion 

are the eigenfunctions fn(r) of the Laplace equation V2 fn(r) = -A~fn(r), where An 

is the eigenvalue corresponding to fn(r), and with periodic boundary condition 

where the period is that of the unit cell of the structure being considered. The 

symmetries of the phase being considered will lead to degeneracies in the basis 
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functions. 

In all of the structures studied here (lamellar, hex, bee, and gyroid), only one 

parameter D is required to describe the period of the structure. In this case, 

An ex: 1/D. In general, An is the length of a reciprocal lattice vector associated 

with the basis function fn(r); this is explained in more detail in Appendix A. For 

an orthogonal, cubic, basis, An = 2n/D Yh2 + k2 + F, where (h, k, l) are the Miller 

indices of the related reciprocal lattice vector. 

By convention, f0(r) = 1, and the eigenfunctions are ordered by increasing 

values of An· In addition, they are taken to be orthonormal, so 

I dr fn(r)fm(r) = Dnm· (4.1) 

An arbitrary function with the period of the unit cell can then be expanded in a 

Fourier-like series 
00 

g(r) = L gnfn(r). (4.2) 
n=O 

The qa(r, t), q~(r, t), and cua(r) are expanded in this way1
. Substituting this expansion 

into (2.52) gives 

(4.3) 

where 

fnml = I dr fn(r)fm(r)fi(r). (4.4) 

The algebra can be made clearer by moving to a vector representation. Let 

qa(t) = [qao(t),qal(t), · · · ]T, and {.()a= [cuao,Wal, · · · ]T. Then we can rewrite the above 

1 Unless otherwise noted, the subscript a used for denoting the polymerization index in Chapter 2 
will be implied 
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as 

(4.5) 

where A2 = [i\~, i\~, · · · ]T, D(x) is an operator that forms a matrix with x on the 

diagonal (and is zero everywhere else), and 

Let 

00 

[.Oa]nm = L Wa[fnml 
1=0 

b2A2 
Ha = -~ -.Oa 

then (4.5) can be rewritten as the matrix differential equation 

The solution to this equation is then 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

where the columns of <Pa are the eigenvectors of Ha, and [Ea]n are the corresponding 

eigenvalues. For simplicity, let e = [1, 0, 0, · · · ]T. This gives 

qA(t) = <PA D(eeAt)<P1e 

qB(t) = <PB D(efB(t-NA))<P~ <PA D(eeANA)<P1e 

q~(t) = <PA D(eeA<t-Ns>)<P1 <PB D(eEsNs)<P~e 

q;(t) = <PB D(eE
8

t)<P~e. 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

The single-chain partition function is given by Eq. (2.47). Expanding into basis 
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functions gives 

= qo(NA + NB) 
(4.14) 

= [q8(NA + NB)]
0

. 

This can be rewritten in our matrix notation as Q = e T q 8 (N A + NB), and hence 

(4.15) 

which is nicely symmetric. Letting L = (/>~(/>A, and sa(Na) = eD<eBNBl(/>Je (note that 

[sa(Na)li = e<fNB4>aoi), we have 

(4.16) 

The functional derivatives, in terms of the single-block distributions are 

(4.17) 

(4.18) 

Note that 6Q/6wA is related to 6Qf6w8 by the transformation A H B, q H qt. We 

will look at 6Q/6wA. Substituting in the expansions for qA and q~ gives 

(4.19) 

The double basis functions can be removed by multiplying by fi(r), and integrating 
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over r. This gives 

(4.20) 

where BA is defined by 

(4.21) 

(4.22) 
nm 

Note that fa(M) is linear in its argument. Substituting in the solutions for qA and 

q~ yields 

(4.23) 

For convenience, let AA(N8) = <P~eeT <P8 D(et:
8
N8 )L = (<P~e)sB(NB)T L. Define A0 8 

to be elementwise multiplication of two matrices, so [A 0 B]ij = AijBij· BA can then 

be rewritten using AA as 

(4.24) 

By expanding into components, it can be seen that the integral above can be rewrit­

tenas 

(4.25) 
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where CA(NA) is given by 

Similarly, 

BB = AB(NA) 0 CB(NB) 

~Q = I)rB(BB)]z.fi(r) 
UUJB I 

4.1 Perturbative polydispersity 

38 

(4.26) 

(4.27) 

(4.28) 

There are two quantities that need to be averaged when extending the previous re­

sults to include polydispersity. These are ~ ::i (for the volume fraction <Pa(r)), and 

ln Q (for the free energy). Instead of differentiating with respect to the polydisper­

sity indices a a, as used in the perturbative expansion (2.7), derivatives with respect 

to NA and NB will be used, and will be denoted by subscripts, so Q;a = dQ/dNa and 

Q;afl = d2Q/dNadNfl. Also, let K = 1/Q, and Ra = 6Q/6cua. 

The perturbative expansions of ~ ::i and ln Q are 

(4.29) 

and 
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We then have 

( 
1 6Q } _ A 1 2 ( A A A ) 
Q DWA (J- KR + 2.KANA K;AAR + 2K;AR;A + KR;AA 

+ ~KaN~ (K;aaRA + 2K;aR1 + KR18 ). (4.31) 

From the expansion of ()Qf()Na in (4.20) and (4.25), and the linearity of fa(M), this 

is just 

( 
1 6Q } A( 1 A A 1 1A A A A A 
Q DWA (J = r Q[A (Na) 0 c (NA)] + 2.'cA 0 [C + 2~A + ~AA] 

where 0 = N~ KAK;AA and k8 = N~KaK;BB· 

The average of ln Q is done similarly: 

+ ~JcB CA 0 [AA + 2A~ + A~8 ]) (4.32) 

(ln Q)a = -ln K + ~KAN~ ( (~)2 - K:) + ~KaN~ ( (K;}2 

- K;a) ( 4.33) 

The quantities that need to be calculated are then K, K;at K;aat Aa I A~, A~fl' ca I ~~I 

and ~~a' where f3 is B if a is A, and vice versa. The derivatives of Aa and ca are 

trivial from their definitions, and those of K (= 1/Q) are easily derived from the 

expansion of Q in (4.16). Note that both Aa and Q are expressible in terms of sa(Na), 

so only the derivatives of Sa(Na) and ca(Na) need to be determined. 

Once cf>a = (~ :fi )a and (ln Q)a have been calculated using the above procedure, 

the SCFT calculation proceeds just as in the monodisperse melt. 



Chapter 5 

Results and Discussion 

Sometimes I've believed as many as six impossible things before break­
fast. 

Lewis Carroll 

Using the methods described in the previous chapter, the free energies of dif­

ferent phases were calculated, and this information was used to construct phase 

diagrams. Approximately one week of computer time was used, with almost 

40 000 points being calculated. A Compaq DS20 workstation with two 667 MHz 

21264 Alpha processors with 8 MiB1 L2 cache running Tru64, along with three 

desktops (with a Pill 833 MHz, Pill 933 MHz, and an Athlon 1.3 GHz) running 

Linux were used in the computation. All four machines were roughly equal in how 

long an individual calculation would run, with the Alpha and the Athlon being 

the fastest. The program was written in Python[Ros] using the Numerical Python 

package[Dub] and some custom-written extensions written inC for speed-critical 

parts. Python, although not a compiled language, was chosen for its ease-of-use, 

along with its support for modem, high-level programming methodologies, such 

11 MiB = 1 mebibyte = 1024 kibibyte (KiB), and 1 KiB = 1024 B. These binary prefixes were stan­
dardised in December 1998 by the International Electrotechnical Commission (IEC) to prevent confu­
sion with the standard SI metric prefixes. See http: I /physics. nist. gov I cuu/Uni ts/binary. html 
for more information. 
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as object-oriented programming. The Numerical Python extensions allow array 

operations to be performed at speeds close to that of compiled code (similar to 

MATLAB and other array-based languages), while still maintaining the concise­

ness and readability of Python. If the Python code is found to be too slow, parts of 

the code can be rewritten in C (or Fortran) for speed. This way, only those parts 

which actually need to be fast are rewritten, instead of attempting to perform all 

tasks in a lower-level language. A rewrite of the entire code base for this thesis 

in C would gain a small increase in speed at the large expense of maintainability, 

extensibility, and reusability. As written, the developed code can easily be used for 

examining other polymeric systems, such as blends of triblocks, with self-consistent 

field theory. 

The phases used were those that have been found to be stable (with SCFT) for 

the monodisperse case: body-centred cubic (bee), gyroid, cylindrical (hex), and 

lamellar (see Figure 1.2). The transition lines between the structured phases were 

determined by finding the crossing point between the free energies of the two 

phases using linear interpolation of the data. The order-disorder transition was 

found by using a parabolic extrapolation, which works well for points away from 

the critical point where the discontinuity in the first derivative of the free energy is 

large. However, at the critical point, the free energy is predicted to be parabolic and 

tangent to this point. Hence, the extrapolated parabolic fit may either not intersect 

with ll.f = 0, or the intersection point will be ill-defined as the problem of finding 

the intersection becomes singular. Instead, the RPA value for the critical point was 

used; this turns out to work well. As an example, the calculated free energy (for 

xN = 12) differences from the homogeneous phase for the hex and gyroid phases 

are presented in Figure 5.1. 

One test of the accuracy of the perturbation expansion of the SCFT equations 

is to compare the bee-to-homogeneous transition to the spinodal line calculated 

from the random phase approximation in Chapter 3. The two should agree at the 
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Figure 5.1: Free energy of the hex and gyroid phases. The thick solid line that 
intersects the free energies denotes the interface between the hex and gyroid phases 
for each value of K. 
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critical point f = 0.5, and should be close for values off near to 0.5. However, 

since (in mean-field theory) f = 0.5 is a critical point, it is difficult to determine it 

precisely: the convergence of the SCFT equations becomes very slow near it, and 

extrapolation must be used as the free energy can only be determined on one side of 

it. The extrapolation (using a parabolic fit, as mentioned above) becomes singular 

at the critical point, as the first derivative of the free energy is continuous and zero 

there. Because of these problems, Figure 5.2 shows the order-disorder transition 

(ODT) for f = 0.48, which is sufficiently far away from the critical point for results 

to be accurately determined, yet close enough to be useful for comparision. We can 

see that the spinodal calculated from the RPA is in excellent agreement with the 

ODT as determined from SCFT. 

5.1 Phase diagrams 

The phase diagrams for different KA = KB values are plotted in Figure 5.3. The 

phase diagrams of these symmetric polydisperse melts are similiar to that for the 

monodisperse melt in Figure 1.1. They are symmetric, parabolic, contain the same 

phases, have triple points at the intersection of the hex, gyroid, and lamellar phases, 

and have a critical point at fc = 0.5. The most striking change is the drop in the 

order-disorder transition to lower xN, and a corresponding drop in the other phase 

transition lines. The drop in the ODT is also predicted by the RPA. In addition, the 

range off for the region of stability for the lamellar phase decreases as K increases, 

while the range for the hex phase increases. Also, as K increases, the transition 

lines for the lamellar-gyroid and gyroid-hex transitions become less parabolic and 

closer to being constant as xN increases. 

Phase diagrams for one-sided polydisperse melts for KA = 0.05, KB = 0, and 

KA = 0.15, KB = 0 are plotted in Figure 5.4. The asymmetry in the polydispersity 

breaks the fA +-+ 1 - fA symmetry of the phase diagram. The phase diagrams 
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Figure 5.2: Comparison of the ODT as found with SCFT to the spinodal line 
calculated using the RPA for f = 0.48. 
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Figure 5.3: Phase diagrams for diblock melts where each block is equally polydis­
perse. The phases are in the same relative positions as for the monodisperse melt 
in Figure 1.1 
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Figure 5.4: Phase diagrams for diblock melts with one block monodisperse. 

0.7 

are compressed toward where the polydisperse block is predominant. However, 

the transition lines are still roughly parabolic, albeit no longer symmetrical about 

f = 0.5. The critical point has moved up one side of the ODT, instead of being at the 

minimum xN of the ODT. This is mirrored by the shift in triple points, which are 

tilted with respect to their monodisperse positions. The regions of stability have 

changed also; the phases where the poly disperse block is in the minority are stable 

for a wider range off for a given xN, while those where the polydisperse block is 

in the majority are smaller. The drop in the ODT is approximately the same as that 

for a symmetric polydisperse melt with Ksym = ~(KA + Ks), implying the amount of 

the drop is due to the average of the block polydispersities. 
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5.2 Periodicity 

In addition to the decrease in xN of the transition lines, there is another effect due 

to polydispersity which is more pronounced. The periods D of each phase for a 

range of polydispersities are plotted in Figure 5.5 for xN = 12. In Figure 5.6, the 

period as a function of xN is plotted for the lamellar phase at f = 0.5. From the 

figures, it is obvious that the period increases with polydispersity. Experimentally, 

this effect should be easier to observe than the shift in transition points, as period­

icity is given by scattering techniques and by direct observation with microscopy. 

Figure 5.6 shows another experimentally accessible behaviour: the change in the 

period as a function of xN is less for the more poly disperse melts. Since xN (being 

approximately proportional to the inverse of the temperature) is easier to change 

than the block composition, this would be an easier graph to reproduce (although 

there is a lower limit on reachable values of xN because of the glass transition, and 

the decomposition temperature of the polymer). 

The increase in period for increasing polydispersity is explained by looking 

at the distribution of the different block lengths in the melt. This is shown for a 

particular case in Figure 5.7, where the spatial deviations of the A block volume 

fractions for the deciles of the polymer length distribution from one-tenth of the 

total volume fraction are graphed. It shows that the longer blocks preferentially 

occupy the centre of the cylinders, whereas there are hardly any of the shortest 

blocks there. Between the cylinders, where the B form the bulk, the shortest A 

blocks have a higher concentration. There are two effects that explain this. A blend 

of two homopolymers (of the same length, for simplicity) which have ax> 0 will 

phase separate when x > 2/N. Since xis (roughly) a constant due to the monomer 

types and not the polymer lengths, this implies that longer polymers are less 

miscible. Hence, the short A blocks will be energetically more favourable to coexist 

with the majority B phase than the longer A blocks. Also, for a short A block to be in 
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Figure 5.5: Change in period asK increases for the four phases. For each phase, K 

from bottom to top is 0, 0.05, 0.1, 0.15, and 0.2. The value of xN here is 12. 



CHAPTER 5. RESULTS AND DISCUSSION 

IC=O 

IC=0.05 

IC=O.l 

4.5 
IC=0.15 

IC=0.2 

--------

0 4 

~·~ 

3.5 

9 10 11 

-----------------------

-----

..... -_ ..... 

12 

xN 

·-·­..... -

13 14 15 

49 

Figure 5.6: A different view of the change in period. Here, the period of the lamellar 
phase for f = 0.5 is shown. 
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the centre, more of the B block on the same chain must be in a higher concentration 

of A blocks, which is not favourable. In addition to the energy differences, there 

is an entropic contribution. When stretched or compressed (from its equilibrium 

state), the number of configurations available to a polymer molecule goes down, 

and hence its entropy decreases. At least in a melt, the average density distribution 

of a single polymer chain will be a Gaussian distribution. For a short A block to be 

at the centre of one of the cylinders and not to have too much B block also in the 

cylinder, it would have to be stretched, which is entropically unfavourable. 

0 .,.... 
::::::.. .... 
-e-
' -.... 

2 .---~~---,----~----------~----~----~----. 

;_r= -1 

-3_L1 -----'-----_-='-o.s-=-----'--------Lo ------'------,lo.-s ____ _.__ __ ___, 

Figure 5.7: The decile composition of the hex phase at xN = 13.5, f = 0.35, K = 0.2. 
Plotted is cf>n(r) - cp(r)/10, where cf>n(r) is the volume fraction due to the nth decile 
of the block length distribution. For instance, ¢1 (r) is density of the shortest 10% of 
the molecules, and cp10(r) is the density of the longest 10%. 

The increase in period can be seen to be due to the existence of longer blocks 

than in the monodisperse case. One thing to observe is that most of the interior 

of a phase (whether it be lamellae, cylinders, spheres, or gyroids) is at an almost 
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constant density of the majority component of that structures (this is actually the 

assumption in the strong segregation limit, where it is assumed that the interfaces 

of these structures are sharp, and the density inside of them constant). If this 

constant density is to be maintained in the monodisperse melt, some blocks are 

going to have to stretch out to the centre (which is entropically unfavourable), and 

some are going to have to curl in on themselves at the edges. However, if there 

are long and short blocks available, the short blocks will preferentially occupy the 

edges with little stretching, and the long blocks will fill up the rest, again, with 

little stretching. The period of the structure will change to be consistent with the 

length of the long blocks, as opposed to the average block length. 

Figure 5.8: Illustration of the packing of monodisperse (a) vs. polydisperse (b) 
polymers in a micelle. Some polymers in (a) have to stretch to maintain a uni­
form density, while those in (b) can maintain more natural coils as short and long 
polymers fill up different areas. 
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5.3 Scaling 

The phase diagrams in Figure 5.3 are remarkable similar. By scaling xN such that 

the critical points all lie on top of each other we get Figure 5.9. This scaling is 

approximately xN = xN(l + 0.833K). The order-disorder transitions are seen to 

differ only by this scaling parameter, while the other transition lines move in. 

z 
>< 

0.3 0.4 0 .5 
f 

0 .6 0 .7 

Figure 5.9: The phase diagrams for the symmetric polydisperse melts, scaled such 
that their critical points lie on top of each other. The values for K run from 0 to 0.2, 
the larger values corresponding to the lines close to the centre. 

This again suggests that the longer polymer blocks determine where the phase 

separation lies. By using an effective average block length N = (1 + 0.833K)N, 
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the order-disorder transitions for polydisperse melts can be predicted from the 

monodisperse melt. However, the order-order transition lines do not follow this 

simple scaling, reflecting the fact that these transitions are driven by a delicate 

balance between the energy and entropy of the polymer chains. 



Chapter 6 

Summary 

It's a poor sort of memory that only works backwards. 

Lewis Carroll 

Comparison of results from the random-phase approximation and from the 

self-consistent field theory show that the perturbation approximation to the the 

polydispersity distribution is reasonable for small (K ~ 0.2) polydispersities. While 

for small polydispersities the Schultz-Zimm distribution is still quite broad (Fig­

ure 2.1 ), using only the second moment in a perturbation approximation gives quite 

accurate results. 

The primary effect of polydispersity (at least from an experimental perspective) 

would be the increase in the period of the structures formed, due to the existence 

of longer chains in the melt. This effect can be understood by the distribution 

of the chain lengths in the melt: the longer polymer blocks are denser in the 

middle of a microstructure than shorter blocks. For symmetric cases (KA = Ka), 

the phase diagrams for the polydisperse melts are remarkable similar to that for 

monodisperse melts if an effective average polymer length that is larger than the 

actual average polymer length is used. 

Another effect of polydispersity is the stabilization of non-lamellar phases. This 

effect can bunderstood by considering the packing of polymers into cylinders or 
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spheres. In order to maintain a constant density, polymers have to be stretched or 

compressed. This packing frustration can be relieved in a polydisperse system. 

Experimentally observed phase diagrams are almost always asymmetric with 

respect to fA H 1- fA· This asymmetry is usually attributed to the asymmetry in 

the Kuhn length. Our study points out that polydispersity can lead to asymmetric 

phase diagrams also. It is desirable to design a systematic experimental test of the 

theory. 

Extensions of this work would be to use the (non-perturbative) Schultz-Zimm 

distribution in SCFT (most likely requiring the evaluation of the integrals of qa to 

be done numerically). In addition, including fluctuations as has been done by Shi 

and coworkers for the monodisperse melt [Shi99, LSND97, SND96] would give 

insight into how polydispersity affects the stability of the phases. 

While macrophase separation was touched upon in the discussion of the RPA, 

it may be that phase coexistence is possible for two or more slightly different 

microstructures, say of two lamellar structures of different periodicities. Recent 

techniques due to Sollich and others [SWCOl] have interesting applications to this 

study. 



Appendix A 

The Gamma Symbol 

There is no other royal path which leads to geometry. 

Euclid to Ptolemy I 

A transform of a function f(r) to {(k) can be defined using general basis functions 

ljJ(k; r), with the properties 

I drljJ*(k;r)ljJ(k';r) = 6(k- k') I dkljJ*(k;r)ljJ(k;r') = 6(r- r') (A.l) 

/(k) = I dr f(r)ljJ(k; r) f(r) = I dk f(k)ljJ*(k; r). (A.2) 

When the basis functions are the usual functions for a Fourier expansion ( 1/J(k; r) = 

e-ik·r), the convolution theorem 

h(k) = I dq f<q)g(k- q) (A.3) 

where h(k) is the Fourier transform of f(r)g(r), holds. However, for a general basis 

expansion, this is no longer true. Instead, a generalisation must be used: 

h(k) =I dq I dq' f<q)g(q')f(q, q', k) (A.4) 
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where the f symbol (introduced in Chapter 4) is 

f(q,q',k) = J drtf(q;r)tf(q';r)t/J(k;r). (A.S) 

Note that for the Fourier basis functions, f(q, q', k) = o(q + q'- k). The f symbol is 

required for finding the basis function expansion of the product of two functions 

from the expansions of the functions. However, calculating its value is complicated 

and (human) error-prone. The purpose of this appendix is to show an efficient 

method for calculating it for the special case where the basis functions have the 

symmetry of a space group. 

A.1 Structure of a space group1 

An infinite space group is a group G which maps an infinite lattice £.., into itself. A 

lattice vector rn E £.,is represented as 

(A.6) 

where n11 n2, n3 E Z, and a11 a2, a3 are three non-coplanar vectors forming the basis. 

The elements of G are those elements S of the Euclidean group E3 such that r~ = Srn 

where r~ E £..,. All elements of E3 can thought of as a rotation (including improper 

rotations) followed by a translation. The rotation can be represented by a matrix a 

in 0(3), and the translation is a vector t E 1R3. An element of E3 will be written as 

S =(a, t). The operation of Son r is then Sr = ar + t. 
A few useful properties (where S1 = (a1, ft) and S2 = (a2, t2)) are 

(A.7) 

1Most of this section was derived from [Cra68] and [Mar62]. 
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S" = (a", (a"-1 + a"-2 + · · · + l)t) 

s-1 = (a-1, -a-1 t) 

We will first consider the constraints on pure translations (1, t). We have 

r~ = (1, t)rn = fn + t. 
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(A.8) 

(A.9) 

(A.lO) 

Since r~ and rn are both in /:.;, t must also. The subgroup of G composed of 

translations (1, rn) is the subgroup T of primitive translations of G. It is an invariant 

subgroup as T = c-1TG. 

It can be shown that the matrices a are rotations whose rotation axes lie along 

one of the basis vectors, and the rotation angle is 2nmjn, where m E Z and n = 

1, 2, 3, 4, 6. Thus, there always exits an integer m such that am = 1. Then, for 

an element s = (a, t) E G, sm = (am I (am-1 + am-2 + ... + 1)t) = (1, {a}t) where 

{a} = a111
-

1 + am-2 + ... +I. sm must then be a primitive translation. Lett= Va + fn 

where rn E /:.;and Va is a non-primitive translation 

V; E (Q, 1). (A.ll) 

{a}va must then be a primitive translation since {a}t is. The implication of this is 

that every S E G can be represented as a product of an element with a non-primitive 

translation and element which is just a primitive translation. The set of symmetry 

elements (a, va) with non-primitive translations form a subgroup g which is the 

factor group G/T. 

The point group Gp of G is composed of the elements (a, 0) and is isomorphic 

to g. There are 32 point groups. When the point group is identical to the factor 

group, the space group is called symmomorphic, and there are 73 of these. The 

other 157 are nonsymmomorphic, and are characterised by having screw axes and 
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glide planes. 

Basis vectors bi for the reciprocal lattice are defined by the condition 

ai · bj = 2nbij (i,j = 1,2,3) (A.12) 

Then the reciprocal lattice/:..; -1 is composed of vectors 

(A.13) 

where "14 E 7L. The important property is eikm·rn = 1 if km E /:..; - 1 and rn E /:..;. 

A.2 Basis functions 

For solving the modified diffusion equation, we wish to expand functions of r in 

terms oJf basis functions which have the symmetry of g. These are 

/k(r) = L eik·S-1
r 

SE{i 

where the functions are indexed by reciprocal space vectors k. 

(A.14) 

Let PL be the operator on the space of functions associated with element L of G, 

such that 

(A.lS) 

A little thought shows that the operators PL form a group which is isomorphic 

to the group G. For f to have the symmetry of the space group it must first be 

invariant under primitive translations. Let L be the primitive translation (I, r n). 

Then F'L/k(r) is 

(A.16) 
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= E eik·S-1(r-rn) 
seg 

= E eik·S-1r e-ik·rn. 
seg 
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(A.17) 

(A.18) 

Since L is a primitive translation of the real-space lattice, k · r n will be an integer 

multiple of 2rc, so PL/k(r) = fk(r). 

Knowing that f is invariant under primitive translations, it is enough to show 

that it also invariant under L E {} since any element of G can be decomposed as a 

product of a primitive translation and an element of {}. Letting L E {}, 

/k(L-lr) = E eik·s-lL-lr 
seg 

= E eik·(LS)-1r. 

seg 

(A.19) 

(A.20) 

Since LS will run over all elements of g just as S does, the last sum is equivalent to 

(A.14). 

As given, the /k(r) are not orthogonal. Choosing a representative vector gn E 

,£-1, all reciprocal space vectors k = agn with (a, 0) E Gp will have /k(r) equal to 

within a constant multiplicative factor. The set 

(A.21) 

is the orbit of gn under the group action of the point group Gp.2 A reciprocal-space 

vector can then be classified by an index n of the orbit K:r it belongs to. The orbits 

will be ordered by the length of the vectors in the orbit. Let Nn = IK:rl be the number 

2The term "orbit" here is from mathematics. The term "star" has been used in physics to denote 
this collection of reciprocal lattice vectors. Since this appendix is an attempt at mathematical rigour, 
the more general"orbit" will be used instead of "star". 
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of vectors in the nth orbit. Using S =(a, Va) in (A.14) gives 

fn<r> = L. eign·(a-1,-a-lva)r 

(a,va)EGp 

= L ei(agn)·r eiKn·(-a-1va) 

(a,va)EGp 
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(A.22) 

(A.23) 

where we have used the property that a· (ab) = (a-1a) · b when a is orthogonal. For 

convenience, let p a = -a-1va. It can be seen then that the sum has only Nn unique 

components, corresponding to the elements of the orbit of gn. The basis functions 

can then be rewritten as 

where 1/ ~is a normalising factor, and 

S? = I. e -ikrava 

(a,va)El} 
ak;=k; 

(A.24) 

(A.25) 

is a phase factor. For a cubic phase, in generalS? = ± 1, but this is not necessarily true 

for non-cubic phases. Systematic absences may also occur where the individual 

phase factors in (A.25) cancel each other out. 

A hmction g(r) can then be expanded as 

(A.26) 

where gn is found by multiplying both sides by fm(r) and integrating. 

Two functions multiplied together gives 

g(r)h(r) = L I, gnhmfn(r)fm(r). (A.27) 
n m 
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The coefficients of the product c(r) = g(r)h(r) are found by multiplying by jj(r) and 

integrating: 

C! = I drg(r)h(r)Ji(r) = L L gnhm I drfn(r)fm(r)Ji(r). 
n m 

(A.28) 

Define 

fnml =I drfn(r)fm(r)Ji(r). (A.29) 

This is our f symbol. It has the same relation to the coefficients of g(r)h(r) as Dnm 

has to the coefficients of g(r). Using r, C! is then 

(A.30) 

Substituting (A.24) into (A.29) gives 

fnml = (A.31) 

The integral evaluates to a Kronecker delta (since the integral is done over a prim­

itive cell). Hence, 

fnml = (A.32) 

where [b] is Iverson's convention, which is 1 if the Boolean expression b is true, 

and 0 otherwise. As used above, it is equivalent to a Kronecker delta, but is more 

extensible. 
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A.3 Simplification of f nmz 

From now on the prefactor 1/ yNnNmNI will be dropped. The restriction kn + km + 

kl = 0 means r nml can be written 

fnml = L L [-ki- kj E Kn57SjSi (A.33) 
k;E'K;, k jEK;, 

For simplicity, the phase factors 57 will be assumed to be 1 from here on. This 

applies to the lamellar, hex, and bee phases 3. Running over every vector in {}g can 

be expanded to running over every symmetry operation 0 in g, dividing by the 

multiplicity En = lfJI/Nn. Using this gives 

En Em[ nml = L L ( -Ongn - Omgm E {Jgl] 
OnE(}OmE(} 

(A.34) 

Now, -Ongn- Omgm E {Jgl iff 301 E g s.t. -Ongn- Omgm = Olgl. Since g is a 

group, 1his statement is equivalent to 301 E g s.t. -gn- 0;;10mgm = Olgl. But Om 

also runs over all 0 E {},so 0;;10m can be replaced by Om by changing the order of 

summation. This removes all On terms, so that sum can be pulled out and is equal 

to lfJI. Changing the m sum back to a sum over {Jgm gives 

fnml = Nn L [-gn- k E {}gl]. 
kE(}gm 

(A.35) 

Since r nml is cyclic in its indices, it will also be a multiple of Nm and N1. In general, 

it will be a multiple of the least common multiple of Nn, Nm, and N1. 

3Note that this can be extended to S? * 1, however, it's more complicated. 
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