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This thesis e x amines the rotation-vibration spectra 

of systems of two and three particles (spin zero) . The 

results in the two-par ticle case agree with many of the 

gross features of the spectra of deformed axially symmetric 

even-even nuclei. In the three-particle case, the set of 

basis functio~s used i n the expansions of the wavefunctions 

was too small to give accurate eigenvalues and eigenvectors, 

but nevertheless the s pectrum clearly corresponds to that 

of an asymmetric even- even nucleus. 
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PREFACE 

The spectra of diatomic molecules have been studied 

for a long time(l)); it is well known that such molecules 

have energy levels associated with rotational and vibrational 

motion, the energies of vibration being larger by a factor 

of about 1000 than those of rotation. One thus observes a 

band of rotational levels associated with a given vibration-

al state, i.e. the molecule is vibrating and rotating at the 

same time. Since the energies of the two modes of motion 

are well-separated, this means that the molecule vibrates 

about 1000 times during a single rotation, and hence the 

rotations and vibrations may be considered independent in 

a first approximation (Born-Oppenheimer or Adiabatic 

. . (19,20)) Approx1mat1on . If one assumes that the molecule 

is a rigid rotor, then the energies in a given rotational 

band follow a simple J(J+l) dependence, where J is the 

angular momentum. This J(J+l) dependence is experimentally 

observed, but the dependence is not quite exact; however, 

the discrepancies can be accounted. for by including stretching 

effects as the angular momentum increases. 

In nuclei as well, energy levels are found which 

are associated with rotational and vibrational motion. In 

even-even axially symmetric nuclei, rotational bands of 

even J and positive parity are often found, with an approximate 
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J(J+l) energy dependence. Such a band may be built on the 

ground state (Jn = 0+ ) , or on an excited 0+ state which has 

the characteristics of a so-called S-vibration, i.e. a 

vibration which maintains the axial symmetry. (It is also 

possible to have a so-called y-band, a -rotational band built 

on a y-vibration [axial symmetry not maintained] - the level 

ordering in this case is 2+, 3+, 4+, •... ) It seems quite 

astounding, at first sight, that in the nuclear case, in 

which the energies (and hence rates of motion) of vibrations 

and rotations are of comparable magnitude, one gets results 

similar to the molecular case. There are several inter-

esting features in these nuclear rotational bands, in addi­

tion to this approximate J(J+l) energy dependence. The 

reduced transition matrix elements (the B(E2) 's) for electric 

quadrupole transitions between states in the same band are 

much greater than those for transitions between states in 

different bands. Also, if a state of high J in a band other 

than the ground state band (g.s.b.) is excited, favourable 

energy differences lead to cross-band transitions towards 

the g.s.b. with little loss of angular momentum(l 4), and 

thus it is difficult to observe levels of low J in the 

excited rotational band. The set of lowest observed levels 

in the various bands, i.e. those levels which can be popu-

lated with reasonable probability before cross-band transi­

tions (towards the g.s .. b.) depopulate the band, usually 

have lower J values for the lower vibrational bands. The 
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locus of these levels can be used to define the so-called 

"Yrast" line(lS) which is composed of the "Yrast" levels. 

The above feature can be summarized by saying that the system 

tends to decay via the Yrast levels. This thesis reproduces 

these qualitative features of such nuclear rotational -

vibrational bands from a simple model in which an axially 

symmetric nucleus is represented by two spinless particles 

interacting via a potential. 

Nuclear states are also observed which indicate 

rotational bands resulting from rotations of an asymmetric 

nucleus, or alternatively from rotations of a nucleus which 

is axially symmetric in its ground state, but has been 

excited by a y-vibration (a vibration which does not preserve 

axial symmetry) to an asymmetric shape. In a band of this 

type, there are found to be ~ + 1 states of a given J for 
2 

J.:.l 
J even, and --2- states of a given J for J odd. This 

corresponds exactly with the number of states for a given J 

that results from assuming a rigid asymmetric rotor with 

wavefunctions that transform according to the A-representation 

(totally symmetric ) of the n
2 

group(l?,lS) (Appendix C). 

For a completely rigid object, it is also found that the 

sum of the energies of the states of a given even J equals 

the sum of the energies of the states of angular momentum 

(J+l). This r elation is satisfied approximat~ly (within 1 

or 2%) by several nuclei. As well, in observed rotational 

bands of this type, the B(E2) 's for in-band transitions 
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are larger than thos e for extra-band transitions. This 

thesis investigates the rotational-vobrational spectrum of 

a simple asymmetric system consisting of three spinless 

particles, and find s t hat although the calculation was not 

accurate enough to g ive good eigenvalues and eigenvectors, 

the results indicate t he presence of rotational bands of the 

above type, with the B(E2 ) 's for in-band transitions greater 

than those for extra - b and transitions. 
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CHAPTER I 

THEORY: TWO-PARTICLE PROBLEM 

Introduction 

The p r oblem of two identical particles (spin zero) 

of mass m may be considered in terms of the equivalent one-

particle problem, the Schrodinger equation of which is: 

1'i 2 2 
-

2
ll V lJI(r -,8,¢) + V(r) 1Ji(r,8,¢) = E 1Ji(r,8,¢) (1) 

m where ll = 2 is the reduced mass, £represents the relative 

co-ordinates of the two particles, and V(r) is a central 

potential. I n the discussion which follows, V(r) is taken 

to be the sum of an attractive and a repulsive Gaussian: 

V(r) = v a e 

2 -K r a + v r e 

2 -K r r 
• ( 2) 

By variation o f the parameters V , Vr' K and K , a wide range a a r 

of potentials may be generated. 

In order to solve Eq. (1) for eigenvalues and eigen-

vectors, 1Ji is approximated by a linear combination of a 

complete set o f functions: 

c 
n 

(3) 

where N is use d to distinguish the many wavefunctions which 
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have a given J and M. The Y~ are the usual spherical har-

monies: 

= /(2J+l) 
4TI 

(J-M)! M S) eiM¢ 
(J+M)! PJ(cos 

I *M' M y J 1 ( e 1 ¢ ) y J ( e 1 ¢) d$t = 

(4) 

• ( 5) 

2 

The label J is used here instead of the customary L, since in 

this problem the parti cles are spinless and the total angular 

momentum J equals t h e orbital angular momentum L. The 

¢nJ(r) (l) are the radial parts of the solution of the three­

dimensional spherical harmonic oscillator problem: 

( 6) 

"W J+k 
where B = 1r' w being the oscillator frequency, and Ln 2 

is a LaguerrePolynomial as defined in Erdelyi et. al. ( 2): 

~ (n+a )! (-x) s 
L (n-s)! (a+s)! 

s=O 
• ( 7) 

The expansion in Eq. (3) is merely ·an approximation since the 

summation cannot r u n over the infinite number of values of 

n. However, the max imum value of n is chosen large enough so 

as to give a good approximation to the true ~. The "goodness 

of approximation" is measured by the values of the c . As n 
n 

increases, lc I tends to decrease until it is effectively 
n 



zero; at this point, the set of basis functions ¢nJ may be 

truncated with little loss of accuracy in either ~ or E. 

Since the basis is truncated, the eigenvalues and eigen-

vectors are dependent on the value of B which is chosen. 

The criterion for determining the optimum value of B is the 

minimization of the ground state energy of the system (Vari-

ational Principle) • 

It is convenient to define a dimensionless parameter 

r' : 

r' = IS r r 
= b 

where b = 1 

rs 
has d i mensions of length. 

~ written: 

¢nJ (r' )· 

The ¢ 's are norma l i zed: nJ 

Substitution of r' r = bin Eq. (1) gives: 

, ( 8) 

Then the ¢nJ may be 

( 9) 

• ( 10) 

2 
112 vr' 

[-- -- + V(r')] ~ = E ~ 
2l-! b2 

( 11) 

where V (r') = v a e 
-K a + v r e 

-K 
r (12) 

3 
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and v;, is the Laplaci an operator in the (r' 1 6 1 ~) system. If 

all energies are now expressed in units of ~c 2 1 and all 

lengths in units of :c 1 Eq. (11) becomes: 

where 

[ 1 v2 + v• (r')]''' = E' ,,, - 2b2 r I '~' '~' 

V 1 (r') 
v ·(r 1 ) 

= 2 I 

~c 

and 
. E 

El = --2 
~c 

( 13) 

With l/J as in Eq. (3) 1 the problem now consists of 

constructing the ma t rix elements 

HnJM 
n'J 1 M1 

and diagonaliz i ng the ensuing matrix. 

Evaluation of Matrix Elements 

Using 

then 

HnJM 
n'J 1 M1 

+ < ~ nJ ( r I ) I V I ( r I ) I ~ n I J I ( r I ) > } • ( 14) 



Clearly the simplest procedure to follow is to construct 

matrices in subspaces of given J and diagonalize these sub-

matrices indivi dually, since the Hamiltonian does not mix 

states of different J. The above matrix elements are in-

dependent of M, so t hat each eigenvalue of given J will be 

(2J+l)-fold degenerate. This is to be expected, since the 

Hamiltonian is rotat ional l y invariant. The matrix element 

of expression (14) will hence be labelled asH ,. nn 

5 

To evaluate the matrix elements <¢ nJ(r'JJ lr'
2

1<Pn'J' (r')>, 
. .. 

use is made of a recursion relation for the Laguerre poly-

nomial(2): 

• ( 15) 

Hence 

• ( 16) 

Then using Eq. (10), the result is: 

<A-.nJ(r') lr'
2

1A-.n'J(r')>- -/ (n+l) (n+J+l) 6 '+' '+' - 2 n' ,n+l 

- /n(n+J+~) 6 + (2n+J+ 3 ) n' ,n-1 2 

• ( 17) 

The matrix elements <<P nJ(r') IV' (r') !<Pn'J' (r') > are 
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evaluated as follows. Consider a typical matrix element of 

the form: 
00 

f 
-(y+l)r' 2 ,2J e r 

0 

2n! ~ = [ 3 ] • 
f (n+J+ 2 ) 

Substitution of x = r• 2 gives 

00 

Nn'JNnJ f(n'+n+J+~) 

(y+l) (y-1)] 
y2 

X 

2 n'! n! 

n'+n 
y 

n'+n+J+~ 
(y+l) 

( 18) 

(4) from Erdelyi et. al. 1 where 2F 1 is a generalized hyper-

geometric function defined by(S): 

nt n (a 1 I ••• I am; Y 1 I ••• I Y n; z) 

The symbol (A ) k denotes the quantity 

r (A +k ) = r (A) lk=ll21••• (A) 0 = 1 

Using Eqs. (17) and (18) all matrix elements H can nn' 
J 
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be easily calculated. The matrix may then be diagonalized 

and eigenvalues and eigenvectors obtained. 

It should be noted here that we shall consider only 

states of even J and positive parity are in this problem. 

The parity operation corresponds to an interchange of the 

particles; and if we assume that the particles are identical 

bosons, then the wavefunction must not change sign under 

particle interchange, and hence the wavefunction must have 

positive parity, i.e. J (-) = +, and thus J must be even. 

This symmetry r equirement is similar to tha ·t for axially 

symmetric, deformed e v en-even nuclei. 

Electric Quadrupole Tra nsitions 

It is interesting to examine the electric quadrupole 

transition probabilities for transi t ions between the eigen-

states. The t r ansition probability for an electric quad-

rupole photon of energy fiw = ~ck, of z-projection u, with 

the nucleus going from a state i to a state f is (6 ): 

Tif(E2u) (19) 

where Q2u is the electric quadrupole operator: 

Q
2 

=Le. r~Y2*u( 8 .,¢.) 
u . ~ ~ ~ ~ 

• ( 20) 
~ 

The sum is over charged particles; in the problem at hand, 

there is effectively only one particle, the effective charge 



eeif of which must be determined. To do . this, we consider 

·the two actual charges as point charges. Then the electric 

quadrupole moment is: 

since e 1=e 2=e and 1~1 1 = 1~2 1. In the equivalent one­

particle problem, the electric quadrupole moment is: 

I 

8 

e 
Hence 4 eeff = 2e, and eeff = 2 , that is, 

the effective charge is equal to one-half of the charge on 

each of the actual particles. 

Since the orientation of the nucleus is of little 

interest, the expression (19) is summed over Mf and Mi (the 

z-projections of the angular momenta in states f and i, 

respectively) and averaged over M. to give: 
l 

T (E2) 12n k 5 
= 225 ~ B(E2) 

where B(E2) is the so-called reduced matrix element: 

( 21) 

• ( 2 2) 

Only one value of u, that is, u = Mf-Mi contributes to each 

term in the sum. Clearly, if 1Mf-Mil>2, then the matrix 



<=lement <f!Q 2uli> i s zero . To calculate the non-zero values 

of <flQ
2
uli>, the Wigner-Eckart theorem(?) is used: 

9 

The symbol <NfJfl 102 1 lNiJi>' which is independent of the M1s, 

is also called the r educed matrix e l ement; to avoid con-

fusion, this will be referred to as the RME. The simplest 

procedure to fol l ow now is to calculate <NfJfMflo 2ulNiJiMi> 

for say, Mf = Mi = u = 0. Then the RME is: 

<NfJfolo2olNiJio> 

<Ji200!Jf0> 
• ( 2 4) 

Using the value for t h e RME obtained from (24), it is then 

easy to calculate any <NfJfMflo 2uiNiJiMi> as the product of 

the RME and the appropriate Clebsch-Gordon coefficient. The 

value for B(E2) may then be obtained from (22), and the 

transition probab ility T(E2) from (21). 

Thus, the p roblem now is reduced to the calculation 

of the matrix eleme nt: 

e 
f Y*o (stl y~ ( 0) Y~. (O)dO f 

( L 
¢nfJf 

(r 1))r 12 = 28 c 
Jf 1 nf nf 

X (L c ¢ ( r I ) ) r I 2 dr I . ( 2 5) n· n.J. n· 1 l 1 1 



~rhe angular integra l is found in Rose (B): 

Write the radial integral as: 

where 

c n. 
l. 

• ( 26) 

For Jf=Ji=J, I is g iven by Eq. (17) and the radial integral 

is: 

2: 
n. 

l.. 

3 + (2n
1
.+J+-2 ) 6 ) 

nf,n: 

For Jf and Ji differing by 2, 

00 

J 
J+2 2 J+~ -kr' L 2(r'2)r'2 I = N r' e 2 

nf,J+2 nf 
0 

• ( 27) 

J 2 -kr' 
N r' e 2 

n. ,J 
l. 

, ( 2 8) 

where it has been assumed that Jf=Ji+2=J+2. To evaluate 

expression (28), a recursion relation is used( 3): 

• ( 29) 

10 



2 Using this relation twice to dispose of the r 1 operator, 

2 J+2 . 
and of the r 1 in t h e r 1 term above, 

Hence, 

r I 2 <P J+ 2 ( r I) 
nf' 

and 

x (nf+l) LJ+~ (r 12 ) + (nf+l) (nf+2) 
nf+l 

x <P +2 J(r 1
) nf , 

!:: !:: 
+ (nf+l) 2 (nf+2) 2 o 2 

nf+ ,ni 

• ( 30) 

. ( 31) 

For the case of Ji = Jf+2 = J+2, the roles of initial and 

final states are simply reversed in the above derivation. 

Thus, using I from (17) or (31), and the angular 

integral from (26), the matrix element (25) may be evalu-

ated, and hence the B(E2) and the T(E2). The 2 cases of 

11 



Jf = Ji' and Jf and Ji differing by 2 need be considered 

only, since the quadrupole operator connects only states 

differing in J by 2 or less. Since symmetry assumptions 

eliminate odd J states, it is unnecessary to consider Jf 

and J. differing by 1. 
1 
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CHAPTER II 

THEORY: THREE PARTICLE PROBLEM 

The case of three particles is of course much more 

complicated than that of two particles. The Hamiltonian 

of the problem is: 

3 
H = I 

i=l 
T. + 

1 
, ( 1) 

where Ti is the particle kinetic energy, TCM is the kinetic 

energy associated with the centre of mass of the system, and 

V .. is the same two-particle potential as in the two-particle 
1] 

problem of Chapter I. The potential energy is summed over 

all two-particle i n teractions. 

Again, the wavefunction is approximated by a linear 

combination of a complete set of functions: 

• ( 2) 

Of course, the sum must be truncated after a finite number 

of terms. The bas i s functions Wk which are used are properly 

symmetrized combina tions of single particle basis functions, 

which are cylindrical harmonic oscillator wavefunctions: 

Xn m n (/Ci p,cp,/a z) = 
' , z 

P (/Ci p) <P (¢) Z (/a z) 
n,m m n

2 

( 3) 

13 



mw mw 
p z where a = ~, a = ~, and wp and w

2 
are the oscillator 

frequencies. 

p (/Ci" p) 
n,m 

cp (<I>) m 

z (Ia" z) n z 

2 a n! ~ 
= [ ( n+ I m I ) ! ] 

1 imcp = e 
l21r 

a~ 
= [ 

7T~ 
n 

2 z n z 

]~ -~az 
2 

H (Ia" z) e n z 

The wavefunctions (3) are eigenfunctions of 

2 2 
11 2 2 mw mw 

[--- V + P 2 + z z2] X 2m -2-- P -2- n,m,n = E 
z n,m,n z 

with E = (2n+lml+l)1'i.w + (n +~)11w nrnn p _z z z 

• ( 4) 

X n,m,n . 
z 

In the calculations which follow, w = w = w and hence a =a; 
p z 

thus, a spherical har monic oscillator r epresentation could 

have been used, but the cylindrical representation was 

chosen to fac i litate calculation of the potential matrix 

14 

elements. Since the set of basis functions ~k is truncated, 

the eigenvalue s and eigenvectors depend on the v alue of a (a). 

The value of a which gives the minimum ground state energy 

is chosen, just as in the two-particle problem. 

If the set of quantum numbers n,rn,n is represented z 

by q, then the symmetrized three-body wavefunction ~k can 



be ·written: 

= L L p 
lAp 

3 
1T 

i=l 
X {r.) q. -1 

1 

(5) 

where P is a permutati on operator which permutes the co-

ordinates r., and t h e sum is over all such possible permu­
-1 

tations. If a l l the q. are different, there are 6 possible 
1 

permutations, and hence the normalization factor is !_ = L; 

similarly, if all the q. are 
1 

1 2 of the q. are the same, --
1 lA 

1 the same, 

=!_ 
13 

lA 

lA /6 
= 1, and if only 

The problem is now to construct matrix elements 

of the Hamiltonian (1 ) between wavefunctions of the form 

15 

(5), and then t o diagonalize the matrix. Since the Hamilton-

ian is rotationally invariant, it is possible to diagonalize 

separately submatrices constructed from matrix elements of 

H between states of definite J and M; as well, for a given 

J, the matrix elemen ts will be independent 6f M, and hence 

each eigenstate of angular momentum J will be (2J+l)-fold 

degenerate. However, since it is non-trivial to construct 

states of definite J ( the wavefunctiornx are not eigenfunctions 

of angular momentum), only states of definite M will be 

constructed. Diagon a l ization then proceeds in each M-subspace 

(for all M>O), and the J-value of each resulting eigenvalue 

is equal to the l a rgest M-value for which this eigenvalue 

exists. It is easy to construct three-particle basis states 

~k of definite M, since all that is required is that 
3 
L m. = M (6) , where the m. refer to the m-values of the 

. 1 1 1 
~= 



3 single-particle stat es. We also require that the basis 

states ~k be of positive parity. Since the parity n. of a 
(2n.+lm. l+n ) 1 

wave function 
3 
IT n. = +1. 

i=l 1 

is (-1) 1 1 Zi 1 this means that Xq. 
1 

Although the k inetic energy of the centre of mass 

has been subtracted in the Hamiltonian (1) 1 it is still 

possible to have eigenstates which have spurious centre of 

16 

mass excitations. Clearly, these states are of no interest, 

and a method must be devised to identify which states 

include centre of mass excitations. The method adopted is 

to add a term of the form 

FAC . 
P

2 2 2 
[ 2M + ~ M w R ] 

(7) to the Hamiltonian, where the mass M = 3m (not to be 

confused with · the quantum numbers 

the total mass of the system, P = 
3 

M and m of Eq. (6)) is 
3 
L E· is the centre of 

i=l 1 

mass momentum, and R = L r. represents the centre of mass 
. 1 -1 
1= 

co-ordinates. FAC is a suitably chosen large number (~ 5000 

worked well). The reason for the addition of this term is 

that any spurious centre of mass excitations which do occur 

are eigenstates of an oscillator with frequency w. The eigen-

3 values are therefor e (n + 2)fiw, where n is a positive integer 

or zero. Thus the inclusion of the term (7) in the Hamiltonian, 

if FAC is chosen large enough, has the effect of separating 

all eigenstates into sets of states corresponding to the 

various centre of mass excitations (Fig. 1). The lowest set 



• 

(a) 

FAC•yl\w 

r F AC •f'flw 
FACOf1\W 

1 
(b) 

FIGURE 1 . 

CENTRE OF MASS EXCITATIONS 

(a) It is normally d i fficult to identify centre of 

mass excited states. 

(b) Identification of centre of mass states is now 

trivia l. 
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of . states has no centre of mass excitation (n=O}; hence, 

3 each state will have an energy of FAC • (~w} above the 

energy that would occur without the inclusion of term (7} 

in the Hamiltonian. The second set of states (n=l} is 

raised by an energy of FAC • 5 (2fiw} above the energies that 

would result with ou t term (7}, and so on. Once the centre 

of mass excited states have been identified, the extra 

centre of mass cont ribution from (7} is subtracted from the 

eigenvalues. For a wavefunction ~ of the form (2}, this 

centre of mass correction is: 

This procedu re works only if the three-particle 

basis states ~k whic h are used consist of all possible 

combi nations o f 3 s i ngle par t icle basis states x which 
. q 

represent a to t al " excitation e nergy" less than or equal to 

'18 

~w above the basis ground state which consists of all three 

articles in the lowest o s cillator state X· N is a positive 

i nteger or zero. Si nce t h e e x citation energy of a state 

Xq is (2n+lm !+n
2

}hw , a nd since the requirement of positive 
3 (2n.+ m. +n 2 .) 

parity means that IT (-1 } 1 1 1 = +1, hence N must 
i=l 

b e even. Thus, the above centre of mass method can be used 

~~ith basis states ~k repre senting excitations of up to 

2fiw, 4hw, 6hw, etc. Clearly, each increase in excitation 

of 2fiw will give mor e bas i s states to work with, and thus 
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the approximation to the wavefunction ~ will be better. 

Matrix Elements 

With the inclusion of term (7), the Hamiltonian now 

has the form: 

1'12 3 
k~ 

'fi2 
k~ 

·2 
I I L 

fl I k .. k.] H = 2m + v .. -[6 + 3m i=l 1 i<j 1J m i 1. i<j -1. -J 

fl2 
k~ 

112 2 2 2 
L I k .. k. ~ 

mw L 
mw 

+ FAC . [6m + 3m + -3- r. + -3- .). 
1 -1. -J 1. ~ -

i i<j i i<j 

x r .. r.] (8) 
-1. -J 

where we have written ~=fi~. If energy is expressed in units 

of mc 2 , ·and length in units of~' H may be written: me 

{(.!. + FAC) k2. 
2 

FAC 2 a H = L . + L: r.} 
3 6 i 1. 6 i 1. 

1 2 
{ I V!. I k .. k. a FAC I + + -(FAC-1) + 
i<j l.J 3 i<j -1. -J 3 i<j 

x r .. r.} 
-1. -J 

V .. 

(9) 

where V!. = ~' a nd the brackets { ••. }contain one-body 
l.J me 

and two-body operators respectively. Matrix elements of 

the following form are· required: 



= I ( _!_ l: 
/B p' 

P' 
3 
II 

i=l 
* X (r.)) q. -]. 

]. 

Consider a typical term in Hk~: 

I 
(__!_ P' 
IB 

3 
II 

i=l 
* X (r.)) q. -]. 

]. 

if<_!. L: P 
lAp 

3 
II 

i=l 
X (r.)) s. -]. 

]. 

• ( 10) 

• ( 11) 

Since the r, are merely dummy variables, they can be re­
-J. 

labelled in any desired manner and the term (11) becomes 

simply: 

J

r 1 3 * 1 
(-- II X (r.)) H(-- L P 
IB i=l qi -]. /A p 

20 

~~is argument can be applied to each of the B P'-permutations, 

a nd hence Hk~ can be written: 

3 
( II 
i=l 

* X (r.)) q. -]. 
]. 

(P 

( 12) 

where H1 and H2 are the one-body anq two-body parts of the 

Hamiltonian, respectively. If all the q. are different 
]. 

:"rom the s. ' then Hk ~ is trivially zero. If one of the 
]. 

q. is the same as one of the s. ' then we get a contribution 
]. ]. 

·to Hk ~ from H2; if two. of the q. 's are the same as two of 
]. 

·the si 's, or if Hk ~ is diagonal, there is a contribution to 

3k~ from both H1 and H2 . In these three cases, Hk~ reduces 



to sums of integrals of the forms: 

J 
* 2 <qfr2!s> X (r} r X (r} dT = q- s -

( 13) 

J 
* k2 2 

X (r) X (r) dT = <qlk Is> q - s -

J 
* * <qrl£1·£21st> Xq (r 1 > Xr (£2) £1·r2 Xs(£1) Xt (£2) d-rl d-r2 = 

J 
* * <qr I ~1 ·~21st> Xq (£1) Xr (r 2) kl.~2 Xs (£1) xt ( r 2) dTl d-r 2 = 

J 
* * <qrlvi2 1st> Xq (£1) Xr(r2) Vl2 Xs(£1) xt <E.2 > d-rl d-r2 = 

• ( 14) 

2 In order to evaluate the matrix elements of k and ~1 .~2 , 

it is convenien~ t9 write the wavefunctions x in k-space. 

Denoting the general point in k-space as (k · ~ k ) p' 'Ykl Z I 

21 

the harmonic oscillator function x (3) transforms into: n,m,n z 

= (2n)-f I eik.E_ x (/ap,¢,/az)pdpd¢dz. 
n,m,n z 

~his integral can be evaluated( 9 ) to give: 

2n+lm!+n . z = l P (/~-l k) <P (¢k) z (/a-l k ).(15) 
n,m p m n z z 

2n+lml+n 
~bus, apart from the phase factor, i z, n is obtained 

by replacing a and a everywhere by their inverses, and 



s ubstituting k for p, etc. This will piove to be very 
p 

useful in the evaluation of matrix elements. 

Following Manning(lO), we now define the following 

i ntegrals: 
00 

H(n) 

J 
p < ra p > 

n p (/a p) pdp n=O , 1, 2, .•. = p 
qs n ,m ns,ms q q 

0 
00 

R (-n) = I p 0 kp) kn P ( /a-1 k ) k dk n=l ·,2 ·, ••• . ( 
qs n m p nsms P p p 

0 
q q 

00 

z (n) 

J 
z (/a z) n z (/a z) dz n=O, 1, 2, •.. = z qs n n z z q s 

-oo 

00 

(-n) 

J 
z ( Ia -l k ) kn z ( Ia -l k ) dk n=l,2, ... 2 = qs n z z n z z z z q s -oo 

• ( 16) 

~·.atrix elements for all operators (except the two-body 

potential energy) in t h e Hamiltonian (9) can be expressed 

in terms of the above integrals. (The explicit forms for 

these integrals are developed in Appendix A.) It is clear 

that 

2 R ( 2) z ( 0) <q l p Is > = 0 m ,m qs qs q s 

2 R ( 0) (2) and <qlz Is > = 0 z rn q'ms qs . qs 

whence • ( 17) 

22 



In order that this matrix element be non-zero, it is also 

necessary that t he par i ties of states q and s be the same. 

In k-space: 

<qlk2 1s> = 0 {i m ,m 
q s 

2n -2n +lm l-Im I s q s q 

xR(O) z(- 2)} 
qs qs 

R(-2) Z(O) 
qs qs 

• ( 18) 

Again, the parities of states q and s must be the same, 

23 

and when both the parity and m selection rules are satisfied, 

the complex factors red uce to ±1. 

The evaluati on of the two-body matrix elements is 

more difficult 

The integrations over the ¢ 's in each term are ea~y, and 

g i ve factors of ~ o o and o o 
m -m ,±1 m -mt,~l m ,m m ,mt q s r q s r 

respectively. As well, in order for the matrix elements to 

be non-zero, the parities of q and s must be opposite 

(similarly for r and t) . The remaining integrals over the 

p • s and z's separate into integrals of the form (16). 

The result is: 

+ 0 m ,m 
q s 

• ( 19) 



Similarly, ink-space: 

(2n +2nt-2n -2n +lm l+lmtl-lm l-Im I> 
xis q r s q r 

(-1) ( - 1 ) z ( 0) z ( 0) + 0 0 X Rqs R 
rt qs rt mq,ms m r'mt 

(n +n -n -n z zt zq zr R ( 0) R (0) (-1) ( -1) 
i s 

X z zrt qs rt qs 

• ( 20) 

v1hen the parity and m conditions are met, the phase factors 

are ±1. 

Thus, by using expressions (17) through (20), all 

natrix elements may be evaluated, with the exception of 

i:hose involving the two-body potential operator. These 

matrix elements may be determined by using formulae devel­

oped by Copley and Volkov(ll). Since these formulae are 

l~ather lengthy, they are written in Appendix B. Thus, we 

now have expressions for all desired matrix elements and 

t he Hamiltonian ma t rix may easily be constructed and 

diagonalized. 

Blectric Quadrupole Transitions 

24 

As in the two-particle problem, we want to determine 

:he B(E2) 'sand T(E2) 's (defined by (I-22) and (I-21)) for 

·:ransi tions betv1e en eigenstates. Following the procedure 



adopted in Chapter I, we calculate one matrix element of 

1ne form <fjQ20 ji>, where Mf = Mi' from which we can deter­

mine the RME, a nd hence all other matrix elements of the 

f orm <fjQ
2
uli>. Now the problem is to determine 

a20 is a one- body operator: 

3 

l: 
i=l 

3 
= e L 

i=l 

2 2 
( 3 z. -r. ) 

l. l. 

2 2 
(2z.-p.) 

l. l. 

·rherefore i n o r der for <~k j Q 20 !~£> to be non-zero, we must 

have two o f the single-particle states in ~k the same as 

two of the sing l e -partic l e states in ~£ . If this is sat­

isfie d, the matr ix element reduces to a sum of matrix 

elements of the f orm: 

Thus, it is quit~ easy to determine <~ fjQ 20 j ~ i>, and then 

the B(E2) and T( E2). 

25 



CHAPTER III 

COMPUTATION 

Computation was performed on a CDC 6400 computer. 

For the most part, the programmes were developed straight­

f orwardly from expressions in Chapters I and II. For matrix 

d iagonalization, the library subroutine HOUSE 4 was used; 

t~is uses Householder's method to tridiagonalize the matrix 

a nd then the Ortega method to find the eigenvalues and eigen­

v ectors. For the two-particle problem, a basis of 80 states 

~ras used, and hence the matrix which was required to be 

c iagonalized was 80 x 80. This size of basis was deemed to 

be large enough for several reasons: 

{a) The eigenvectors and eigenvalues for the lowest 

eigenstates {ie. the bound ones) remained un­

changed to 6 significant figures if a larger 

basis was used. 

{b) Our results were compared with results from 

an accurate numerical solution of the 

Schrodinger equa t ion and found to agree to 6 

significant figures. 

{c) The eigenvalues and eigenvectors of the bound 

states were unchanged (6 figures) with a 

change of oscillator constant of 15 %. 

Using an 80-state basis, t he time taken to generate the 

26 



matrix elements for a given J and diagonalize the matrix 

was typically of the order of 1 min. (which is quite fast) . 

This includes also the calculation of <r 2
> (an expression 

for which is obtained trivially by using Eq. (I-17)) for 

each of the bound eigenstat es. 

27 

In the case of three particles, the matrices in­

volved can become very large. Table 1 shows the sizes of 

the matrices for the possible excitations (2fiw, 4~w, ... etc.) 

out of the basis ground state, for the various M-values. 

Also tabulated are the matrix sizes (ie. basis sizes) that 

would exist if t he particles were coupled to a definite J. 

(The matrix size for a given J is of course simply equal to 

the matrix forM= J-1 minus the matrix size for M=J.) 

From Table 1, i t is clear that even for excitations 

as low as Bfiw, the matrices are getting extremely large for 

the lower M-values. The largest matrix which was feasible 

for calculation purposes was 231 x 231 (8fiw, M=3). For 

this matrix, it was necessary to employ overlays in the 

c omputer programme, since it was impossible to store the 

rratrix and at the same time retain in core all the sub-

routines necessary to generate the matrix. Even with over­

l ays, the programme required all of the machine • s c6.re 

(124000 8). The time necessary to generate and diagonalize 

t:he matrix was 33 min. For matrices of sides 117 (6~w, M=O) 

a nd 49 (61'iw, M=3), t he corresponding times were 6 and 1 min., 

r espectively. Thus, it is seen that as the size of the 
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TABLE 1 

DIMENSIONALITIES OF MATRICES IN THREE-PARTICLE PROBLEM 

EXCITATI ON ABOVE BASIS GROUND STATE: 

2flw 4i'iw 61iw 8'rl.w lOflw 

l sJ 
' 

M or J SM SJ SM SM SJ SM SJ 
I 

SM SJ I 
I I 

-- I 0 5 3 27 9 117 23 413 51 1241 103 

1 2 0 18 2 94 10 362 34 1138 90 

2 2 2 16 10 84 35 328 97 1048 231 

3 6 2 49 15 23 1 57 817 165 

4 4 4 34 22 1 174 80 652 224 

5 12 5 94 35 428 131 

6 . 7 7 59 39 297 143 

7 20 10 154 64 

8 10 10 90 60 

9 30 16 

1 0 14 14 
. 

1 1 

1 2 

SM: Matrix size for p articles coupled to definite M. 

SJ: Matrix size for particle s coupled to definite J. 

{mat rix size = number o f 3-pa rticle basis states) 

12fiw 

SM 

3282 

3086 

2880 

2391 

1992 

1458 

1089 

686 

452 

229 

128 

42 

19 

28 

SJ 

196 

206 

489 

399 

534 

369 

403 

234 

223 

101 

86 

23 

19 
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natrix increases, the time required increases greatly; the 

ntatrix storage space required in the machine also increases 

tremendously, varying as the square of the matrix size. 

One of the most time-consuming parts of the three-

particle programme was the calculation of the two-body poten-

1~al matrix elements. It was decided that since many matrix 

elements <qrlv' 1st> are required several times, the matrix 

elements should be stored when calculated, so that the 

next time this particular matrix element is required, it 

can be quickly picked out of the stored array rather than 

b eing recalculated. In fact, to further save time, the 

:radial and angular part, and the z-part of the matrix element 

1Nere stored separately , since a particular radial and angular 

:part , for example, can be common to several total matrix 

elements which _have different z-parts. As well, many matrix 

elements are equivalent, eg. M t = M = M = M qrs rqts stqr tsrq' 

where M t is the radial and angular part of the matrix qrs 

element between states q and r, and s and t. This feature 

was taken into account in the calculation and storage of 

the matrix elements. Time reversal symmetry was also 

employed, ie. the fact that 

M q s r t 
m m m mt q s r 

was taken into account. 

= M s r t 
q_m -m -m -m 

q s r t 

Thus, whenever a potential matrix element is to be 



calculated, a search is made to determine whether the 

radial and angular , and/or z-parts have already been calcu­

lated and stored. If so, the matrix element can be quickly 

determined; if not, it must be calculated and stored. 

This saves considerable time, but of course requires one­

dimensional arrays in which to store previously calculated 

ma trix elements. The arrays for the z-parts are small 

(the largest used had a size of 150) , but for the radial and 

a ngular parts, the arrays were as large as 1175. Two arrays 

( f or the attractive and repulsive part of the potential) 

30 

were required for each of the radial and angular, and z-parts. 
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CHAPTER IV 

RESULTS, DISCUSSION AND CONCLUSIONS 

Two Particle Results 

Four different two-body potentials (Table II and 

Fig. 2) were used , ranging from that of a soft rotor 

(potential I) to that of a hard one (potential IV). 

TABLE II 

POTENTIAL PARAMETERS 

V' V' K K a r a r 

Potential 

units of 2 units of (~c) 2 
~c 11 

I -15.00 11.25 .0165 .0330 

II - 17.00 15.50 .0165 .0330 

III -25.00 38.30 .0204 . 0 40 8 

IV -50.00 76.60 .0204 .0408 

Energy levels for t h e lowest states for each potential are 

shown in Figs. 3-6. The levels have been divided into 

rotational- vib r ational bands, as might be observed experi-

mentally. Cl e arly, as the potential becomes harder, the 
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energies associated with the rotational and vibrational 

motions differ more and more. In the case of a very hard 

potential (ie. much harder than potential IV) such as in 

a molecule, the various bands are well separated in energy. 

There are several justifications for separating the 

resulting eigenstates into bands. First is the form of 

the radial wavefunctions in the various bands. In the 

lowest band (for any potential), the radial wavefunctions 

have no nodes; i n the second band, the radial wavefunctions 

have one node, and so on. Thus, the radial form of the 

wavefunction clearly distinguishes various bands. In Figs. 

7 and 8, this is shown quite explicitly: I,,, 12r2 . 1 d 'I' 1.s p otte 
r 

against r for potentials I and III for the J=O states in 

the three lowest bands, where 1)! is the radial wavefunction. 
r 

2 As well, the values of <r > are shown for each of these 

wavefunctions. Clearly as one goes from band to band, the 

2 value of <r > changes ; this indicates stretching of the 

two-particle system as it goes from a lower vibrational 

mode to a higher one. We might also expect stretching to 

occur within a band, as the rotational energy increases. 

In fact, we find this, as is shown in Figs. 9 and 10, where 

11); 1
2r 2 is shown for the J=O, 6, and 12 states of the lowest r 

band in potential s I and III. Note that the stretching is 

much less for the harder potential (III) , which is to be 

expected. For a rigid rotor, one expects a strict J(J+l) 

dependence in the energy levels. However, the stretching 
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just noted will destroy this dependence to some extent, and 

it would be expected that the greater the stretching, the 

greater the deviations from the J(J+l) dependence. This 

is shown in Fig. 11, where the deviations from J(.J+l) 

dependence for the lowest band of potential I (large 

stretching) are seen to be much greater than those for the 

lowest band of potential III (small stretching). Note in 

Fig. 11 that the energy of the J=2 state has been set equal 

to 1.0 for each of the three cases (rigid rotor, potentials 

I and III). The energy levels for a rigid rotor are 

~ J(J+l), where I is the moment of inertia of the object. 

In the case of a non-rig i d rotor, we would expect the 

moment of inertia to increase as the object stretches with 

increasing angular moment um, and thus the energies of 

states of higher J are less than what would be expected for 

a rigid rotor. This is indeed what is shown in Fig. 11. 

Another justification for separating the eigen-

41 

states into bands is the fact that the B(E2) 's for transitions 

within a band are greater than those for transitions between 

bands (as is observed experimentally in axially symmetric 

even-even nuclei with ro t ational spectra). This is seen in 

Figs. 12 and 13, where a few representative B(E2) 's have 

been indicated fo r transitions between states in potentials 

I a nd III. These B(E2) 's are not in fact exactly those 

B(E 2 ) 's define d b y Eq . ·(I-22); since the relative magnitudes 

only are of impor t ance, we have set the chargee on each 
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particle equal to 1. Note in Figs. 12 and 13 that the B(E2) 's 

for in-band transitions are at least a factor of 10 larger 

than those for cross-band transitions. 

It is also interesting to investigate whether we 

get the so-called "Yrast" levels. To do this, we assume 

that we have popul ated the J=lO state in the third band 

(for potentials I and II I ), and calculate the probabilities 

of populating the lower states as the system decays. The 

results are s h own in Tab l e III. We clearly have the 

occurrence of Yrast levels, which are much more prominent 

in the case o f the harder potential (III). In this case, 

they are the J=S l evel in the second band and all the 

levels for J<6 in the first band. 

Three-Particle Resu l ts 

Unfortunate l y, the results for the three-particle 

problem are not as satisfactory as those for the two­

particle case. The general procedure followed was to 

construct all basis states representing an excitation of 

no more tha n znw above the basis ground state, and then 

to perform the calculation using this basis; then a basis 

of states representing no more than a 4~w excitation was 

used, and so on, until the eigenvalues and eigenvectors 

did not change when the basis was increased unhappily, 

this point was never reached. Figs. 14 and 15 show the 

energy levels for states (with no centre-of-mass excitation) 



J 

J 

TABLE III. 

POPULAT I ON PROBABILITIES 

(a) Potential 1 

band 

1 2 

12 • 0 3 <.01 

10 .02 .15 

8 .09 .37 

6 .28 .49 

4 .56 .40 

2 .86 .18 

0 1.00 . 0 3 

(b) Potential III 

band 

1 2 

12 .01 .02 

10 .11 .21 

8 .so .63 

6 .95 .06 

4 1.00 < .01 

2 1.00 < .01 

0 1.00 <.01 
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3 

0.00 

1.00 

.72 

.42 

.17 

• 0 4 

< .01 

3 

0.00 

1.00 

.07 

< • 01 

< .01 

< .01 

< . 01 
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from calculations using each basis for potentials I and III; 

the highest excitation possible was Bfiw, with M=3 (matrix 

size 231) • The dotted lines connect a few corresponding 

states resulting from the use of different bases. · Note that 

the energies in these figures are expressed in units of 

2 2 me , not ~c . Clearly the levels generated using potential 

I (soft) change much less when the basis is increased than 

do the levels generated by potential III. This is to be 

expected, since the more extreme (i.e. rapidly changing 

with r) the potent ial, the more basis states are needed 

to construct a good wavefunction. 

In spite of the failure to obtain accurate eigen-

states, a certain amount of information can still be 

gleaned from the results. If the B(E2) 's for transitions 

between the states are calculated, we find that it is 

possible to separate the states into bands, as in the two-

particle case , for which the B(E2) 's for in-band transi-

tions are greater than those for cross-band transitions. 

Although the values of the B(E2) 's change by as much as 

10% as the basis is i ncreased, the ratios of the B(E2) 's 

change only by a maximum of about 4%; thus, we can be 

sure that this separation of states into bands is indeed 

correct. Fig. 1 6 shows the three lowest bands for states 

generated using potential I. A few representative B(E2) 's 

are also shown in this figure. The maximum number of 

J states of a given J in a band is seen to be 2 + 1 for J 
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J-1 even, and --2- for J odd. This corresponds exactly with the 

number of states of a given J for a rigid asymmetric rotor, 

with wavefunctions which transform according to the A re-

presentation (totally symmetric) of the o
2 

group (Appendix 

C). In demanding that our wavefunctions be symmetric with 

respect to particle interchange, we have restricted our 

wavefunctions to transform according to the A representation 

of the o
2 

group. 

One of the surprising features of the calculation 

was the number of centre of mass excited states which were 

produced. For the Bfiw, M=3 case, in which there were a 

total of 231 states, 207 of these were centre of mass 

excitations a n d thus were useless for our purposes. 

Discussion and Conclusions 

The q ualitative reproduction of many experimental 

observations by our naive two-particle model of the nucleus 

is rather interesting. I t seems to indicate that a rough 

picture of a rotating and vibrating axially symmetric 

nucleus can be gotten by considering each end of the nucleus 

to be a boson, and letting these bosons interact via a 

two-body potential. Assuming that this model is quali-

tatively valid, we see then that the nucleus stretches as 

its vibrational and rotational energies increase. As well, 

even though a nucleus does not display a strict JlJ+l) 

energy dependence, it still may be classified as rotational. 
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The three-particle results were -disappointing. 

Although we managed to obtain distinct rotational bands, 

we had hoped to investigate deviations from the energy 

relations for a rigid asymmetric rotor (i.e. the sum of the 

energies of all states of a given even J equals the sum of 

the energies of all states of angular momentum (J+l)) as 

a function of the potential used. Clearly the next step 

that could be tak en in t h is problem would be to construct 

basis states of definite J (see Table I). It would then be 

possible to form a basis consisting of all excitations of 

no more than l Ofiw above · the basis ground state. This size 

of basis wbuld probably be enough to give accurate eigen­

states, at least for the softer potentials. 
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APPENDIX A 

EVALUATION OF INTEGRALS R(±n) AND z ( ±n) . 
qs qs 

(a) R C±n) 
~ 

00 

( +n) 
f p (/a p)p n p (/as p)pdp R = qs n m q n m q q s s 
0 

For generality, it has been assumed here that the oscillator 

constants in the states q and s may be different. Then, 

R(+n) = 2 
qs 

a a n . n . ~lrn I ______ q~_s ___ q~ __ s______ a q n+l+jm l+lrn I 
p q s 

(n +lrn I>! (n +lrn I>! q q q s s 

-~(a +a ) 
I m I I rn I . q s 2 

X L q(a p 2) L s (a p 2) e 
p dp 

nq q n s s 

Now 

Lm(ap2) 
n ( n+rn) ! u 2u 

= I (-a) P ( I-7) 
n u=O (n-u) ! (m+u) ! u! 

R (+n) ~lrn I ~lrn I 
2/aq I I (n +lrn I>! (n +Jrn1'f! a q s 

= a n . n . a 
qs s q s q q s s q s 

n n (-l)u+v u v r s a a 
I g s 

X (n -u) ! ( I rn I +u) ! u! (n -v) ! ( I rn I +v) ! v! 
u=O v=O q q s s 

00 

-k(a +a ) 
n+l+lrn l+l rn l+2u+2v 2 q s · 2 

p q s e P dp • ( 1) 

0 
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It is easy to show that: 
llO 

J 
b 2 

R-+1 
R, 1 -2-

p e- P dp = (2b) 2.4.6 •.. (R.-1) for R. odd 

0 

1.3.5 ... (R.-1) 
= R, R, 

for R. even 

22 • b2 

Using (2) and (1) with R. = n+l+ m + m +2u+2v, and 
q s 
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• ( 2) 

b = ~(a +a ) , R~~n) is then determined. 
q s ~J 

R~~n) can be obtained 
~J 

simply by replacing the a's in the above with their inverses. 

(b) Z (±n) 
~ 

00 

Z (+n) 
qs z (;a- z)dz n s 

zs 
-oo 

where it has been assumed that a and a may be different. q s 

Now 

Z (+n) 
qs 

X H 
n 

zs 

n +n 
zq z 

2 s 

1 

-~(a +a )z 2 

(;a- z) e q s dz 
s 

00 

J 
-co 

From Lebedev(l 2), 

H (x) = 
n 

[n/2] 
I 

k=O 

(-l)k n! ( 2x)n-2k 
k! (n-2k) ! 

. 
where [v] denotes the largest integer ~v. 



•rhus, 

z (+n) 
qs 

00 

-oo 

z 

n +n z z 
q s 

+n-2k-2£ 

e 

l 

2 
-~(a +a )z 

q s dz 

(2/aq) 

If (n +n +n) is odd , the integral in the last line is z z 
q s 

trivially zero. If (n +n +n) is even, the integral may be 
zq zs 

rewritten as: 

00 

I 

n +n +n-2k-2 £ 
2 . z zq zs 

2 
-~(a +a )z 

e q s dz 

0 

and evaluated by Eq. (2) . Thus Z(+n) is determined; 
qs 

( -n) z .. 
lJ 

can be gotten by replacing the a's with their inverses. 
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APPENDIX B 

POTENTIAL MATRIX ELEMENTS(ll) 

The matrix elements we want to evaluate are 

<qrlvi 2 1st>. Since Vi2 is the sum of an attractive and a 

repulsive Gaussian, we consider a general matrix element of 
-~K ( r -r )2 

the form <qrle -l - 2 lst>, where the factor of ~ appears 

in the exponential merely to correspond to Copley's and 

Volkov's notation . The matrix element may be broken up 

into two parts, the radial and angular part M and the 

z-part I. The final expression for the radial and angular 

part is: 

lm l+lm 1+2 
M = C 2 q .s 

~lm I ~lm I ~lmtl lm -m I 
ar r a s a K s q 

s t 

~(lm l+lmtl-lm l-Im I> -(lm -m l+lrn l+lmtl+2) x A r q s k s q r 

n · nr ns nt n 

X Iq I I I I n! ( ~ ( I m -m I + I m I + I m I ) +v+x+y) ! s q r z u=O v=O v=O x=O y=O 

vim I 
X o(..; q 

n u q 

where C = 

4a Jim I a A oLim I 4a ;J_Im I atA ( ____g_) r ( r ) s ( _s) s ( -) 
A n v ---2 n w A n x 2 

1 
2 
TI 

r k s t k 

a a a at n ! n . n ! nt. r r s ~ r s 
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and 

A. = 2 (a. +a. +K) 
q s 

(a. +a.t) (a. +a. ) + K (a. +a. +a. +a.t) r q s q r s 

2n = lm l+lm l-Im -m l+2u+2w q s s q 

m 
pf <x> 

f 
= (p+m) ! (-x ) 

(p-f) ! (m+f) ! f! 

I 

I 

I 

Although 5 sums are invo l ved in Eq. (1), the number of terms 

involved in any given sum is quite small, and the sums can 

be evaluated q uite easily by machine computation. It should 

be noted that for the sake of generality it has been assumed 

that the a.'s may be different in each state; this adds only 

one summation to (1) however. 

The z-part of the matrix element is: 

[n ] [min (n ,n -2u)] [n +n -2u-2v] s q s q s 
I I I 

u=O v=O w=O 
2
v+n , v. 

n n -2u 
X ( q) ( S ) 

(n +ns-2u-2v-2w)! (nr-2x)! (nt-2y)! 

v v 

a -a +K ~(nq+ns-2u-2v) ~a ]~ 
( s q ) h s 

x a +a +K n u a 
q s s q 

( 2) 
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where D 

k2 

and 

1 (a a a at) g: r s = 
7T2 (n +n +n +nt) 

2 q r s n ! I nt! n n . q r s 

= (a +a ) (a +at) + K(a +a +a +at) q s r q r s 

[v] denotes the largest integer ~v 

nl 
( ) is the binomial coefficient 
n2 

· 2n = n +n +n +n -2u-2v-2w-2x-2y 
q r s t 

1 m-2P ( 2 l)P = m. X X -
P! (m-2P)! 

X = ~(a +a +K) q s 

I 

Note in the above that n has been replaced everywhere by n, z 

in order to uncomplicate the indices slightly. For the 

expression (2) to be non-vanishing, (n +n +n +nt) must be 
q r s 

an even number (otherwise 2n would be odd) . 
-~K(r -r )2 

The matr i x element <qrje -l - 2 jst> is then 

obtained by the product of M and I. 
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APPENDIX C 

RIGID ROTORS AND THE D GROUP(lB, 20) 
2 

Consider a rigid object with body-fixed axes _xiy,z, 

whose orientation with respect to the laboratory axes 

X,Y,Z is determined by t h e Euler angles a,S,y. The ro-

tational Hamiltonian for such an object is: 

T 2 
X 

H = ~[--
I X 

T 2 
+ _z_J 

Iz 
' ( 1) 

where Ix, Iy, Iz are the principal moments of inertia along 

the X,Y,Z axes respectively (we assume the X,Y,Z axes to 

coincide with the principal axes of the body), and TX, 

Ty, Tz are th~ components of the angular momentum T of the 

body (an equivalent way of looking at T is to say that it 

generates an i nfinitesimal rotation of the body). T , T , 
X y 

Tz operate on the Euler angles a,S,y and satisfy the commu­

tation relations: 

= -i11 T 
z 

(and cyclic permutations) 

Note that since T rotates the body, instead of the co-

ordinate system, the commutation relations differ by a 

minus sign from t h e usual angular momentum commutation 

relations. 
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Also, 

T2 J 'fi2 J(J+l) J 
DMK(a8y) = DMK(a8y) 

Tz 
J 

DMK(a8y) = 11 K J 
DMK(a8y) 

Tz D~(aBy) = 11 M J 
DMK(a8y) 

where the D's are the generalized spherical functions. 

Write 

1 b 1 1 
a = 

IX 
, = I c = 

Iy Iz 

'rhen H ~(aTX 
2 

+ bTY 
2 

cTZ 2) • ( 2) = + 

If a l l three moments of inertia of the body are different 

(a~b~c, a~c) then the body is an asymmetric rotor. Eigen­

functions ~J o f H corresponding to angular momentum J can 

oe written as l inear combi nations of D functions ¢JK 

(M is irrelevant for our p urposes). 

~J = 

where 

Hence for a given J-value, we construct the Hamiltonian 

(3) 

. 
' --: 

matrix elements <¢ J KIHI¢JK' > ' and diagonalize to obtain the 

e igenvalues of H. For each J, the Hamiltonian matrix is 
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(2J+l) x (2J+l) in size. We can simplify the problem and 

reduce the sizes of the matrices to be diagonalized by 

considering the symmetry properties of H. We may then 

classify the rotational states with respect to the ir­

reducible representations of the appropriate symmetry group 

and diagonalize in each irreducible representation, since 

the matrix element s of H between wavefunctions belonging 

to different irreducible representations of the appropriate 

group are zero. 

H is invariant under the operations of the n
2 

symmetry group. This group contains the identity element 

and 3 rotations by IT about the 3 axes X,Y,z. The character 

Table of the n
2 

g r oup is written below: 

02 E ex 
2 cy 2 

cz 
2 

A 1 1 1 1 

Bl 1 -1 -1 1 

B2 1 -1 1 -1 

B3 1 1 -1 -1 

TABLE IV 

CHARACTER TABLE OF THE n
2
' GROUP 
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We want to consider wavefunctions which transform according 

to the A representation, i.e. linear combinations of the 

¢JK which transform according to the A representation. 

Clearly N(E+CX2+cy2+c 2
2 )D~K = ~iK is a function which trans­

forms according to the A representation (N is a normali-

zation constant) , since 

= ~JK 
A 

,,,JK t 
'+'A , e c. 

Operating with the C's above, using the expressions for cx2 

J (20) 
DMK, etc., from Davydov , we get 

,,,JK -- N[l+(-l)K] [DJ +( l)J DJ ] 
'+'A MK - M,-K • ( 4) 

Note that only even values of K are allowed, and if K=O, 

J must be even; JK as well, ~A is symmetric in K and (-K). 

For J=O, there is only one state (K=O) ; for J=l, there 

are no states , etc. If J is even, there are ~ + 
2 

1 states, 

and for J odd , there J-1 states. For given J-value, are -2- a 

we may now construct matrix elements of H between wave-

functions of the form (4) and diagonalize, thus giving the 

eigenvalues in the A-representation. It may be shown that 

the sum of the energies of all states of a given even J 

equals the sum of the energies of all states of angular 

momentum (J+l ) . 
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