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Abstract

Recombination mechanisms in gallium arsenide have been studied using temperature-
dependent time-resolved photoluminescence-decay. New analytical methods are pre-
sented to improve the accuracy in bulk lifetime measurement, and these have been
used to resolve the temperature-dependent lifetime. Fits to temperature-dependent
lifetime yield measurement of the radiative-efficiency, revealing that samples grown
by the Czochralski and molecular-beam-epitaxy methods are limited by radiative-
recombination at 77K, with defect-mediated nonradiative-recombination becoming
competitive at 300K and above. In samples grown with both doping types using
molecular-beam-epitaxy, a common exponential increase in capture cross-section char-
acterized by a high value of E∞ = (258 ± 1)meV was observed from the high-level
injection lifetime over a wide temperature range (300-700K). This common signature
was also observed from 500-600K in the hole-lifetime observed in n-type Czochralski
GaAs where E∞ = (261 ± 7)meV was measured, which indicates that this signa-
ture parametrizes the exponential increase in hole-capture cross-section. The high
E∞ value rules out all candidate defects except for EL2, by comparison with hole-
capture cross-section data previously measured by others using deep-level transient
spectroscopy.
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Chapter 1

Introduction

Using a new temperature-dependent time-resolved photoluminescence decay (TD-TR-

PLD) system, I have been able to resolve the temperature-dependent bulk-lifetime

(τbulk) and radiative efficiency (f(T )) in GaAs samples grown using Czochralski (CZ)

and molecular-beam-epitaxy (MBE). Measurement of f(T ) is possible using TD-

TR-PLD because the radiative (τr) and nonradiative (τnr) lifetimes follow opposite

temperature dependence, so this method does not rely on comparison to the theoretical

radiative lifetime. While these methods are demonstrated on GaAs, the TD-TR-

PLD system has been built to accommodate many different materials to allow for the

measurement of f(T ) in other direct bandgap semiconductors. High f(T ) is required to

meet the thermodynamic maximum for power-conversion efficiency of photovoltaic solar

cells [14], and is equally important for maximizing output-intensity of light-emitting

diodes [15] and solid-state lasers [16].

When direct bandgap semiconductors are heated, the capture cross-sections (σ) of

defects often undergo an exponential increase, characterized by E∞. By fitting the

temperature-dependent τbulk, I have found that the measurement of E∞ is possible.

This enables characterization of the dominant defect that limits τbulk and f(T ) in

the material, which is important because it provides a signature that can be used to

identify that defect. Once the dominant defect has been identified, research efforts
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can be focused on eliminating the defect, or mitigating its negative electronic effects.

Defects that reduce f(T ) [14] and τbulk [17] limit photovoltaic cell-efficiency at the

bulk material-quality level, and cell-efficiency is the predominant factor affecting the

economics of solar energy [18]. The σ of many direct bandgap semiconductors (e.g.

GaAs [8, 9, 11, 19], GaP [11], InGaP [20], GaAsN [21], InP [22], InGaAs [23]) have

been previously characterized using deep-level-transient spectroscopy (DLTS) and

defects in these materials were found to exhibit this exponential change in σ, which

makes these dominant-defect characterization methods widely applicable.

Decades of research with DLTS have characterized many of the electronic properties

of defects in as-grown and intentionally-contaminated GaAs, including the measurement

of temperature-dependent electron- (σn) and hole-capture (σp) cross-sections. The

σn and σp of many defects in GaAs undergo an exponential increase proportional to

e−E∞/kBT when temperature is increased, and their E∞ have been reported in the

literature. This existing knowledge is extremely valuable to the association of defects

characterized using TD-TR-PLD with those already studied by DLTS, based on the

measured E∞. Through application of complementary techniques and theoretical

modelling, some of these defects have been associated with intrinsic crystallographic

defects (As- and Ga-related) and extrinsic impurities. While we understand much about

the electronic properties of defects in GaAs, there is still no clear consensus as to what

defect plays the dominant role in recombination [10]. Temperature dependent τbulk
analysis provides a new means of applying the information gleaned from DLTS-based

studies to identify the specific defect that limits the carrier lifetime.

In my experiments, I have observed a characteristic drop in τbulk in GaAs samples

grown using CZ and MBE when heated above 300K, associated with the exponential

increase in σ. Fits to TD-TR-PLD have revealed that this change is characterized

by the same E∞ in samples grown using both growth methods. The hole-lifetime

(τp) has been measured in the TD-TR-PLD experiments on n-CZ-GaAs, where the

injected carrier density was orders of magnitude below the doping level. Because of
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this low-level of injection (LLI), we can associate the common E∞ with a change in

σp. The lifetime drops too abruptly to be consistent with most characterized defects

in GaAs; however, the behaviour is consistent with the known σp of the EL2 defect.

The EL2 defect has received more attention than any other defect in GaAs [24],

and is of both technical and scientific interest [25]. While EL2 was associated with

the arsenic antisite defect (AsGa) [26–28], several experimental findings (such as the

observed low-temperature metastability) could not be explained by the isolated-AsGa

defect [25]. While scientifically interesting, the metastable-state only exists below 140K

[29] where radiative recombination limits the lifetime, and is therefore not relevant to

defect-characterization and device operation near 300K. Some past studies from GaAs

grown using various methods have indicated EL2 as the lifetime-limiting defect [30, 31],

while others have claimed limitation by HL10 [9], EL6 [10], and EL5 [12]. The most

recent conclusion [31] indicating EL2 as the dominant defect relies on the observation

that both the recombination current and EL2-density varied by about three orders of

magnitude between GaAs p+-n junctions grown using metalorganic chemical vapour

deposition (MOCVD) and CZ methods; however, this result could be spurious as some

other defect density may have also changed by three orders of magnitude between

growth methods. There is an unsettled debate as to what defect limits the lifetime in

GaAs, and experimental work with temperature-dependent τbulk measurement provides

missing clues that can potentially answer this standing question.

TR-PLD from GaAs is not monoexponential [32], and accurate physical modelling

is essential for resolution and analysis of the temperature-dependent τbulk signal and

f(T ). To address this, I have developed new analytical models, and these have

enabled measurement of τbulk and f(T ) from this nonlinear decay. In thick materials,

nonlinearity arises due to diffusion and surface recombination. Vaitkus [3] solved the

diffusion problem for the semi-infinite slab with arbitrary surface-recombination velocity

(S), and I have generalized this model to three dimensions. In studying this theory

further, I have found that TR-PLD from thick (in relation to the diffusion length),
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unpassivated materials has a time-dependence of e−t/τbulk/
√
t. Experimentally, I have

found that this approximation is applicable from 77-700K. This greatly simplifies the

interpretation and analysis of TR-PLD from thick, unpassivated samples and provides

confidence in the analytical model and the measured τbulk.

Nonlinearity also arises due to the presence of localized states. This is typically

accounted for by fitting a monoexponential subset of the TR-PLD, or by performing

a biexponential fit. By modelling the system with one dominant localized energy

level, I improve upon the biexponential modelling of trapping processes and derive

an analytical relationship that illuminates the relationship between the measured

parameters and the trap-capture (τo), trap-emission (τ1), trap-decay (τ`), and τbulk
time constants. This new analytical model provides insight into the complex domain

of trap-dominated TR-PLD, and allows extraction of more information than was

previously possible.

Localization effects are commonly observed in GaAs photoluminescence (PL)

spectra, and give rise to significant deviation between experiment and the PL spectrum

calculated using the parabolic-band approximation of the density of states. This is

the result of the formation of an exponential tail in the conduction-band density of

states (DOS), which occurs above doping levels of (1017cm−3) in GaAs [33]. Halperin

and Lax [34] have treated this topic with rigour; however, a clear method of fitting

experimental data is not provided. By applying an area-preserving transformation

to the parabolic-band DOS, I have found an analytical expression that exhibits the

appropriate exponential tail (eE/Eo). Using this new model, I have found that PL

spectra with band-tail states can be fit, allowing for measurement of the Fermi level

(EF ), bandgap (Eg), and Eo. Carrier density can be calculated from the extracted EF ,

enabling a new contactless method of measuring the doping-level from PL spectra.

To obtain an accurate measurement of τbulk from TR-PLD, the laser power must be

increased sufficiently to ensure quasi-equilibrium between the localized and extended

states. Under these circumstances, TR-PLD is not monoexponential in thin-film
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samples due to the nature of radiative recombination, leaving behind a limited dynamic

range where monoexponential decay is observed. For the case where τnr remains

sufficiently constant (|∆τnr| /τnr � τnr/τr) throughout the decay, I have found a new

analytical model that accounts for both radiative and nonradiative recombination.

This model provides new insight that can be used to interpret TR-PLD, explicitly

illustrating the effects of f(T ), and the initial injection-level1 (ηo). Since the intensity

of the TR-PLD signal is nonlinear with injection-level (η), both ηo and f(T ) (as well

as τbulk) can be measured by fitting with this new model.

The new models and experimental equipment allow for TD-TR-PLD measurements,

providing a powerful method of characterizing defects that limit τbulk and f(T ). In

order to identify these defects from extracted signatures, there must be sufficient

information available from complementary techniques, such as DLTS. The comple-

mentarity of TD-TR-PLD and DLTS should encourage new development in this field,

to address questions about recombination mechanisms in GaAs as well as other direct

bandgap semiconductors. In particular, high-temperature DLTS is of great value to the

identification of defects characterized by TD-TR-PLD, as this is where the information

regarding E∞ lies. While DLTS studies of GaAs are fairly comprehensive, there are

significant gaps in the understanding of the electronic properties of defects in other

compound semiconductors. Thorough high-temperature DLTS studies of σn and σp
performed on a wider variety of direct bandgap semiconductors will allow the analysis

of temperature-dependent τbulk to play a role in identifying the dominant defects in

these material systems.

1The injection level (η = ∆n/(no + po)) is the ratio of excess (∆n) and equilibrium (no + po)
carrier densities.
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Chapter 2

Literature Review

2.1 Lifetime Spectroscopy

Lifetime spectroscopy (LS) is a technique that allows for the characterization of the

lifetime-limiting defect in a material. In LS, the lifetime-limiting defect is characterized

through observation of the dependence of the carrier-lifetime on temperature, injection-

level,1 doping-level, and doping-type. A good description of the theory and history

of LS in Si is given in [17]. The nature of LS changes dramatically in GaAs, as

radiative recombination becomes 10,000 [17] times more likely than in Si, while the

wide bandgap2 and background doping3 increase the onset temperature of the deep-level

Arrhenius increase.

Application of LS in GaAs has been relatively limited. Bergman et al. [36] have

measured the temperature dependence of the lifetime in p-type GaAs grown with
1The ratio of excess to (total) equilibrium carrier densities (∆n/(no + po)).
2To be clear, an Arrhenius increase could still be observed for shallow energy levels (close to the

band edges); however, recombination is typically dominated by deep energy levels (near midgap)
since they minimize the Shockley-Read-Hall lifetime [17, 35].

3The Arrhenius-increase onset-temperature increases with doping [17], and due to background
doping incorporated unintentionally during growth it is challenging to achieve < 1016cm−3 doping in
GaAs without the intentional addition of deep levels that leads to a semi-insulating material. Even if
lower doping were possible, the large degree of localization and trap-emission screen the measurement
of LLI lifetime in TR-PLD, which continues to complicate the Arrhenius analysis (see Section 5.3.2).
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liquid-phase-epitaxy (LPE), and their results indicate that the lifetimes measured

in their samples are radiatively limited at temperatures below 500K. Temperature

dependent results were presented below 300K by Olson et al. [37] (see Section 2.2 for

additional discussion), and the increase in lifetime with temperature demonstrated that

radiative recombination is limiting in their lightly n-type (∼ 1014cm−3) MOCVD-GaAs.

Haughn et al. [38] have looked into injection level dependence, and conclude

that recombination in each of their lightly p-type (background doped to 1015cm−3)

MOCVD-GaAs is defect-limited at 300K. Note that [38] is observing the effects of

elevated MOCVD growth-rate for photovoltaic applications, and do not provide any

measurements of samples grown below 14µm/hr. While Johnston and Ahrenkiel

performed a comprehensive TD-TR-PLD study on MBE-GaAs samples [32] and

commented on the potential of these types of measurements, they did not use the data

to perform defect characterization or identification. They also studied unintentionally

(background) doped (with no < 1015cm−3, [32]) samples, and their results are definitely

indicative of defect-dominated recombination as the decay rate increases dramatically

with temperature.

By mapping out these variations in the lifetime using TD-TR-PLD, I have been

able to measure the radiative efficiency, which demonstrates a capability of LS in GaAs

that is not possible in Si. Also, many defects in GaAs undergo large changes to their

cross-section [8, 9, 11, 19] at elevated temperatures,4 which provides an additional

observable defect-parameter that is not screened by the Arrhenius increases observed

[17] in Si. The measured temperature-dependent cross-section can then be used as the

fingerprint for defect identification through comparison with previous studies using

DLTS [8, 9, 11, 19].
4The exponential (e−E∞/kBT ) increase is associated with the multi-phonon emission (MPE) capture

mechanism [9, 11, 39]. While MPE capture dominates in GaAs [9, 11], Stefan Rein [17, pp. 179-183]
reviews various mechanisms including: MPE-, cascade-, and Auger-capture.
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2.2 Lifetime Measurement: Time-Resolved

Photoluminescence Decay

Time-resolved photoluminescence (TR-PL) involves monitoring the intensity of light

emitted by a material in response to some modulated excitation source. TR-PL

experiments typically either monitor transient time-resolved photoluminescence decay

(TR-PLD) following pulsed excitation, or quasi-steady-state PL (QSS-PL) in response

to more slowly varied excitation. This thesis focuses on TR-PLD in GaAs;5 however,

the system that I have built (Section 4) can be expanded to allow for excitation by a

modulated light source for quasi-steady-state PL (QSS-PL) lifetime measurements on

a wide variety of semiconductor materials.6 While QSS-PL has been applied to silicon

[40, 41], it has not yet been applied to GaAs.

On the other hand, TR-PLD has a long history of use with GaAs. In early studies,

Bludau and Wagner [43] used TR-PLD to measure the lifetime of the donor-acceptor

transition at 2K, and Kamiya and Wagner [44] performed wavelength-resolved TR-

PLD to measure the acceptor binding energies of carbon and silicon in GaAs. Nelson

and Sobers varied doping [45] and sample width [46] and observed the changes in

lifetime using TR-PLD in order to measure the interfacial recombination velocity in the

AlGaAs-passivated double-heterostructure (DH),7 using photon-recycling arguments

to reconcile their lifetime and quantum-efficiency results. Olson et al. [37] later

demonstrated the superior passivation quality of the InGaP/GaAs interface using

comparative PLD measurements.

Lush et al. [47, 48] performed a comprehensive lifetime study on n-type GaAs
5While TRPL technically encompasses QSS-PL as well, it is currently the most common acronym

used to refer TR-PLD.
6QSS-PL has been developed by Trupke et al. [40], and shown [41] to be less sensitive to trapping

(and space-charge effects) than the original QSS-photoconductive (QSS-PC) technique proposed by
Sinton and Cuevas [42].

7A DH is a layer of one material sandwiched between two relatively thin passivating layers with a
larger bandgap. These layers electrically isolate the charge carriers, and reduce the density of surface
states (and therefore also the interfacial recombination).
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grown using metalorganic-chemical-vapour-deposition (MOCVD), and reported an

anomalously high set of lifetimes exceeding the radiative limit for samples of a wide

range of thicknesses from 250nm to 10µm (doped to 1.3 × 1017 to 3.8 × 1018cm−3).

The reported lifetimes measured in these samples exceeded the radiative limit, in the

most extreme example by a factor of 27 times [47], and this was attributed to photon

recycling. The lifetime was further increased by removal of the optically absorbing

substrate [47], and this is consistent with expectations based on photon recycling.

The bulk lifetime was observed8 [47, 48] to increase with sample thickness, and this

increase is in agreement with the Asbeck model of photon recycling [49, 50].

Yablonovitch et al. [51] presented an elegant picture of radiative recombination,

demonstrating that the rate of spontaneous emission depends on the refractive index

of the surrounding medium. Beginning with Fermi’s “Golden Rule”, they derive a

relation between the radiative lifetime and the refractive index of the surrounding

medium. The idea of inhibited spontaneous emission had been a subject of investigation

in atomic physics [51], and they demonstrated this phenomenon in the solid state.

By using the lift-off technique that they developed [52], they were able to transfer

the same undoped 500nm GaAs DH between three substrates (GaAs, TiO2, SiO2),

and demonstrate that the lifetime increases with decreasing refractive index. The

TR-PLD results demonstrate nonlinearity that the authors associate with radiative

recombination. They argue that the large spread in measured radiative recombination

coefficients (B(T )) in the literature is due to the dependence of the overall spontaneous

emission rate on the optical properties of the GaAs and its surroundings. [51]

2.3 Defects in GaAs

Electrical characterization of deep levels in GaAs has been done by various groups

[8, 9, 11, 19, 25, 30, 31, 53–57] using some variation of DLTS (first developed by
8The increase in τbulk is observed assuming a fixed interfacial recombination velocity.
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Lang [53]) which involves monitoring the temperature-dependent transient depletion-

capacitance following a perturbing voltage pulse.9 DLTS research has provided measure-

ment of energy-levels, cross-sections, and defect densities in GaAs [8, 9, 11, 19, 25, 57].

While DLTS provides information about many defects present in the material, the

identification of the lifetime-limiting defect is typically restricted to either arguments

based on comparison between the observed lifetime and estimates of minority life-

times based on the DLTS-measured defect-densities and carrier cross-sections [9], or

associations based on correlations with growth stoichiometry [30]. Previous studies

from GaAs have indicated various defects as being dominant, such as: EL2 [30, 31],

HL10 [9], EL6 [10], and EL5 [12]. TD-TR-PLD is an ideal complementary technique

to DLTS, as it enables the measurement of defect parameters of the dominant defect.

DLTS provides an excellent source of reproducible defect-parameters that can be used

for identification of the lifetime-limiting defect with the parameters extracted from

TD-TR-PLD. In this section, I provide a review of the most well-studied deep-level in

GaAs, called EL2.10

2.3.1 EL2: AsGa+X

EL2 is the most researched defect in GaAs [24], and has received considerable attention

from both applied and pure physicists [25]. A diagram illustrating the EL2 energy-levels

(measured by [1]) is shown in Figure 2.1. The most basic model of EL2 is the isolated

arsenic-antisite defect (AsGa) [58]; however, it has been shown [28, 59] that EL2 must

be a complex involving AsGa (i.e. EL2=AsGa+X, where X is some unknown defect).

The association between EL2 and AsGa was made first [26–28] based on correlation

between growth stoichiometry and EL2 density [60].
9In DLTS, carriers are swept into the depletion region by the voltage pulse, and the re-emission

of the carriers from these defect-states gives rise to a transient capacitance-signal. This transient
capacitance signal is temperature-dependent, as are the emission properties of the defect. By
sweeping the temperature and monitoring these transients, the defect parameters (energy-level,
density, majority-carrier cross-section) can be extracted.

10The name EL2 was given to this defect by Martin et al. [54].
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EC 1510meV

E+/++ 540meV

E0/+ 770meV

EV 0meV

T = 77K

Figure 2.1: Both of the EL2 energy levels were measured by Lagowski et al. [1] in a
single study involving DLTS and photocapacitance spectroscopy, and reported with
±20meV precision. The authors specify that both levels are in relation to the valence
band energy. I have calculated the band gap energy of 1510meV for T = 77K, and
have included it here for reference. All energy levels are drawn to scale.

Isolated-AsGa defects can be generated via neutron-transmutation doping (NTD),

and using this method the AsGa energy-levels were measured using photo-electron-

paramagnetic-resonance (photo-EPR) [61]. Two energy levels were associated with

AsGa (at EC−770meV and EV + 520meV ) in the NTD materials [61]; and these levels

closely agree with those measured (EV + 770meV 11 and EV + 540meV ) at T=77K

using DLTS and photocapacitive (see Footnote 14) spectroscopy [1]. Lagowski et al.

[1] strengthened the association between AsGa and EL2 by measuring both ionization

states of EL2, and also demonstrate that EL2 is neutral in n-GaAs, while positively

charged in p-GaAs.

The scientific interests have largely been efforts to explain the observed metastability

of the defect [24, 56, 62–64], while the technical importance comes from the role that

EL2 plays in compensation mechanisms12 [58] and in achieving reasonably high-mobility

materials with subpicosecond lifetimes for fast photoconductive switching applications
11Using a T=77K bandgap of 1510meV, this corresponds to EC − 740meV .
12The EL2 defect acts as a double donor, and is the defect that allows for semi-insulating GaAs

(SI-GaAs) to be made without the addition of deep-level impurities. In SI-GaAs, EL2 compensates
(captures) the native carbon acceptors, resulting in a low-carrier density (∼ 106cm−3) material
while maintaining good mobility [58]. The mobility criteria of SI materials distinguishes them from
high-resistivity materials with low-mobility and high carrier-density. SI-GaAs is used as the substrate
for high-speed integrated circuits [25].
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[65]. Gupta et al. [65] did not claim that EL2 was responsible for limiting the lifetime in

their low growth-temperature (200oC) samples (LT-MBE-GaAs); however, Hall effect

measurements [66] and infrared (IR) absorption [28] have been used to observe the two

energy levels of EL2 (EC − 750meV and EV + 550meV , respectively) in MBE-GaAs

grown at 200oC. Both groups [28, 66] measured a defect density (associated with AsGa

by [28]) around ∼ 3 × 1019cm−3. The densities of EL2 observed in LT-MBE-GaAs

[28, 66] are well above any possible residual impurity concentrations in the material,

which further supports the conclusion that EL2 is an intrinsic defect.

As mentioned above, the EL2 defect is known to transition into a metastable

state13 when exposed to sub-bandgap (1.1-1.3eV) light below 140K, and this was

observed through IR-absorption spectroscopy [29]. When EL2 is in its metastable

state, its energy-levels change and the defect no longer compensates acceptors, and

so this transition induced by sub-bandgap light is called photoquenching [25]. The

metastability has also been observed from the photocapacitance14 transient [67]. Using

the IR-absorption technique [28] measured that only 10% (i.e. ∼ 3 × 1018cm−3) of

the AsGa defects in their samples undergo the photoquenching process and transition

into a metastable state. This demonstrates that not all AsGa is metastable, and that

another defect (X) is required to give rise to the metastable nature.

Many theorists [24, 56, 62–64] have proposed EL2 models involving various com-

plexes with AsGa (i.e. attempts at identifying X); however, there are still inconsistencies

between the models. While the magnetic-field dependence of the zero-phonon line
13This EL2 metastability refers to a crystallographic state, with electronic properties that correspond

to the metastable configuration. The electronic properties of the metastable state of EL2 are not
relevant to room-temperature operation, as the effect is only observed below 140K [29].

14Photocapacitance involves monitoring the change in capacitance that occurs when a Schottky
diode is illuminated (initial conditions are dark). Prior to illumination, the Schottky diode is put
into forward bias (to fill the traps) and then reverse bias [25]. Typically, the capacitance increases
with illumination corresponding to the depletion-width reduction associated with the injection of
photoionized excitons; however, the photoionizing illumination (1.2eV) also induces the transformation
of EL2 into its metastable state (below 120K) and the photocapacitance is observed to decrease
back to the dark value as the sample becomes transparent to the photo-excitation. Above 120K, the
metastable transition cannot occur and the persistent 1.2eV absorption (via the defect-states) gives
rise to a steady photocapacitance [67].
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(ZPL) in the IR-absorption spectrum [64] suggested that EL2 is an isolated point

defect with tetrahedral (Td) symmetry (i.e. the AsGa defect has As as its four nearest

neighbours), the absence of metastability in NTD-generated AsGa defects indicates

that another defect must play a role in the actuation of the metastability transition

[27]. Further problems with the isolated-AsGa model of (photoquenchable) EL2 arose

when early work [26] in optically-detected electron-nuclear resonance (ODENDOR)

suggested that EL2=AsGa+Asi in its stable state (supporting the model of Bardeleben

et al. [56]); however, more recent work using ODENDOR15 with better precision

and higher-order theoretical interpretation has ruled out both EL2=AsGa+Asi and

isolated-AsGa as hypothetical stable configurations of EL2 [59]. The symmetry was

measured to deviate slightly from tetrahedral symmetry. The relatively modern results

of [59] are quite significant, and confirm the growing consensus [24, 27, 28, 56, 61]

that EL2 is more than an isolated-AsGa (i.e. it involves another defect) while ruling

out one of the models that has lead to much controversy [56, 68–71].16 Knowing the

(near-Td) symmetry of EL2 in its stable state (see above), and also of the metastable

state (see below) provides a powerful signature, and contributes to the identification of

the EL2 complex by ruling out any hypothetical crystallographic models that violate

this symmetry.

The metastable state of EL2 is difficult to probe without causing it to relax into

its stable configuration, and it also leaves no signature in IR-absorption, EPR, or

luminescence signals [25]. To probe the symmetry of EL2 in its metastable configuration,

Trautman and Baranowski [72] demonstrated that the thermal recovery (near 130K)

of stable EL2 (monitored with IR-absorption) is unaffected by stress applied in the

[100] direction; however, stress in the [111] direction caused a splitting of the thermal

recovery into two stages (one lower than 130K, one higher). If metastable-EL2 also
15Along with ODENDOR, optically-detected electron paramagnetic resonance (ODEPR) was also

applied in [59].
16The initial ODENDOR results [26] that suggested EL2=AsGa+Asi created much discussion in

the community (see [25]), since it challenged the tetrahedral symmetry (and Isolated-AsGa model for
stable-EL2) suggested by experiments such as the ZPL dependence on magnetic-field strength [64].
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had tetrahedral symmetry, this splitting would not be observed in any orientation.

The combined splitting in the [111] direction and lack of splitting in the [100] direction

[72] is only possible if EL2 is configured with trigonal symmetry (C3v) in its metastable

configuration.

An important theoretical contribution was given by Baraff and Schluter [24],

where they used the Green’s-function method to calculate the energy levels of the

AsGa+VAs −−⇀↽−− VGa system. In their study, they solved the problem in a continuous

sense where the As atom can be at any position between the As and Ga vacancies,

and demonstrated that the compensation can be quenched as the As atom moves

towards the VGa site and the donor levels fall below the valence band edge. While their

(trigonally-symmetric) model [24] is not in accord with the near-tetrahedral symmetry

suggested by ODENDOR and ODEPR [59], it provides an example of how these types

of instabilities can be theoretically addressed in III-V materials.

A model proposed by Wager and Van Vechten [63, 71] involves AsGa surrounded by

four As-nearest-neighbours, and a divacancy (VGa and VAs). In the metastable state,

AsGa moves to fill the gallium vacancy, and its variation in properties is explained by the

arsenic-vacancy nearest-neighbour. Their model is consistent with near-Td-symmetry in

the stable case (four As nearest-neighbours), and with C3v-symmetry in the metastable

case (with three As nearest-neighbours, and one VAs). A nearby vacancy is suggested

as the subtle Td-symmetry-breaking defect by [59], which suggests that this model is

consistent with the most recent ODENDOR and ODEPR findings.17 The concept that

EL2 is a complex involving vacancies is supported by the ∼ 1016 − 1017cm−3 vacancy

densities measured in all types of GaAs using positron-annihilation measurements [71].

While the subtle nature of the metastability of EL2 (i.e. determining X, in

EL2=AsGa+X) is scientifically interesting; we are characterizing only the recombination-

relevant defect parameters above the stable-EL2 thermal recovery temperature of
17Note that it was the original ODENDOR results that had challenged the model of [63], as it

was one of the main experimental findings that were not explained by their model (see the relevant
Comment [70] and Reply [71]).
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140K18 and so the electronic properties of the metastable-EL2 [9] are not relevant to

this work. In fact below 140K, the injection of free electrons will recover the stable-EL2

configuration [63]. The electronic properties that are relevant to recombination are the

energy levels, and the capture cross-sections for electrons and holes (σn and σp, respec-

tively). The electron (σn = (6× 10−15e−66meV/kBT )cm2) and hole (σp = 2× 10−18cm2

at T=320K) cross-sections measured by Martin et al. using DLTS [54] have been

reproduced by Prinz and Rechkunov [8] for 77-340K, which provides confidence in these

parameters. The effect of strong electric fields (as present in depletion regions) on the

cross-sections of defects in GaAs was also explored by [8], and they found that both

the electron and hole cross-sections increase to ∼ 10−13cm2 in a strong (∼ 10kV/cm)

electric field.

An early report by Miller et al. [30] suggested that EL2 was the lifetime-limiting

defect.19 This claim was based on the observation that both the defect-density (observed

using DLTS) and the lifetime were correlated to stoichiometry. As the As/Ga ratio

was increased during growth (from 1/3 to 3/1) the defect density increased (from

2 × 1013cm−3 to 9 × 1013cm−3), and the minority carrier lifetime decreased (from

15ns to 5ns). The findings that both the lifetime and the defect-density scaled by

approximately the same factor is an indicator that EL2 may limit hole-lifetime in their

undoped (no ∼ 6×1015cm−3) n-MOCVD-GaAs material. Mitonneau et al. [9] believed

the findings of [30] to be accidental, as the hole-lifetime would be much too high at

typical EL2 densities;20 however, in light of the 5 to 6 order of magnitude increase in

σp observed by [8], Miller et al. [30] could have been observing electric-field-enhanced

EL2-mediated recombination in the depletion region of their junctions.21 In a more
18In our samples, we are screened from the EL2 lifetime below 140K by radiative recombination.
19Note that [30] did not call the defect EL2, as the paper where the term was coined [54] was

published during the same year; however, the variation with stoichiometry and the EC − 820meV
energy-level measurement are consistent with EL2.

20Using a defect-density of ∼ 1014cm−3, hole-capture cross-section of σp ∼ 10−18cm2, and T=300K
thermal velocity of 0.02cm/ns, one calculates (using (3.12)) a hole-lifetime of 500µs, which is 5 orders
of magnitude higher than the lifetime observed by [30].

21The structure studied in [30] is a p-n junction, and the authors assert that the defect being
characterized is in the n-type side of the junction.
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recent study, Bourgoin and De Angelis found that the recombination current and EL2

density both varied by about three orders of magnitude between p+−n junctions grown

using CZ and MOCVD GaAs [31] and conclude that EL2 was the lifetime-limiting

defect, and so it appears as though it may play a role in some depleted GaAs structures.
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Chapter 3

Theoretical Background

3.1 Photoluminescence and Injection Level

Photoluminescence (PL) is the light emitted from a material in response to the

absorption of optical excitation. The rate of emission of PL from a semiconductor

depends on the injection level (η), which is the ratio (3.1) of excess (∆n) and equilibrium

(no + po) carrier densities.

η = ∆n
no + po

(3.1)

The emission rate is not linear with η, as it is proportional to the product of

electron (n) and hole (p) densities [17]. B(T ) parametrizes the probability of a

radiative recombination event occurring at a given n and p, and the net rate of

radiative recombination (Urad) is obtained by subtracting the thermal generation rate

at equilibrium (where np = n2
i , the squared intrinsic carrier density). The PL signal

(IPL) is proportional to Urad and is given by (3.2), which is also expressed (3.2c) in

terms of η.

17



McMaster University — Engineering Physics PhD Thesis — Martin W. Gerber

IPL(t) = APL ·B(T ) · (np− n2
i ) (3.2a)

= APL ·B(T ) · (no + po + ∆n) ·∆n (3.2b)

= APL ·B(T ) · (no + po)2 · (1 + η) · η (3.2c)

While this equation is not new, I will demonstrate for the first time that by

fitting TR-PLD (3.2c), the scaling coefficient APLB(T )(no + po)2 can be decoupled

from the initial injection level (ηo). Measurement of ηo from TR-PLD enables the

measurement of f(T ) using the new model (3.26), which I will derive in Section 3.4.1.

By measuring APLB(T )(no + po)2, (3.2c) can rearranged to give η(t), by solving the

quadratic equation to obtain the injection-level decay (3.3).

η(t) =

√√√√1
4 + IPL(t)

APL(no + po)2 −
1
2 (3.3)

3.2 Recombination Mechanisms

3.2.1 Radiative Recombination

Radiative recombination is typically modelled using the Van Roosbroeck and Shockley

approach [73]; however, this model has been recently revisited [74] in order to address

discrepancies between the predicted and measured rates of radiative recombination.

In our situation, we do not need to predict the magnitude of the radiative lifetime (τr)

and only require the temperature-dependence of the model.1 In order to calculate the

radiative recombination coefficient (B(T )), we need to solve the integral2 (3.4) from
1I have not observed any freeze-out effects in our GaAs samples (i.e. the equilibrium carrier-density

remains fixed with varied temperature), which is consistent with observations made by [75] on GaAs
grown using MBE.

2This integral is derived in [74] from a generalization of Planck’s law for non-thermal radiation by
[76]. This is a momentum-conserving treatment that takes into account the presence of the energy
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[74], in terms of the: photon energy (E), band-to-band absorption coefficient (αBB),

Planck constant (~), speed of light (c), Boltzmann constant (kB), and refractive index

(nref ).

B(T ) = 1
n2
i

1
π2~3c2 ·

∫ ∞
0

n2
ref · E2 · αBB · e−E/kBTdE (3.4)

Here, I neglect the temperature-dependence of nref and the bandgap (Eg), since

they change slowly with temperature in relation to the effective densities of states

(NC(T ) and NV (T )). This allows a first-order approximation to be made for the

temperature dependence of τr. Under a Heaviside step-function assumption for

αBB (i.e. αBB = U(E − Eg)), the integral in (3.4) gives a factor proportional

to kBTE2
ge
−Eg/kBT . Expanding ni in terms of the effective densities of states (i.e.

n2
i = NC(T ) ·NV (T )e−Eg/kBT ), I have derived a new first-order approximation (3.5)

for how τr changes with temperature.3 Note that ND/A is the donor/acceptor density.

τr = 1
B(T )ND/A

= Cr ·NC(T ) ·NV (T )
T

(3.5)

In GaAs at temperatures below 300K, the densities of states can be approximated

(with less than 7% error)4 using the parabolic-band approximation, yielding (3.6). For

other semiconductors the parabolic band-approximation may be true at even higher

temperatures, and (3.6) provides a simple model for fitting τr in these types of systems.

τr = ArT
2 (3.6)

The parabolic-band approximation breaks down in GaAs above 300K, and a more

accurate approximation is given by (3.7). See (C.1) for how I have approximated NC/V

gap (Eg).
3I have absorbed all slowly changing factors (n2

ref and E2
g) into a single scaling factor (Ar). A

second-order modification to this model would be to include an exponential factor; however, I have
observed no evidence of this in fitting experimental data.

4The error is less than 7% for temperatures below 300K, and less than 0.25% below 200K, as
calculated using (C.1).
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in GaAs. Using this new model (3.7) for τr in GaAs,5 I will demonstrate that f(T )

can be measured from fits to τbulk.

τr = Ar(1 + 52.39e−171.5meV/kBT )T 2 (3.7)

3.2.2 Defect-Assisted Nonradiative Recombination

I have modelled nonradiative recombination via defect energy-levels using the Shockley-

Read-Hall (SRH) approach [35]. In the case of GaAs, defect-assisted recombination

typically occurs via the multi-phonon emission (MPE) capture mechanism [9, 11, 39],

where defects undergo an exponential increase in their carrier cross-section (σn/p) as

temperature is increased, parametrized by E∞.

σn/p = σo + σ∞e
−E∞/kBT

= σo
(
1 + rσe

−E∞/kBT
) (3.8)

Defects that behave according to MPE-capture have similar values of σ∞ (in the

range of (10−16 ↔ 10−14)cm2 in GaAs, [9, 11]), and so the shape of the cross-section

(parametrized by E∞ and the ratio of cross-sections: rσ ≡ σ∞/σo) provides information

about the lifetime-limiting defect that can allow for its identification (see the distinct

DLTS-measured shapes of σn and σp in [8, 9, 11, 25]). The SRH-lifetime (τSRH) is

a function (3.9) of η. Note the asymptotic behaviour of τSRH , where it approaches

constant values (τLLI and τHLI) in the low-level injection (LLI) and high-level injection

(HLI) regimes [17, 35].

τSRH = τLLI + τHLI · η
1 + η

Deep−−−→
Levels

τmin +
(

η

1 + η

)
τmaj (3.9)

5The numerical coefficients have been optimized for 77-700K; however, the approach outlined in
Appendix C of approximating NC/V can be applied over a broader temperature range to provide
optimal coefficients for fitting with (3.7) using higher temperature.
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For most deep levels [35], τSRH simplifies to give the minority-carrier lifetime

(τmin) in the LLI regime (i.e. τLLI
Deep−−−→
Levels

τmin), and the sum of carrier lifetimes

in the HLI regime (τHLI
Deep−−−→
Levels

τmin + τmaj). The electron/hole lifetime (τn/p) is

inversely proportional (3.10) to the total trap density (Nt), the thermal velocity

(vth =
√

3kBT/m∗, where m∗ is the electron/hole effective mass) and the capture-cross

section for electrons/holes (σn/p) defined in (3.8).

τn/p = 1
Ntσn/pvth

(3.10)

Substituting the effective masses6 for electrons and holes in GaAs, we get (3.11a)

and (3.11b), respectively.

τn = 0.251
Ntσn

√
mo

3kBT
= (645nsK1/2cm−1)

Ntσn
√
T

(3.11a)

τp = 0.198
Ntσp

√
mo

3kBT
= (509nsK1/2cm−1)

Ntσp
√
T

(3.11b)

At sufficiently high-temperatures, the lifetime undergoes an Arrhenius increase due

to thermal deactivation of the dominant defect. I have taken this into account with

(3.12), where the T dependence corrects for the density of states of the unknown band,

under the parabolic-band approximation [17].

τnr = τn/p + CnrTe
−Ea/kBT (3.12)

In (3.12), the Arrhenius increase is parametrized by the activation energy (Ea);

however, this is not equal to the defect energy-level depth (∆Et) as it is unknown
6In GaAs, there is a heavy- and light-hole band with mlh = 0.076mo and mhh = 0.50mo,

respectively (where mo is the free electron rest-mass). The electron effective-mass used is me =
0.063mo [77]. Assuming that recombination for light- and heavy-holes occurs in parallel and with the
same capture cross-sections (direct transitions are near k ≈ 0), the minority carrier lifetime must take
this into account. This gives τ−1

p = τ−1
`h +τ−1

hh = σpNt
√

3kBT (m−1/2
`h +m−1/2

hh ), and τp = 0.198
σpNt

√
mo

3kBT

used in fitting.
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whether the Arrhenius increase is caused by increase in electron (lower band-half defect)

or hole (upper band-half defect) lifetimes [17]. This leaves two possible conclusions,

either: ∆Et = Ea + (E∞)n (lower band-half) or ∆Et = Ea + (E∞)p (upper band-half).

3.2.3 Bulk Recombination and Radiative Efficiency

The bulk lifetime (τbulk ≡ ∆n/Utotal) characterizes the total recombination rate (Utotal)

via radiative (Ur) and nonradiative (Unr) pathways in the material. Since recombination

rates add (Utotal = Ur + Unr), the bulk lifetime is given by (3.13). For GaAs,7 (3.13)

can be used with (3.7) and (3.11) to fit temperature-dependent lifetime data.

1
τbulk

= 1
τr

+ 1
τnr

(3.13)

f(T ) is the fraction (3.14) of all recombination that is radiative, and it can be

measured by fitting temperature dependent τbulk with (3.13) using (3.7) and (3.11).

f(T ) = Urad

Utotal
= τbulk

τr
= 1

1 + τr/τnr
(3.14)

3.2.4 Intrinsic Nonradiative Recombination

Auger recombination (the inverse of impact ionization) is where the energy of recombi-

nation is transferred to the excess kinetic energy of an electron or hole. The Auger

lifetime (τA) under HLI conditions is inversely proportional (3.15) to the squared excess

carrier density via the ambipolar Auger coefficient (Ca), [17]. At room temperature

(300K), Ca has been measured to be 7× 10−30cm6/s, [78].

τHLIA = 1
Ca∆n2 (3.15)

From the experiments in [78], it was found that the Auger effect is insignificant for

carrier densities below 1019cm−3, and so we expect no influence of Auger recombination
7For any material, (3.5) or (3.6) can be used in place of the GaAs-specific (3.7).
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in the CZ-GaAs sample. When our laser is operating at maximum pulse-energy,

maximum carrier densities of about 1017cm−3 are produced. Under these conditions,

an initial τHLIA of 14µs is expected in our HLI experiments with lightly doped MBE-

GaAs films. As a result, the Auger lifetime is not expected to have a significant

influence on the nanosecond-scale τbulk in any of our experiments.

3.3 Diffusion and Surface Recombination

3.3.1 Thick Materials: Solution to Diffusion Equation in

Cylindrical Coordinates

In TR-PLD experiments on thick materials, diffusion and surface recombination can

bias the measurement of τbulk. Following excitation, electrons and holes diffuse away

from the surface following the initial laser-excitation. Since both carriers travel in the

same direction, we must use the ambipolar diffusivity to account for the Coulombic

attraction between the two charge-types during diffusion. The diffusion equation has

been solved for the semi-infinite slab in one dimension by Vaitkus [3], and I have

generalized this solution to three-dimensions in cylindrical coordinates (3.16).

∆n = Adiff ·R(ρ, t) · Z(z, t) · e−t/τbulk

Adiff = αNT

2πσ2
ρ

R(ρ, t) = e−ρ
2/[2σ2

ρ(1+t/τρ)]
1 + t/τρ

Z(z, t) = e−(αz)2τz/4t · (Bz(z, t)− Cz(z, t))

Bz(z, t) = 1
2

(√
τFS +√τz√
τFS −

√
τz
erfce

(√
t

τz
+ αz

2

√
τz
t

)
+ erfce

(√
t

τz
− αz

2

√
τz
t

))

Cz(z, t) =
√
τz√

τFS −
√
τz
erfce

(√
t

τFS
+ αz

2

√
τz
t

)

(3.16)
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Time constants of (3.16) associated with front-surface loss (FS), axial (z) diffusion,

radial (ρ) diffusion, and transit-time (tr) are defined in (3.17). This solution is valid

for τbulk � τtr. τtr can be thought of as the transit time constant for some thickness,

W . This model is applicable for thicknesses of W � πLD, where LD ≡
√
Daτbulk is

the diffusion length; however, I have extended its application to thinner materials

(W ∼ LD) using a piecewise approximation with the Sproul [4] model, as discussed

further in Section 3.3.2.

τFS = Da

S2 ; τz = 1
α2Da

; τρ =
σ2
ρ

2Da

; τtr = (W/π)2

Da

(3.17)

The exponentially scaled complementary error function (erfce(x)) in (3.16) is

defined in (3.18) along with its asymptotic approximation.

erfce(x) = ex
2erfc(x) x→∞−−−→ 1

x
√
π

(3.18)

Using defocused excitation, we can establish conditions where τ � τρ, which

recovers the one-dimensional solution of Vaitkus [3]. By assuming a deep collection

volume (in relation to the diffusion length,
√
Daτbulk), in the low-level injection regime

where the excess carrier density is far below the equilibrium carrier density, the PL

signal is proportional to the integral of the carrier density. This integral has an analytic

solution (3.19) that was found by Vaitkus [3] and applied by Ahrenkiel et al. [79],

where C ∝ NT/2πσ2
ρ and the proportionality depends on the optical throughput of

the apparatus, and number of experiment repetitions.

IPL = C

√τzerfce
√
t/τz −

√
τFSerfce

√
t/τFS

√
τz −

√
τFS

 e−t/τbulk (3.19)

I have characterized the asymptotic approximation for the exponentially scaled

error function (3.18), and found that it has less than 1% relative error for x ≥ 7 (the

error continues to decrease as x→∞). Using (3.18), (3.19) simplifies for τbulk � τz

and τbulk � τFS to give (3.20). This was originally proposed for t > τbulk by Ahrenkiel
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et al. [79]; however, the applicability under strong absorption and surface-loss was

not proposed. Here, we present explicit conditions ({τz, τFS} � τbulk � {τρ, τtr}) for

which there is less than a 1% error associated with the use of this approximation (3.20),

and prove that the approximation can be valid for t � τbulk as well. Note that the

surface recombination velocity, diffusivity, and absorptivity have all become coupled

in the scaling factor, A ≡ C(√τz +√τFS)/
√
π, and cannot be resolved in this limit.

IPL = A
e−t/τbulk√

t
(3.20)

A good measure of the losses associated with a particular surface recombination

velocity is the fraction of carriers lost to the surface. This fraction depends also on how

strongly absorbed the excitation is. From (3.16), I have calculated the flux across the

front surface, and integrated to obtain an analytical expression (3.21) for the fraction

of carriers lost to front surface recombination, floss. Knowing the dependence of floss
on absorption strength, surface-loss, bulk lifetime, and diffusivity provides deeper

insight into front-surface losses in photodetectors and solar-cells.

floss = 1(
1 +

√
τz/τbulk

) (
1 +

√
τFS/τbulk

) (3.21)

If focused excitation is used, and the lifetimes are sufficiently long, then linearization

for highly focused excitation may be possible. For example, with a spot size of σρ ≈ 1µm

and Da ≈ 20cm2/s [5], we calculate τρ ≈ 500ps. This leads to another approximation

for maximally focused light, where radial diffusion can be accounted for by division of

the signal by t. In this case, the shape of the signal becomes independent of the radial

characteristics of the beam, as these parameters become absorbed into the scaling

factor.
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3.3.2 Thin Films: Unification of the Models of Vaitkus,

Sproul, and Luke & Cheng

A closed-form solution has not yet been found for the two-surface case of the diffusion

problem; however, Luke and Cheng [2] have found a series-solution. I have found

that under typical experimental circumstances (i.e. values of α, and W ), the model of

Luke and Cheng (as well as the numerical solution to the diffusion equation) can be

approximated at early times (t < τS/2) by the Vaitkus [3] model (see (3.19) in Section

3.3.1), and by the Sproul effective-lifetime model [4] at later times. In fact, I have

found that the Vaitkus [3] and Sproul [4] models provide a piecewise approximation

of the true two-surface solution (e.g. [2]) if they are joined at the point where the

derivative8 of (3.19) is equal to the derivative of the monoexponential decay described

by Sproul [4] (where the effective lifetime has been found for various cases of surface

passivation). This can be calculated analytically for the unpassivated case, yielding a

piecewise approximation (implicitly found to be valid for unpassivated samples with

W ≥ 10µm and α ≥ 8µm−1) given by (3.22a) in terms of the effective two-surface

lifetime (3.22b) of Sproul [4]. Note that e is Euler’s number here (3.22a) and not the

elementary charge.

IPL = Ae−t/τbulk ·


1√
t

t < τS
2√

2e
τS
· e−t/τS t > τS

2

(3.22a)

τS = W

2S + (W/π)2

Da

= W

2S + τtr (3.22b)

In the thin (< 10µm) case, the actual S becomes more influential (even in unpassi-

vated samples) and the full Vaitkus model (3.19) is required to model the early decay.

In this case (and for thicker materials with any S), the Vaitkus model (3.19) should
8This condition makes sense at a physical level as the lifetime is inversely proportional to the

derivative of the excess carrier density, which is equivalent to assuming a continuous lifetime.
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be patched with the Sproul [4] model at the time obtained by numerically solving the

transcendental condition (3.23) for continuous derivative.

√
τz

( 1
τz

+ 1
τS

)
erfce

√
t

τz
= √τFS

( 1
τFS

+ 1
τS

)
erfce

√
t

τFS
(3.23)

With Monte-Carlo simulations using the Luke and Cheng [2] solution, I have found

that (3.22) (and the approach using (3.23)) can be used to accurately fit TR-PLD.

Fig. 3.1 shows the piecewise approximation (3.22) to the Luke and Cheng model, and

demonstrates that accurate τbulk can be obtained up to about 1µs in unpassivated

100µm GaAs.
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Figure 3.1: Piecewise approximation to the model of Luke and Cheng [2], comprised
of a continuous derivative patching of the Vaitkus [3] model at early times, and the
Sproul [4] model at later times. In this T=300K simulation of an unpassivated 100µm
GaAs layer, Da = 20cm2/s [5], α = 8µm−1 [6], and S = 106cm/s.

The consistency of the unified models of Vaitkus and Sproul with the more general

model of Luke and Cheng provides deeper insight into surface recombination in

photodetectors and solar cells, and demonstrates that there is generally an abrupt

transition (3.23) between the one- and two-surface behaviour.

27



McMaster University — Engineering Physics PhD Thesis — Martin W. Gerber

3.4 Injection Level Variation

I have found experimentally that the measurement of the low-level injection (LLI)

lifetime is screened by the emission of carriers from localized trap states at low

laser pulse-energy (Ep); however, at high-Ep quasi-equilibrium is quickly reached

and sustained, allowing for observation of the band-to-band dynamics. These two

regimes occur when the dominant shallow localized states (parametrized by an effective

energy depth, E`) in the minority band-half are either mostly empty or mostly full.

Experimentally, I have also observed that τnr does not change significantly with

variation of Ep in the n- and p-type MBE-GaAs DHs. First, I will derive (3.26) for

use in the trap-saturated high-level injection (HLI) regime,9 then (3.35) and (3.32) to

use in the trapping dominated low-Ep (and in our case also LLI) regime.

3.4.1 High-Level Injection

I have found useful expressions for modelling recombination in direct bandgap materials

where the τr and τnr are comparable. In the diffusion- and drift-free case where radiative

and nonradiative (SRH model) recombination are competitive, the continuity equation

(3.24) constrains decay of injection level following optical excitation.

dη

dt
= −

(
1 + η

τr
+ 1 + η

τLLI + τHLIη

)
η (3.24)

Using the method of partial fractions, I have solved (3.24) and obtained the

implicit time-dependence of the carrier density (3.25) in terms of the LLI bulk lifetime

(τbulk ≡ τr||τLLI), the initial injection level (ηo), the ratio of HLI and LLI lifetimes

(r ≡ τHLI/τLLI), and the radiative efficiency (f ≡ τbulk/τr).
9In Appendix A, I discuss an analytical model that I have derived to describe the injection-level

dependence of the surface recombination velocity, in order to explore the possibility of extraction of
these parameters from decay measurements with varied Ep.
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− t

τbulk
= ln

(
η

ηo

)
−
(

1− r
1− rf

)
ln
(

1 + η

1 + ηo

)
− r

(
1− f
1− rf

)
ln
(

1 + rfη

1 + rfηo

)
(3.25)

While (3.25) cannot be inverted, I have found a new approximate inversion (3.26)

valid for all η in the case where τLLI ≈ τHLI (or for low doping-level where TR-PLD

is entirely in HLI regime) and another new approximate inversion (3.27) valid (from

0 ≤ η ≤ 0.1) for all τLLI and τHLI . The former case (3.26) is useful for low doping

(sufficient that τnr ≈ τHLI throughout the TR-PLD), as well as a common class of

deep-level defects described below. The latter case (3.27) should provide measurement

of both τHLI and τLLI in systems where η(t = 0) ∼ 0.1 and τHLI � τLLI .

When nonradiative recombination occurs primarily via a deep-level, the LLI-lifetime

is (to a very good10 approximation) equal to the minority-carrier lifetime (τLLI = τmin).

For all levels, the HLI-lifetime is equal11 to the sum of minority and majority lifetimes

(τHLI = τmin + τmaj). In the case where τmin � τmaj, decay is limited by minority-

carrier capture through the entire decay (τLLI ≈ τHLI). I have solved (3.24) to obtain

an analytic solution (3.26) that is valid when the variation in τnr is sufficiently small

(such that
∣∣∣∆τnr
τnr

∣∣∣� τnr
τr
). This equation (3.26) is also valid if the entire decay is in the

HLI, due to sufficiently low doping-level.

η (t) = ηoe
−t/τbulk

1 + ηof(T ) (1− e−t/τbulk) (3.26)

Using (3.26) substituted into (3.2c), TR-PLD can be fit to yield estimates of τbulk,

initial injection level (ηo) and f(T ). By substitution of τbulk (3.13) and f(T ) (3.14)

into η(t) (3.26) and then into IPL(t) (3.2c), TD-TR-PLD data can be fit with a surface

to enforce consistency between time and temperature modelling.
10Use caution with this approximation when studying very lightly doped materials (where NC/no �

1 or NV /po � 1). See [17] for an in depth discussion about the SRH model.
11This equality (τHLI = τmin + τmaj) is only true at temperatures below the Arrhenius onset

temperature [17], which has been the case for in nearly all of our experiments (except for the small
Arrhenius influence observed in the 550-700K temperature-range, see Fig. 5.26).
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For the η ≤ 0.1 case, I have found a first-order approximation (3.27) using the

Lambert-W function (W [ ]) that has less than 5% error for η ≤ 0.1 in the defect-

limited case (f → 0, or {τLLI , τHLI} � τr).

η (t) = 1
γ
W
[
γ(1 + ηo)γηoe−t/τbulk

]
(3.27)

Where γ is a function (3.28) of the HLI and LLI lifetimes (τHLI and τLLI).

γ = τHLI
τLLI

− 1 (3.28)

The Lambert-W solution (3.27) is particularly effective in handling nonlinearity

in cases where τHLI > τLLI (which is always true for deep levels below the onset

temperature of the Arrhenius increase [17]),12 since it can take a long time to decay

even at low injection levels below η ∼ 0.1.

3.4.2 Trapping

Small-perturbation (low-Ep) approaches to measuring the LLI lifetime (especially in

compound semiconductors, like GaAs [80]) often give rise to large and unpredictable

systematic error associated with the screening of the decay process by trap-emission

[17]. The emission of minority carriers from traps following excitation give rise to

long-lived, monoexponential signals;13 however, the time-constant measured in this

regime has little to do with the recombination dynamics in the material. I will also

show that high-Ep measurements can be used to ensure quasi-equilibrium between

extended and localized states, providing decay that accurately reflects τbulk when fit

with (3.26) and (3.2c).14 It is easier to account for the nonlinearity associated with

HLI effects, than it is to attempt to gauge the degree of contribution of trap-emission
12It is true that τHLI > τLLI for deep levels; however, when the minority-carrier lifetime is much

longer than the majority-carrier lifetime, the lifetime is approximately constant (τHLI ≈ τLLI).
13See the background signals in low-Ep results from Figs. 5.14 and 5.15
14Careful biasing with sub-bandgap light has been shown [17] to minimize the systematic error.

QSSPL is another approach that is less prone to trap screening [41].
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EC

E`

τo

τ`

τ1

τbulk

Figure 3.2: Definition of trapping time constants, with p-type example. Band to band
recombination (τbulk), trap-capture (τo), trap-emission (τ1) and trap-decay (τ`) were
taken into account.

to the slope measured from a signal.

In this section, I derive a new analytical solution to the continuity equation (3.29)

under non-equilibrium conditions for the one-level system depicted in Fig. 3.2, where

p-type is used as an example.15 This new model illustrates how τbulk becomes coupled

with trap-capture (τo), trap-emission (τ1), and trap-decay (τ`) time-constants, allowing

for meaningful characterization of trapping dynamics from low-Ep TR-PLD.

d∆n
dt

= ρ1

τo
f` −

(
1− f`
τo

+ 1
τbulk

)
∆n (3.29a)

=
(
ρ1 + ∆n

τo

)
f` −

∆n
τo||τbulk

(3.29b)

=
(
f` − fQ
τo

)
(ρ1 + ∆n)− ∆n

τbulk
(3.29c)

In (3.29), I have adopted the n1 and p1 notation from the SRH approach [35], using

a single generalized minority-carrier variable (ρ1) defined in (3.30).
15Thermal excitation from the valence band is neglected.
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ρ1 =


NCe
−(EC − E`)/kBT p-type

NV e
−(E` − EV )/kBT n-type

(3.30)

Also in (3.29), f` is the fraction of occupied shallow levels, and fQ is the fraction

occupied at quasi-equilibrium. Fermi-Dirac statistics (3.31) determine fQ of a shallow

level at E`, and can be rewritten in terms of ∆n and ρ1.

fQ ≡
∆n

ρ1 + ∆n (3.31)

The trap-capture lifetime is inversely proportional (τo = (σ`vthN`)−1) to the

localized-state density (N`) and the thermal velocity (vth) via the trap minority-carrier-

capture cross-section (σ`). The trap-emission lifetime is given by τ1 = (σvρ1)−1 based

on the detailed-balance approach of assuming for the quasi-equilibrium conditions [17].

When low Ep is used, three time-domains are observed (Stages, I, II, and III) as

shown in Fig. 3.3. Early transients associated with deep-level filling are observed before

quasi-equilibrium is reached between extended and localized states (Stage I). Once

quasi-equilibrium has been established (Stage II), the capture and emission processes

from the trap balance out (3.29c) and decay follows τbulk. Following Stage II, there is

a long-lived trap-emission process (Stage III) that occurs once the minority-carrier

quasi-Fermi level (En
F ) has fallen below the quasi-Fermi level of the localized state

(E`
F ) where quasi-equilibrium no longer exists between extended and localized states.

To model Stage I as well as the initial filling of deep-levels, I have assumed an

exponentially saturating lifetime at early times. Under these assumptions, I have

derived a new model (3.32), where τ× parametrizes the rate of the exponential saturation

in early lifetime, δ corresponds to the relative change in the lifetime, and τt will be

defined in (3.35).

Itr =
(
1 + δ

(
1− e−t/τ×

))−τ×/τt (3.32)
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in GaAs.
Performing experiments on thin-film GaAs (InGaP

passivated, double heterostructures) using a defocused
high power laser, we remove di↵usion e↵ects and isolate
the nonlinearity associated with recombination, trapping,
and emission. We sweep the laser pulse-energy from 5nJ
to 4µJ, observing decay in both the trap-saturated and
trap-dominated regimes and applying our carrier-density
decay models ((5) and (10)) to fit the results.

To address the question as to whether or not the sur-
face recombination velocity can be decoupled from the
decay, we have derived (11) for the deep-level dominated,
injection-level dependent surface recombination velocity.
In this limit, we demonstrate that the surface and bulk
lifetimes have the same injection-level dependence and
cannot be decoupled (unless there is a significant di↵er-
ence between bulk and surface injection levels).

The parameters extracted from fits under varied laser
pulse-energy and dopant type are compared, and system-
atic deviations from our theory are discussed in terms of
the potential physical causes. Using these new and rela-
tively simple methods, we are able to obtain a significant
degree of understanding of carrier dynamics within the
GaAs system. These methods can be extended to study
localization and deep-level-assisted nonradiative recom-
bination in many other direct bandgap semiconductors
with strong photoluminescence emission.

THEORY

Our experiments show that carrier-density decay in
GaAs is dominated by trapping at low laser pulse-energy
(Ep); however, at higher Ep quasi-equilibrium is quickly
reached and sustained, allowing for observation of band-
to-band dynamics. These two regimes occur when the
dominant shallow localized states in the minority band-
half are either mostly empty or full. Experimentally, we
have observed that the SRH lifetime does not change
significantly with variation of Ep. First we describe
our derivation of (5) and (6) (for use in the trapping-
dominated LLI regime), and then (10) (for the trap-
saturated HLI regime). Lastly, we discuss the injection-
level dependence of the surface recombination velocity
(11), to explore the possibility of extraction of related
parameters from decay measurements with varied Ep.

When the system is initially in a low level of excitation,
three time-domains are observed. Early transients asso-
ciated with deep-level filling are observed before quasi-
equilibrium is reached, and a long-lived trap emission
process is observed after the intermediate stage of de-
cay. To describe this process, we assume an exponentially
changing lifetime during the early transient, and derive
an analytical solution (5) to the di↵usion- and drift-free
continuity equation for the case where shallow levels are
mostly empty (i.e. �n ⌧ ⇢1).

EC

E`

EF

EV

t < 0

En
F

E`

E`
F

EF

EV

I

EC

En
F , E`

F

EF

EV

II

EC

E`

E`
F

En
F

EF

EV

III

FIG. 1. Energy levels (p-type) for equilibrium (t < 0), and be-
fore, at, and after (I, II, and III) quasi-equilibrium (between
EC and E`). Subscripts indicate conduction band (C), va-
lence band (V ), e↵ective localized energy level (`), and Fermi
level (F ). Superscripts indicate a quasi-Fermi level for free
(n) and trapped (`) electrons. E`, EF , and En

F are drawn to
scale for: the measured E` = EC � 160meV , EF = 175meV
for 1016cm�3 doping (300K), and En

F = EC � 38meV for the
measured �no = 1017cm�3.

When the minority band is in quasi-equilibrium with
its shallow levels, both are populated according to Fermi-
Dirac statistics parametrized by the same minority car-
rier quasi-Fermi level. To simplify notation, we use �n
to describe the minority carrier density in both n- and
p-type materials. The quasi-equilibrium occupation (2)
of a shallow level at E` can be rewritten in terms of �n
and ⇢1 ⌘ NC/V e�|EC/V �E`|/kBT . We have adopted nota-
tion from the SRH approach, [2], generalizing n1 and p1

to a single minority-carrier notation, ⇢1, and NC/V and
EC/V refer to the e↵ective density of states and energy
level of the minority band, respectively.

fQ ⌘ �n

⇢1 + �n
(2)

We begin with with the continuity equation (3a) in the
LLI regime (where the bulk lifetime, ⌧b, is considered con-
stant), taking into account contributions from both band-
to-band (characterized by ⌧b), and from minority band
to shallow level (⌧o = (�vN`)

�1) transitions in the LLI
regime . The localization rate is inversely proportional
to the state density (N`) and the thermal velocity (v) via
the minority-carrier capture-cross-section (�). The rate
of localization is proportional to the product of minor-
ity carrier and empty state densities (�n ⇥ N`(1 � f)),
and quasi-equilibrium conditions with the shallow level
require that the generation rate be proportional to the
density of filled states and ⇢1 [3], [2].

Figure 3.3: Energy levels (p-type example) for equilibrium (t < 0), and before, at,
and after (I, II, and III) quasi-equilibrium (between EC and E`). Subscripts indicate
conduction band (C), valence band (V ), effective localized energy level (`), and Fermi
level (F ). Superscripts indicate a quasi-Fermi level for free (n) and trapped (`)
electrons. E`, EF , and En

F are drawn to scale for: the measured E` = EC − 160meV ,
EF = 175meV for 1016cm−3 doping (300K), and En

F = EC − 38meV for the measured
∆no = 1017cm−3 at Ep = 4µJ .

To model Stages II and III, I have derived an analytical solution to the diffusion-

and drift-free continuity equation (3.29), in the limit where shallow levels are mostly

empty. Mathematically, this corresponds to ∆n� ρ1. When the minority band is in

quasi-equilibrium with its shallow levels (Stage II), both are populated according to

Fermi-Dirac statistics parametrized by a common minority carrier quasi-Fermi level

(i.e En
F = E`

F ). In general (and also when ∆n � ρ1), (3.29) is nonlinear16 with no

general solution [81]; however, however for trap-dominated conditions where most

traps are empty (∆n� ρ1), (3.29b) linearizes (with τ1 = (σvρ1)−1), and yields (3.33).

lim
∆n
ρ1
→0

d∆n
dt

= N`f`
τ1
− ∆n
τo||τbulk

(3.33)

I have also taken the decay from the shallow states directly to the valence band into

account, and characterized these transitions by a constant effective lifetime (τ`). Since

we are dealing with doped materials, the equilibrium values of minority-carrier-density
16While the equation is still nonlinear, we observe TR-PLD with τbulk because f` ≈ fQ throughout

the ∆n� ρ1 portion of the decay (Stage II).
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and trap occupation can be neglected and ∆n can be written (3.34) in terms of the

initial minority-carrier-density (∆no), the density of occupied shallow traps (N`f`), and

the total ∆n lost via band-to-band (
∫ t
0(∆n/τbulk)dt) and trap-assisted (

∫ t
0(N`f`/τ`)dt)

decay.

∆n = ∆no −N`f` −
∫ t

0

(
∆n
τbulk

)
dt−

∫ t

0

(
N`f`
τ`

)
dt (3.34)

By taking the time-derivative of (3.34) and substituting N`f` from (3.33), I have

obtained a second-order, constant-coefficient, linear, ordinary differential equation and

its analytical solution (3.35). Included in this new model (3.35) is the time dependence

(Itr, (3.32)) introduced by the filling of deep levels, which is discussed further below.

∆n
∆no

= Itre
−t/2τt

(
cosh

(
βt

2τt

)
+ α

β
sinh

(
βt

2τt

))
1
τt

= 1
τo||τbulk

+ 1
τ1||τ`

β =

√√√√1− 4τ 2
t

(
1

(τo||τbulk)(τ1||τ`)
− 1
τoτ1

)

α = τo||τbulk − τ1||τ`
τo||τbulk + τ1||τ`

(3.35)

Note that 0 ≤ β ≤ 1 and −1 ≤ α ≤ 1; however, I have found implicitly that

−β ≤ α ≤ 1. These parameters (α and β) provide stable fitting conditions with fixed

and universal parameter-limits. The time constants can be calculated from α and

β using the definitions in (3.35). From low-Ep (∆n < ρ1) measurements, it is only

possible to resolve the ρ1 to N` ratio or to decouple any of the decay time constants in

limiting cases of α and β directly. Since f` ≈ fQ during HLI measurements, accurate

measurement of τbulk is possible using (3.26) and (3.2c), which enables decoupling of

τo, τ1, and τ` from the measured fit parameters (α, β and τt) using (3.36).
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τo||τbulk = 2τt
1− α

τ1||τ` = 2τt
1 + α

1
τoτ1

= 1
(τo||τbulk)(τ1||τ`)

+ β2 − 1
4τ 2
t

(3.36)

As Ep is increased to the point where ∆n > ρ1 and eventually to the HLI (∆n >

ND/A), the traps saturate very quickly (i.e. Itr → 1) with a negligible number of

carriers lost to trap filling. Without any approximation, (3.29) can be substituted into

(3.34) to obtain a nonlinear oscillator equation, yielding intuition about the system’s

behaviour. From (3.29c) we see a term that restores the system to quasi-equilibrium

((f − fQ)(ρ1 + ∆n)σvN`), and the dependence of this term on carrier density leads to

a stiffening of the oscillator with increased injection. Based on this intuition, we model

the ∆n > ρ1 system as being at quasi-equilibrium throughout the decay, aside from

the residual trap emission observed (only in the n-type material17) that is accounted

for during fitting with a exponential background (superimposed on the carrier density).

In Section 5.2.2, these equations are used to analyze data from experiments where the

excitation intensity is varied over three orders of magnitude.
17The motivation for the exponential background (added to ∆n) when fitting in the HLI (using

(3.26)) comes from (3.35) being biexponential (once the hyperbolic functions have been expanded);
however unlike the ∆n� ρ1 case where an analytical solution (3.35) exists, we cannot resolve any
useful material parameters from the relative amplitudes when using this approximate method in the
HLI domain. In our experiments, an exponential background time constant was only resolvable in
n-type material. A constant background was used in p-type at and above 100nJ, while no background
was required to fit the data at 5 and 10nJ.
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3.5 High Temperature Photoluminescence

Spectroscopy

In the n-type (ND = 2× 1018cm−3) CZ-GaAs PL spectra, I have observed evidence of

an exponential tail in the conduction band, consistent with the findings of [33, 82].18 I

have developed an alternative analytical model (3.39) that approximates exponential-

tail in the conduction-band DOS while conserving the total number of quantum-states.

This model was derived by stretching the states down into the bandgap by an energy

proportional to the distance from the band edge. The motivation for this approach

was to find the lowest-order solution that exhibits the exponential tail while conserving

the total number of states (i.e. the integral of the density of states). Also, the model

reflects that electrons near the bottom of the conduction band should have the strongest

perturbation to their energy levels, as described by [33]. Defining primed coordinates

in relation to the bandgap energy (i.e. E ′ = E − Egap), we change basis to E ′stretch via

(3.37).

E ′stretch = E ′ −
(
E2
o

E ′

)
(3.37)

Rearranging (3.37), we can solve for E ′ to obtain (3.39b). This will later be

substituted so that all functions are in terms of the new basis variable (E ′stretch). The

basis change stretches the energy axis down into the bandgap, and the modified DOS

must have reduced amplitude according to (3.38) in order to preserve area (m∗ is the

electron effective mass).

ρtail(E ′stretch) = 1
2π2

(2m∗
~2

)3/2 ( dE ′

dE ′stretch

)√
E ′ (3.38)

18Because of the large asymmetry between electron and hole effective masses, we can approximate
the valence band as being flat near the k = 0 (zero crystal momentum) point if we neglect indirect
transitions [33]. Because of this, the PL spectrum only probes conduction band DOS (and the
localized states above the valence band) [33].
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Finally, substitution of dE ′/dE ′stretch obtained from (3.37) yields the modified DOS

with exponential tails (with E ′ defined by (3.39b)). Now that we have completed the

change of basis, we can consider E ′stretch to be the new energy axis. I now complete

the change of basis by writing the expression replacing E ′ with ξ and E ′stretch with

E − Egap to simplify.19

ρtail(E) =
1

2π2

(2m∗
~2

)3/2


√
ξ

1 +
(
Eo
ξ

)2

 (3.39a)

where, ξ = E − Egap
2 +

√(
E − Egap

2

)2
+ E2

o (3.39b)

Through numerical integration, I have confirmed that the transformation is area-

preserving. This DOS (3.39) exhibits the exponential tail below the bandgap, and

follows the eE/Eo behaviour described by [33] as shown in Fig. 3.4. By multiplying

ρtail(E − Egap) by the Fermi-Dirac occupation probability, we get the occupation

number n(E − Egap) shown in (3.40). The PL spectrum is expected to have the same

shape as the conduction band occupation number [33], and fitting using (3.40) is

demonstrated in Section 5.1.

n(E − Egap) = ρtail(E − Egap)
1 + e(E−EF )/kBT

(3.40)

19We no longer need symbols for two energy axes, as one was only used as an artificial basis to
transform the parabolic DOS. The use of ξ is only required for notational simplicity (the equation
looks unclear following its substitution), and so the introduction of ξ is intended only to clarify how
(3.40) and (3.39) should be used for fitting experimental data.
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Figure 3.4: The approximate density of states (3.39) exhibits an exponential tail below
the bandgap, approaches the parabolic-band approximation (proportional to

√
E − Eg)

as temperature is increased, and conserves the number of states.
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Chapter 4

Methodology

The TD-TR-PLD apparatus was designed to allow for manipulation of temperature

(down to 77K) while maximizing collected PL. Fig. 4.1 shows a picture of the

experimental apparatus, and Fig. 4.2 shows a schematic diagram. Excitation is

provided at 532nm by a laser that provides exceptionally high instantaneous power,

providing pulse energies as high as 4µJ with durations of ∼ 35ps, and this enables

HLI and radially-homogeneous conditions. A monochromator provides selectivity of

the PL wavelength and suppression of stray laser light and background emission. An

avalanche photodiode (APD) and time-correlated single-photon counting (TCSPC)

electronics are used to maximize the temporal resolution of the signal acquisition, such

that it is limited by the laser and APD around 35ps. To allow for measurement of

fast-decaying signals at high repetition rate, I designed and built an afterpulse filter.1

1See Appendix B and [83] for further discussion about the afterpulse filter.
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a

b

c

d

e

f
g

Figure 4.1: Optical bench containing experimental apparatus used in this work. The
green arrow shows the 532nm excitation beam path, while the red arrow roughly shows
the photoluminescence beam path. The laser (a) beam diverges while contained in
the black tube (b), and enters the laser confinement box (c) which absorbs diffuse
reflections. The cryostat (d) protrudes from the laser-confinement box, and is connected
to the vacuum pumping station (e). The monochromator (f) can be seen between the
laser-confinement box, and the detector dark box (g).
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Figure 4.2: Experimental schematic showing 532nm (solid line) excitation from the
Katana-05HP (Laser). Samples are mounted in the VPF-800 (Cryostat), which is
controlled (dotted line) by the LakeShore-335 (Temperature Controller). PL (dashed
line) is collimated by EO-86-916 and refocused by Newport-KPX232AR.16 plano-
convex lenses. The PL enters a Newport-LT20-EX lens tube (Filters) containing
EO-86-130 and EO-84-760 filters, before reaching the MS257 (Monochromator). A
focusing lens (Newport-KBX046AR.16) is used to couple the PL into the PDM APD
(Detector). The analog detector output provides the start signal for the SPC-130
(TCSPC) electronics, while the Keysight-33552B (Trigger) provides phase control
between the stop and sync signals (dotted lines). To prevent afterpulses from
being recorded, the TTL output of the PDM (Detector) is sent to a monostable
multivibrator (AP Filter) which provides a TTL signal that is sent back to the gate
input of the PDM (Detector) to block afterpulses.
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4.1 Sample Descriptions

GaAs samples grown using CZ and MBE were studied using TD-TR-PLD. The

CZ-GaAs wafer was n-type, and was doped to a donor density of ND = 2× 1018cm−3.

The 500nm GaAs films of both doping types (1016cm−3) were grown by Dr. Shahram

Tavakoli using the MBE system at McMaster University. On each side of the GaAs

layer, 25nm of undoped In0.485Ga0.515P was grown to confine the carriers to the epitaxial

GaAs layer and provide passivation of surface defects. This structure is called a double

heterostructure (DH). Doping was accomplished by introducing silicon (n-type) and

beryllium (p-type) impurities during growth. The doping type and level were confirmed

using Hall effect measurements with the van der Pauw method [84], and corrections

for depletion according to the methods of Chandra et al. [13]. These structures were

simulated using wxAMPS, and this is discussed further in Chapter 6.

25nm%InGaP%
undoped%:%

S.I.%GaAs%
Wafer%

500nm%GaAs%
ND=1016cm>3%

S.I.%GaAs%
Wafer%

500nm%GaAs%
NA=1016cm>3%

Figure 4.3: Schematic drawings of the 1016cm−3 500nm GaAs double-heterostructure
(DH) samples grown for this project using MBE.
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4.2 Excitation Conditions

Excitation at 532nm was performed using a pulsed laser (Onefive GmbH, Katana

05HP) with high pulse energy (up to a 4 µJ) and short pulse duration (35ps, full-

width at half-maximum). Given the remarkably short pulse duration provided by this

laser at these pulse energies, there is sufficient instantaneous power to provide initial

excess-carrier-densities on the order of 1016 − 1017cm−3 with the beam defocused to a

Gaussian breadth of σr = 2mm. Defocused excitation provides radial ∆n-homogeneity,

and allows us to neglect radial diffusion in the study of thin and thick materials. The

exceptionally high instantaneous power of this laser has enabled my work with HLI

initial-conditions in the MBE samples, and has provided conditions under which the

nonlinearity associated with my new HLI model can be isolated. Focusing the laser

can provide higher injection levels (up to 1019 − 1020cm−3) to allow for the HLI study

of samples with higher doping; however, care should be taken when focusing this laser

as it is powerful enough ablate and ignite materials.

4.3 Temperature Control and Vacuum Equipment

A Janis cryostat (VPF-800) was used as the sample chamber for this experiment,

and the temperature was varied from 77K to 700K with a Lake Shore temperature

controller (Model 335). To mount the samples, the cryostat opens and the interior can

be removed so that the sample stage can be accessed.2

The cryostat was customized to have an enlarged window to allow the sample

holder to extend up to the window. This customization allows us to collect light with

the full solid-angle of the F/#=1 lens. High-temperature epoxy has been applied (in

place of the standard O-rings) to hold the windows in place, allowing us to still bring
2Take care here when changing samples. Support the cryostat (e.g. with foam, as in Fig. D.7),

and secure the sample with some vacuum grease as an added precaution to prevent sample breakage.
An acetone/methanol rub can remove this grease. Be sure to also clean the sample holder to avoid
front-surface contamination.
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the temperature up to 700K with a fan blowing on the window block.3

4.4 Collection Optics and Filters

The ultimate throughput of a PL system is limited by the solid angle of the first

collection lens, and by the losses in the monochromator.4 I have minimized solid angle

losses using a low f-number (F/#=1) lens from Edmund Optics (EO, 86-916). A

75mm diameter lens was selected to allow for maximum focal length, and make room

for the cryostat window and laser beam.

MS257 is a high throughput Oriel monochromator. Before the monochromator,

excitation (532nm) and background (IR) wavelengths are suppressed using an OD6

(optical-density)5 notch filter (EO, 86-130) and OD4 700nm long-pass filter (EO, 84-

760), respectively. A motorized turret allows selection between four Newport diffraction

gratings (77753, 77752, 77767, and 77745), which I selected for gap free coverage with

>70% reflection from 400-1700nm, and >20% from 300-2200nm. This wide bandwidth

enables characterization of a variety of semiconductors in future research.6

4.5 Time-Correlated Single-Photon Counting

To measure TR-PLD, I have applied the method of time-correlated single-photon

counting7 (TCSPC), using an avalanche photodiode (APD) from Micro Photon Devices
3With the sample holder extended so close to the window, the window is held at a higher

temperature. There was a risk of the O-rings failing at these temperatures, and so epoxy was used
instead. This is a result of the customization, and the fan is a precaution.

4Reflective losses also play a role, and these have been minimized by suitable choice of optical
materials and coatings.

5The OD number of a filter gives the (base-10) logarithm of the degree of attenuation.
6Currently the silicon APD limits the maximum observable wavelength to just above 1100nm

(signals become barely resolvable around ∼ 1200nm), and emission only occurs below the laser
wavelength of 532nm; however, there is a secondary detector port where a NIR-APD or photomultiplier
tube could be placed (likely extending the long wavelength to ∼1700nm) and alternate lasers can be
easily aligned with the system to allow for excitation at any wavelength.

7I have used TCSPC since we are dealing with low light levels (small signals), and short (nanosecond-
scale) lifetimes. For a general introduction to TCSPC, see [85]

44



McMaster University — Engineering Physics PhD Thesis — Martin W. Gerber

(50µm PDM) as our single-photon detector. I have selected an APD since it provides

better temporal resolution (35ps) relative to the transit-time-spread in photomultiplier

tubes (>300ps). In TCSPC, the detector (a µm-scale silicon diode operating near its

breakdown voltage) absorbs a single photon, causing a cascade of impact ionization in

the depletion region and delivering a pulse of around one million electrons. The basic

task of the TCSPC electronics is to time the arrival of each of these detector pulses.

Inside our TCSPC card (Becker & Hickl, SPC-130), there are two fundamental

units at work: the constant fraction discriminator (CFD), and the time-to-amplitude

converter (TAC). The CFD is like a conventional discriminator,8 except that instead

of setting a threshold level, a threshold fraction is set. Using a CFD protects against

the effect that fluctuations in APD pulse-amplitude have on the measured time.9 In

our system,10 an electron pulse from the APD sends a start signal to the TAC and

the next laser trigger signal that arrives provides the stop signal that instructs the

TCSPC card to digitize the voltage-amplitude11 on the TAC. By repeatedly measuring

arrival times of photons, the TR-PLD signal is accumulated.

To maximize the temporal resolution, phase control of the stop signal reaching

the TCSPC electronics in relation to the sync signal that triggers the laser (see Fig.

4.2) is provided by the Keysight signal generator (33552B). The Keysight provides two

outputs with excellent phase-control, allowing us to quickly select optimal sampling

conditions to maximize the resolution of the TCSPC electronics.

Only one event is recorded per repetition by the TCSPC electronics as the system

becomes dead until the next repetition, and so the repetition rate must be kept

sufficiently low so that a negligible number of photons are missed due to this so-called
8A discriminator gives a binary output that changes depending on whether the input is above or

below some threshold.
9Note that the pulses are usually (ideally Gaussian) shaped by pulse shaping electronics before

reaching the CFD [85].
10The SPC-130 operates in ”reversed start-stop” mode [85].
11Essentially, a current source is turned on and charges a capacitor, yielding a linearly increasing

voltage amplitude. The voltage-amplitude to time characteristics of the TAC have been calibrated,
and are controlled with the provided software.
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photon-pileup effect [85]. To ensure that a negligible amount of photon-pileup occurs,

the detection-rate was kept below 10% of the laser-repetition-rate by control of the

monochromator slit-width.12 The effects of photon-pileup were assessed by detection

rate variation, and I verified that no systematic error was introduced at a detection

rate of 10% of the repetition rate in my experiments. The dark count rate (i.e. the

count-rate from thermal noise) of the APD is accounted for during nonlinear fitting;

however, the background arising from APD afterpulses was filtered out using a gate

circuit (monostable multivibrator) that I built (see Appendix B).

One advantage of TCSPC is that it offers superior temporal resolution (5ps) to state-

of-the-art sampling oscilloscopes. The temporal resolution of sampling oscilloscopes

used to be significantly lower than TCSPC. While this gap has narrowed, the fastest

sampling oscilloscopes currently available are still ten times lower in time-resolution

than our TCSPC electronics. This ensures that the TCSPC electronics are not

limiting, and that the APD and the laser both limit the time-resolution of this system

to 35ps. The high temporal resolution of the TCSPC electronics also allows us to

measure the instrumental response function with higher resolution, for the case of

experiments with sufficiently short lifetimes to require reconvolution-fitting. The high

temporal resolution of this system enables the study of highly-doped, defective, and

nanostructured materials, all of which may have sub-nanosecond lifetimes.

12If the count-rate exceeds 10% of the repetition rate then the second photon is not recorded, which
results in a systematic underestimation of the lifetime. This effect is known as photon pileup [85].
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Chapter 5

Experimental Results and

Discussion

5.1 Photoluminescence Spectroscopy

PL spectra were measured (from the ND = 2×1018cm−3 CZ-GaAs wafer) from 77-600K.

Fig. 5.1 show Gaussian fits to the spectra measured from 77-150K. Three peaks are

present in these spectra, and the predominance of the lower-energy peak indicates that

recombination is occurring primarily via the localized states. The spectra measured at

200-300K are shown in Fig. 5.2. At and above 200K, there was sufficient asymmetry in

the higher-energy peak to enable fitting with (3.40), allowing for measurement of the

bandgap energy. Localization is still evident at and below 300K, preventing estimation

of the doping level from these fits. It is clear from the PL spectra that a shift in

occupation from localized states to extended states occurs between 150K and 300K.
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Figure 5.1: PL spectra taken below 150K, shown with 3 gaussian peak fits. Excitation
was at 532nm, and the wavelength resolution is ∆λ = 25nm.
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Figure 5.2: PL spectra above 200K, where fitting with (3.40) was possible and the
bandgap (Fig. 5.7) was measured. A superimposed Gaussian function accounted
for the localized PL signal, and this screens measurement of the Fermi level. While
band-to-band recombination becomes dominant at 300K, localization is still evident.
Excitation was at 532nm, and the wavelength resolution is ∆λ = 25nm.
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Spectra measured above room temperature were fit with (3.40), and are shown from

350-550K in Fig. 5.3 and 600K in Fig. 5.4. Fitting with this new model has allowed

measurement ofEg = (1262±1)meV , EF = (1240±4)meV , andEo = (14.5± 0.3)meV

from the results at 600K. The doping-level is high enough that the Boltzmann

approximation is no longer accurate, as shown in Fig. 5.5. This is what provides

information from which the Fermi-level position can be estimated. To calculate no from

EF , nonparabolicity of the direct valley and contributions of indirect valleys must be

taken into account through use of the appropriate effective density of states (C.1) for

the GaAs conduction band. The electron density calculated from the 600K results is

no = NC(600K)e−(Eg−EF )/kBT = (2.3± 0.2)× 1018cm−3. Using the same calculation,

no was measured from 350-550K fits, and these results are shown in Fig. 5.6. Additional

fit parameters extracted from the 77-600K spectra are plotted in Fig. 5.7, and are

shown with results using fits with fixed and variable temperature.
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Figure 5.3: PL spectra taken above 350K, where fitting with (3.40) was possible and
the bandgap (Fig. 5.7) and doping density (Fig. 5.6) were measured. Excitation was
at 532nm, and the wavelength resolution is ∆λ = 25nm.
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Figure 5.4: Fit to PL spectrum at 600K with (3.40). The Fermi-
level (EF = (1240± 4)meV ), bandgap (Egap(600K) = (1262± 1)meV ), and
Eo = (14.5± 0.3)meV were measured as fit parameters. The energy resolution is
∆E = 5meV .
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Figure 5.5: Density of states measured from fitting PL spectrum with (3.40) (also
shown in Fig. 5.4), shown with the Boltzmann approximation to highlight the origin
of the Fermi-level information.
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Figure 5.6: Electron density calculated using NC(T ) from (C.1), with Eg and EF
measured from fitting PL spectra with (3.40).
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Figure 5.7: Fit parameters measured from PL spectra. Data from 77-150K was fit
with three Gaussian functions. Spectra from 200-600K were fit with (3.40), allowing
bandgap measurement. A Gaussian peak was superimposed on the 200-300K results
to account for additional localization at these temperatures. Fermi-level measurement
was possible with (3.40) for 350-600K.
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Observation of conduction-band exponential tail-states is consistent with behaviour

previously found above doping-levels of 1017cm−3 in n- and p-type GaAs [33]. Fig.

5.7 shows indication of bandgap shrinkage. The slope of the exponential tail was

found to remain constant with temperature from the 250-600K fits, and the measured

average value of Eo = (13 ± 2)meV agrees with IR-absorption observations of Eo
in n-GaAs between 5 and 18meV , and is consistent with the value of 13.6meV

measured at ND = 3× 1018cm−3 [82]. The observed average reduction in the bandgap

(Etheory
gap − Emeasured

gap = (45± 5)meV ) is reasonably close to the theoretical expectation

of 28meV calculated using n-type bandgap shrinkage theory from [86].

Determining the PL peak wavelength is an important step in resolving τbulk(T ), as

the measured lifetime depends on the observed emission wavelength [80] (especially

in LLI measurements). I have found that the PL peak closely tracks the bandgap

energy (Fig. 5.7) in this moderately doped sample, and so the theoretical bandgap

provides a good starting point for peak searching during measurements. To check

the calibration between the sample temperature and thermocouple reading, fits were

performed with both fixed and variable temperature.1 Fig. 5.8 shows that the measured

sample temperatures match quite closely the thermocouple temperature, indicating

that this technique can also serve as a sample-temperature probe above 200K (as well

as verifying the calibration of the thermocouple).
1All fits shown in Figs. 5.1-5.4 were performed with fixed-temperature.
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Figure 5.8: Temperature measured from fits of PL spectra from 200-600K with (3.40)
using floating-temperature, compared with the temperature monitored by thermocou-
ple.

5.2 Analysis of Time-Resolved

Photoluminescence

5.2.1 Thick GaAs: Decoupling Diffusion and Surface

Recombination

With TR-PLD experiments using CZ-GaAs, I have found that approximation (3.20)

gives equivalent results to the model of Vaitkus (3.19) from 77-600K. Under these

conditions, the shape of TR-PLD is independent of the surface recombination velocity,

absorptivity, and diffusivity. This asymptotic limit of the equation of Vaitkus [3] was

proposed for t > τbulk by Ahrenkiel et al. [79]; however, no connection was made to

the high surface-loss limit with strong absorption. Here, I will provide experimental

evidence that the approximation is also valid for t � τbulk if absorption is strong

and surface loss is high. I will present lifetime measurements from 77-600K that
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demonstrate that no loss in accuracy is associated with the asymptotic approximation

for systems with large front-surface loss (τFS � τbulk), negligible rear-surface loss

(τtr � τbulk), and strong absorption (τz � τbulk).2

Figs. 5.9-5.11 show TR-PLD from 77-300K, fit with the Vaitkus model (5.1) and

the new approximation (5.2). In modelling the system this way, I have assumed that

carriers diffuse in the extended states before they transition into localized states deeper

in the material, giving rise to two independent lifetimes associated with decay from

extended- (τA) and localized- (τB) states. Adding two signals from the Vaitkus model

(3.19) gives (5.1).

IPL(t) =
√τzerfce

√
t/τz −

√
τFSerfce

√
t/τFS

√
τz −

√
τFS

(Ae−t/τA +Be−t/τB
)

(5.1)

Using approximation (3.18), I have shown that (3.19) can be approximated by

(3.20). Adding two (3.20) signals together results in (5.2).

IPL(t) = A
e−t/τA√

t
+B

e−t/τB√
t

(5.2)

2Note that this method is not restricted to direct bandgap semiconductors. For instance, Si absorbs
ultraviolet light more readily than GaAs does 532nm [6].
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Figure 5.9: Biexponential fits to TR-PLD (grey) at 77K using (5.1) (blue solid line)
and (5.2) (red dashed line). This measurement was performed with a 532nm laser, at
a repetition rate of 1MHz, and pulse energy of 0.3nJ (defocused to σ=2mm). The
emission was monitored at 870nm with 2mm slits. The bin width is 2.0ns.
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Figure 5.10: Biexponential fits to TR-PLD (grey) at 250K using (5.1) (blue solid line)
and (5.2) (red dashed line). This measurement was performed with a 532nm laser, at
a repetition rate of 500kHz, and pulse energy of 24nJ (defocused to σ=2mm). The
emission was monitored at 1050nm with 2mm slits. The bin width is 4.1ns.
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Figure 5.11: Biexponential fits to TR-PLD (grey) at 300K using (5.1) (blue solid line)
and (5.2) (red dashed line). This measurement was performed with a 532nm laser, at
a repetition rate of 500kHz, and pulse energy of 4.7nJ (defocused to σ=2mm). The
emission was monitored at 870nm with 2mm slits. The bin width is 7.8ns.
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Figure 5.12: Fits to TR-PLD at 600K using (3.19) (blue solid line) and (3.20) (red
dashed line). This measurement was performed with a 532nm laser, at a repetition
rate of 50kHz, and pulse energy of 1nJ (defocused to σ=2mm). The emission was
monitored at 955nm with 2mm slits. The bin width is 2.5ns.

For the data where trap-emission was observed (77-300K), I have compared fits
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Model Lifetime (ns)
77K 250K 300K 600K

Vaitkus Model 17.1±0.8 36±5 6.6±0.3 34.3±555.2±1.3 310±20 293±10

Approximation 17.2±0.6 36±4 5.7±0.1 34.3±0.456.1±1 310±20 294±5

Simple Exponentials 8.2±0.5 26±2 5.8±0.4 25.9±0.440±1 220±10 151±10

Table 5.1: Extended-state (τA) and localized-state (τB, and τbulk) time constants
measured with varied I∞ and temperature. Biexponential fitting with the Vaitkus
model (5.1) and approximation (5.2) was used when localization was observed (77-
300K). Fits at 600K were performed using the Vaitkus model (3.19) and approximation
(3.20).

of the data using (5.1), (5.2), and simple biexponential exponential decay. At 600K,

only a single exponential was needed to fit the data, as localization effects are no

longer observed. The TR-PLD results from 600K are fit with (3.19), (3.20), and simple

monoexponential decay. Fig. 5.12 shows TR-PLD taken at 600K, comparing fits with

(3.19) and (3.20). The fits from 77-600K all demonstrate the equivalence of the Vaitkus

model (3.19) and approximation (3.20) under these circumstances, as seen visually in

the fits and numerically in the measured lifetimes, shown in Table 5.1.

The applicability of this new approximation (3.20) greatly simplifies accurate τbulk
measurement using TR-PLD from thick unpassivated materials. As long as a strongly

absorbed excitation wavelength is used and there is large (τFS � τbulk) surface loss,

the information about diffusivity, surface loss, and absorptivity only influence the

scaling factor of the decay and not the shape. As a result, fits to TR-PLD in this

regime cannot be used to obtain an accurate measure of any of these parameters.

An important finding is that the surface recombination velocity contributes less

than 1% to the shape of the decay for t ≥ 49τFS, and that this is true regardless of

whether or not the material is a strong absorber. In our experiments at 77K we observe

no difference between fits using (3.19) and (3.20) at early times. Estimating that

Da(77K) = 100cm2/s [5], no difference would be observed with this time resolution for
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S
floss

77K 250K 300K 600K
∞ 0.995 0.996 0.995 0.959

106cm/s 0.955 0.986 0.987 0.951

Table 5.2: Upper and lower limits on the fraction of carriers lost to front surface
recombination (floss).

S > 106cm/s [7], as τFS < 100ps. This indicates that there is no freezing out of surface

recombination at 77K. Using (3.21) and estimating Da =
(
169e−T/143K

)
cm2/s from

an exponential fit to [5], we can quantify the maximum (S →∞) possible surface losses

(using (3.20)), while S = 106cm/s is the maximum S that I have found resolvable, and

so it gives a minimum bound on the measured floss, as well as a value representative

for conditions typical of naturally oxidized GaAs [7]. These values of floss have been

calculated, and are summarized in Table 5.2. From (3.21), it would appear that by

increasing τz (by decreasing α), the losses could be reduced and the bulk lifetime

measured; however, in this limit the back surface generally needs to be considered

using the methods of Luke and Cheng [2]. For further discussion on modelling the

two-surface diffusion problem, see Section 3.3.2.

The measurements from 250K exhibited the biexponential behaviour most clearly,

and so these fits were repeated from 800-1050nm with (∆λ = 25nm). The resulting

lifetimes are plotted in Fig. 5.13, along with their weighted average. At 169K and

199K, Redfield, Wittke, and Pankove [80] measured lifetimes that changed by a factor

of 3 times as PL wavelength was varied from 880-970nm, by measuring the slope of

the initial decay with a monoexponential fit. At 250K, I have demonstrated that the

measured lifetimes remain relatively constant (±25%) with respect to wavelength from

800-1050nm when two lifetimes are resolved using (5.2) to fit the data. The error

bars in the measured lifetime spectrum show which source is dominant at short and

long wavelengths. The shorter lived contribution is dominant at shorter wavelengths,

while the longer lifetime component becomes more prominent at longer wavelengths.

This suggests that the band-to-band (short wavelength) signal is decaying also due to
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the transition of carriers into the localized states, where they take a longer time to

decay. The short-wavelength time-constant (τA) then characterizes the parallel rates of

localization and band-to-band recombination in the material, while the long-wavelength

time constant (τB) characterizes the rate decay from the localized states (either via

trap-emission, or trap-assisted recombination).

800 850 900 950 1,000 1,050
101

102

103

Wavelength (nm)

L
if
et
im

e
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s)

Localized-state time constant (τB)
Weighted average of τB
Extended-state time constant (τA)
Weighted average of τA

Figure 5.13: Time constants measured at 250K using varied emission wavelength.
Biexponential fits using (5.2) were performed to resolve the time constants associated
with decay from both localized-states (orange) and extended-states (grey).

I have shown that accurate bulk lifetime measurements can be made by fitting with

(3.20) in thick unpassivated materials. Our experimental TR-PLD results from CZ-
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GaAs are consistent with the assumption of a deep (diffusion-length limited) collection

volume, and I have demonstrated (from 77K-600K) that fitting with (3.19) or the new

approximation (3.20) yield equivalent results. This provides deeper understanding

of TR-PLD from unpassivated materials, and illustrates that τbulk measurement is

possible in the presence of high surface-recombination velocity.

5.2.2 Thin Films: Decoupling Recombination Dynamics,

Radiative Recombination, and Trapping Processes

I have developed a new model (3.26) that enables decoupling radiative and nonradiative

contributions to the lifetime by analyzing the nonlinearity in the HLI-regime, and

another (3.35) that allows for measurement of trapping time constants in the LLI-

regime. I will provide examples (in the GaAs system at a doping level of 1016cm−3)

from TR-PLD experiments with a broad range of initial carrier densities (around 1014 to

1017cm−3). When the pulse-energy (Ep) is very high, the system quickly reaches quasi-

equilibrium with negligible carrier density lost to population of the localized states.

Under these high-Ep conditions, the system maintains quasi-equilibrium throughout

most of the observable decay, and τbulk has been measured from these experiments.

When Ep is reduced, the initial loss of minority carriers becomes observable, as well as

the later trap-emission phase of the decay. The analytical models are fit to TR-PLD

data taken with both LLI and HLI as initial conditions.

The TR-PLD measurements (solid black and grey lines) are shown in Figs. 5.14 and

5.15, along with plots of the fits (solid orange and broken black lines) for n-type and

p-type, respectively. The fitting methods used for each Ep are outlined in Table 5.3,

along with the resulting parameters of the fit, calculated from α, β, and τt of (3.35)

using (3.36). The data taken at lower Ep have been multiplied by scaling factors for

visual clarity, and these factors are indicated in the legend.

I have performed TR-PLD measurements on the n- and p-type (1016cm−3) MBE

DHs. From the HLI regime (where ∆n > ρ1, defined in (3.30)) I have measured
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of the trap filling.

Itr =
⇣
1 + �

⇣
1 � e�t/⌧⇥

⌘⌘�⌧⇥/⌧t

(6)

As the degree of excitation is increased to the point
where �n > n1, the traps saturate very quickly (i.e.

I`
t>0��! 1) with a negligible number of carriers lost to

trap filling. When �n > n1, (3c) shows that the rate
of return to quasi-equilibrium for a given perturbation
(quantified by f � fQ, see (2)) begins to increase with
�n (this rate remains constant only when �n ⌧ n1).

Because of this, we model the �n > n1 system as being
at quasi-equilibrium throughout the decay, aside from
the residual trap emission observed (only in the n-type
material) that is accounted for during fitting with a su-
perimposed exponential background.

In terms of interpretation of time constants measured
using (11) in the HLI where �n � n1, if we assume
quasi-equilibrium throughout the decay then the e↵ects
of trapping are in balance and the decay should be inde-
pendent of the trap filling and emission processes. Anal-
ysis of the dependence of this rate on the ratio of the
localized state density to the carrier density by [6] sug-
gests that when N` � {n, p}, that the trapping is fast
and that its rate is independent of the degree of excita-
tion. In our experiments we note significant reduction in
the rate of localization, as characterized by a ⌧⇥, with
increased laser power, which leads us to conclude that
N` ⌧ {n, p} in our material system.

The motivation for the exponential background comes
from (5) being biexponential (once the hyperbolic func-
tions have been expanded); however unlike the �n ⌧ n1

case, we cannot resolve any useful material parameters
from the relative amplitudes. In our experiments, an ex-
ponential background time constant was only resolvable
in n-type material (a constant background was used in
p-type).

The continuity equation in the HLI regime (7) neglects
trap filling, as discussed above; however, the model must
account for changes in both the SRH and radiative life-
time. The radiative life is characterized by its LLI value
(⌧r = �/b(no + po)) and the LLI (⌧L) and HLI (⌧H) com-
ponents of ⌧SRH . In the HLI, it is especially useful to
think in terms of the injection level (⌘, see (1)) rather
than �n. The LLI radiative lifetime depends on the
doping (donor/acceptor) density, (no + po ⇡ ND/A), the
radiative recombination probability coe�cient [7], b, and
the photon recycling factor [8], [9], �. A good discus-
sion of the recombination mechanisms in semiconductors
is given by Rein [1]. We show that the variation in SRH
lifetime can often be neglected, especially when compet-
ing with a radiative lifetime that rapidly vanishes as the
degree of excitation increases.

d⌘

dt
= �

✓
1 + ⌘

⌧r
� 1 + ⌘

⌧L + ⌧H⌘

◆
⌘ (7)

We have solved (7) using the method of partial frac-
tions, and the transcendental result (8) is written in
terms of the LLI bulk lifetime (⌧b ⌘ ⌧r||⌧b), the initial
injection level (⌘o), the ratio of HLI and LLI lifetimes
(r ⌘ ⌧H/⌧L), and the radiative recombination fraction

Figure 5.14: n-type 500nm GaAs DH TR-PLD measurements (solid black and grey
lines) and fits (orange and broken black lines) with models described in Table 5.3.
Scaling factors (applied for visual clarity) are indicated in legend. Pulse energy is
varied (see legend), and the excitation wavelength was 532nm. The time-resolution
was 150ps, and the emission wavelength was 885nm.
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of the trap filling.

Itr =
⇣
1 + �

⇣
1 � e�t/⌧⇥

⌘⌘�⌧⇥/⌧t

(6)

As the degree of excitation is increased to the point
where �n > n1, the traps saturate very quickly (i.e.

I`
t>0��! 1) with a negligible number of carriers lost to

trap filling. When �n > n1, (3c) shows that the rate
of return to quasi-equilibrium for a given perturbation
(quantified by f � fQ, see (2)) begins to increase with
�n (this rate remains constant only when �n ⌧ n1).

Because of this, we model the �n > n1 system as being
at quasi-equilibrium throughout the decay, aside from
the residual trap emission observed (only in the n-type
material) that is accounted for during fitting with a su-
perimposed exponential background.

In terms of interpretation of time constants measured
using (11) in the HLI where �n � n1, if we assume
quasi-equilibrium throughout the decay then the e↵ects
of trapping are in balance and the decay should be inde-
pendent of the trap filling and emission processes. Anal-
ysis of the dependence of this rate on the ratio of the
localized state density to the carrier density by [6] sug-
gests that when N` � {n, p}, that the trapping is fast
and that its rate is independent of the degree of excita-
tion. In our experiments we note significant reduction in
the rate of localization, as characterized by a ⌧⇥, with
increased laser power, which leads us to conclude that
N` ⌧ {n, p} in our material system.

The motivation for the exponential background comes
from (5) being biexponential (once the hyperbolic func-
tions have been expanded); however unlike the �n ⌧ n1

case, we cannot resolve any useful material parameters
from the relative amplitudes. In our experiments, an ex-
ponential background time constant was only resolvable
in n-type material (a constant background was used in
p-type).

The continuity equation in the HLI regime (7) neglects
trap filling, as discussed above; however, the model must
account for changes in both the SRH and radiative life-
time. The radiative life is characterized by its LLI value
(⌧r = �/b(no + po)) and the LLI (⌧L) and HLI (⌧H) com-
ponents of ⌧SRH . In the HLI, it is especially useful to
think in terms of the injection level (⌘, see (1)) rather
than �n. The LLI radiative lifetime depends on the
doping (donor/acceptor) density, (no + po ⇡ ND/A), the
radiative recombination probability coe�cient [7], b, and
the photon recycling factor [8], [9], �. A good discus-
sion of the recombination mechanisms in semiconductors
is given by Rein [1]. We show that the variation in SRH
lifetime can often be neglected, especially when compet-
ing with a radiative lifetime that rapidly vanishes as the
degree of excitation increases.

d⌘

dt
= �

✓
1 + ⌘

⌧r
� 1 + ⌘

⌧L + ⌧H⌘

◆
⌘ (7)

We have solved (7) using the method of partial frac-
tions, and the transcendental result (8) is written in
terms of the LLI bulk lifetime (⌧b ⌘ ⌧r||⌧b), the initial
injection level (⌘o), the ratio of HLI and LLI lifetimes
(r ⌘ ⌧H/⌧L), and the radiative recombination fraction

Figure 5.15: p-type 500nm GaAs DH TR-PLD measurements (solid black and grey
lines) and fits (orange and broken black lines) with models described in Table 5.3.
Scaling factors (applied for visual clarity) are indicated in legend. Pulse energy is
varied (see legend), and the excitation wavelength was 532nm. The time-resolution
was 240ps, and the emission wavelength was 885nm.
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Doping Ep (nJ) τo τ1 τ`

n-type
100 1180±20 36±3
10 104±2 44±1 250±30
5 143±3 39±2

p-type 10 790±30 1130±40 640±20
5 121±5 720±30 390±20

Table 5.4: Lifetimes calculated using the mean HLI τbulk for n-type (21.9± 0.4ns) and
p-type (75±3ns). n-type τ` was calculated using τ1 = (39±2)ns and τ1||τ` = (34±3)ns
(see text for details). All lifetimes are reported in ns units.

Type Ep(nJ) τr τnr

n-type 4000 60±1 33.5±0.5
1000 96±1 29.0±0.3

p-type
4000 121±4 161±5
1000 165±2 143±2
100 196±4 134±3

Table 5.5: Radiative (τr) and nonradiative (τnr) lifetimes measured (ns units) from
fits of the data in Figs. 5.14 and 5.15 using (3.2c) with (3.26).

approximately constant lifetimes, with average values of τbulk = (21.9 ± 0.4)ns for

n-type and τbulk = (75 ± 3)ns for p-type. We assume that τbulk remains constant,

and that the access to dilute defects varies with the Fermi-level position giving rise

to a variable τo [81]. Under this assumption of constant τbulk, the trap-related time

constants (τo, τ1, and τ`) that become apparent at low-Ep (where ∆n < ρ1) can be

decoupled from the measured τo||τbulk, τ1||τ`, and τoτ1 to give Table 5.4. In the n-type

sample, the trap-emission rate was approximately constant with τ1 = (39± 2)ns, and

τ1 was used to estimate τ` = (250± 30)ns. In the p-type sample, τ1 is still undergoing

some change, which is indicative of a broader density of states in the conduction band.

The cross-over from the trap-saturated domain (∆n > ρ1, (3.26)) and the trap-

dominated regime (∆n < ρ1, (3.35)) gives us information about ρ1, from which the

effective energy level of the localized states (E`) can be calculated via the effective

densities of states using (3.30). Both samples require fitting with (3.35) at Ep = 10nJ

and below, and I have used the estimated carrier densities at 10nJ to estimate ρ1. In
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the case of our n-type sample (ρ1 → p1), we estimate that ηo(10nJ) = ηo(100nJ)/10,

yielding p1 ∼ 5× 1014cm−3. For our p-type sample (ρ1 → n1), the same assump-

tions yield n1 ∼ 1015cm−3. These two values give (EC − E`) = (160± 60)meV and

(E` − EV ) = (250± 60)meV in our p- and n-type samples, respectively. I have used

10×ηo and ηo/10 as the range for our injection level estimates at Ep =10nJ to calculate

generous uncertainties for E`.

Candidate intrinsic defect levels are EL11 ((EC − E`) = 170meV , [9]) in p-type

and HL14 ((E` − EV ) = 250meV , [9]) in n-type; however, incorporation of copper or

nickel impurities ((E` − EV ) ∼ 240meV and 210meV, respectively [87]) during growth

is more probable in n-type, since HL14 was only observed after bombardment of GaAs

with 1MeV electrons [9]. In contrast to the single level of nickel, copper impurities

have four associated levels (at 23, 150, 240, and 510 meV above EV , [87]), which could

also explain why the low-Ep n-type results (Fig. 5.14) are less biexponential than the

p-type (Fig. 5.15); however, this is not sufficient evidence to rule out nickel as the

dominant localization level as other impurities and intrinsic defects can also play a

role in localization. Identification arguments should not be pushed too far using E`,

as it is a single effective parameter used to characterize a potentially broad density of

localized-states associated with multiple defects.

The early transient observed in the low-Ep measurements is associated with the

filling of traps, and is taken into account with an exponentially saturating lifetime

characterized by τ×. Measurement of τ× is only possible when a significant fraction of

the initial minority carrier population is lost to the initial filling of localized states,

which I have only observed in our 5 and 10nJ results. We observe the decrease of δ

that we expect with increased Ep based on there being a smaller fraction of ∆no being

lost to initial trap-filling. The measured τ× suggest that the rate of initial trap filling

increases with increased Ep.

At high Ep, fitting with (3.2c) and the new HLI model for η(t) (3.26), I have

measured f(300K) in both samples allowing me to decouple τnr and τr from τbulk using
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FIG. 3. Injection level (carrier density) decay for 500nm
p- and n-type MBE GaAs (InGaP passivated) double het-
erostructures, doped to 1016cm�3. Both experiments were
performed at 300K using 4µJ pulses.

sured ⌧⇥ (Table I) suggest that the rate of localization
increases with increased Ep. Both of these findings are
consistent with N` ⌧ {n, p} (as for the reverse ⌧⇥ would
remain constant [6], and � would not vanish), and this is
a reasonable conclusion for high quality MBE material.

We have observed a second source of noise in the data
(the first being simple statistical counting noise) origi-
nating from the random transitions of minority carriers
to and from the shallow states. When the system is in
quasi-equilibrium, (3c) shows us that the decay is domi-
nated by bulk-decay (when f = fQ), but that there is a
noise component ((f � fQ)(⇢1 + �n)�vN`) that always
forces the system towards quasi-equilibrium. Note that
more than ten times the number of photons were counted
for the low Ep results (with the motivation of averaging
out the noise observed in the LLI signal), yet the low Ep

data still has a lower signal-to-noise ratio (SNR). Com-
paring the SNR of n-type (Fig. 1) and p-type (Fig. 2)
shows that the SNR is lower in the p-type results (even
though a slightly higher number of photons were counted
for the low Ep p-type data), further supporting the con-
clusion that there is a larger localized-state density near
the conduction band in our p-type material.

Based on Poisson counting statistics, one expects a
noise amplitude of

p
Nk (Nk being the number of counts

in a bin), which implies that the signal must become
monotonically noisier. While the n-type results taken at
Ep of 1 and 4 µJ (see Fig. 1) provide a good example
of these expectations, several of our experiments have
provided results that cannot be explained using Poisson
statistics. Also note that the noise in Fig. 3 is anoma-

lous in the p-type sample, since it is very noisy at early
times where the signal strength is high. This structure
is also present in the noise measured at Ep =100nJ (Fig.
2), where a pinching of the noise is visible in the data,
and this feature clearly violates the expectation based on
Poisson statistics. The data taken at Ep=5nJ in our p-
type sample shows noise that remains roughly constant
in amplitude during the decay, instead of monotonically
increasing. Trapping processes add randomness to the
system, and we have found that this internal source of
shot noise places an upper limit on the signal-to-noise
ratio in our measurements at low levels of excitation.

CONCLUSION

We have developed analytical models ((5), (6), (9),
(10)) that can be used in various experimental circum-
stances to describe the decay of excess carriers following
an impulse perturbation to �n. In our experiments with
p- and n-type GaAs (doped to 1016cm�3), we have found
that (5) (with (6)) can be used for analysis of low Ep,
while (10) (substituted into (12)) allows for decoupling
of radiative and non radiative lifetimes at high Ep. The
SRH lifetime did not undergo enough of a change to allow
for fitting with (9).

For the majority of this work, we have discussed the
treatment of localization in shallow states due to its rela-
tive complexity (for more on trapping, see [17]); however,
we emphasize that (10) allows for decoupling of the radia-
tive and minority-carrier lifetimes (see Table II), which is
required information for the thermodynamic modelling of
a maximum possible photovoltaic power conversion e�-
ciency for a given material quality [5]. We now shift from
speaking of shallow states to speaking of deep levels, since
the recombination characterized by the minority-carrier
lifetime occurs primarily via these deep levels [3]. The
theoretical expectation of a deep-level limited lifetime is
validated by our observation that the shallow levels even-
tually act as a source of minority-carriers.

We interpret the deviation in ⌧min (see Table II)
as a systematic error associated with assuming a con-
stant SRH lifetime (⌧L ⇡ ⌧H), and for deep levels
⌧H/⌧L ! 1 + �min/�maj > 1 [3]. We observe increases
in ⌧min (⇠15% in n-type, ⇠20% in p-type) for both dop-
ing types which roughly suggests a cross-section ratio
(�min/�maj) close to one; however, these measurements
do not allow calculation of �min/�maj since the system
quickly becomes radiatively limited. Our measured ⌧r

decreases with Ep, which we conclude is due to the onset
of Auger recombination [18]. We should not be surprised
to find that the measured radiative recombination frac-
tion (f) depends on the carrier-density conditions, since
Shockley and Queisser [5] mention that only when a ma-
terial is ideal (in the context of following the ideal diode
equation exactly) will f remain constant.

Figure 5.16: Injection level (carrier density) decay obtained by transforming TR-PLD
using (3.3) and the measured APL(no + po)2 for 500nm p- and n-type MBE-GaAs
DH (InGaP passivated), doped to 1016cm−3. Both experiments were performed at
300K using 4µJ excitation pulses with 532nm wavelength. The time-resolution was
150ps (n-type) and 240ps (p-type), and the emission wavelength was 885nm. Lines
(solid orange, and broken black) show fits using (3.26), where the nonlinearity provides
estimation of the radiative efficiency (f(T )).
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(3.13), and these results are shown in Table 5.5. I interpret the deviation in τnr as

systematic error associated with assuming a constant SRH lifetime (τLLI ≈ τHLI). For

deep levels τHLI/τLLI → 1 + σmin/σmaj > 1 [17], which is consistent with the observed

increase in τnr with Ep. We should not be surprised to find that the measured radiative

efficiency depends on the carrier-density conditions, since Shockley and Queisser [14]

mention that only when a material is ideal (in the context of following the ideal diode

equation exactly) will f remain constant.

A significant finding in this work is that even at these low doping levels (1016cm−3)

the nonlinearity associated with recombination mechanisms (3.26) and emission-rate

(3.2c) occur in a different ∆n domain than the nonlinearity associated with localiza-

tion effects ((3.35) with (3.32)), and so the two domains can be modelled indepen-

dently to perform a full characterization. I have characterized the localized states

near the minority bands, finding a larger localization energy near the valence band

(E` − EV = (250± 60)meV) than the conduction band (EC−E` = (160±60)meV). Of

the intrinsic [9] and impurity [87] energy levels in GaAs, only E11 (an intrinsic defect,

at EC − 0.17eV [9]) falls in the range of our experimental uncertainty for E`. The

shallow level near the valence band suggests copper or nickel impurities, as discussed

above. Neither defect identification is made with confidence, as we have no reason to

assume dominant localization from a discrete energy level, and so E` should only be

considered an effective parameter.

Experiments with strong excitation allow decoupling of ηo from the scaling param-

eter (APLB(T )(no + po)2) in (3.2c), providing the missing calibration factor required

to transform the arbitrary units of the TR-PLD signal into injection level units using

(3.3), as shown in Fig. 5.16. Note that this a contactless, time-resolved measurement

of injection level. The signal can also be multiplied by the doping level to provide

carrier density decay. Experiments in the trap-dominated regime (∆n < ρ1) are often

biased by localization effects [80], leading to systematic error that is not present at

high-Ep. Systematic overestimation of τbulk also arises in the commonly practiced
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small-perturbation approach because of delayed trap-state emission. Careful bias-light

optimization can be used to deactivate trap-states [17]; however, this requires ad-

ditional experimental complexity, and has been shown to only reduce the influence

of trap-emission [41]. By using models that accurately describe the injection level

dependence of the lifetime (in our case, (3.2c) with (3.26)), bulk-lifetime measurements

can be made with faster acquisition time (stronger signal in HLI) and increased accu-

racy of measured recombination characteristics relevant to quasi-equilibrium operating

conditions (less prone to trap-emission bias). The τbulk measured under HLI conditions

using (3.26) can be used to decouple the trap-parameters (τo, τ1, and τ`) measured

from fits using (3.35) with (3.32).

Using the high-power laser and new models ((3.26), (3.35) and (3.32)), I have shown

that TR-PLD is independent of trapping for sufficiently high Ep (∆n > ρ1) while low-Ep
dynamics are heavily influenced by traps (∆n < ρ1). Results that I have obtained from

500nm p- and n-type (1016cm−3) GaAs DHs grown using MBE demonstrate robust

fitting results using our analytical models in both ∆n > ρ1 ((3.2c) with (3.26)) and

∆n < ρ1 (3.35) domains. For applications that operate near equilibrium (low-power

logic, low-noise amplifiers, etc.), (3.35) can be used to parametrize trapping processes.

In applications with high excess carrier density, the HLI model (3.26) is often valid for

direct bandgap semiconductors with deep-level defects. Of particular importance to the

field of photovoltaics, (3.26) allows for the measurement of the radiative efficiency that

is required for calculation of the maximum Shockley and Queisser solar cell efficiency

[14] possible for a given material quality.

5.3 Temperature-Dependent Lifetime Analysis

5.3.1 CZ-GaAs (n-type)

In this section, I apply approximation (3.20) to measure the temperature-resolved

bulk-lifetime spectrum (τbulk(T )) in an unpassivated n-type (2× 1018cm−3) CZ-GaAs
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wafer. I will demonstrate that the radiative efficiency (f(T )), and E∞ of the lifetime-

limiting defect can be measured by analyzing τbulk(T ), and that (3.20) facilitates this

analysis and gives confidence in the measured bulk lifetimes being independent of the

surface recombination velocity.

To test the accuracy of (3.20) with variation in temperature, TR-PLD experiments

were performed at temperatures ranging from 77K to 700K. The TR-PLD data is

shown in Figs. 5.17-5.20, along with fits using both (3.19) and (3.20) to account

for surface-recombination and axial-diffusion. The solid lines show the results of

the nonlinear least-squares (trust-region) fit of (3.19) to the measured data. The

same data was also linearized through multiplication by the square root of time (i.e.

y → ln(IPL
√
t)), and fit with a simple two-parameter linear least squares fit. The

results of the linear fit were substituted into (3.20), and the results are plotted as

dotted lines.

Table 5.6 shows the lifetimes measured at each temperature using both (3.19) and

(3.20), indicating that the lifetimes extracted using either method agree to within

the 95% confidence intervals of the fit. To further illustrate this, a histogram of

350 lifetimes obtained using both methods is shown for 300K in Fig. 5.21. The

fits, histograms and measured lifetimes show excellent agreement between the results

obtained using (3.19) and (3.20).

T (K) τnonlinear(ns) τlinear(ns)
77 45± 8 44± 3
100 77± 3 76± 2
200 180± 2 181± 2
300 302± 8 302± 7
400 104.5± 0.7 105.1± 0.7
500 48.2± 1.6 48.3± 0.9
600 28.3± 1.9 28.4± 1.0
700 15± 11 15± 2

Table 5.6: Lifetimes (with 95% confidence intervals) measured from data in Figs.
5.17-5.20 using non-linear (3.19) and linear (3.20) fits.
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Figure 5.17: TR-PLD measurements with n-CZ-GaAs. Solid lines (black, blue, purple)
show nonlinear fits (3.19), and dotted lines (green, red, and yellow) show linear
fits (signal multiplied by

√
t and linearly fit on log-scale) for 77K, 100K, and 200K

(respectively). The bin-width was 15.6ns, the emission wavelengths were 870nm, and
excitation was at 532nm.
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Figure 5.18: TR-PLD measurement with n-CZ-GaAs. The solid black line show
nonlinear fits (3.19), and dotted lines (green, red, and yellow) show linear fits (signal
multiplied by

√
t and linearly fit on log-scale) for 300K. The bin-width was 15.6ns,

the emission wavelength was 870nm, and excitation was at 532nm.
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Figure 5.19: TR-PLD measurement with n-CZ-GaAs. Solid lines (black and blue)
show nonlinear fits (3.19), and dotted lines (green, red, and yellow) show linear fits
(signal multiplied by

√
t and linearly fit on log-scale) for 400K and 500K (respectively).

The bin-width was 15.6ns, the emission wavelengths were 870nm (400K) and 900nm
(500K), and excitation was at 532nm.
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Figure 5.20: TR-PLD measurement with n-CZ-GaAs. Solid lines (black and blue)
show linear fits (signal multiplied by

√
t and linearly fit on log-scale) for 600K and

700K (respectively). The bin-width was 15.6ns, the emission wavelengths were 950nm
(600K) and 970nm (700K), and excitation was at 532nm.
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Figure 5.21: Histogram of 350 lifetimes measured in a 800ns window with ∼200,000
photons. The hollow boxes show the lifetimes obtained using the linear fit (3.20) on
uncropped linearized data, while the grey boxes show fits using (3.19). The mean of
lifetimes measured using either technique was 298ns with a standard deviation of 8ns.
These samples were summed to form the data shown in Fig. 5.18.
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Ar E∞ NTσo rσ = σ∞
σo

(cm6Kns−1) (meV ) (cm−1)
(5± 2)× 10−26 160± 40 0.08± 0.07 180± 100

Table 5.7: Defect parameters (with %95 confidence intervals) measured from a weighted
fit of the results in Table 5.6 using (3.13) with (3.7) and (3.11b).

The measured τbulk(T ) are plotted in Fig. 5.22, along with the fit using (3.13)

with (3.7) and (3.11b). Since this is an n-type material with moderate doping, LLI

conditions are assumed where capture of minority carriers (holes) limits nonradiative

recombination (τnr = τp). The estimated values of τz, τFS, and τρ are also plotted,

illustrating that the required {τz, τFS} � τbulk � τρ conditions of approximation (3.20)

are satisfied from 77-700K. The results of the fit to τbulk(T ) are shown in Table 5.7.

The wide temperature sweep with ∆T = 100K resolution allows estimation of the

radiative efficiency (f(T )) from the fits. Calculations of f(T ) with 95% confidence

intervals using (3.14) with the measured τnr and τr are plotted in Fig. 5.23.

To improve the accuracy and precision in E∞, a measurement with ∆T = 10K

resolution was made from 500-600K. By multiplying the lifetime by
√
T , the effects

of the changing thermal velocity (vth =
√

3kBT/m∗) can be decoupled from the

temperature-dependence of (3.11). The resulting ln(τbulk
√
T ) data is linearly fit (with

respect to 1000/T ) in Fig. 5.24, resulting in E∞ = (261± 7)meV . The measured E∞
is within the range (0 to 560meV ) expected for MPE capture [11].

The lifetime-limiting defect must have a low value of σo for hole-capture, in order

to have such high E∞. Data from [8, 9, 11] indicate hole-capture via EL2 could yield

such a large E∞ value. The high E∞ value rules out all other defects in GaAs, since

the σp of these defects measured using DLTS cannot undergo this large exponential

increase [8, 9, 11]. Using σo,p = (0.93± 0.07)× 10−18cm2 from [8] and the measured

σo/σ∞ ratio (Table 5.7), we estimate σ∞ = (1.7± 0.9)× 10−16cm2. This measured σ∞
is close to the observed range of σ∞ = (10−16 − 10−14)cm2 for defects in GaAs [9, 11].

Using σo,p and Ntσo, the estimated trap density is Nt = (9± 8)× 1016cm−3, which is
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Figure 5.22: Lifetimes are plotted with rectangles of heights that correspond to their
95% confidence intervals. Also shown are the estimated time constants for the diffusive
and surface recombination processes in this experiment (τz, τρ, and τFS). The surface
recombination velocity and absorption coefficient were assumed constant with respect
to temperature, using 300K literature values of S = 106cm/s [7] and α = 80000cm−1

[6]. The temperature-independent 532nm excitation beam width was σr = 2mm. The
bulk lifetime shown (τbulk) is the fit using (3.7) and (3.12), shown with radiative (τr)
and nonradiative (τnr = τp) contributions.
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Figure 5.23: The radiative efficiency (f(T )) has been calculated using (3.14) and the
τnr = τp and τr measured from the fits to TR-PLD from 77-700K. The dotted lines
show the 95% confidence interval of this estimate.

consistent EL2 densities observed in CZ-grown GaAs on the order of 1016cm−3 [56].

By analyzing TR-PLD from 77-700K, I have demonstrated that diffusion and

surface recombination in thick unpassivated materials can be decoupled from using

approximation (3.20). This is the first time that this model has been proposed to

be valid at all times for TR-PLD from thick, unpassivated materials, and I have

shown experimentally that accurate τbulk results are obtained in comparison with those

obtained by fitting with (3.19). This allows the use of above bandgap excitation (i.e.

one-photon absorption) to study thick unpassivated materials, and has facilitated

these temperature-dependent lifetime measurements. With accurate bulk-lifetime

measurement, the radiative efficiency was measured, and E∞ = (261 ± 7)meV was

measured for σp of lifetime-limiting defect in the bulk. The high E∞ value rules out all

characterized σp, except for that of EL2 [8, 9, 11]. Evidence supporting identification

of EL2 as the lifetime-limiting defect in n-CZ-GaAs is discussed further in Section 6.2.
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Figure 5.24: Measurement of E∞ in 2× 1018cm−3 n-type CZ-GaAs with ∆T = 10K
resolution from 500-600K. The measured τbulk were obtained by fitting TR-PLD with
(5.2) to account for trap-emission, axial-diffusion, and surface-recombination. The
longer lifetime associated with trap-emission remained constant at (1.2± 0.1)µs for
these fits. The pulse energy was 40nJ, and PL was observed at the peak emission
wavelength.

79



McMaster University — Engineering Physics PhD Thesis — Martin W. Gerber

5.3.2 MBE-GaAs

I have performed TR-PLD measurements on n- and p-type (1016cm−3) MBE-GaAs

DHs in order to measure the radiative efficiency (f(T )) from temperature-dependent

τbulk fit using (3.13) with (3.7) and (3.12). Fig. 5.25 shows examples of fits to TR-PLD

data using (3.2c) with (3.26) from 100-700K. The TR-PLD data clearly shows that

the nonlinearity associated with radiative recombination (3.26) is most prominent at

100K, indicating high f(T ) at these low temperatures. As both samples are heated the

TR-PLD becomes more linear and τbulk increases. The increase in lifetime is consistent

with the behaviour (3.7) of the τr, and the increased linearity indicates a reduction

in f(T ) resulting from the decrease in τnr. Above 300K, we observe that the lifetime

begins to decrease, indicating that nonradiative recombination has become dominant.

Fig. 5.26 shows the lifetimes measured from TR-PLD using the above method

(with ∆T = 5K), as well as the fits to τbulk obtained using (3.13) with τr from (3.7)

and τnr (3.12). Note that the lifetime undergoes an abrupt exponential drop in both

samples, and that the lifetimes drop at a similar rate with temperature. This drop

due to the exponential increase in σ, parametrized by E∞. Parameters measured from

these fits are shown in Table 5.8, and the E∞ measured in both samples falls in the

range of (255± 5)meV . The common E∞ indicates that both samples are limited by

nonradiative recombination assisted by a common defect.

From the τnr and τr measured in the fit, the radiative efficiency has been calculated,

and is plotted with 95% confidence intervals in Fig. 5.27. The lifetimes are radiatively

Ar · 1032 Ntσo · 103 E∞ rσ
(cm6Kns-1) (cm-1) (meV )

n 1.9±0.3 1030±60 260±10 700±200
p 3.0±0.6 300±50 250±10 1700±200

Table 5.8: Parameters measured from fits shown in Fig. 5.26. Ntσo have been calculated
assuming hole-limited capture. To convert to electron-limited values, Ntσo should be
multiplied by 0.789.
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Figure 5.25: Example TD-TR-PLD raw data (106 total counted photons) is shown
(blue) with fits (red) used to obtain τbulk plotted in Fig. 5.26. The 100K p-type example
is shown in counts, while the other examples have been multiplied by scaling factors
(powers of 104) and shifted (by 60ns increments) for visual clarity. The fit-period
was 900ns; however, data has been cropped 50ns after the data first reaches 1 count.
Poisson counting statistics provide error bar length equal to the square root of the
number of counts. The time resolution was 240ps, and the emission was observed at
the peak wavelength. Excitation was at 532nm.
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Figure 5.26: The temperature-dependence of τbulk measured by fitting TR-PLD with
IPL(t) from (3.2c) and η(t) from (3.26) is fit using (3.13) with τr from (3.7) and τnr
from (3.12). Measured fit parameters are listed in Table 5.8. The inset shows a
magnified view of the Arrhenius increase onset for 500-700K.
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Figure 5.27: From the temperature-dependent lifetime fits to τbulk obtained by fitting
TR-PLD with (3.2c) and η(t) from (3.26), the radiative efficiency (f(T )) has been
calculated. The dashed lines show the 95% confidence interval.

limited at low temperature, but nonradiative recombination is competitive at room

temperature in both n-type (f(300K) = (9± 2)%) and p-type (f(300K) = (17± 6)%).

Since both τbulk and f(T ) are temperature-dependent, the time-and temperature-

dependence of TD-TR-PLD data can analyzed in parallel using a surface fit. To fit

TD-TR-PLD, (3.2c) is used with η(t) from (3.26), f(T ) from (3.14), τbulk(T ) from

(3.13), τr(T ) from (3.7) and τnr(T ) from (3.11b). Substitution of these equations into

(3.2c) results in a fitting function that depends only on time, temperature, ηo, Ar, Ntσo,

E∞, and rσ. These surface fits to TD-TR-PLD are shown in Figs. 5.28 and 5.29. The

fit-parameters obtained from the surface fits are shown in Table 5.9, demonstrating

good agreement with the parameters obtained from fitting the time-dependence ((3.2c)

with (3.26)) and temperature-dependence (using (3.13) with (3.7) and (3.12)) in series.

Since the parallel fitting method of TD-TR-PLD provides consistent results with higher

precision, I report the final values from the surface-fitting while presenting the results

from serial fitting in order to provide deeper intuition. Fig. 5.30 shows τbulk, τr, and

τnr calculated from the surface fits to TD-TR-PLD.
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Figure 5.28: Measured (p-type) TD-TR-PLD (black lines) with (unweighted) nonlinear
surface fit (coloured surface) using (3.2c) with η(t) from (3.26), f(T ) from (3.14),
τbulk(T ) from (3.13), τr(T ) from (3.7) and τnr(T ) from (3.11b).
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Figure 5.29: Measured (n-type) TD-TR-PLD (black lines) with (unweighted) nonlinear
surface fit (coloured surface) using (3.2c) with η(t) from (3.26), f(T ) from (3.14),
τbulk(T ) from (3.13), τr(T ) from (3.7) and τnr(T ) from (3.11b).
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Figure 5.30: Plot of the bulk-lifetime (solid lines) calculated from the fit parameters
extracted from the surface fits to TD-TR-PLD using (3.2c) with η(t) from (3.26), f(T )
from (3.14), τbulk(T ) from (3.13), τr(T ) from (3.7) and τnr(T ) from (3.11b). Calculated
lifetimes are shown with radiative and non-radiative contributions (broken lines) for
p-type (orange) and n-type (black).

From these surface-fits to TD-TR-PLD, f(T ) has been calculatedusing (3.14)

from the measured τnr and τr with higher precision (<5% for 77-700K, and <1% for

T <325K), and is plotted in Fig. 5.31. The f(300K) measured using this fitting

method is (12.2±0.2)% in n-type, and (20.5±0.2)%. This improved precision highlights

the value of fitting TD-TR-PLD as a surface, as challenging as its results may be

to illustrate. The measured values of Ar from these fits yield room-temperature

radiative-recombination coefficients (B(300K)) of (4.48± 0.01)× 10−10cm3/s (n-type)

and (2.71± 0.01)× 10−10cm3/s (p-type), which are consistent with literature values

in the range of (1 ∼ 5)× 10−10cm3/s [47, 51]. The consistency in B(300K) provides

confidence in the room-temperature estimation of τr and f(300K). The low radiative-

efficiency in these samples reflects the long τr that results from the low (< 1017cm−3)

doping-level, and should not be interpreted as being a result of poor material quality

as the measured f(T ) are consistent with those expected based on literature results at

1016cm−3 doping level in both p-type [88] and n-type [89] GaAs.
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Ar · 1032 Ntσo · 103 E∞ rσ ηo
(cm6Kns-1) (cm-1) (meV )

n 1.53±0.01 930±2 257.5±0.9 517±8 4.60±0.05
p 2.53±0.01 292±1 259.3±0.6 1320±10 7.74±0.06

Table 5.9: Parameters from surface-fitting of TD-TR-PLD using models for τbulk
(3.13) with τr (3.7) and τnr (3.12) substituted into IPL(t) (3.2c) using η(t) from (3.26).
Higher-precision results are consistent with those (Table 5.8) obtained from fitting
IPL(t) and τbulk(T ) in series (Figs. 5.25 and 5.26). Ntσo have been calculated assuming
hole-limited capture. To convert to electron-limited values, Ntσo should be multiplied
by 0.789.
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Figure 5.31: Radiative efficiency (f(T )) calculated from surface-fitting of TD-TR-PLD
using models for τbulk (3.13) with τr (3.7) and τnr (3.12) substituted into IPL(t) (3.2c)
using η(t) from (3.26). Note that the dashed lines that show the 95% confidence
interval are no longer visible (see Fig. 5.27), as the uncertainty is less than 5% of f(T )
from 77 to 700K, and below 1% for T ≤325K.
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The common value of E∞ value implies that HLI-recombination is limited above

300K by the capture of a single carrier-type (i.e. either electrons or holes) in our

MBE-GaAs DHs with both doping-types, which is possible in the HLI regime where

τnr is always equal to the sum of electron and hole lifetimes.3 The lifetime-limiting

defect observed in our materials exhibits a steep (E∞ = (258± 1)meV ) increase in

capture cross-section. In light of available DLTS evidence [8, 9, 11, 19] we can rule out

most intrinsic-defects and impurities, since they would have much smaller E∞.4 The

measured E∞ is close to the 0.25eV values observed for the σn of Level B by DLTS

[11]; however, the consistency with the CZ-GaAs results suggest that this signature is

due to a change in σp and not σn. The EL2 defect has the only known σp low-enough

to give rise to a large E∞ value during its exponential increase to σ∞ ≈ (6× 10−15)cm2

associated with MPE capture [11], and this is discussed further in Section 6.2. Since

the LLI work done to characterize σp using n-CZ-GaAs was consistent with this E∞
value, it is likely that the lifetime of all samples are limited by hole-capture via EL2.

The common decrease in lifetime above 300K does not explain the variation in

lifetime observed at (and just below) room temperature between the doping types,

where the lifetime is lower in the n-type material. This difference is parametrized by

the variation in rσ. Without further experimentation, it is not possible to distinguish

whether this variation in rσ comes from a secondary defect, or from a variation in σo
of the common defect. Cross-sections are often considered to be constant (at a given

temperature); however, it has been shown [8] that the EL2 hole-capture σo increases by

5 to 6 orders of magnitude in the presence of a strong (10kV/cm) electric field. Electric

fields of this magnitude are found in the depletion region at the surface of GaAs [90],

and also at the InGaP/GaAs interface [91]. A difference in electric field strength could

provide different degrees of recombination-enhancement in the depletion regions of
3In the case where the low-level injection (LLI) lifetime (the minority-carrier lifetime) is much less

than the HLI-lifetime, the system rapidly transitions from the HLI to a trap-limited regime, screening
the measurement of the LLI-lifetime.

4Chromium is an important impurity in CZ-GaAs; however, its E∞ for electron- (117meV ) and
hole-capture (20meV ) [19] are too low in comparison to our measured E∞ = (258± 1)meV .
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the n-type and p-type MBE DH samples and account for the observed variation of σo.

Simulations of the electric-field strength in the DH samples are discussed in Section 6.3.

The variation of σo with electric-field strength means that limitation of the lifetime by

a single common defect remains as a viable conclusion.

A relatively recent study by Bourgoin and De Angelis has also found EL2 to be

the lifetime-limiting defect in p+ − n junctions grown using CZ and MOCVD GaAs

[31]. The junction that they have studied is abrupt and so the recombination occurs

primarily in the depleted n-type side, which reflects a similar system to our observed

surface-depletion-enhanced recombination. The conclusions of [31] were based on the

observation that both the recombination current and the EL2 density varied by about

three orders of magnitude between their MOCVD and CZ samples.

It is possible for defects below the detection limits of DLTS to still limit the lifetime,

as was shown to be the case in Si with the metastable boron-oxygen defect. While it

was known that this defect limited the lifetime in Si, the density was below the limit

of DLTS and its electronic properties could only be characterized with LS [92]. The

presence of a lifetime-limiting defect too dilute to observe with DLTS (Nt < 1012cm−3)

is especially possible in MBE-GaAs, where densities of all defects are below 1014cm−3

[57]. While EL2 can be readily produced in MBE with low growth-temperature [28, 66]

or As-excess [93], it is generally not observed in as-grown MBE-GaAs (i.e. its density

falls below 1012cm−3) [57]. In light of the narrow relevant sensitivity range of DLTS

for MBE-GaAs, conclusions based purely on DLTS densities and cross-sections [9]

should be interpreted with caution, and alternative hypotheses still explored. Given

that EL2 has played such a significant role in GaAs from every other growth method

[25, 57, 58], and that we are observing common E∞ between CZ and MBE, it is worth

not ruling out its participation in recombination based on limited DLTS results [57].

By performing TD-TR-PLD experiments on our thin-film MBE-GaAs samples, I

have measured f(T ) and τbulk from 77-700K using a new HLI model (3.26) for η(t),

and characterized the lifetime-limiting defect. The evidence strongly suggests EL2
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as the dominant recombination centre, as the measured E∞ = (258± 1)meV that is

common between both n- and p-type MBE-DHs is consistent with E∞ = (261±7)meV

measured from the hole-lifetime observed using LLI TR-PLD with the n-type CZ-GaAs

sample. Consistency with LLI CZ results indicate limitation by an intrinsic (As- or

Ga-related) defect, and that recombination is limited by hole-capture in the HLI MBE-

GaAs experiments. Currently, there is no characterization of the EL2 hole-capture

cross-section in GaAs above 340K [8, 9], and these results from TD-TR-PLD provide a

signature that can be tested using DLTS above room-temeperature. If EL2 is not found

to exhibit a high-E∞ increase, then motivation is provided for further measurement of

uncharacterized σp for other defects in GaAs.
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Chapter 6

Conclusion and Future Work

6.1 Summary of New Models

Design of the TD-TR-PLD system was guided by my new solution to the diffusion

equation in three-dimensions (3.16), which provides explicit defocusing conditions for

excitation under which radial-diffusion can be safely neglected. From this modelling

of diffusion and surface recombination, I have found theoretically and demonstrated

experimentally that TR-PLD in thick,1 unpassivated materials follows time-dependence

of e−t/τbulk/
√
t. This new model (3.20) provides deeper intuition into nonlinear decay

observed from unpassivated materials, as well as confidence in τbulk measured under

these circumstances. In thick materials, axial homogeneity can only be attained

using sub-bandgap two-photon absorption [94]. By using (3.20), axial diffusion is

taken into account without need for additional fit parameters, or sub-bandgap two-

photon absorption capabilities. I have derived another analytical expression (3.21)

that quantifies the total fraction of carriers lost to front-surface recombination (floss)

in terms of the absorptivity, diffusivity, lifetime, and surface-recombination-velocity.

This new equation (3.21) is elegant, and provides intuition into the dependence of floss
1Thick is defined here in relation to the diffusion length,

√
Daτbulk.
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on excitation-wavelength, temperature, and surface-recombination-velocity.

To further support understanding of localization in our materials, temperature-

resolved (∆T = 50K) PL spectra were measured for the n-type (ND = 2× 1018cm−3)

CZ-GaAs sample. Results demonstrated significant localization below room-temperature,

with residual localization still observed at 300K. Above 350K localized states are no

longer significantly occupied, and measured PL spectra show the exponential tail in the

conduction band density of states (DOS) expected for doping levels above 1017cm−3

[33]. The problem of band tailing has been addressed with rigour by Halperin and

Lax [34]; however, no clear method of fitting experimental data was provided. Using a

method (3.39) of approximating the true DOS, I have been able to measure the doping

level ((2.3± 0.2)× 1018cm−3) and an exponential band-tail (eE/Eo , [33]) characterized

by Eo = (14.5 ± 0.3)meV from fitting the PL spectra at 600K with (3.40). These

parameters, including Eg, have also been measured from PL spectra above 350K using

(3.40), yielding consistent results from 350-600K. The measured Eo is within the range

of 5 to 18meV , observed (with IR-absorption) to increase with doping in n-GaAs in

the 4× 1016 − 6.8× 1018cm−3 range [82]. Our measured Eo agrees with the value of

13.6meV measured at ND = 3× 1018cm−3 [82]. The slope of the exponential tail and

the measured donor density demonstrate the accuracy of this new model (3.40), and

provide new contactless means by which doping-level can be estimated.

To parametrize localization dynamics, I have derived new analytical models to

account for deep-level filling (3.32), as well as shallow-trap capture and emission

(3.35). By fitting with these models as laser power is increased, I have shown that

quasi-equilibrium conditions between the extended and localized energy levels can be

attained, giving rise to decay that reflects the true τbulk in the material. This finding

provided confidence in the interpretation of nonlinearity from observed TR-PLD, and

has motivated the experiments performed at high laser-power.

I have developed a new model (3.26) for use with high laser power that enables

TR-PLD results to reflect bulk recombination, and not be influenced by trap-emission.
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This model takes into account both nonradiative and radiative recombination, and

allows for the measurement of the radiative efficiency (f(T )) from the nonlinearity.

Fitting TR-PLD data from 77-700K, I have demonstrated that (3.26) can be used to

provide measurement of both τbulk and f(T ). This new analytical model describes

how f(T ) and the initial injection level (ηo) influence the nonlinearity observed in our

TR-PLD experiments, enabling the accurate resolution of the temperature-dependence

of τbulk and providing greater intuition into the source of this nonlinearity at high

laser-power. Analysis of the measured τbulk has provided measurement of f(T ) and

characterization of the lifetime-limiting defect in our CZ- and MBE-GaAs samples.

In order to measure f(T ) from the temperature dependence of τbulk, I needed to

develop a new model (3.7) to describe the temperature-dependence of τr. By solving

the integral for τr under approximations described in Section 3.2.1, I have shown that τr
increases with temperature in proportion to NC(T ) ·NV (T )/T . This simple expression

should be applicable to any direct bandgap semiconductor, and for those that satisfy

the parabolic-band approximation for the effective densities of states (3.7) shows that

τr ∝ T 2. In GaAs, this T 2 dependence is true at low temperature2 where τr limits

τbulk. This new model for τr, combined with the MPE capture model (3.8) for σ [11]

have allowed for fitting the temperature-dependent τbulk measured using TD-TR-PLD.

Using surface fits of TD-TR-PLD data with a single function containing a new models

for τr(T ) (3.7) and η(t) (3.26), I measured the room-temperature radiative efficiency

to be f(300K) = (12.2± 0.2)% in n-type and f(300K) = (20.5± 0.2)% in p-type. The

B(300K) of (4.48±0.01)×10−10cm3/s (n-type) and (2.71±0.01)×10−10cm3/s (p-type)

measured in MBE-GaAs using TD-TR-PLD agree with literature values [47, 51], and

the measured f(300K) are consistent with those expected based on literature results

at 1016cm−3 doping level in both p-type [88] and n-type [89] GaAs.
2See (C.1) for the correction to the parabolic-band approximation density of states in GaAs, where

the parabolic-band approximation yields less than 7% error below 300K, and less than 0.25% error
below 200K.
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Figure 6.1: Hole-capture cross-sections (σp) previously measured in as-grown GaAs
using DLTS for EL2 [8], EL5 [9], EL6 [10], HL10 [9], Level A [8], Level B [8], Cr [9], and
Fe [8]. Results for EL6 were presented without specified temperature [10], and so 300K
is assumed. The grey dashed line shows σtheory∞ ≈ (6× 10−15)cm2 from MPE capture
[11], and the orange dashed line shows σtheory∞ e−E∞/kBT using E∞ = 258meV measured
in this work from surface-fits to TD-TR-PLD on the MBE-GaAs DH samples.

6.2 Defect Identification

In all samples studied using TD-TR-PLD, the measured τbulk dropped exponentially

when temperature was increased above 300K. This drop is due to the exponen-

tial increase in σ of the dominant defect, and is characterized by E∞. In the

ND = 2× 1018cm−3 CZ-GaAs experiments, E∞ = (261 ± 7)meV was obtained by

fitting the LLI τnr lifetimes measured from 500-600K using TR-PLD fit with (3.20). In

the LLI regime, the minority-carrier lifetime is observed, and so this E∞ characterizes

a change in σp of the dominant defect in the CZ-GaAs sample. Fig. 6.1 shows σp
previously measured by others in as-grown GaAs using DLTS for EL2 [8], EL5 [9],

EL6 [10], HL10 [9], Level A [8], Level B [8], Cr [9], and Fe [8]. According to MPE

theory [11], σ should intercept at σ ≈ 6× 10−15cm2, and so this value is plotted as a
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grey dashed line. The orange dashed line shows a theoretical estimate of the expected

σp using the theoretical σ∞ and the value of E∞ = 258meV measured in this work.3

Previously proposed dominant defects in GaAs include EL2 [30, 31], HL10 [9], EL6

[10], and EL5 [12]. Based on the known σp, we can rule out EL5, EL6, Level A,

Level B, and HL10 since they are too close to σ∞ and should yield either a low E∞

value, or a high (> 700K) onset temperature for the change. Fe and Cr are closer

candidates; however, the onset temperate should be around 600-700K if they were to

exhibit this E∞. EL2 clearly has a low enough σp to provide room for an increase with

the measured E∞ from 500-600K. EL2 is the only defect found in as-grown GaAs that

is consistent with the E∞ observed in the n-CZ-GaAs.
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Figure 6.2: Electron-capture cross-sections (σn) previously measured in as-grown GaAs
using DLTS for EL2 [8], EL5 [12], EL6 [10], HL10 [9], Level A [8], Level B [8], Cr [9], and
Fe [8]. Results for EL5 [12] and EL6 [10] were presented without specified temperature,
and so 300K is assumed. The grey dashed line shows σtheory∞ ≈ (6×10−15)cm2 from MPE
capture [11], and the orange dashed line shows σtheory∞ e−E∞/kBT using E∞ = 258meV
measured in this work from surface-fits to TD-TR-PLD on the MBE-GaAs DH samples.

3This value of E∞ was obtained from the fits to MBE-GaAs TD-TR-PLD, and is consistent with
the measured value in CZ-GaAs.
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In the MBE-GaAs samples, strong excitation was used to observe the HLI lifetime.

Under HLI conditions, the electron and hole densities are approximately constant

(n ≈ p), and so recombination is limited by capture of the carrier with the smallest

cross-section. Because of this, and the common E∞ value measured from both samples,

I have found that recombination is limited by the capture of a single carrier type

(i.e. either electrons or holes) in the TD-TR-PLD performed on MBE-GaAs of both

doping types under HLI conditions. The σp have been discussed above, and Fig. 6.2

shows σn for all known defects previously measured in as-grown GaAs using DLTS.

The value of E∞ = (258± 1)meV measured from MBE-GaAs is consistent with the

E∞ = (261± 7)meV measured from n-CZ-GaAs. Since the n-CZ-GaAs measurements

were done under LLI conditions, it was the hole-lifetime that was measured and σp
that was characterized. Given the consistency in E∞ measured from CZ and MBE

samples, I believe that the hole-lifetime has been measured in both MBE samples as

well. This means that Level B is not a candidate defect for the lifetime-limiting defect,

even though its σn has E∞ ≈ 0.25eV . EL2 is the only defect known in as-grown GaAs

to have a sufficiently low σp to exhibit the observed E∞ with an onset temperature as

low as 300K, and its relatively high σn explains why hole-capture limits recombination

under HLI conditions in the TR-PLD experiments on MBE-GaAs of both doping-types.

In Section 6.4, I will discuss experiments that can be done to determine if EL2 is truly

dominant in these materials, as suggested by these TD-TR-PLD experiments.

6.3 Electric-Field Enhancement of EL2

Previous arguments against dominance of EL2 [9] have suggested that its cross-section

is too low to limit the lifetime to the values observed in GaAs. Electric fields on

the order of those observed [90] at the bare surface of GaAs (∼ 10kV/cm) have been

shown to increase the minimum EL2 cross-sections by 5 to 6 orders of magnitude [8],

and this mechanism drives these defects to be more effective at capturing carriers
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than their zero-field σo would suggest. An alternative conclusion that cannot be ruled

out without further experimentation would be the presence of a secondary defect that

limits below room temperature.

To estimate the surface field present in our MBE-GaAs DHs, I performed simulations

using wxAMPS. The surface field of the InGaP/GaAs heterostructure depends on

the InGaP surface charge (Fermi-level pinning), the doping in the InGaP layer [91],

and the InGaP/GaAs band offset. Midgap Fermi-level pinning was assumed, in the

absence of experimental data relevant to our lightly doped DH with native oxide

on the InGaP surface. Fermi-level pinning is expected in the DH, since carriers are

prevented from reaching the front surface and altering its charge. Hashizume [95]

has measured Fermi-level pinning in n-InGaP, and measured the surface Fermi-level

at 250meV above midgap for samples treated with HCL:2·H2O and 50meV above

midgap for samples treated with HF:5·C2H5OH; however, they are using Si-doped

material (ours is undoped) and they have etched away the native oxide that they

also claim dominates the electronic properties of the InGaP surface. In addition,

InGaP surfaces vary considerably with orientation, atomic surface arrangement, and

sublattice ordering effects [95]. As a result, I have no reason to believe that the surface

Fermi-level reported by [95] is representative of our undoped InGaP surface with its

native oxide intact.4 The simulated band-diagrams are shown in Fig. 6.3 and 6.4. The

electric-field strengths and their ratio (En-type/Ep-type) are shown in Figs. 6.5 and 6.6,

respectively.

The experimentally observed band offset in the conduction band, between InGaP

and GaAs ranges from 60meV [96] to 100meV [97]. In simulating the system using

wxAMPS, I used the smaller estimate of 60meV to make a conservative5 estimate at

how much larger the n-type surface field is. While a 60meV barrier may confine carriers

at 300K and below, one is justified to wonder if an EL2 signal is actually measured
4Simulations were also done using the Fermi-level position from [95], and a strong built-in potential

was still present, with comparable electric-field strengths (still on the order of 10kV/cm) in the n-type
and p-type (with the n-type being slightly higher).

5Simulation using the 100meV conduction-band offset yields a higher En/Ep ratio than 60meV .
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Figure 6.3: Band diagram (simulated using wxAMPS) for the p-MBE-GaAs sample.
The simulation (and samples) included a 50nm (undoped) GaAs buffer layer. Midgap
(EC − 0.95EV ) EF -pinning was assumed for InGaP, and EC − 0.75eV in the GaAs
buffer layer, as proposed for interfaces between lightly doped and SI GaAs by Chandra
et al. [13].
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Figure 6.4: Band diagram (simulated using wxAMPS) for the n-MBE-GaAs sample.
The simulation (and samples) included a 50nm (undoped) GaAs buffer layer. Midgap
(EC − 0.95EV ) EF -pinning was assumed for InGaP, and EC − 0.75eV in the GaAs
buffer layer, as proposed for interfaces between lightly doped and SI GaAs by Chandra
et al. [13].
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Figure 6.5: Simulated electric fields in the n-type and p-type MBE-GaAs samples
(from the wxAMPS simulations in Figs. 6.3 and 6.4) in the GaAs layer.
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Figure 6.6: Simulated ratio of electric fields n-type and p-type MBE-GaAs samples in
the GaAs layer. The dotted line is a visual aid for when Ep = En.
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due recombination in the semi-insulating substrate, where there is an intentionally

large concentration of this defect.6 While these arguments are valid, the trapping

effect of the electric field confines the carriers to the front surface, where the barrier is

much higher. From the wxAMPS simulations, the barrier associated with the built-in

surface potential is 570meV in n-type and 290meV in p-type. While simulations are

useful in gaining understanding, the key experimental evidence that recombination is

occurring in the MBE-GaAs (and not the SI-GaAs substrate) is the observation of a

higher lifetime in p-type material than in n-type.7 If the InGaP barrier were overcome

as temperature is increased, then we would observe an abrupt drop in the lifetime into

the picosecond regime, as verified by the TR-PLD measurements on the bare SI-GaAs

substrate (shown in Fig. 6.7). The absence of carrier migration into the SI-GaAs

provides another line of evidence that there is a sufficient built-in potential at the

surface to confine the electrons in our p-MBE-GaAs DH.

The most simple model is that EL2 is the single dominant defect. The observed

differences in rσ can be explained by surface-field enhancement of σo [8]. From our

experiments the ratio of σo can be calculated8 in our samples by the ratio of measured

rσ values to be rp-type
σ /rn-type

σ = (2.50± 0.05). Electric-field enhancement can explain

the difference in rσ observed between doping types in the MBE-GaAs TD-TR-PLD

experiments, leaving the viable conclusion of EL2 as the single dominant defect.

6EL2 is used to compensate (i.e. trap the holes from) the large acceptor concentration (associated
with carbon impurities) in CZ-GaAs [58].

7While the surface depletion confines the minority-carriers in our lightly doped MBE-GaAs samples,
this will not be the case in samples with higher doping. To approach the study of high-temperature
lifetime in GaAs, it may be necessary to consider capping layers made with materials with larger
conduction band offsets in p-type (InGaP can still be used for n-type, as the barrier is ∼ 400meV ,
[96]).

8Since a common defect limits the lifetime above 300K in both samples the two rσ = σ∞/σo have
the same value for σ∞, and therefore rp-type

σ /rn-type
σ = σn-type

o /σp-type
o .
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Figure 6.7: TR-PLD measurement (black data points) made on SI-GaAs wafer with
4µJ excitation pulse-energy. The fit (red line) was performed using (3.20).

6.4 Future Work

I have shown that f(T ) can be measured in GaAs by fitting the temperature dependence

of τnr. These experiments should be repeated with variation in the doping-level and

doping-type, to further test the capabilities of the TD-TR-PLD technique, and the new

models that have been derived for its analysis. With these capabilities, we are able to

make new quantitative comparisons between GaAs grown using different methods, and

a comparison between the f(T ) measured from MBE and MOCVD samples would be

very interesting. Study of f(T ) with varied sample width should provide greater insight

into the photon-recycling [49, 50] model for the dependence of τr on thickness. The

TD-TR-PLD system has been designed with a high optical bandwidth to accommodate

a wide variety of direct-bandgap semiconductors. The new models derived for analysis

of TD-TR-PLD have been presented in generalized forms that allow their application

to experiments in any of these material systems, and so it should be possible to measure

f(T ) from other direct bandgap semiconductors.

The identification of EL2 as the lifetime-limiting defect in our samples relied on the
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existing knowledge gained by DLTS characterization of GaAs. Although GaAs is the

most well-studied compound semiconductor, there are still gaps in our understanding

of the temperature dependence of σ. In particular, it would be of great value to

this technique if high-temperature DLTS were performed to measure σ for EL2 (and

other defects) up to temperatures of 700K and above. This would strengthen our

understanding of the MPE capture mechanism, and provide better estimates of the

E∞ associated with each defect. A good example of this type of characterization is the

σp reported for the “O” defect (State 1) in GaP by [11], where its high-E∞ increase

was observed to begin above 500K. Exponential increases have also been observed in

the σ of defects in InGaP [20], GaAsN [21], InP [22] and InGaAs [23]; however, the

DLTS characterization literature available is not nearly as comprehensive as for GaAs.

Improved knowledge of how the σ of each defect depends on temperature will enable

TD-TR-PLD to be applied to the identification of lifetime-limiting defects in other

GaAs structures, as well as in other direct-bandgap semiconductors.

Given the electric-field enhancement of recombination, surface-depletion plays a

role in trapping minority carriers and reducing τbulk and f(T ). The depletion problem

can be mitigated through optimization of the InGaP doping-level, as this has been

shown (using photoreflectance) to be able to eliminate the interface field between

InGaP and SI-GaAs [91]. This can allow for the use of low doping, without the losses

associated with surface-depletion trapping. Lifetimes measured from TR-PLD can

be used to optimize the doping-levels of the InGaP and GaAs layers to allow for

lightly-doped structures with minimal depletion-enhanced recombination, and this

can be further supported by f(T ) measurements from TD-TR-PLD. Devices where

high-doping is required (with long diffusion lengths still desired) will be limited by

τnr, and in this case other means (such as inhibited emission [51]) might be useful in

achieving higher τbulk.

To determine if a secondary defect is limiting τnr below 300K, it is necessary to

change the concentration of one of the species and look for a correlation in the measured
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lifetimes. Since there is no defect-specific signature present in τnr below 300K, we do

not have any information as to what this defect might be from the TD-TR-PLD results

alone. In light of this, it makes sense to first vary the EL2 concentration, and this can

be done by variation of the growth-stoichiometry [98] and MBE growth-temperature

[28, 66]. Further study may reveal that a secondary defect does play a role in limiting

τnr below 300K. In either case, I have shown that the common defect (that I have

associated with EL2) contributes to nonradiative recombination at 300K. If a secondary

defect is limiting τnr below 300K, then EL2 would still be responsible for about 3%

(n-type) and 7% (p-type) of the nonradiative recombination at 300K. Many devices

(such as concentrator solar cells) operate above 300K due to heat dissipation, and the

increase in the EL2 cross-section yields a minimum contribution of 12% (n-type) and

24% (p-type) at 350K; and so I have shown that EL2 is responsible for significant

temperature-induced lifetime reduction.

Using new models and the TD-TR-PLD system, the radiative-efficiency and bulk-

lifetime have been measured and found to be limited by the EL2 defect in GaAs grown

using MBE and CZ methods. This work has demonstrated the utility of information

gained by previous research on GaAs using DLTS. With this new complementary

technique, the characterization done on GaAs and other direct bandgap semiconductors

has gained significant value to the identification of dominant defects. Lifetime-limiting

defects are of particular interest to photovoltaics, as any defect that limits f(T ) also

limits the efficiency of solar energy conversion. Identification of these defects should

provide guidance to developing devices with higher radiative efficiency, which is relevant

to any solid-state devices that are designed to emit or detect light efficiently.
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Appendix A

Surface Recombination in the HLI

Regime

Here, I address the question as to whether or not the surface recombination velocity

can be decoupled from the decay using an expression (A.1) that I have derived for

the deep-level dominated, injection-level dependent surface recombination velocity.

In this limit, I demonstrate that the surface and bulk lifetimes have essentially the

same injection-level dependence and therefore cannot be decoupled unless there is a

significant difference between bulk and surface injection levels; however, I also fit data

from the literature and demonstrate some validity of the model.

I have extended the SRH formalism by solving the general integral used by Ste-

fan Rein [17] to describe surface recombination, for the specific case where surface

recombination occurs mostly via midgap states. This is an effective density of states

approach, where the more complex density of surface states is described by a single

discrete deep energy level. The resulting effective surface recombination velocity (A.1)

is parametrized by a minority carrier surface recombination velocity (Smin) and the

ratio of surface capture cross sections for minority and majority carriers (σSmin/σSmaj).
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S (η) = Smin

 1 + η

1 +
(

1 + σSmin
σSmaj

)
η

 (A.1)

As an example, I consider the two (equally well-passivated) surface case, following

the approach of Sproul [4] to obtain (A.2) in terms of the film thickness (W ).

τS (η) = W

2Smin

(
1 + σSmin

σSmaj

(
η

1 + η

))
(A.2)

From (A.2), I see that the surface lifetime has a LLI value (τSLLI = W/2Smin),

a HLI value (τSHLI = (W/2)(S−1
min + S−1

maj)), and identical injection level dependence

to the bulk SRH model (τS = (τSLLI + τSHLIη)/(1 + η)). As a result the bulk and

surface lifetimes cannot be decoupled using injection-level variation, unless a significant

deviation between the bulk and surface carrier densities exists.

The injection level dependence of the surface lifetime has been studied experi-

mentally [100] with comparisons to theoretical equations that involve the input of

cross sections, density of states and surface charge measured using complementary

techniques. I have fit the data of [100] (see Fig. 13) with (A.1) obtaining comparable

fit quality and measured parameters. Most notably, our fit yields σSn/σSp = 2000±1000,

which agrees with the cross-sections (σn = 2× 10−14cm2 and σp = 10−17cm2) used in

the theoretical calculations of [100].
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Appendix B

Afterpulse Filtering Can Improve

Acquisition Time

Photomultiplier tubes and avalanche photodiodes both exhibit a phenomenon called

afterpulsing, when the detector emits a secondary pulse typically a few microseconds

after it has emitted the primary pulse related to the detection of a photon. In high

repetition rate experiments, these afterpulses are falsely recorded as photons, and show

up as a signal-dependent background [85].

In order to obtain reliable lifetime results, it is desired that all background signals

be subtracted. Removing both the background associated with dark counts and that

associated with afterpulses comes at a cost of acquisition time; however, it is not

productive to compare acquisition times between signals with and without significant

systematic error. In this study, we make appropriate comparisons between situations

that would result in the same degree of systematic error and assess acquisition time

on this basis.

The subtraction of dark counts can be effectively executed by using a chopper and

having the electronics add detection events when the chopper is open, and subtract

events when it is closed [85]. This comes at a cost of a factor of two to the acquisition
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time; however, it is crucial that the add/subtract signal is synchronized and

in-phase with the TR-PLD signal to avoid SNR degradation due to signal subtraction.

In general, it is best to avoid using detectors with significant afterpulsing issues;

however, the afterpulse background can be suppressed by increasing the dead time

during an experiment in the case where an afterpulsing detector is the only option.

The logical approach to removing this background involves reducing the repetition

rate of the system [85]. This introduces an expected dead time given by (B.1) into the

system every repetition for a given repetition rate, frep, since only one event can be

recorded per repetition in a TCSPC system. This is an expected dead time, because

the majority of events occur near t = 0 when the lifetime and repetition rate are low.

TD = 1
f low−reprep

(B.1)

This approach works in theory; however, acquisition time increases dramatically.

Often, repetition rates above 10MHz are desired, and to get a few microseconds of dead

time, we would have to reduce our repetition rate (and detection rate) to ∼100kHz.

So the acquisition time can increase by a few hundred times if afterpulsing is to be

removed in this manner. We can recover some of this loss in acquisition time, while

maintaining a dead time of TD, by only introducing the dead time after each detection

event. This gating method allows us to push the repetition rate above the 100kHz

required to filter our afterpulses via repetition-rate reduction.

Let the ratio of detection events to repetitions be called r:

r = fdet
frep

(B.2)

The amount of acquisition time required to measure the same total number, N , of

photons via the low-repetition-rate and gating methods is then:
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T Totallow−rep = NTD
r

T Totalgated = N

rfrep
+NTD

(B.3)

In the background-free case, both methods will result in the same ratio, r, of

detection to repetition rates. Therefore, the improvement in acquisition time for the

gated case relative to the low-repetition-rate case is given by:

T Totallow−rep

T Totalgated

= frepTD
1 + rfrepTD

(B.4)

Since frepTD > 1 and 0 < r ≤ 0.01, we can place bounds on the potential

acquisition-time improvement:

100
101 <

100frepTD
100 + frepTD

<
T Totallow−rep

T Totalgated

<
1
r
< frepTD (B.5)

For various values of r, we can see how this improvement varies with frepTD in Fig.

B.1.

The gating circuit used in this study (Fig. B.2) was a monostable multivibrator with

a propagation delay of 31ns. The circuit contained a single monostable multivibrator

integrated circuit (54HC4538) and other circuit elements to set the various time

constants. The circuit diagram is given in the datasheet. The silicon single photon

avalanche diode utilized has two outputs (analog and transistor-transistor logic, TTL),

and one gate input. The analog signal is fed to the timing board, while the TTL signal

can be sent to the monostable multivibrator. The output of the monostable circuit is

connected to the gate of the detector, so that afterpulses that occur during the dead

time of the circuit are suppressed.

Other groups have previously made circuits to gate photomultiplier tubes [101] and

single photon avalanche diodes [102]; however, the examples in the literature require

access to the gain voltage of the detector. In this circuit, we provide an external means
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Figure B.1: Theoretical range of acquisition time improvements for gating of afterpulses,
over the approach of reduced repetition rate.

of filtering afterpulses, for the case in which access to the gain voltage is limited.

Photoluminescence decay curves were taken at 40MHz with a 500nm GaAs DH

(with InGaP capping layers). Lifetimes were measured at various dead time settings in

the filter in order to optimize the time constant. If the time constant is too short, too

many afterpulses get recorded. If the time constant is too long, then the acquisition

time increases without any gain in quality of the result. The results shown in Fig.

B.3 indicate that a ∼50 µs dead time is sufficient to block most of the afterpulse

background, while the change from 50 to 200 microseconds is less drastic.

The largest contrast between ungated and gated signals was found for the largest

time constant of 200 µs. Fig B.4 shows the impact of the 200 µs afterpulse filter. Note

the improved linear dynamic range where the unfiltered result is linear for ∼10 ns

(∼2τ) whereas the filtered result is linear for ∼6τ .

The linearity of the logarithmic data is improved greatly by the afterpulse filter.
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Figure B.2: Afterpulse filter (monostable multivibrator gate).
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Figure B.3: Reduction in systematic error in measured lifetime as dead time of
monostable gating circuit increases (at 40MHz).
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Figure B.4: Filtering of afterpulses is visually apparent at 10 MHz with a 200 µs dead
time monostable filter.

Fig. B.5 shows unfiltered fit results alongside fit results from the optimized 53 µs filter.

Note that the linear fit departs significantly from the data near the intercept in the

unfiltered data, while the line remains within the range of the data in the filtered case.

In conclusion, the lifetime of the 500nm GaAs layer was found to be τ = (5.0±0.1)ns.

When compared with the lifetime measured in the unfiltered case (6.3ns), we note that I

have removed systematic error of 1.3ns, corresponding to 25% of the measured lifetime.

Through repeated measurements under these conditions, the standard deviation of

the mean was found to be ∼8 ps; however, this only accounts for the random noise

and we are likely still in a situation where our uncertainty is dominated by systematic

sources like afterpulsing and dark counts. This range has been narrowed down to less

than ±0.1ns by analyzing the difference between the 200 and 53 µs results. With a

systematic change of 0.1ns to the closest data point, it would be unjustified to claim

the purely random error magnitude of 8ps as the uncertainty. Since we are removing
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Figure B.5: Two linear fits highlighting improved linearity over the 4τ dynamic range
with the 53 µs dead time monostable filter at 40MHz.

the dark background differentially, and suppressing the afterpulse background with

the filter, this uncertainty estimate is probably overly conservative.

Theoretically, it was shown that the acquisition time for gating at high repetition

rate to suppress afterpulsing is always shorter than that obtained by reducing the

repetition rate, and by very large amounts for weak signals, low lifetimes, and long

afterpulsing tails. The reduced repetition rate method suffers from a few microseconds

of dead time every cycle, while the gating measurement only results in this dead

time (at most) every 1 in 100 pulses. The value of the ratio, r, was estimated to

be ∼0.14%, which corresponds to a ∼500X improvement in acquisition time when

compared to a reduced repetition-rate experiment with the same effective dead time.

Limits were placed on acquisition time improvement, in the case where an estimate

for r is not known. For our optimized (53µs dead time) filter at 40MHz, we know that

the improvement is between 100X and 2000X through application of (B.5).

A significant improvement in the dynamic range was shown to be attainable at
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10MHz using a 200 µs filter. The improvement increased the linear regime from ∼2τ

to ∼6τ , as shown in Fig. B.4.
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Appendix C

Effective Density of States

I have used nonlinear fitting to find an approximation (C.1) to the conduction-band

density of states (NC(T )) from IOFFE. The model for NC(T ) takes into account

the non-parabolicty1 of the minimum at Γ, and from the contributions2 from the X

and L valleys. Fig. C.1 shows the fit to the IOFFE conduction-band effective-DOS,

along with the valence-band effective-DOS for reference. The valence band follows the

parabolic-approximation for effective-DOS (NV (T ) = (1.83× 1015cm−3)T 3/2, IOFFE).

There was no physical motivation for the mathematical form of (C.1), but rather

the form was chosen based on intuition and experience with exponential activations.

Fig. C.2 shows that there is less than 2% error incurred from 77K to 700K.

N fit
C = 8.369× 1013cm−3(1 + 52.39e−171.5meV/kBT )T 3/2 (C.1)

1The simple T 3/2 dependence in the DOS comes from the first-order (parabolic) approximation to
the band-structure near the Γ minimum

2At sufficiently high temperature, indirect thermal excitation from the valence band Γ point to
the minima at X and L becomes probable.
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Figure C.1: Approximation (C.1) to the conduction band density of states.
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the approximation (C.1) to the conduction band density of states (shown in C.1).
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Appendix D

Experimental Apparatus

I have taken some additional photographs of the experimental apparatus. Fig. D.1

shows the laser head, driver, and fibre, while Fig. D.2 shows diffuse 532nm reflections

contained in the laser-confinement box. Liquid nitrogen is added to the cryostat

through the funnel shown in Fig. D.3. The stabilized pressure reading from the Pirani

gauge (Fig. D.4) using the pump in Fig. D.5 is shown in Fig. D.6. The interior of the

cryostat must removed for sample mounting (Fig. D.7), leaving behind the cryostat

base (Fig. D.8). Light is collected using a high solid-angle (F/#=1) lens, shown in Fig.

D.9. The grating turret for the monochromator is shown in Fig. D.10. Photons are

detected using an APD (Fig. D.11) and the detector pulses are timed using TCSPC

electronics (Fig. D.12).
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Figure D.1: Laser head, driver and fibre de-
scribed above.

Figure D.2: Glow of the
532nm diffuse reflections (from
the cryostat) contained by the
laser-confinement box.

Figure D.3: Funnel used to fill cryo-
stat with liquid nitrogen.

Figure D.4: Connection for filling liquid
nitrogen, with Pirani gauge shown in the
background (top left).
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Figure D.5: Pumping station (turbo pump,
with diaphragm backing pump).

Figure D.6: Stabilized 300K pres-
sure reading (from Pirani gauge in
Fig. D.4) of pump connected to
cryostat (as shown in Fig. 4.1).

Figure D.7: Interior of cryostat is
removed from the fixed sheath (see
Fig. D.8) to access the copper sam-
ple holder.

Figure D.8: The base of the cryostat,
with the interior (see Fig. D.7) removed
for sample mounting.
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Figure D.9: High solid-angle
(F/#=1) collection lens used
in this work.

Figure D.10: Diffraction grating from monochro-
mator.

Figure D.11: Single-photon avalanche pho-
todiode.

Figure D.12: Time-Correlated
Single-Photon Counting (TCSPC)
electronics.
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