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Abstract 

This research explores hacker motivation, demotivation and task selection 

through the lenses of the Theory of Reasoned Action (TRA) and General Deterrence 

Theory (GDT). The research also explores how context surrounding individual and task 

characteristics affects a hacker’s decision making process in selecting a hacking task. To 

build a solid foundation on which to understand and combat threats to information 

systems, researchers need to look past the technical issues of data security and explore 

why hackers do what they do. This research addresses this gap by understanding why 

hackers identify and assess hacking tasks. It is hoped that by investigating the 

motivations of these highly skilled Information Systems (IS) users, new insights into how 

to avoid becoming a hacker target might be developed. 

Participants in this study were individuals who self-identify as hackers. They 

completed a survey to validate the proposed model and answered open-ended questions 

to provide further insights. The quantitative data was analysed using Structured Equation 

Modelling; classical content analysis was conducted to examine the qualitative data.  

This research was successful in identifying the role of TRA and GDT in hacker 

task selection. The research confirmed the importance of mastery, curiosity, and task 

complexity in a hacker's evaluation process and provided enticing clues for further 

research into the role of task complexity in a hacker’s task evaluation process. The 

research also confirmed that subjective norms play an important part in shaping 

behavioural intentions towards engaging in a hacking task. Additionally, a clear linkage 

was identified between perceived certainty of sanction and behavioural intention. 
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Contributions of this research to both academia and practice are outlined as well as 

potential limitations and areas for future research.  
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Chapter 1:  Introduction 

Businesses lose billions of dollars every year because of the acts of computer 

criminals.  Damages occur through a broad spectrum of incursions ranging from the 

covert theft of credit card information to the very public and overt defacement of 

corporate websites.  Modern media is rife with stories of hackers both good and bad. 

Hackers are seen as stealing people’s identities, defacing public websites and causing all 

kinds of computer mischief. A 2011 report by the Fiscal Times estimates that hackers 

cost the world economy more than 114 billion dollars annually (Serrano, 2011). More 

recently, McAfee researchers estimated the cost of cybercrimes to the global economy in 

2013 to be as much as $575 billion (Intel Security, 2014).  In 2010, Sony Corporation 

posted a 170 million dollar loss due to the actions of hackers interacting with their game 

system network (Yamaguchi, 2011).  Citigroup reported losses of 2.7 million when 

hackers infiltrated their banking network (Naraine, 2011). In 2015, the adult lifestyle 

website “Ashley Madison” was hacked and its membership database was leaked to 

numerous websites (Hackett, 2015).  

Hackers have also been at the center of some positive social projects. For 

example, the Raspberry Pi Foundation is a charity that turns its profits back into 

educational programs and developing new products. The Raspberry Pi has opened up 

opportunities for social good, such as computer training for girls in Afghanistan and 

children throughout Africa (Raspberry Pi Foundation, 2015b). The foundation offers this 

quote to explain their vision: 

“We don’t claim to have all the answers. We don’t think that the Raspberry 
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Pi is a fix to all of the world’s computing issues; we do believe that we can 

be a catalyst. We want to see affordable, programmable computers 

everywhere. We want to break the paradigm where without spending 

hundreds of pounds on a PC, families can’t use the internet. We want 

owning a truly personal computer to be normal for children, and we’re 

looking forward to what the future has in store.”  

(Raspberry Pi Foundation, 2015a) 

This foundation was developed by a group of technologically skilled individuals 

that saw an opportunity to contribute to their community. They used off-the-shelf 

technology and repurposed it to create credit card sized single board computers. This 

hack has now sold over 5 million copies making it the fastest selling microcomputer in 

the United Kingdom (Upton, 2015).  

 The Anonymous hacking movement is another example of hackers using their 

skills for a social purpose. They have been associated with campaigns targeting and/or 

identifying paedophiles, police brutality, Islamophobia, the KKK, the Charlie Hebdo 

shootings, Canadian Bill C-51 and the Church of Scientology (Wikipedia Contributors, 

2016). 

During the summer of 2015, Wired magazine published an article detailing the 

exploits of two hackers they hired to test the security of an Internet connected car. The 

hackers were able to manipulate several systems in the car including those responsible for 

the environment, windshield wipers, entertainment, and eventually the transmission and 
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breaks (Greenberg, 2015). The exercise was conducted in an attempt to explore the 

potential for new risks to personal and information security as once isolated cars were 

now becoming connected to a global data network.  Following this exposure, in January 

of 2016, General Motors announced a partnership with HackerOne.com to identify bugs 

or vulnerabilities in their vehicles (Help Net Security, 2016). Hackerone.com is a portal 

service that acts as a mediator between hackers and product manufacturers to create a 

safe and open way for hackers to share and be rewarded for the vulnerabilities they find 

in commercial products. 

 Government agencies have also realized the potential of tapping into the hacker 

culture to better understand their vulnerabilities.  For example, in 2011, NASA used 

ethical hackers to perform a comprehensive test of their network security. This led to 13 

successful breaches (Conrad, 2012).   These tests are more comprehensive than simple or 

automated vulnerability scans. Vulnerability scans can lead to many false positives and 

only provide a shallow understanding of the issues that might be of concern. However, 

the penetration test with hackers takes the vulnerability scan one step further and acts on 

found exploits to see what consequences might be had if the vulnerability is left 

unchecked (Conrad, 2012).  

There is no doubt that hacking is an important issue for IS practitioners and thus 

should be an important issue for IS researchers. To build a solid foundation on which to 

understand threats and exploit opportunities, researchers need to look past the technical 

issues of data security and they need to explore why hackers do what they do. To date, 

very little rigorous research has been conducted to understand hacker motivations.  This 
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research intends to develop an understanding of how hackers identify and assess hacking 

tasks. Whether seen as a positive force or a negative force, there is one thing that can be 

said for all hackers; their solution is to “break the rules” (Nikitina, 2012, p.134). While 

the media sometimes portrays hackers as cloistered evil geniuses with intentions of 

throwing the world into chaos, the reality is that hackers do plenty of good. They are 

innovators and novel thinkers. Hence, by exploring their motivations, academia and 

industry have much to gain.  

The definition of a hacker used in this research is quite different than what one 

might expect based on popular media. Two complementary definitions of the term hacker 

include: “The true hacker can't just sit around all night; he must pursue some hobby with 

dedication and flair” (Harvey, 1985); as well as,  “A person who delights in having an 

intimate understanding of the internal workings of a system, computers and computer 

networks in particular.” (Malkin & Parker, 1993, p.1). This definition comes from RFC 

1392, “A Glossary of Internet Terms”. RFCs are authoritative documents used to define 

the open standards that are used to operate the Internet.  While some RFCs are 

completely technical in nature, others offer standardized glossaries.  

Also included in RFC 1392, is a second salient definition, “A cracker is an 

individual who attempts to access computer systems without authorization. These 

individuals are often malicious, as opposed to hackers, and have many means at their 

disposal for breaking into a system.”  (Malkin & Parker, 1993, p.1).  Contemporary 

definitions of hacker culture have absorbed the concept of the cracker as a subset of the 

hacker community. Certain distinctions as to the ethics of a hacker’s/cracker’s intentions 
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have been conceptualized via the colour of “hat” these individuals metaphorically wear.  

Contemporary hacker definitions present three ranges of hackers along an ethical 

continuum: White Hat, Grey Hat, and Black Hat (Bansal & Arora, 2012; Schumacher, 

n.d.). The term “White Hat” is meant to portray that the hacker only partakes in hacks 

that are ethical, while Black Hat hacker's works are characterized by a predacious and 

malevolent application of his or her skills. The Grey Hat hacker term is then used to pad 

this dichotomous view of hacker intentions and is essentially used to create a neutral 

space between the Black and the White. (Bansal & Arora, 2012; Schumacher, n.d.). The 

greatest concern for IS practitioners is the safety of their data, and as such, practitioners 

generally will focus on hacking activities that have negative consequences. The media 

labels these activities as “Black Hat”. In a modern youthful digital culture hackers make 

complex social contributions. Hackers in many ways are like mythological trickster gods 

whose actions and social roles evolve and defy definition (Nikitina, 2012). The concept 

of categorizing hackers using hats to define the ethical impacts of their actions, while 

popularly used, is actually a distraction from the core issues surrounding what motivates 

a hacker to do the things he or she does. Mahmood, Siponen, Straub, Rao, & Raghu, 

(2010) make the argument that from a research perspective all hackers should be viewed 

the same, whereby the focus should be on their motivations and behaviour rather than the 

‘hats’ they metaphorically wear.  This is the view we adopt in the current research. 

The key to understanding hackers does not lie in the ethics of their actions but 

rather in the aesthetics.  “Hacking can involve the heartfelt conviction that beauty can be 

found in computers, that the fine aesthetic in a perfect program can liberate the mind and 
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spirit.” (Sterling, 1994, p. 127). A hacker is someone who pursues his or her computer 

skills as a hobby and for fun, not necessarily out of a sense of duty or in the pursuit of 

money (Harvey, 1985). Sören Kierkegaard (1813-1855) posited that people live in the 

moment, they are moved by the artistry in their lives and not all actions follow ethical 

principles.  Kierkegaard's idea of an aesthetic life superseding the motivation of living an 

ethical life is an important foundation to the understanding of the “Hacker Manifesto”. 

The Hacker Manifesto was a short piece written in 1986 by a hacker named “The 

Mentor”. The Hacker Manifesto outlines a number of key cultural affectations:  

“...We seek after knowledge...  We exist without skin color, without 

nationality, without religious bias... and you call us criminals....  Yes, I am 

a criminal. My crime is that of curiosity. My crime is that of judging people 

by what they say and think, not what they look like. My crime is that of 

outsmarting you, something that you will never forgive me for.” (The 

Mentor, 1986, p.1). 

 Kierkegaard's writing suggests that a hacker may choose a hack that may fail a 

certain ethical test but will still be compelled to attempt it based on its aesthetic value.  

Like an evaluation of a piece of art for its aesthetic value, a hacker seeks to ensure their 

endeavours hold some aesthetic merit. For a hacker, a hack is not valuable if it is not 

unique, original and complete (Jordan & Taylor, 1998; Turkle, 1984).  

While the hat metaphor is the most common, there have been other attempts to 

construct a taxonomy for categorizing hackers using motivation of hackers and their 

argued skill levels (Raid & Pedersen, 2012; Rogers, 2006). The Rogers Hacker 
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Circumplex taxonomy (Rogers 2006) views motivation as a fixed component in the 

definition of the type of hacker being labelled. According to Rogers (2006), hackers are 

motivated either by, revenge, financial gain, curiosity or notoriety. They further define 

hackers by introducing skill as a variable for distinguishing between the definitions in 

their taxonomy. This approach illustrates the limitations of using nominal measures for 

classifying the fluid behaviours of hackers.  For example, it seems artificially limiting 

that a “Cyber-punk” as describe in the Rogers taxonomy is only motivated by notoriety 

(Rogers, 2006). This would suggest that any one hacker is only interested in one outcome 

from their activities. If they focus on computer networks then social media will never 

interest them. This assertion seems implausible.  

In another attempt to develop a taxonomy for hackers, the circumplex method 

proposed by Rogers (2006) was enhanced by adding additional categories and suggesting 

proximity to boundaries in their model indicated a blended motivation. This was to 

address, “the multifaceted nature of cyber malfeasance, including the rise in socially and 

ideologically motivated hacking...” (Seebruck, 2015, p.36). In Seebruck's (2015) article, 

he proposes that the value of his typology is that “classifying phenomena has many 

purposes that can benefit administrators of critical infrastructures like computer networks 

that are at risk of being attacked” (Seebruck, 2015, p.37).  However, while his paper 

indicates that segments of the circular model are placed adjacent to one another, no 

explanation of the interconnectedness is given. 

The work of Rogers (2006), Raid & Pederson (2012) and Seebruck (2015) 

demonstrate that while some efforts have been made to define what hackers are and how 
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they are motivated, these attempts have met only limited success as they lack testable 

scientific hypotheses and reference no primary data.  The evolution of this approach 

shows that a need to move from ridged descriptors to more fluid and nuanced 

multidimensional classifications would be valuable. Hackers are not simple single-

minded individuals. Such conceptualizations limit the diversity of the factors influencing 

a hacker’s curiosity and other intrinsic drivers.        

While the hacker cultural phenomenon in the computer world is not particularly 

new, it has seen limited quantitative and vigorous investigation. Hackers are often 

described as secretive, untrusting, using code names and shunning attention from people 

outside their close-knit communities (Voiskounsky & Smyslova, 2003; Rogers, n.d.).  

Much of the research into hacker motivation has used psychological and sociological 

theories of crime, and has focused on the criminal activities of a subset of the hacker 

culture. For example, Décary-Hétu, D. & Dupont, B. (2012) used Social Network 

Analysis (SNA) to explore the relationships between a group of cyber criminals using 

Internet Relay Chat to interact and operate their crime organization.  In their paper, the 

authors make it clear that research into motivation has not received the same attention as 

technical developments. 

As previously outlined a hacker “...delights in having an intimate understanding 

of the internal workings of a system...” (Malkin & Parker, 1993, p.1). Using this 

definition one can find that Free/Open Source software (F/OSS) developers can also be 

defined as part of the hacker community (Lakhani & Wolf, 2005).  Those involved in 

F/OSS voluntarily develop valuable software, and freely share readily marketable skills. 
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They seem to be motivated less by commercial opportunities then by altruistic ones 

(Lakhani & Wolf, 2005). In the F/OSS group, it was found that enjoyment-based intrinsic 

motivation was a key element in motivation (Lakhani & Wolf, 2005). Furthermore, 

intellectual challenge and skill development were cited as important factors in creating 

engagement in a F/OSS project (Lakhani & Wolf, 2005). Participants who contribute to a 

F/OSS project often benefit from an intrinsic motivation caused by a sense of being fully 

involved in their work. This autotelic experience is referred to as flow (Nakamura, 

Jeanne, & Csikszentmihalyi, 2002).  It is important to recognize that while F/OSS coders 

may be doing similar work in their occupation, they do not have as much choice in their 

task selection in their professional career. This freedom to choose leads to better 

matching of skills to challenges, which is a requirement for a good flow experience 

(Lakhani & Wolf, 2005). Malkin & Parker's (1993), Lakhani & Wolf's (2005) and 

Nakamura, Jeanne, & Csikszentmihalyi's (2002) work illustrates the importance of 

autotelic experiences, such as art and play, in a hacker’s motivation. “Intrinsic motivation 

is the tendency to engage in tasks for their own sake because; one finds these tasks 

interesting or challenging. (Voiskounsky & Smyslova, 2003) The idea that F/OSS 

activities are autotelic and are done as an end on to itself shows the importance of 

intrinsic motivation to the hacker mindset.  

This investigation proposes that hackers engage in their activities as a result of 

two forces working in opposition to one another. On the one hand, hackers experience a 

number of intrinsic and extrinsic motivations that drive them to pursue their hacking task. 

On the other hand, there is another set of countervailing forces that limit and mediate the 
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risks a hacker might expose him or herself to by engaging in a hack. These countervailing 

forces are seen as a hacker’s perception of the likelihood he or she would be caught and 

the severity of any sanctions that may result.  The goal of this research is to explore the 

interplay between the factors that both incite hacking behaviour and suppress it. 

Additionally this research seeks to understand the contextual factors (e.g., individual and 

task characteristics) that influence a hacker’s attitude and aversion to a specific hacking 

task.  Task characteristics are considered extrinsic contextual factors, which include the 

type of hacking task being considered as well as the complexity of the task. Thus, two 

research questions were established: 

1. How is the intention of hackers to engage in a hacking task (hack) influenced 

by motivating and demotivating factors. 

2. How may contextual factors of individual and task characteristics influence a 

hacker’s attitude toward engaging in a hacking task. 

Information security researchers struggle to develop a clear understanding of the 

motivations of so called “hackers”.  The goal of developing a clear accurate picture of the 

motivations for this seemingly aggressive, cloistered and untrusting subculture is fraught 

with many practical, ethical, and theoretical challenges (Mahmood et al., 2010). This 

research intends to develop insight into how hackers select their hacking tasks. First this 

research looks at motivation towards carrying out a hacking task using the Theory of 

Reasoned Action as a theoretical lens. Then it explores the factors that discourage the 

pursuit of a given hacking task through a General Deterrence Theory lens. Last, the 

research develops and validates a unified model to predict the desirability of pursuing a 
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specific hacking task.  
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Chapter 2:  Theoretical Background 

The purpose of this research is to develop an understanding of what motivates 

hackers to attempt a hacking task. This research views the intention to hack as a synthesis 

of attraction and detraction factors that combine to create a net intention from which a 

hacker acts.  The foundation of this research is grounded in two well-established 

behavioural theories frequently used in IS research. The first theory, the Theory of 

Reasoned Action (TRA), describes adoption behaviour, i.e., what motivates a particular 

behaviour. The second theory, the General Deterrence Theory (GDT), presents a 

countervailing avoidance behavioural framework, i.e., what discourages a particular 

behaviour.  

2.1 The Theory of Reasoned Action 

The Theory of Reasoned Action (TRA) has been extensively used to study the 

relationship between attitudes and behaviours and where choices are of, “... appreciable 

personal or social significance” (Ajzen & Madden, 1986, p.454).  The goal of this 

research is, in part, to explore the factors that entice an individual hacker to be interested 

in carrying out a specific task (hacking). TRA is very well suited to this objective. TRA 

posits that a person’s Behavioural Intention (BI) is the immediate antecedent of 

behaviour (Madden, Ellen, & Ajzen, 1992). TRA further posits that BI can be considered 

a function of a person’s behavioural beliefs and his or her normative beliefs. Behavioural 

believes are those believes that form an individual’s attitudes towards a given action, 

while normative beliefs describe a person’s perception of subjective norms (Ajzen & 

Madden, 1986). BI is defined as “the degree to which a person has formulated conscious 
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plans to perform or not perform some specified future behavior” (Warshaw & Davis, 

1985, p.214).  Within the IS domain, there are several theories and models that use BI as 

their endogenous variable of interest.   Examples include the Theory of Reasoned Action 

(Fishbein, 1975), the Theory of Planned Behaviour (Ajzen, 1991), the Technology 

Acceptance Model (Davis, 1986), and the Unified Theory of Acceptance and Use of 

Technology (Venkatesh, Morris, Davis, & Davis, 2003). Attitude towards the specified 

behaviour is one construct that is seen to be informing BI.  Attitude is a function of 

belief. In other words, if a person sees that an action leads to a favourable outcome, he or 

she will develop a positive attitude toward that action and other actions like it (Ajzen & 

Fishbein, 1980).  Attitude is “...a learned predisposition to respond to an object in a 

consistently favorable or unfavorable manner” (Fishbein, 1975, p.41). As such, attitude 

evolves over time based on an accumulation of experiences.  

TRA also uses subjective norm to capture a person's perception of how people 

who are important to them think they should or should not perform a specific behaviour 

(Fishbein, 1975; Venkatesh, 2012).  Subjective Norm (SN) “... refers to the perceived 

social pressure to perform or not to perform the behavior.” (Ajzen & Madden, 1986, 

p.43). SNs reflect the social environment (Ajzen & Fishbein, 1980) surrounding an 

individual’s intentions and beliefs. In TRA, subjective norms differ from other 

sociological norms. Sociological norms are based on community expectations (Terry, 

Hogg, & White, 1999). In TRA, the focus is on what an individual believes influential 

others would expect of them (Ajzen & Fishbein, 1980). This means that what one person 

believes to be the expectations of others might not be an accurate reflection of what that 
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other person might actually believe. The distinction is important because other 

sociological norms are more clearly delineated and represent clear external pressure, 

while subjective norms represent an internal force that is specific to beliefs held by a 

person.  Ajzen & Fishbein (1980) argue that subjective norms are also related to intention 

by means of two sub questions or elements within the construct.  The first element 

addresses the question; would influential person X believe some action has value or 

merit?  Secondly, would that influential person X want an individual to act on this belief 

or intention? These two elements can then be said to impact a behaviour in terms of 

action, target, context and time.  

Hackers have been shown to develop their interests through the reinforcement and 

feedback of other hackers (McHugh & Deek, 2005). Subjective norm is used to capture a 

hackers perception of how people who are important to them think they should or should 

not perform a specific behaviour (Fishbein, 1975;  Venkatesh, 2012). Social norms reflect 

the social environment (Ajzen & Fishbein, 1980) surrounding an individual’s intentions 

and beliefs. In F/OSS projects, “we see a strong sense of community identification and 

adherence to norms of behavior. Participants in the F/OSS movement exhibit strong 

collective identities.”  (Lakhani & Wolf, 2005, p.5). As a result of this adherence to 

community values and a collective identity, socialized norms are established as part of 

the framework to identify a community participant.  The resulting framework then 

becomes an additional motivator for hackers (Lindenberg, 2001). So, as a hacker 

becomes aware of a community and starts to act as the community’s norms dictate, the 

hacker will become more satisfied with the experience of the community and will further 
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act to align with those norms. 

Figure 2.1 illustrates the components of the TRA and its relationships between 

attitude toward behaviour, subjective norms and how they influence BI. The theory also 

posits that BI helps to predict action. However, while attitude influences intention, it 

cannot be said to directly influence action (Ajzen & Fishbein, 1980) but rather it is 

mediated through BI. 

 

 

 

 

 

 

 

Models that have stemmed from the TRA have operationalized such beliefs but 

have tended to focus on perceived benefits rather than perceived risks/concerns (Cazier, 

Medlin, & Wilson, 2007).  For example, the Technology Acceptance Model (TAM), 

arguably the most dominant acceptance model of the past two decades of information 

systems research (which stemmed from the TRA), emphasizes utilitarian benefits such as 

perceived usefulness and perceived ease of use. While originally developed for 

mandatory organizational contexts, many authors have augmented or altered TAM to fit 

Figure 2.1: Theory of Reasoned Action (Madden et al., 1992) 
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various contexts.   Through this augmentation and further development, TAM has been 

expanded to include the impacts of various hedonic perceptions, such as enjoyment (for 

example, Van der Heijden, Verhagen, & Creemers, 2003; Venkatesh, Brown, & Lee, 

2001).   However, the utilitarian and hedonic constructs examined to impact technology 

acceptance tend to focus on perceived benefits rather than perceived concerns. 

There can be no denying the importance of perceived benefits, be they utilitarian 

or hedonic.  However, when examining technology acceptance, the influence of 

perceived concerns cannot be overlooked (Kulviwat, Bruner, Kumar, Nasco, & Clark, 

2007; Mick & Fournier, 1998).  Relatively few adoption or acceptance models have 

explored both positive utility (benefits) and negative utility (concerns).  Cazier, Medlin, 

& Wilson (2008) stress the significant and innovative contribution of examining both 

positive and negative utility for technology acceptance.  

Increasingly, researchers are recognizing that the inclusion of negative utility 

factors in technology acceptance models can provide a more realistic and complete 

perspective (for example: Cazier et al., 2007, 2008). TRA specifically limits its scope to 

actions where the actor has volitional control (Madden et al., 1992). However, non-

volitional factors have also been seen to influence decisions as in the case of the Theory 

of Planned Behaviour (TPB). TRA cannot contribute to understanding why a person 

selects to purchase a specific food item off a menu if that person is constrained by a 

limited cash reserve. TPB however, does address this constraint as it includes the 

additional construct of Perceived Behavioural Control. The Perceived Behavioural 

Control construct expresses motivational implications that items external to a person’s 
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locus of control will have on behavioural intentions and the subsequent behaviour 

(Madden et al., 1992). This perceived behavioural control is different from a perceived 

locus of control, which is a stable character trait (Ajzen, 1991). A person with a strong 

internal locus of control sees themselves as being able to determine their own fate. 

However perceived behavioural control is contextual and varies from situation to 

situation. This means that a person who has a strong internal locus of control may 

simultaneously perceive their behavioural control as being low or high, given the context. 

As an illustrative example, consider the case where a hacker has been 

experimenting with kiosk software in his or her home and has found a vulnerability. The 

hacker perceives a high degree of control over his or her locus of control. That is to say 

the hacker is confident the exploit is feasible. The hacker notices a kiosk that uses the 

same software at a local mall and decides that testing the exploit on a “live subject” 

would be an attractive proposition. The hacker then goes to the mall and upon 

approaching the kiosk notices an out of order sign on the kiosk.  In this example the 

hacker maintains his or her intention as his or her locus of control is stable with the belief 

his or her skills are appropriate. However the hacker’s control beliefs are significantly 

affected by a non-volitional condition, in this example, the out of order sign. This makes 

the concept of perceived behavioural control reflect a person’s belief in how well they 

can perform to cope with a specific situation (Ajzen, 1991). TPB establishes the 

appropriateness of extending TRA to include non-volitional factors in effecting 

behaviour; however it does not have the granularity needed to explore the effects of 

socially constructed deterrents such as criminal law, corporate policies, etc. In this 
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research, the components of a non-volitional factor are also of interest, but need to be 

viewed through a research lens that will include social policies as deterrents. Some form 

of deterrence theory is needed to understand the demotivational contributions outside 

influences may have.  

2.2 Deterrence Theory 

In its simplest form, the knowledge of consequences will affect choices in such a 

way as to avoid infractions (Gibbs, 1986). Deterrence theories function “... when a 

potential offender refrains from or curtails criminal activity because he or she perceives 

some threat of a legal punishment for contrary behaviour and fears that punishment” 

(Gibbs, 1986, p.87). General deterrence theory is one of the most widely used 

criminology theories found in the IS research field (Young & Zhang, 2007). GDT has 

been used to explore both internal IS misuse and external IS misuse (D’Arcy, Hovav, & 

Galletta, 2009; Straub & Weike, 2008; Theoharidou, Kokolakis, Karyda, & Kiountouzis, 

2005; Young & Zhang, 2007).  The effectiveness of deterrence theory relies on the 

perception of the certainty and severity of punishment given a planned action.  For the 

sake of this research, we are going to assume that what is typically described in research 

literature as criminal activity will now encompass any undesirable behaviour that risks 

sanction from an authoritative body.  For example, a “criminal activity” in context of a 

learning institution might include unauthorized access to student records in a computer 

system. The punishment being risked might include expulsion.  

The presence of a deterrence stimulant in an environment can result in either 

restrictive or absolute deterrence. In the case of absolute deterrence a person is 
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completely dissuaded from a criminal act each time he or she contemplates carrying out 

an act. With restrictive deterrence, it is possible that a person is deterred only so far as to 

restrict the degree of criminal acts. For example a person may knowingly exceed the 

speed limit in an automobile but restricts the behaviour to five kilometers above the speed 

limit (Gibbs, 1975, 1986).  In this way, he or she has committed an offence but have 

acted in some way to limit the risk of sanction he or she is exposed to. In the context of 

IS, General Deterrence Theory posits that the  perceived certainty of detection and the 

severity of the consequence for a given action form one’s perception of the perceived risk 

of that action, which in turn influences the behavioural intention to perform that action 

(D’Arcy, Hovav, & Galletta, 2009). Figure 2 illustrates the relationships between the key 

concepts of GDT.  GDT does assume that criminals, or in this case hackers, are rational 

and are utility maximizers (Schulze, 2003). 

 

Figure 2.2: Deterrence Theory adapted from D'Arcy, Hovav & Gallett (2009) 
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2.3 Integrating TRA and GDT 

Thus far the theoretical discussion of hacker motivation has exclusively looked at 

well-situated motivation theories that are used in their natural form without extension. 

However, as shown in the development of the TPB (Madden et al., 1992) and the Unified 

Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh et al., 2003), it is 

sometimes both necessary and desirable to combine theories and to extend them with new 

constructs.  As previously discussed, to understand hacker motivation, both the attractor 

elements and the detractor elements need to be considered together. In this research, the 

attraction elements originate in TRA whereas GDT provides the appropriate constructs to 

evaluate the detractor elements.  This integration of TRA and GDT is illustrated in Figure 

2.3. 
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Figure 2.3: Integrating TRA and GDT 

 

 

2.4 Context of Use 
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For example, Brown et al identify four categories of contextual factors that can be used as 

antecedents, i) technology characteristics, ii) individual or group characteristics, iii) task 

characteristics, and iv) situational characteristics (Brown et al., 2010). While Whetten 

(2009) describes context as “the set of factors surrounding a phenomenon that exert some 

direct or indirect influence on it” (p. 31), Rousseau and Fried (2001) posit that 

“contextualization entails linking observations to a set of relevant facts, events, or points 

of view that make possible research and theory than form part of a larger whole” (p. 1).  

Without context, an important part of the hacker story cannot be told and a hacker’s 

interactions with a given situation cannot be understood (Johns 2006). This will lead to 

findings that are incomplete or possibly inconclusive (Whetten, 2009). In response, this 

dissertation uses the “Single Context Theory Contextualization” approach outlined by 

Hong et al. (2014).  This method allows for well-established theories such as TRA or 

GDT to act as a foundation on which constructs are added or removed. This is done by 

first separating core constructs from TRA and GDT, then combining them with relevant 

contextual factors as antecedents. Examples of these contextual factors include individual 

context, situational context and task context. 

The word context comes from a Latin root that means “to knit together”. By 

knitting ideas together, researchers apply a more focused research lens to a specific topic 

and, by doing so, create a clearer, more effective understanding of the phenomenon they 

are scrutinizing. “Contextualizing entails linking observations to a set of relevant facts, 

events, or points of view that make possible research and theory that form part of a larger 

whole” (Rousseau & Fried, 2001, p.4).  Context can play many roles in shaping a 
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research investigation.  It does so by clarifying both opportunities and constraints (Johns, 

2006; Hong et al., 2014). It draws attention to the importance of specific situational 

features that “heightens our sensitivity to potential contextual impacts” (Johns, 2006, 

p.387). For example, the context would be different if comparing a specific task being 

undertaken in a lab setting rather than in a production environment.  “A set of factors, 

when considered together, can sometimes yield a more interpretable and theoretically 

interesting pattern than any of the factors would show in isolation” (Rousseau & Fried, 

2001, p.4).  Context also allows a researcher to bundle stimuli together to allow for a 

clearer examination of interactions between discreet constructs that may not have been 

observable without a contextual filter being in place.   

Brown et al., (2010) suggest there are four contextual factors that influence the 

intention to use certain types of collaboration technology. These broad contextual factors 

are: i) technology characteristics, ii) individual or group characteristics, iii) task 

characteristics, and iv) situational characteristics (Brown et al., 2010).  In the case of 

exploring TRA and GDT and their impact on hacker intentions, the contextual factors of 

technology characteristics from the Brown et al. (2010) list that could be set aside. The 

volume of alternative tools identified in constraining technology characteristics left no 

meaningful limitation on this research.  Therefore this research focuses on the intrinsic 

motivations of a hacker and not the choice of technology he or she uses.  For example, 

evaluating a writer’s choice of pen when trying to discern what drives that writer’s topic 

selection is analogous to understanding why technology is not an important contextual 

concern in this research. When TRA and GDT are used as lenses, only the internal and 
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external pressures of an individual’s motivations are what become important. Those 

motivations come from how the hacker perceives the hacking task in terms of social merit 

and risk, as well as the challenge it creates for the hacker.  This leaves three of Brown et 

al. (2010) factors relevant to this course of research.  First, there are the individual 

characteristics of the hacker that act as drivers to motivate them to attempt a hacking task.  

Second, there are the characteristics of the intended task itself. Last, there is the 

situational context that influences a hacker’s actions based of the visibility of the 

intended hacking task. 

2.4.1 Individual Characteristics  

Attitude evolves over time and is based on the accumulation of experiences 

(Ajzen & Fishbein, 1980).  A good hacking task always contains components of mastery 

over the intended target (Jordan & Taylor, 1998). From a hacker perspective, there are 

two individual characteristics or intrinsic drivers that seem to be consistently described in 

the extant literature: curiosity and mastery (Lakhani et al., 2002).  Curiosity and 

intellectual challenges associated with mastery increase a hacker’s sense of control and 

power (Lindenberg, 2001). They also build an association with other hackers, giving the 

individual a greater sense of belonging (McHugh & Deek, 2005).  

Curiosity is regarded as a fundamental personality trait that is defined as 

“[implying] a high degree of receptivity and willingness to engage with novel 

stimuli.”(Kashdan et al., 2009, p.988). Curiosity is described as one of the fundamental 

character traits studied by psychologists (Kashdan, 2004; Kashdan et al., 2009; Reiss, 

2004).  According to Kashdan (2004), “curiosity involves the active recognition, pursuit 
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and regulation of one's experience in response to challenging opportunities”. While most 

researchers of intrinsic motivation associate curiosity with intellectual pleasure, this is not 

always the case (Kashdan et al., 2009; Reiss, 2004). Ultimately the acquisition of 

knowledge is the intended end result of curiosity (Reiss, 2004). For example, a student 

preparing a paper may not be interested in the topic but still requires curiosity to guide his 

or her knowledge collection and to find novel viewpoints. It is curiosity that drives 

hackers to try novel approaches to problems just to see how their knowledge of a 

situation changes. For example, it is curiosity that drives a hacker to vary data into a 

program and to monitor how the program responds. In the case of the 2014 Heart Bleed 

bug that compromised Open SSL, it is not difficult to imagine that a hacker might have 

read the specifications for Open SSL and asked out of curiosity “what would happen if I 

didn't follow the instructions” and “what if I feed Open SSL some bad data?” In the case 

of Open SSL, this curiosity led to compromising tens of thousands of web servers around 

the world.  

Mastery is the second key personality trait associated with hackers (Jordan & 

Taylor, 1998). For hackers to be effective with their time, they need to know that the 

steps they take and the methods they use are appropriate and are reasonable to use given 

the goals they seek. This means that while curiosity answers the hacker’s subconscious 

questions of “what” and “where”, mastery answers the question of “how”. By seeking to 

master a specific skill or technology hackers are improving the odds of knowing what 

tool to use and in what way.  
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2.4.2 Task Characteristics  

Research has attempted to classify hackers and hacking tasks into various 

categories based on technology, exploits, intention, social relevance, skill, etc. (  Jordan, 

2009; Lakhani & Wolf, 2005).  The “task-qua-task” or task-as-a-task approach allows for 

actual aspects of the task to be considered by strictly looking at the instance of a given 

task (Zigurs & Buckland, 1998). This task-qua-task strategy is ideal when studying 

hacker motivation because hackers have vast and varying skill sets. What is difficult for 

one hacker might be simple for another.  Under the task-qua-task approach, task 

characteristics such as complexity can be explored and used as a baseline to compare 

hackers’ interests and challenges. 

Through the task-qua-task lens, Zigurs & Buckland, (1998) and Cambell (1988) 

view task complexity as an important feature in the understanding of a task.  Cambell 

(1988) proposes that a task is complex if it has multiple paths to a desired end state, the 

presence of multiple outcomes, the presence of conflicting interdependence between 

paths and outcomes, and the presence of uncertain probabilistic links among the 

pathways and the outcomes.   

2.4.3 Situational Characteristics  

Situational characteristics represent the social environment around a hacker. It 

describes the peer and organizational pressures the hacker perceives from his or her 

social environment (Brown et al., 2010). Situational context is therefore tantamount to 

subjective norms in the TRA model (Taylor & Todd, 1995). A subjective norm reflects 

what individuals believe the people they respect and include in their peer groups like to 
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see them do. So if a hacker believes that the people in his or her peer group were to think 

that he or she should carry out a specific action then that hacker is going to believe that 

he or she should do that action. Since situational characteristics are embodied in SN (as 

part of TRA), they are not included as separate contextual factors in this research.  
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Chapter 3:  Proposed Research Model and Hypothesis 

To better understand the behavioural intentions of a hacker in engaging in a 

specific hack, a model outlining the theoretical foundations for this research was 

developed and is shown in Figure 3.1. The constructs and hypotheses development of this 

model are described below. It is important to note that the relationships found in TRA 

and GDT are well understood and have been repeatedly validated across various contexts. 

Thus, only a selection of representative work is cited to support each relationship.  
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Figure 3.1: Integrated model for behavioural intention to engage in a hacking task 
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the Theory of Reasoned Action (Ajzen & Fishbein, 1980) and General Deterrence Theory 

(Gibbs, 1975, 1986). Thus the model proposes that BI is informed both by motivating 

factors (attitude; social norms) and demotivating factors (risk assessment of the perceived 

certainty and severity of sanction for engaging in a hacking task).   Furthermore, this 

model proposes that an individual’s perceived attitudes are influenced by the context in 

which a task is being undertaken. 

3.1 Behavioural Intention   

Behavioural Intention (BI) has been well established through TRA as a direct 

antecedent of behaviour (Ajzen, Fishbein, & Wicker, 1973). In accordance with TRA 

research, BI has been demonstrated to be influenced by Perceived Attitude and 

Subjective Norms (Madden et al., 1992). Subjective Norms reflect how a person sees his 

or her relationship with their broader community. It holds the key to a hacker’s collective 

identity (Lakhani et al., 2002; Lakhani & Wolf, 2005; Voiskounsky & Smyslova, 2003; 

Rogers, n.d.). From a GDT perspective, BI has also been shown to be influenced by 

perceived risk (operationalized as the assessment of perceived certainty and severity of 

sanction for performing an action) in a variety of contexts (D’Arcy et al., 2009).  Based 

on the extant literature, we posit that a hacker’s behavioural intention will increase if he 

or she has developed a positive attitude towards carrying out a given hack. The hacker’s 

intention to carry out a hack will also increase if he or she were to believe that those 

people who make up his or her social network believe that he or she should carry out the 

intended hack. 

Thus, it is hypothesized that 
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H1:  Perceived Attitude will have a positive impact on Behavioural Intention to 

engage in a hacking task. 

H2:  Subjective Norms will have a positive impact on Behavioural Intention to 

engage in a hacking task. 

While hackers’ intention to engaging in a hacking task was hypothesized to 

increase based on a positive evaluation of their attitude and perceived social support for 

the hack, a third, external factor, would be acting as a deterrent to carrying out the 

hacking task. This third factor is perceived risk for engaging in the hacking task.  As the 

hacker assesses the hacking task, his or her intention to do the hack will decrease as his or 

her perception of perceived risk increases. Perceived risk is the degree to which an 

individual believes that engaging in a specific action will result in an unfavourable 

outcome. General Deterrence Theory posits that the perceived certainty of detection and 

the severity of the consequences for a given action are the key elements in perceived risk 

and influence Behavioural Intention negatively (D’Arcy et al., 2009). It hypothesized that 

when a hacker assesses the degree of risk a specific hack carries with it, he or she would 

consider what he or she believes is the certainty of a sanction and how severe the sanction 

might be. The more likely the hacker perceives that his or her actions would result in a 

sanction, the more risk they will associate with the specific hack.  Furthermore GDT 

hypothesizes that the severity of the sanction will also positively correlate with the 

perceived risk associated with the hacking task (D’Arcy & Herath, 2011). Imagine a 

hacker is interested in exploring the latest security flaw in a web server. He or she 

decides to build a server using his or her own equipment. As the activity is completely 
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contained to his or her own server, the hacker would perceive the risk of sanctions to be 

low. However if this same scenario were carried out with a slightly different context, for 

example the computer being tested on was a surplus machine at the hacker’s place of 

employment, the hacker might expect that his or her actions would have a greater chance 

of being noticed by his or her supervisor who might verbally chastise the hacker for 

misusing his or her time. In this case, there is an elevation in both perceived likelihood of 

discovery and perceived severity of sanction.  Now consider a third scenario where the 

hacker chooses to explore the latest security flaw in a web server associated with federal 

income tax processing. In this case, the hacker may believe that federal authorities would 

likely observe this activity and that if caught he or she would be incarcerated. To the 

hacker this might represent extreme risk motivating strong avoidance to conduct such a 

hacking task.  

Thus, it is hypothesized that 

H3:   Perceived Certainty of Sanction will have a negative impact on Behavioural 

Intention to engage in a hacking task. 

H4:   Perceived Severity of Sanction will have a negative impact on Behavioural 

Intention to engage in a hacking task. 

3.2 Contextual Considerations 

As previously discussed, contextualization can help provide valuable research 

insights into specific domains of investigation. In the case of hackers, there were three 

relevant categories of context identified: individual characteristics; task characteristics; 

and situational characteristics. Subjective norms were identified as the situational 
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characteristic that influences the behaviour of hackers.  Given that subjective norms are 

included within TRA and already hypothesized within the above discussion of 

behavioural intentions, here we focus on the contextual characteristics of the individual 

and the task.  

3.2.1 Individual Characteristics  

Hackers seek gratification through skill development and challenge (Lakhani & 

Wolf, 2005). Research shows that hackers have certain character traits that can influence 

their attitudes towards a hacking task.  These character traits include curiosity (Holt, 

2007) and mastery (Jordan & Taylor, 1998). What is the point of hacking a computer 

system? Why not just use it for the job it was intended for, and in the ways that are 

prescribed for that task? For some, this is a reasonable assertion. However for hackers, 

they derive their satisfaction by pushing the boundaries of expected use. For example, 

imagine a hacker is looking at a website that contains lists of valuable data that he or she 

was hoping to collect and use in his or her PhD dissertation. Unfortunately the data does 

not come formatted in a way that can be readily used. The hacker knows about a hacker 

craft called “screen scraping” where data is collected from a source and reformatted. The 

desire to advance one’s skills by learning screen scrapping is an incentive to develop and 

master a new skill. This desire of mastery is argued to increase interests in hacker tasks 

that offer a challenge (Holt, Burruss, & Bossler, 2010).   

Curiosity has been defined as the “degree of receptivity and willingness to engage 

with novel stimuli.” (Kashdan et al., 2009, p.988). This is an essential trait for a hacker to 

possess. The hacker is driven by curiosity to want to explore and better understand 
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technology in the first place. This also holds true for hackers when considering the 

individual traits of mastery. Mastery gives the hacker the skills and confidence to try 

something new. Curiosity encourages reflection and identification of new sources of 

mastery. As Jordan & Taylor (1998) attest, if a hacker sees a task as a challenge, the 

hacker will be drawn to it to test and develop his or her skills. This means that when a 

hacker’s sense of mastery and or curiosity is aroused, his or her  attitude towards the 

hacking task will become positive and heightened. 

Thus, it is hypothesized that 

H5:   Need for Mastery will have a positive impact on Perceived Attitude towards 

engaging in a hacking task. 

H6:  Need for Curiosity will have a positive impact on Perceived Attitude towards 

engaging in a hacking task. 

3.2.2 Task Characteristics  

The tasks that make up a hack have their own qualities. These qualities 

encompass the specific nature of a task and the perceptions of the person carrying out the 

task. The key task trait being explored in this research is the complexity of the task 

(Campbell, 1988; Zigurs & Buckland, 1998).    

Task complexity refers to the number of inputs, outputs and internal interactions 

within a task (Zigurs & Buckland, 1998). For example, a simple task for a hacker might 

be to disable a network switch. To do this there is only one outcome and one type of 

input. A more complex task for a hacker would be to extract passwords from a database 
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on a remote server. This task may include dealing with attack vectors, web injections, 

buffer attacks, social engineering, and worms.  The outcome being sought is equally 

complex in that it might be delivered locally to the server through a core dump or 

remotely through a SQL query or Web response. To further complicate this task, the 

intermediary steps and interactions that need to occur on the server may be abundant. 

Task complexity can be a double-edged sword for a hacker. If the task is too 

complex, the hacker’s attitude towards the hacking task may not be positive. This is the 

case since with increased  task complexity, the hacker is more likely at risk of failure, and 

with the increased likelihood of failure, an individual is less likely to be motivated to 

attempt the task (de Vries, Dijkstra, & Kuhlman, 1988; Mcgrath, 1983; Shanteau, 1992; 

Spence & Helmrelch, 1983). Conversely, a lack of complexity may also weaken a 

hacker’s attitude toward doing a hacking task. This is the case since if perceived 

challenge compared to necessary skills in a computer task (a hacking task in this case) is 

too low, the users will lose interest in performing that task and the task is deemed boring 

(Ghani & Deshpande, 1994).  

Thus, it is hypothesized that 

H7: Perceived Complexity will have a positive impact on Perceived Attitude. 
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Chapter 4:  Research Methodology 

This chapter details the process by which this dissertation’s research questions 

were answered. The details of the procedure and participant recruitment are explained 

followed by the procedure used for data collection, and a review of the research process 

from pretest, to pilot test, to main study. This chapter also reviews the measurement 

instrument and how it was validated. A survey was used as it is a common approach in IS 

studies (Sivo, Saunders, Chang, & Jiang, 2006). An experimental model was considered 

but ultimately rejected as it would have introduced biases between varied hacker skill 

levels that could not be easily accounted for. 

4.1 Procedure and Participant Recruitment 

Participants in this study were adults over the age of 18 that self identify as 

computer hackers. To confirm that every participant understood the term “hacker” to 

mean the same thing, all participants were shown the following statement and asked to 

agree that it matched their understanding of the word “hacker”: 

“To participate in this survey you must see yourself as a hacker. This 

research defines a hacker as a person who delights in having an intimate 

understanding of the internal workings of a system, computers and computer 

networks in particular. The true hacker can't just sit around all night; s/he 

must pursue some hobby with dedication and flair.”  

This definition is based on both the Harvey (1985) definition and the Malkin & 

Parker (1993) definition. The data were collected from October of 2014 through May of 

2015.  
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Participants were contacted though twitter solicitations using hash tags associated 

with the hacker culture, postings on message boards that were used by hackers, through 

communications with hacker spaces (organized clubs) located all over the world, and 

through direct contact at conferences and hacker group events. Potential participants 

contacted via the internet were directed to a web page that contained a working definition 

of who a hacker is, and explained the purpose of the research.  In the case of face to face 

interactions, potential participants were given a paper copy of the survey that included all 

the same information/questions as the website. Participants receiving a paper copy of the 

survey were informed of a drop box location to deposit their survey if they chose to 

complete it. The paper version of the survey included a web address should the 

participants prefer to submit their answers online. 

Upon filling out the survey, participants were asked to reflect on a hacking task 

that they had considered doing but have not yet tried to execute. Participants were asked 

to think about a hacking task they had not attempted yet so as to ensure that when they 

responded to the survey questions, they would be speaking of their expectations and not 

previously established experiences. This distinction was important since TRA and GDT 

are both theories that use expectations as predictors of behaviour as opposed to actual 

experience.  

The survey was designed in three parts. The first section asked for responses on a 

five point and a three point Likert scale, as per the operationalization of the construct 

items from the extant literature.  The second section contained open-ended questions and 

the third section collected demographic information. The first part of the survey was 
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focused on testing the theoretical model outlined previously while the second section 

contained open ended questions with the intention of both understanding the respondents 

answers  as well as broadening the exploration of the general concepts under 

investigation. 

4.2 Research Stages 

This research investigation involved three stages: a pretest; a pilot study; and the 

main study. The pretest was used to test the understanding of the questions and verify the 

smoothness of the data collection process to ensure that the main study worked 

flawlessly. The pilot study was a ‘dress rehearsal’ for the main study where participants 

were contacted from the intended research population and the process was carried out as 

it would be done for the main study. The final stage was the main study that collected 

data from the sample population in order to validate the proposed research model. 

4.2.1 Pretest and Pilot Study 

For the pretest, 11 graduate students from the DeGroote School of Business at 

McMaster University were recruited. The purpose of the pretest was to test the clarity of 

the survey questions and the flow of the survey process in order to resolve any issues that 

arose. Issues like confusing instructions, confusing questions and software reliability 

were of greatest concern. The data collected from the pretest was only used for the pretest 

and was not used in subsequent analysis. Aside from one or two minor spelling and 

language clarification issues, the pretest revealed no major issues with the flow or 

understanding of the survey instrument.  

A pilot study was then conducted using the same online sources that were used to 
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solicit participants for the full study. Twelve individuals participated in the pilot test.  The 

participants in this study were self identified hackers and were recruited in exactly the 

same way the main study was designed to collect data. The pilot study acted like a dry 

run to ensure the smooth operation of the full survey and to address any potential 

misunderstanding or confusion caused by the survey questions.  

The pilot study revealed that gaining trust of the hacker groups over the Internet 

presented several unexpected challenges. Assurances over personal motivation for the 

research were particularly difficult to address. The questionnaire had to be reorganized 

twice before the concerns of the hackers were suitably addressed. In its final form, the 

survey had questions relating to General Deterrence Theory moved to the end of the 

quantitative questions section.  In the questionnaires’ original layout some participants 

were interpreting the GDT questions to be an attack on their character and objected 

hostilely to those questions. In the first change, The GDT questions were moved deeper 

into the questionnaire and this resulted in a reduction in negative feedback.  These 

concerns were then diminished further by placing the GDT questions after the majority of 

other questions had been presented.  The data collected from the pilot test was only used 

for the pilot and was not used in subsequent analysis. 

4.2.2 Main Study 

Following the pretest and pilot test, the main study was conducted. In total, 107 

individuals participated in the main study.  A minimum sample size for the study was 

determined following Barclay et al.'s (1995) guideline for reflective constructs who 

recommend a minimum participant size of ten times the number of structural paths 
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directed towards a dependent variable in the research model. The largest number of 

structural paths pointing at any dependent variable was four for the BI construct with 

paths coming from attitude, social norms, perceived certainty of sanction and perceived 

severity of sanction constructs.  Thus this study required 40 participants.  A more 

conservative approach to identifying the minimum suggested sample size for PLS 

modelling is the greater of: (i) ten times the number of items in the most complex 

construct in the model, or (ii) ten times the number of paths leading to the dependent 

variable in the model with the most independent variables (Chin, 1998; Gefen et al., 

2000).  The most complex construct in this research study is curiosity with ten items.  

Thus, utilizing this more conservative approach, the minimum sample size was 

determined to be 100 (the greater of 100 and 40). 

Popular media has frequently mislabelled the term “hacker” to represent criminal 

endeavours involving computers so it was expected that there would be a low response 

rate from any cold call strategy for finding participants. Even after acknowledging this 

hurdle, this research struggled with the following two significant challenges related to 

enticing hackers to participate in the research: (i) locating hackers and getting them to 

consider participating in the study; and (ii) getting participant hackers to share their 

thoughts and ideas with others. While both these issues had been anticipated and planned 

for, the magnitude of these challenges was greater than expected. 

To identify hackers the researcher consulted several former colleagues that were 

self-identified hackers for advice on where hackers were likely to mingle and associate.  

From these discussions, five avenues were identified for contacting hackers: (i) “Hacker 
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Spaces”: physical locations where hackers meet to share ideas and to collaborate on 

projects; (ii) hacking groups: organized groups of hackers that share ideas and 

occasionally meet. Hacker groups do not own dedicated spaces of their own but could be 

associated with a hacker space. An analogy would be a book clubs relationship with a 

library; (iii) mailing list admins for hacker related discussions: similar to a hacking club 

only a much looser association of individuals. Hackers may or may not know each other 

in these mailing lists and they use the mailing list to share ideas with their community; 

(iv) Internet Relay Chat (IRC) channels: much like a mailing list except communications 

are synchronous and transient. An analogy for this technology is a conversation in public 

where if you are not present you do not benefit from the information shared; and (v) web 

forums: these tools work exactly like a mailing list except all content is maintained online 

instead of via e-mail.  

IRC channels are community discussion spaces that facilitate like-minded 

individuals to virtually come together and participate in one-on-one as well as group 

discussions. IRC uses its own servers and application software but is quite often also tied 

to some form of web interface. Communications is in real time and is synchronous in 

nature. Many of the participants in IRC channels have been present for an extended 

period of time and have developed relationships with others within the IRC environment. 

The use of pseudonyms is common and pervasive.  New participants are generally 

viewed with some suspicion within these groups and are expected to observe the IRC 

traffic to develop an understanding of the culture and social order within the channel. 

Upon further review of this platform it was felt that effective use of this channel would be 
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problematic, as a personality would have to be inserted and maintained in the 

environment for some time to gain trust. This had the potential to bias the research and to 

compromise ethical considerations. As a result, this approach was abandoned.  

Contacting hacker groups seemed like the method that would lead to the most 

fruitful responses. This belief was in part because the contact strategy called for 

negotiating permission with administrators of these groups to gain authorization to 

communicate with members. The hope was that if the administrator vetted the researchers 

request it would lend credibility to communications with its members. A number of web 

searches were undertaken to locate hacker groups. It was felt that if these groups were 

willing to advertise their existence they would also be willing to receive communications. 

Several lists were identified, which included the DEF CON groups list. DEF CON is an 

annual conference for hackers that is held each year in Las Vegas. Over 200 groups 

associated with DEF CON were identified for contact in this study.  An additional 150 

groups were identified through Wikipedia and other online resources. When contacting 

each of these groups’ administrators, a clear explanation of the goals of the research as 

well as an outline of how the researchers would communicate with their members was 

provided (as per the protocol approved by McMaster University’s Research Ethics 

Board). It was made clear that the researchers did not want direct access to their 

membership lists and that several steps had been taken to ensure the anonymity of all 

participants. After contacting 350 hacker groups, there were over 230 responses to the 

survey within a time frame of eight months. However, from these responses, only 8 were 

properly completed. The improperly completed surveys were incomplete surveys that had 
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a significant majority of their questions left blank. While this completion rate seemed 

unusual, a further unexpected circumstance arose when the researcher began receiving 

direct communications from several participants. Several of the participants who started 

but did not complete the survey spent considerable time and effort providing feedback 

and commentary on the survey instrument itself and its presumed motives.  Essentially, 

these hackers were attempting to “hack” the survey. Some demanded to know who 

funded the research and what relationship McMaster University had with the NSA. 

Clearly this group of people found the questionnaire format challenging both to trust and 

to convey their thoughts.  

After finding the e-mail solicitations to yield few completed surveys, the 

solicitation strategy was re-evaluated. It was decided that the impersonal nature of e-

mails was not effective or trusted with this target population. As such, a face-to-face 

solicitation strategy was employed through hacker meetings/events.  The same protocol 

was followed where permission had to be granted from the administrators of the events.  

One major event that was identified was the “Delta Hack” event at McMaster University. 

Delta Hack is an annual hacking event where students from all fields of study join in a 

24-hour competition to use existing technology and create something new and of societal 

benefit. Organizers were contacted and they agreed to make space available to solicit 

participants during the 3-day event via a display table. In total, 100 surveys were given 

out and returned during this event where only 6 lacked sufficient data to be used in the 

analysis. Participants were invited to complete the paper-based survey and return it 

anonymously in a secured box. No identifying information was collected on the surveys.  
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An additional 13 surveys were collected via smaller hacker events/meeting.   

This face-to-face strategy was remarkably different from the online interactions 

with this target population. Participants were very curious about the research and many 

wanted to share their own anecdotes about being a hacker and the positive contributions 

they sought to make to society. This resulted in a significantly higher response and 

completion rate than online interactions. 

4.3 Measurement Instrument 

The survey used previously validated instruments to help ensure content validity. 

Table 4.1 below lists the questions that were used in this research. The questions were 

adapted from validated sources and were appropriately contextualized for the subject of 

this research. They were measured using a combination of 3-point and 5-point Likert 

scales as per the original validated constructs. 

Table 4.1 Construct items used in the quantitative survey 

Construct 

(Source) 

Items 

Behavioural Intention 

(Venkatesh, Morris, 

Davis, & Davis, 2003) 

1.  I intend to do this hack in the next 6 months 

2.  I predict I would do this hack in the next 6 months 

3.  I plan to do this hack in the next 6 months 

Attitude 

(Venkatesh, Morris, 

Davis, & Davis, 2003) 

1.  Doing this hack is a good idea.  

2.  I like the idea of doing this hack. 

3.  Doing this hack will be pleasant. 

Subjective Norm 

(Venkatesh, Morris, 

Davis, & Davis, 2003) 

1.  People who influence my behaviour think that I should do this 

hack. 

2.  People who are important to me think that I should do this 

hack. 

Mastery 

(Spence & Helmrelch, 

1983) 

1.   I would rather do something at which I feel confident and 

relaxed then something which is challenging and difficult 

2.  When a group I belong to plans an activity, I would rather 

direct it myself than just help out and have someone else organize 
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it. 

3.  I would rather learn easy fun games that difficult thought 

games. 

4.  If I am not good at something, I would rather keep struggling 

to master it than move on to something I may be good at. 

5.  Once I undertake a task I persist.  

6.  I prefer to work in situations that require a high level of skill. 

7.  I more often attempt tasks that I am not sure I can do that tasks 

that I believe I can do. 

8.  I like to be busy all the time.  

 

Curiosity  

(Kashdan et al., 2009) 

1.  I actively seek as much information as I can in new situations  

2.  I am the type of person who really enjoys the uncertainty of 

everyday life 

3.  I am at my best when doing something that is complex or 

challenging 

4.  Everywhere I go, I am out looking for new things or 

experiences 

5.  I view challenging situations as an opportunity to grow and 

learn  

6.  I like to do things that are a little frightening 

7.  I am always looking for experiences that challenge how I think 

about myself and the world 

8.  I prefer jobs that are excitingly unpredictable 

9.  I frequently seek out opportunities to challenge myself and 

grow as a person 

10.  I am the kind of person who embraces unfamiliar people, 

events, and places 

Perceived certainty of 

discovery 

(D’Arcy, Hovav, & 

Galletta, 2009) 

If I did this hack I would probably get caught 

Perceived sanction 

severity 

(D’Arcy, Hovav, & 

Galletta, 2009) 

If I get caught doing this hack I will be severely reprimanded  

 

Perceived Complexity 

(Jarupathirun,Zahedi, 

2007) 

This task is: 

Very simple vs. Very complex 

Very straight forward vs. Very complicated 

 

Open-ended questions were also included in the survey instrument. These 
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additional questions sought to bring to light additional nuances in the understanding of 

the constructs under scrutiny that a quantitative approach would not capture. The open-

ended questions asked of the participants were as follows: 

1. What is it about hacking that you enjoy? How does it make you feel to 

hack something? 

2. Outline some of the personality or character traits you believe are 

important to becoming a good hacker. 

3. What would make a hack less desirable to you? 

The final part of the survey instrument focused on demographical information 

about the hackers, which collected age, gender, education and nationality.  The complete 

survey is shown in Appendix D. 

 

4.4 Model Validation 

Structural Equation Modeling (SEM) was used to validate the proposed research 

model. SEM techniques are extensively used in Information System research (Kock & 

Lynn, 2012) and are the preferred method because they combine the theoretical model’s 

measurement model with its structural model (Meyers, Gamst, & Guarino, 2006). PLS is 

the specific SEM technique that has been chosen for this study. PLS is ideal because of 

its small sample size requirements and because PLS can be used in research that may be 

both confirmatory and/or exploratory in nature (Hair, Ringle, & Sarstedt, 2011). 

Additionally PLS imposes a minimal demand on data distribution and residual 
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distribution (Chin, 1998) and is more tolerant of small one or two item constructs than 

covarience-based SEM approaches (Hair et al., 2011). The PLS software used in this 

research was Warp PLS. Warp PLS was selected because of the possibility that the data 

collected may not satisfy the linearity assumptions of standard PLS software packages. 

Warp PLS is designed to analyze and test for both linear and nonlinear relationships (e.g., 

U-shaped and S-shaped functions) (Guo, Yuan, Archer, & Connelly, 2011). Upon 

examining the relationships in the data collected, a number of nonlinear relationships 

were detected, validating the use of Warp PLS.  

Following Hair et al. (2011) recommendations, a two-step process was followed 

in evaluating the PLS results. The first step involved evaluating the measurement model 

to assess the reliability and validity of the measures in the model (Chin, 2010). This step 

was then followed by the evaluation of the structural model to determine if there was 

evidence to support the proposed theoretical model (Chin, 2010).  This approach is 

recommended because if the researcher is not confident in their measurement model then 

there is no reason to move on to the structural model (Hair et al., 2011). Additionally the 

model was further tested for collinearity and common method bias. 

The criteria for evaluating the PLS measurement model are outlined in Table 4.2 

and the criteria for evaluating the PLS structural model are outlined in Table 4.3. 

Table 4.2: PLS Measurement Model Test Criteria for Reflective Constructs 

Analysis Test Acceptance Criteria 

Item Reliability Corrected item-total 

Correlation 

Value > 0.40 (Churchill Jr., 1979) 

Item Loading Values > 0.50 

(Gefen, Straub, & Boudreau, 2000) 
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Construct 

Reliability 

Composite reliability Composite reliability should be > 0.60 

(Bagozzi &Yi, 1988; Hair et al., 2011) 

However indicators of 0.4 through 0.7 

should only be considered for removal 

if deleting the item will increase the 

overall composite reliability. 

(Hair et al., 2011) 

Cronbach’s  alpha Value > 0.70 (Bernstein & Nunnally, 

1994) 

or 

> 0.9 – Excellent 

> 0.8 -  Good 

> 0.7 – Acceptable 

> 0.6 – Questionable 

> 0.5 – Poor 

< 0.5 – Unacceptable. 

(Gliem, J., Gliem, R., 2003) 

Convergent validity Average Variance Extracted 

(AVE) 

AVE > 0.50 

(Au, Ngai, & Cheng, 2008; Hair et al., 

2011) 

Discriminant 

validity 

Item Cross Loading Follow the Fornell-Larcker Criterion 

with the AVE for latent constructs > 

the highest squared correlation with 

any other latent constructs 

Indicator loadings should be > all of its 

cross loadings. (Chin, 2010; Gefen & 

Straub, 2005; Hair et al., 2011; Fornell 

C., & Lacker, D., 1981) 

 

Table 4.3: PLS Structural Model Test Criteria  

Goodness of Fit R
2
 values of endogenous 

latent variables  

0.75 = Substantial  

0.50 = Moderate 

0.25 = Weak 

(Hair et al., 2011) 

Tenenhaus Goodness of 

Fit Index (GoF) 

GoFSmall = 0.10 

GoFMedium = 0.25  

GoFLarge = 0.36 

(Akter, D' Ambra, & Ray, 2013; 

Wetzels, Odekerken-Schröder, & van 

Oppen, 2009) 
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Effect Size F
2
 The magnitude of the effect  

sizes of each path was evaluated  

using the following criteria: 

 ƒ
2

Small = 0.02,  

ƒ
2

Medium = 0.15, 

ƒ
2

Large = 0.35, 

(Kock, 2015) 

Predictive Validity Stone-Geisser test Q
2
 A model with a value of Q

2
 > zero is 

considered to have predictive validity 

 

Collinearity can cause inflationary issues within SEM results and should also be 

assessed (Hair et al., 2011; Kock & Lynn, 2012).  Table 4.4 outlines the criteria used to 

assess collinearity. 

Table 4.4: Collinearity Criteria 

Vertical or Classic Collinearity VIF <5  

Lateral  VIF <5 

 

Common method bias can also cause inflationary issues by injecting unplanned 

influence into the model and causing a uniform variation in the model that deviates from 

the true results. Table 4.5 outlines the criteria used to assess common method bias. 

Table 4.5: Common Method Bias Criteria 

Harman's single factor test. <50% explanatory power 

Full Collinearity VIFs <3.3 
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Chapter 5:  Data Analysis and Results 

This chapter highlights how the research data were collected, how the research 

data were analyzed to ensure validity, and provides results of the analyses.  The data 

screening process was intended to identify samples that were unusual when compared to 

other results.  These results were examined using various statistical procedures to 

determine if they were outliers that need to be excluded or were acceptable data. The 

results were also examined to determine the quality and effectiveness of the research 

questions. Again, statistical methods were used to assess the validity of a question as well 

as its overall fit in the research model. Once the data and the structure of the questions 

were validated, the data were again assessed using the theoretic framework to further 

validate the data use.  Last, once the researchers had developed confidence in the data 

and the model, the final loadings and results were assessed. 

5.1 Data Collection 

Participants in this study were individuals who self-identify as hackers. They were 

contacted though various message boards, general community twitter solicitations, 

through communications with hacker spaces located all over the world and directly 

contacted at conferences. However the majority of the data collected came from the Delta 

Hack conference where participants were engaged in a face-to-face interaction. These 

communications asked potential participants to decide if the hacker term suitably 

described their own perceptions of their interests and behaviour. If they agreed with the 

definition they were given access to the survey. If participants did not feel they fit the 

definition, they were thanked for their participation and the interaction ended. The same 
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procedure was used in both the conference/face-to-face interactions and the online 

interactions. 

The survey asked participants to reflect on a hacking task they had considered 

doing but as of yet had not tried to execute.  The survey consisted of three parts each 

using a series of questions with responses measured on Likert scales; open ended 

questions; and demographic questions. The Likert scale questions were used to 

quantitatively explore the proposed model via structured equation modelling, while an 

open coding strategy was used to assess the open ended questions that were exploratory 

in nature and designed to elicit themes that might have been missed in the Likert-based 

questions. Data collection occurred between October 2014 and May 2015.  

5.2 Data Screening 

5.2.1 Outliers and Missing Values  

Outliers are cases in the collected data that have values that are different from the 

majority of the values in the rest of the data set.  The presence of outliers in the data 

creates a risk that the resulting interpretation is biased and not accurate. A univariate 

outlier represents a single value from a single field in one case that is unreasonably 

different then the majority of the values for that variable in the data set (Meyers, Gamst, 

& Guarino, 2006).  A multivariate outlier is a single case (participant) within the data set 

that has an unusual grouping of two or more of its fields (Meyers, Gamst, & Guarino, 

2006). A value in a case might not be considered a univariate outlier but when in the 

presence of other values in different fields their combined presence may be considered 

unusual. The data were scrutinized for both univariate and multivariate outliers. To assess 
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univariate outliers, all fields were converted to a standardized Z-score and then any 

values scoring 2.5 or above were considered an outlier and were excluded (Meyers, 

Gamst, & Guarino, 2006). To assess cases for multivariate outliers their Mahalanobis D
2
 

values were calculated. Mahalanobis D
2
 value represents the distance the case is from the 

data sets centroid. This value was reviewed using the chi-square distribution (alpha level 

= 0.001). If D
2 

value matched or exceeded this threshold, it was considered a multivariate 

outlier (Meyers, Gamst, & Guarino, 2006) and was excluded.  Using these two outlier 

techniques, 13 cases were excluded from the 107 completed responses, resulting in a 

sample size of 94. 

5.2.2 Multivariate Statistical Assumptions 

The data screening and validation process focuses on two aspects of the integrity 

of the data being assessed for analysis. When looking for outliers and missing values, the 

data are evaluated at a highly refined level: first individual fields within a case are 

reviewed, then the interplay between values within a case are examined. Once each case 

is evaluated, the next step is to evaluate how well the overall set of data fits the 

requirements of the tests that are intended to be used on the data set. There are three data 

set characteristics that are generally considered important for SEM analysis: normality, 

linearity and homoscedasticty (Meyers,Gamst, & Guarino, 2006). 

A normal distribution or Gaussian distribution is easily recognized by its bell 

shape distribution curve, and having a mean, median and mode that are all equal. A 

standardized normal distribution has a mean of zero and a standard deviation of 1. 

Normal distributions are also symmetrical with a skewness of zero and a kurtosis or 



 

 

 

Ph.D. Thesis – K.D. Owen; McMaster University – DeGroote School of Business 

 

52 

 

peakedness of zero. When measuring skewness and kurtosis, a value that is ±1.0 is 

considered non-normal (George & Mallery, 2003). Six methods were used to assess the 

data set: (1) Shapiro-Wilk's test; (2) an analysis of skew and kurtoses; (3) an examination 

of histograms; (4) an examination of Q-Q plots; (5) the Jarque-Bera test; and (6) the 

robust Jarque-Bera test. The Shapiro-Wilk tests showed a significance smaller than 0.001 

thus observing non-normality in the data set. Observing the histograms also supports the 

argument that the data-set is for the most part non-normal. The Q-Q plots showed close 

association with the normal trace suggesting there is normalcy. See Appendix A and B 

for Q-Q plots and Histograms. The examination of the Skew and Kurtosis also suggest 

that while not perfectly normal, the data is a reasonable approximation for all but two of 

the variables (Curiosity001 and ComplexityPCPX). Warp PLS has two additional built in 

tests for normality, the Jarque-Bera  and robust Jarque-Bera tests. These tests use a 

samples skewness and kurtosis to provide a clear indicator of a sample’s normality 

(Jarque & Bera, 1987; Gel & Gastwirth, 2008). Results from these last two tests are 

shown in Table 5.1. 

Table 5.1: Jarque-Bera and robust Jarque-Bera tests normalcy tests 

Normalcy 

Test 

Construct 

BI Attitude SN Discovery Punish Mastery Curiosity Complexity Difficulty 

Jarque-Bera Yes Yes Yes Yes No Yes Yes No Yes 

robust 

Jarque-Bera 

No Yes Yes Yes No Yes Yes No Yes 

 

Based on the findings of these tests it is reasonable to say that while the variables 

in the data set are not without their challenges for normalcy, they are also not 
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unreasonably abnormal for use in a PLS SEM examination.  

The assumption of linearity requires that the relationship between two variables is 

constant through their entire range and will thus produce a straight line if plotted 

together. If this is not the case then any tool that assumes a linear relationship will either 

underestimate or fail to detect a relationship. To test for linearity, scatter plots of latent 

variables were produced and their visual correlation was assessed. Ideally the plots 

should form an oval distribution along one straight axis (Meyers, Gamst, & Guarino, 

2006). The resulting charts were inconclusive. 

The final assumption that must be assessed is the homoscedasticity of the data set. 

For a data set to be homoscedastic, the dependent variables must have equal levels of 

variability across a range of independent variables (Meyers, Gamst, & Guarino, 2006). 

To evaluate homoscedasticity for use in linear regressions, a plot is done between the 

residuals and their predicted values. Homoscedasticity is present if there is a constant 

spread of data points across the predicted values access (Fay, 2010).  

Upon reviewing the normality, linearity and homoscedasticity of the data set 

collected, there appeared to be no strong reasons to reject any of the assumptions. 

However there are several indications that this data may be problematic to assess and will 

require careful tool selection for the PLS SEM phase of the data processing. As 

previously described, Warp PLS will be used to accommodate and minimize the 

challenges potentially presented in the data set's distribution. 

5.3 Research model validation  

All items for the constructs in this research have been previously validated 
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elsewhere. By using previously validated items, researchers are able to increase their 

confidence in their design work and have increased confidence that the tools they are 

planning to use will be effective. Having previously validated instruments also increases 

the researchers confidence that the questions they are asking are reflective of how 

participants understood the questions they were asked. However, having previously 

validated instruments is not sufficient in itself. These instruments are only valid in the 

original context they were asked. Adapted questions, situational context and any number 

of other factors can change how an instrument is received by a group of research 

participants. To ensure that the research being undertaken is an accurate reflection and 

analysis of the phenomena being investigated, three types of validation are required. 

These tests are used to confirm: the measurement model, common method bias, and the 

structural model. 

5.3.1 Measurement model  

The measurement model is also known as the outer model and refers to the 

measured variables and their relationship to the latent variables that are of interest to the 

researcher (Monecke & Leisch, 2012).  The first step is to test the item reliability.  As 

mentioned in the previous chapter, the composite reliability needs to be greater than 0.40 

and preferably 0.70 or better.  Additionally, item loadings greater than 0.50 are also 

preferred (Gefen, Straub, & Boudreau, 2000). As seen in Table 5.2 below, the majority of 

indicators met both criteria. However a selection of the indicators did not meet their 

thresholds and were dropped from the investigation. 
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Table 5.2 Item Reliability Assessment 

Construct Item Item Loading Corrected Item-

Total Correlation 

Behavioural 

Intentions 

BI1 .908 .784 

BI2 .853 .704 

BI3 .936 .851 

Attitude Attitude1 .770 .437 

Attitude2 .777 .440 

Attitude3 .694 .363 

Subjective Norm SN1 .913 .667 

SN2 .913 .667 

Mastery Mastery1 Dropped 

Mastery2 Dropped 

Mastery3 R
1
 Dropped 

Mastery4 .695 .407 

Mastery5 .734 .481 

Mastery6 .709 .435 

Mastery7 .642 .348 

Mastery8 Dropped 
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Curiosity Curiosity1 .583 .451 

Curiosity2 .619 .516 

Curiosity3 .542 .429 

Curiosity4 .602 .484 

Curiosity5 .658 .536 

Curiosity6 .721 .601 

Curiosity7 .649 .530 

Curiosity8 .700 .602 

Curiosity9 .771 .664 

Curiosity10 Dropped 

Complexity Complexity1 .910 .655 

Complexity2 .910 .655 

 Perceived Certainty  Single Item Single Item 

Perceived Severity  Single Item Single Item 

1
 Items with the Suffix “R” were reverse coded for data collection but reversed for 

analysis 
 

This research had eight constructs under investigation. For these constructs to be 
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valid they should have a composite reliability higher then 0.60 (Bagozzi &Yi, 1988; Hair 

et al., 2011). However indicators of 0.4 through 0.7 could be considered for removal if 

deleting the item will increase the overall composite reliability (Hair et al., 2011). Table 

5.3 provides a summary of the composite reliabilities for the multi-item constructs used 

in this study, and shows that all exceeded the 0.7 threshold.  

Typically, Cronbach's alpha values should be larger than 0.70 (Bernstein & 

Nunnally, 1994). However, the research instrument used in this project has a number of 

constructs with few items. According to Cortina (1993), Cronbach's Alpha is sensitive to 

the number of items in a construct and that constructs with 20 or more items can easily 

meet the .70 recommendation while smaller constructs will be less likely to achieve the 

same value. Gliem, and Gliem (2003) offer an alternative interpretation of Cronbach's 

alpha in which they expand the criteria for Cronbach's alpha assessment as follows: 

> 0.9 – Excellent 

> 0.8 – Good 

> 0.7 – Acceptable 

> 0.6 – Questionable 

> 0.5 – Poor 

<. 05 – Unacceptable. 

Given the above, a threshold of 0.60 is being considered tolerable for this 

exploratory research. Table 5.3 provides a summary of the Cronbach’s alpha values for 

the multi-item constructs used in this study, showing all multi-item construct exceed the 

0.6 threshold.  

The average variance extracted (AVE) is used as an indicator of convergent 

validity. Values greater than 0.5 are desirable (Hair et al., 2011) as it suggests that,”...the 
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latent construct accounts for a majority of the variance in its indicators on average.” 

(Mackenzie, Podsakoff, & Podsakoff, 2011, p. 313). In this research, the AVE scores for 

two constructs being explored (Attitude and Curiosity) fall slightly below the 0.5 

threshold.  However, they are both close to the threshold suggesting that while not ideal 

they still have explanatory power. Furthermore, since this research is exploring a novel 

phenomenon of hacker motivation, it is believed that these constructs will still be able to 

inform and provide insights in this study’s context. 

Table 5.3 Assessment of Construct Reliability 

Construct
1
 

Composite 

Reliability 
Cronbach's alpha AVE 

Behavioural Intention .927 .881 .809 

Attitude .792 .605 .559 

Subjective Norm .909 .800 .834 

Mastery .789 .644 .484 

Curiosity .869 .829 .426 

Complexity .905 .791 .827 

1
 Perceived Certainty and Perceived severity not shown as they are single-item constructs 

To ensure the reliability of the indicators loadings, their loading onto their 

constructs must meet or exceed 0.70 (Fornell & Larcker, 1981). Table 5.4 shows that this 

criterion is met for all indicators and their respective constructs. This table can also be 

used to test discriminant validity by verifying the indicators load the strongest on their 

intended construct and that they do not load within an order of magnitude on any other 

construct (Gefen & Straub, 2005).   As shown in the table, the constructs have sufficient 
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discriminant validity. 

Table 5.4: Loadings and Crossloadings
1 

 BI Attitude Mastery Curiosity Complex SN 

BI1 0.908 -0.058 -0.009 -0.049 0.057 0.015 

BI2 0.853 0.099 0.090 -0.031 -0.041 0.047 

BI3 0.936 -0.034 -0.073 0.076 -0.018 -0.058 

Attitude1 0.254 0.770 -0.052 -0.169 0.022 0.042 

Attitude2 -0.188 0.777 0.107 -0.107 0.107 0.240 

Attitude3 -0.071 0.694 -0.062 0.308 -0.095 -0.315 

Mastery4 -0.018 -0.315 0.695 -0.134 0.200 0.220 

Mastery5 0.055 0.090 0.734 -0.125 0.146 0.130 

Mastery6 -0.023 0.149 0.709 0.139 -0.237 -0.186 

Mastery7 -0.018 0.074 0.642 0.134 0.121 -0.182 

Curiosity1 0.157 0.046 0.030 0.583 0.027 0.049 

Curiosity2 -0.009 -0.054 0.058 0.619 0.127 -0.103 

Curiosity3 0.221 0.110 0.287 0.542 0.131 -0.132 

Curiosity4 -0.001 -0.102 -0.264 0.602 0.012 -0.022 

Curiosity5 0.024 0.062 0.088 0.658 -0.122 0.114 

Curiosity6 -0.191 0.085 -0.199 0.721 -0.396 0.028 

Curiosity7 0.261 0.048 -0.139 0.649 0.210 0.107 

Curiosity8 -0.158 -0.048 0.200 0.700 -0.027 0.023 

Curiosity9 -0.185 -0.013 -0.018 0.771 0.099 -0.080 

Complexity1 0.095 -0.115 0.056 -0.028 0.910 0.076 

Complexity2 -0.095 0.115 -0.056 0.028 0.910 -0.076 

SN1 0.153 -0.027 0.158 -0.033 0.035 0.913 

SN2 0.153 0.027 -0.158 0.033 -0.035 0.913 
1
Perceived Certainty and Perceived Severity not shown as they are single-item constructs 
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5.3.2 Collinearity  

Collinearity is a phenomenon where two or more predictor variables in a model 

are highly correlated. If the predictor variables are highly correlated then it is likely that 

the variables are measuring the same thing. If this phenomenon is not addressed then the 

predictor variables are effectively causing inflation of effect sizes (Hair et al., 2011; Kock 

& Lynn, 2012). To test for the phenomenon, two strategies are used. Both methods use 

the models VIF score and both require a VIF score of less than 5 although 3.3 is 

recommended as a more conservative threshold by some researchers (Kock & Lynn, 

2012). Traditionally collinearity was seen as only a vertical concern within a model. 

Essentially it was believed that only indicators at the same depth/level in the model could 

cause measurable differences in results. Kock & Lynn (2012) assert that the same effects 

may occur between model levels laterally. They also argued that current methodologies 

do not take into account this lateral risk and they provide a methodology to assess this 

potential lateral collinearity issue (Kock & Lynn, 2012). Warp PLS offers a test for both 

vertical and lateral collinearity. This test is referred to as a full VIF test (Kock & Lynn, 

2012; Kock, 2010, 2014). The full VIF test scores for this study’s data was 1.261, which 

is well below the recommended 3.3 threshold. As such, collinearity is not a concern in 

this data set. Results are shown in Table 5.5. 

Table 5.5 Collinearity 

Assessment Finding Criteria 

Average block VIF (AVIF) 1.113 acceptable if <= 5, ideally <= 3.3 
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Average full collinearity VIF 

(AFVIF) 

1.311 acceptable if <= 5, ideally <= 3.3 

 

5.3.3 Common method bias  

Common method bias occurs when data is collected using the same method, 

inadvertently introducing some unexpected biasing effect that changes how participant 

respond to the measurement instrument. Addressing common method bias requires two 

strategies. The first strategy is to anticipate biasing influences such as asking potentially 

identifying information or by inadvertently signalling an outcome bias to the participants. 

These types of issues are mitigated by providing assurances of steps to anonymize data 

and by reassuring participants that there are no right or wrong answers. In this study, 

some procedural remedies as recommended by Podsakoff, MacKenzie, Lee, and 

Podsakoff (2003) were used. The second strategy is to test for a biasing effect in the data 

collected after the data collection is complete.  

During the development of the research instrument, a pilot study was conducted. 

It was very evident by the communications of those involved in the pilot study that an 

unintentional bias had formed in the research questions. Two questions related to General 

Deterrence Theory garnered a substantial amount of attention. This was corrected first by 

substituting the original word “punished” with the word “reprimanded” and then by 

reorganizing the questions to have the GDT questions appear later in the instrument. This 

had the effect of allowing participants better overall exposure to the nature of the research 

without touching on a hot topic before trust was developed. After these changes were 
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made no new comments were received.  

To address the chance that a common method bias may still be present in the 

instrument, two statistical tests were undertaken. The first test was Harman's single factor 

test. The procedure for this test involves an unrotated exploratory factor analysis with the 

factors being constrained to one factor. If the single factor accounts for more than 50% of 

the variance then a common method bias is present. When this test was conducted on the 

research data only 17.768% of the variance was explained. This value supports the 

argument that no common method bias was present. A second analysis was conducted 

involving the examination of the full collinearity VIFs, where a score of 3.3 or lower 

suggest no common method bias (Kock & Lynn, 2012). The data in this research scored 

1.261. Given the strong results from both tests, it can be concluded that common method 

bias did not impact this investigation. 

5.3.4 Structural model  

The structural model, which is also known as the inner model, maps the 

theoretical inter relationships of the latent or endogenous variables (Monecke & Leisch, 

2012). To ensure the reliability of the structural model, 5000 samples were used in the 

bootstrapping process (Hair et al., 2011) as indicated in Table 5.6. 

In order to evaluate the hypothesis proposed in this study the entire structural 

model was reviewed to establish if the proposed theoretical paths were significant and 

thus supported the proposed theory.  Figure 5.1 shows the results of the structural model 

analysis of the proposed research model.   
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*p < .05; **p < .01; ***p < .001; +p<0.1; n.s. 

 

 

The effect size of each path in the model was evaluated using Kock's ƒ
2
 statistic.  

The results of the ƒ
2
 examination showed all effects are small as illustrated in Table 5.6. 

The ƒ
2
 statistic was used to assess the effect size of a given relationship as it relates to the 

overall effect size of all the hypothesized paths leading to an endogenous variable. Kock's 

ƒ
2
 statistics are rated as ƒ

2
 small (.02), ƒ

2
 medium (.15), and ƒ

2
 large (.35) (Kock, 2015).  

The formula used to determine the effect sizes relative to other paths informing the 

endogenous variable is as follows: 

𝑓2 =
𝑅𝐴𝐵
2 − 𝑅𝐴

2

1 − 𝑅𝐴𝐵
2  

 

Mastery 

Curiosity 

Complexity 

Attitude 
R2=0.16 

Subjective Norm 

Perceived Certainty 

Perceived Severity  

Behavioural 

Intention 
R2=0.33 

 0.15 +p 

 0.14 +p 

 0.29 **p 

 0.23 *p 

 0.29 **p 

 0.24 **p 

 0.08 n.s. 

Figure 5.1: PLS Model Results   
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Table 5.6: Summary of hypotheses results  

Hypothesis Path 

Coefficient 

Significance Supported 

(Yes/No) 

H1:  Perceived Attitude will have a 

positive impact on Behavioural Intention of 

engaging in a hacking task 

0.23 p<0.01** Yes 

H2:  Subjective Norms will have a 

positive impact on Behavioural Intention of 

engaging in a hacking task 

0.29 p<0.01** Yes 

H3:   Perceived Certainty of 

Sanction has a negative impact on 

Behavioural Intention in engaging in a 

hacking task 

0.24 P<0.01** Yes 

H4:   Perceived Severity of 

Sanction has a negative impact on 

Behavioural Intention in engaging in a 

hacking task 

0.08 n.s. No 

H5:   Need for Mastery will have a 

positive impact on Perceived Attitude 

towards engaging in a hacking task 

0.15 P<0.1
+
 Yes 

H6:  Need for Curiosity will have a 

positive impact on Perceived Attitude 

towards engaging in a hacking task 

0.14 P<0.1
+
 Yes 

H7: Perceived complexity will have 

an impact on Perceived Attitude 

0.29 p<0.01** Yes 

*p < .05; **p < .01; ***p < .001; +p<0.1;  n.s. 

 

The Q
2
 values for Attitude and Behavioural Intention this model are 0.174 and 

0.325, respectively. Both values exceed the 0.00 threshold and thus indicate that the 
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model has predictive validity.   

Of the seven hypothesis proposed, the structural model shows that there is 

sufficient evidence to support six of them, two being marginal.  A summary of the 

hypotheses and their support is provided in Table 5.7.  Attitude, Subjective Norm and 

Perceived Certainty of Sanction had a significant effect on Behavioural Intention (p<.01), 

whereas Perceived Severity of Sanction did not have a significant effect on BI.  As 

antecedents of Attitude, Perceived Task Complexity had a significant impact (p<.01) and 

both Mastery and Curiosity individual traits marginally impacted Attitude at the 0.1 level 

(Dimoka et al., 2012). 

 

Table 5.7 Results of the ƒ
2
 examination 

Dependent 

Construct 

Independent Construct R
2
 ƒ

2
 Effect Size 

Included Excluded   

Attitude Mastery 0.16 0.02 0.023 Small 

Curiosity 0.02 0.023 Small 

Complexity 0.08 0.086 Small 

Behavioural  

Intention 

Attitude 0.33 0.01 0.014 Small 

Subjective Norm 0.06 0.082 Small 

Perceived Severity of 

Sanction 

0.07 0.094 Small 

Perceived Certainty of 

Sanction 

0.04 0.056 Small 

1
 “Included” refers to 𝑅𝐴𝐵

2  

2
 “Excluded” refers to 𝑅𝐴𝐵

2 − 𝑅𝐴
2 

 

The GoF is a measure of a model’s explanatory power. The Tenenhaus GoF was 
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used for this measurement.  Tenenhaus GoF is based on a communality index of the 

models latent variables and the Average R
2
(𝐺𝑜𝑓 = √𝐴𝑉𝐸 ∗ 𝑅2) (Kock, 2015; Wetzels, 

Odekerken-Schröder, & van Oppen, 2009). The resulting index takes into account both 

the structural and measurement models' performance (Henseler & Sarstedt, 2013). To 

assess the GoF, the following thresholds were used: GoFsmall >= 0.1, GoFmedium >= 0.25, 

and GoFlarge >=0.36 (Akter, D' Ambra, & Ray, 2013; Wetzels, Odekerken-Schröder, & 

van Oppen, 2009). The model under study in this research scored a GoF of 0.428, which 

associates it with “Large” explanatory power. 

To evaluate the predictive power of the proposed model, R
2
 values of the 

endogenous variables were examined (Gefen, Straub, & Boudreau, 2000). As can be seen 

in Figure 5.1 all R
2
 values were in excess of 0.10, which is recommended by Falk and 

Miller (1992).  

5.4 Post hoc analysis 

In addition to the theorized model in this research project, a number of 

demographic questions were also included. The purpose of these additional questions was 

to provide a differentiating condition within the data set so as to compare groups.  

The demographic data collected included age, gender, education and location. 

Unfortunately, since the majority of data came from the Delta Hack event, all the 

demographic variables had insufficient variability to identify meaningful subgroups. 

 A saturated model analysis was also conducted post hoc to explore if there were 

any additional significant relationships in the proposed model that were not hypothesized. 
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The saturated model identified two additional relationships. The first relationship is 

between Complexity and Perceived Certainty of Sanction and shows complexity 

influences perceived certainty of sanction with a Beta of 0.41, p<.01. The second 

discovered relationship is between Complexity and Perceived Severity of Sanction a Beta 

of 0.25, p<.01. These results indicate that task complexity also impacts how a hacker 

evaluated the risks associated with their activity. 

5.5 Qualitative Analysis 

5.5.1 Method 

To examine the data collected in the open-ended question part of this study’s 

survey instrument, a classical content analysis approach was used.  

The process used for the qualitative analysis of this data followed the same 

classical content analysis method used by Detlor, Sproule, and Gupta (2003). The process 

was applied to the three open-ended questions asked of the participants at the end of the 

survey instrument: 

1. What is it about hacking that you enjoy? 

2. Outline some of the personality or character traits of a good hacker. 

3. What would make a hack less desirable to you? 

These questions were designed to broadly reflect the fundamental purpose of this 

study. They were intended to explore why hackers do what they do and what might 

disrupt their selection of activities. The first two questions were designed to have the 

hacker reflect on their internal motivations first by evaluating themselves then by having 
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them project their values on a hypothetical person (“a good hacker”).   

The third question was intended to illicit comments about deterrence and external 

influences. Instead the comments reflected personal interests and suggested introspective 

motivation.  

 To analyze the free form data that was collected, the lead researcher developed a 

code book. This code book was developed through an iterative process that started with a 

priori classifications derived from literature. These initial classifications were reviewed 

and expanded to include additional broad themes. Using this initial set of codes, the data 

were reviewed and classified to ensure a comprehensive fit. Once the first pass was 

completed, the individual items were reassessed within their initial codes and a second 

tier of codes was established. This was repeated for every root layer of codes establishing 

a complete second tier of codes and creating a hierarchical structure. The data were then 

sampled again and the same classification process was repeated to verify the fit with the 

codes was consistent between each review.  After the iterative code building was 

completed, the code book was then reviewed by the lead researcher and where some 

codes had dubious clarity, a definition of the tag was provided and example language was 

added. 

This code book was then used to train a second coder. The second coder was a 

peer that was familiar with the researcher’s theories and expectations.  The second coder 

received instruction from the primary researcher on how to use the code book and was 

given 15 examples to code. These example codes were compared to the primary 

researcher’s coding and any variations were discussed. At this point it was clear that the 
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second coder understood their responsibilities and was capable of reviewing the data.  

The coders then s coded all the data for the three questions separately. Upon completing 

the coding, the results were tabulated and assessed for any disagreements. Using 

Krippendorf's agreement coefficient, the agreement between the two coders were 

evaluated and listed in Table 5.6 below. Any value greater than 0.80 is considered 

acceptable (Detlor, 2003). 

Table 5.8 Krippendorf's Agreement Coefficient 

 

Question Krippendorf Agreement  Coefficient 

1 0.83 

2 0.84 

3 0.93 

 

Using the Krippendorf agreement coefficient as an indicator that the coders were 

in basic agreement as to how the material was coded, the two coders then reviewed the 

dependencies and unified their assessment so that the codes were a 100% match. Having 

achieved agreement, the data was reviewed and interpreted as outlined in the below 

findings. 

5.6 Findings 

5.6.1 Question One: “What is it about hacking that you enjoy?” 

For the first question (“What is it about hacking that you enjoy?”), there were 65 

comments submitted by participants. Some examples and representative comments 

included: 

“Building something and learning” 
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“Challenging self to be the best I can be” 

“Creativity” 

“Hacking is incredible. You can take anything you imagine or think up and 

build it. Possibilities are endless.” 

“It feels good to learn something new and to make something” 

“Meeting new people” 

“The sense of accomplishment” 

 

Figure 5.2 below illustrates the distribution of answers to this question. 

 

 

 

Figure 5.2 illustrates that there were three themes identified by the participants: 

personal development, hedonistic, and community engagement. The personal 

development theme represented 63% of the responses and included references to this 

study’s intrinsic motivators: mastery and curiosity. Because of the diversity of tags in this 

theme, it received a second tier of sub codes. Figure 5.3 shows the distributions of those 

codes.  

Figure 5.2: Codes for Question 1 
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The sub codes for the personal development section included curiosity (36%), 

mastery (29%), and creativity (14%), which were hypothesized to shape attitude. In 

addition to the expected results, the desire to build things (14%), social engagement (5%) 

and the desire to experience flow (2%) were also identified under the personal 

development theme through the qualitative analysis. The most prominent of these 

discovered themes was “building things”, and was identified through comments such as: 

“Make something new” 

 “End result” 

“Building something and learning”.  

 

The social engagement (5%) sub code was identified with comments such as 

“meeting new people” and was likely a reflection of a participant at the Delta Hack 

conference where the technological experience was interwoven with a number of 

socialization opportunities such as food and games.  

Figure 5.3: Question 1 - Sub Codes for Personal Development 
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The flow (2%) sub code was distinct in its presentation, “Enjoy the focus only on 

the project without any other things to worry about”, and while flow only captures a 

small segment of the personal development primary code, it was included because of how 

clearly the text spoke to the experience of the challenge. Flow is the “...means that an 

action freely follows the previous action, and the process is in a way unconscious; flow is 

accompanied by positive emotions and is self-rewarding” (Voiskounsky & Smyslova, 

2003, p173). Flow was identified by Voiskounsky & Smyslova (2003) as a contributor to 

the motivations of hackers.  

The hedonistic theme represented 28% of the answers and spoke directly to 

pleasure. It included comments such as: 

“Feel Great” 

“I feel excited and motivated” 

 

The community engagement theme represented 5% of the comments and spoke to 

contributing in a positive way to the participant’s community. This theme was driven by 

comments that addressed a desire to directly contribute to positive social changes and the 

hacker’s responsibility to contribute to that goal.  In the participants’ comments on this 

point, usefulness to others as well as social responsibility and the ability to influence 

others were identified. Additionally, the need to belong and to have social interactions 

surfaced from the comments. This social awareness theme suggests that a hacker is 

concerned with factors associated with subjective norms, and supports the hypothesized 

role of subjective norms as predicted in the quantitative section of this research. There 

were a number of compelling quotes from the survey participants, such as:  
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“Meeting new people” 

 “Like I’m contributing to society. I like changing things.”  

“It’s the same feeling you get when completing a difficult puzzle except that 

solved puzzle is useful for something”  

“Design, problem solving, satisfied knowing people benefit from it” 

 

By comparing the terms acquired in Question 1 of the open ended questions with 

the hypothesis that were theorized in the quantitative section of this research, there is 

clear support for the motivators/antecedents of curiosity and mastery. It is also evident 

that subjective norms play a role in how a hacker identifies tasks they might like to 

pursue. Additionally, a few new themes were identified in the qualitative data that were 

not originally hypothesized in our research model. For example, the need to be social, the 

need to learn and the need to contribute to the hacker’s society or environment were all 

observed in the open-ended data. 

5.6.2 Question 2: Outline some of the personality or character traits of a good 

hacker 

The second question presented to the hackers asked that they identify what they 

felt were necessary personality traits to be a good hacker. Ninety-three  participants 

provided comments for this question. Examples of some of the comments collected in 

this portion of the research included: 

“A discontent of status quo”  

“Attention to detail, patience, goo[d] teamwork skills” 

“Attention to detail. Not getting discouraged easily (persistence)” 

“Determination, creativity, good problem/puzzle solving skills” 

“Motivation, passion, open-minded, creativity, patience” 

“Problem solver, strong intake of new concepts, good listener, self-aware – 

know what helps me to learn” 
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Following the same procedures used in the first question, the second question was 

again reviewed by the same two coders. The coders determined the codes shown in 

Figure 5.4 below. 

 

The participants emphasized a great deal around the ability to stick with a 

challenge with 42% indicating determination as a key characteristic. Determination had 

numerous references to persistence, stubbornness, determination and tenacity. These 

themes line up well with the hypothesized personal traits of curiosity and mastery. A 

person trying to master a skill would have to be determined and patient to build his or her 

skills. Additionally the type of curiosity demonstrated by hackers is one that leads to a 

“intimate understanding” (Malkin & Parker, 1993). These stubborn and determined 

qualities are also an advantage to a hacker’s creativity as it suggests the willingness to 

experiment and try things to achieve the best creative effect. These comments also give 

insight into the need for a hacker’s tasks to be difficult and possibly complex. The 

Figure 5.4: Codes for Question 2   
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repeated references to tenacious behaviours suggest that hackers value being challenged 

and seek out opportunities to be exposed to difficult challenges. This theme of tenacious 

attitudes also supports the notion that a hacker values the opportunity to improve his or 

her skills and further advance his or her personal sense of mastery. Without 

determination, the concept of mastery would not manifest in a person as skills are only 

mastered through repeated and persistent effort.   The participants also identified 

creativity at 14% and curiosity at 10%. Once again three key elements in the proposed 

theory are identified as key characteristics in a hacker’s personality. The remaining traits 

that were felt to be important to a hacker’s personality could be grouped into two groups: 

one for internal and one for external attributes. There was also one standalone code that 

did not fit well with any other code.  

Those codes that related to intrinsic attributes or skills included: 

 Organized (3%) 

 Detailed (4%) 

 Confident (4%) 

 Emotionally driven (4%) 

 Intelligent (9%) 

 

These codes represent 24% of the comments received and clearly suggest that, 

while this research focused on three characteristics that could be tied to TRA, there are 

other personality characteristics that should be explored.  

The codes that spoke to external attributes were friendly with 2%, and funny with 

1%. These codes suggest that hackers are not necessarily the “lone wolf” personalities 

sometimes depicted in the media.  
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Other personality characteristics not represented were evident within the 

comments of questions 1 and 2. There were several references to learning and sharing 

with others within the comments of this second question that are consistent with the 

comments of the first question.  Representative quotes from the second question 

included: 

“... good teamwork skills...” 

“Friendly” 

“Funny” 

“Good communication” 

“Openness to collaborate” 

“... good listener...” 

“Willing to learn and teach others” 

“... ask for help (collaborate)...” 

“Willingness to learn from others...” 

 

Another insight into the characteristics the hackers identified as being important 

was the repeated reference to cantankerous, stubborn and apparently anti-social 

behaviour. These comments were particularly surprising in the context of the already 

identified friendly or community oriented codes. This however is a false paradox. These 

more socially challenging codes, such as uncouth and disobedient, are reflective of the 

hacker’s desire to not compromise on achieving his or her goals.  These codes also 

suggest that hackers take pride in being unique and creative. The following is a list of 

examples from the responses to Question 2 that help support this argument: 

“A discontent of status quo” 

“Curiosity, stubbornness, introversion” 

“Willing to try new things, ask for help (collaborate), excitement/positivity” 

“Grit, drive, engineering mindset” 

 

Social engagement/challenging was a standalone code with 5% of the responses 
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and identified that a portion of the respondents saw hacking as a way to engage in social 

change. This group saw that hacking was a way to challenge the status quo and to interact 

with their community. 

The characteristics identified in this second question parallel the results from the 

first open ended question, but they also provide insight into the determination and focus 

on achieving a desirable end goal.  

5.6.3 Question 3: What would make a hack less desirable to you? 

The final open question in this research asked: “What would make a hack less 

desirable to you?”. This question received 65 responses that included comments, such as: 

“Hacking” seems to be trending and people who do it just to call themselves 

“hackers” to show-off/recognition.”  

“A trivial challenge or that you’re not learning anything new” 

“Being continuously put down or being made to feel that familiar projects I undertake 

are not important” 

“Boring” 

“Cockiness from the creators” 

“Deadlines” 

“Difficulty” 

“Easy to implement” 

“I find a good hack is beneficial to people. If a hack is detrimental to the world then it 

is less desirable to me.” 

“If it hurt people” 

 

Once again, the same procedures used in the first and second question were used. 

The coders determined the codes shown in Figure 5.5. The answers to this question 

formed three codes that were identified at the highest level of a two level hierarchy. They 

were intrinsic motivation at 71%, external constraints at 22% and moral objections at 7%.   
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Intrinsic motivations spoke to issues that limited the presence of key motivators.  

This theme is consistent with the role intrinsic motivators and subjective norms have in 

the TRA portion of the proposed theory.  With 93% of the deterrent factors being 

identified as the absence of motivation, the remaining 7% relates to factors that, if 

present, will deter a hacker from taking on a certain task. These deterring factors are not 

as clearly linked to the specific elements of the GDT portion of the proposed theory, but 

they do indicate that a hacker may be dissuaded from a task if an argument is made that 

jeopardizes the hacker’s perception of his or her  own moral code.  

To further understand the intrinsic motivation factors for discouraging hackers 

from a selected task, the motivation code (71% of Level 1 codes) was further subdivided 

as seen in Figure 5.6. 

Figure 5.5: Question 3 - Level One Codes  
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As Figure 5.6 illustrates, 50% of the intrinsic motivation inhibitor was made up of 

codes that suggested a failure to challenge (boring, easy and not new). The proposed 

theory suggests that mastery and curiosity rely on challenge to give rise to the 

opportunities a hacker needs to express his/her intrinsic motivations.  There is a 22% 

component of this code that reflected negative attacks on the hackers abilities or values 

(anti-social). For example, “Being continuously put down or being made to feel that 

familiar projects I undertake are not important”.  These comments and this sub code 

reflect how subjective norms are an important part of a hacker’s motivation. This is 

consistent with the TRA component of the proposed theory. 

The remaining barriers were as follows: 

 Sincerity (2%) – persons involved were not genuinely interested in the challenges 

Figure 5.6: Questions 3 - Codes for Level 2 – Motivation (71% of Level 1) 
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of hacking. For example, “‘Hacking’ seems to be trending and people who do it 

just to call themselves 'hackers' to show-off/recognition.” 

 Doubt (2%) – fear of not being adequate for the challenge. For example 

“Intimidation – not thinking I’m skilled enough to be in it.” 

 No Value (2%) – the task has no meaning or purpose. For example, “No utility in 

it e.g. It won’t improve me nor will it influence/help others”. 

 Difficulty (5%) – the task requires skills beyond the ability of the hacker. For 

example “Really hard to start e.g. hard tech“ 

 Failure (7%) – fear of failure. For example “Not making it work” 

 Monetization (10%) – The proposed hacking project is seen as a commercial 

venture rather than a test of skill. For example “If Microsoft wants it” 

 

External constraints (22% of Level 1 codes) also had a number of sub codes, as 

shown in Figure 5.7.  The four sub codes identified were constrained challenge, time, cost 

and technology limitations. 

The constrained challenge (46%) sub code speaks to factors that originate in the 

environment but place limitations on the freedom of the hacker to seek solutions. 

Examples of some of the participant’s comments included: 

“A structured problem” 

“Closed system” 

“It does not meet the requirements that we fought for” 

“Large cost, no freedom to choose what to work on, overwhelming time  

commitment.” 

“Limiting what can be done” 
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     “Restrictions to what can be done/heavily constrained problems” 

 

 

Other external constraints that were identified included available time (23%), the 

cost of resources (23%) and technological limitations (8%). 

The third of the three top-level codes for question three examines the sub codes 

associated with moral choices made by a hacker (7% of Level 1 codes). Figure 5.8 

outlines issues that discouraged the undertaking of a hacking task based on a specific 

moral imperative.  

Figure 5.7: Question 3 - Codes for Level 2 - External Constraint (22% of Level 1) 
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These two sub codes broke down easily into two groups. 75% said they would be 

dissuaded from a hacking task if it caused harm to others and the other 25% of 

respondents in this sub code indicated that they would be dissuaded if there were negative 

legal repercussions. In regards to the avoiding harm to others sub code, the respondents 

made the following comments: 

“I find a good hack is beneficial to people. If a hack is detrimental to the 

world then it is less desirable to me.” 

“If it hurt people” 

“Malicious intent” 

 

Comments directed towards legal implications included “Legal issues” 

 

Using the classical content analysis method on the three open-ended questions, 

the goal was to both verify and enhance the quantitative contributions. In reviewing these 

three questions following the same classical content analysis used by Detlor, Sproule, and 

Figure 5.8: Questions 3 – Codes for Level 2 – Moral (7% of Level 1) 
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Gupta (2003), the hypotheses investigated in the quantitative sections of this dissertation 

were both reflected and enhanced. These questions were designed to broadly reflect the 

fundamental purpose of this study. They were intended to explore why hackers do what 

they do and what might disrupt their selection of activities.  Responses to these questions 

both identified key contributors to target selection and evaluation but also provided 

insight into characteristics of a hacking task that might diminish or discourage the 

selection of a particular task. 
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Chapter 6:  Discussion and Conclusion 

This chapter will examine the results reported in Chapter 5 in detail. Section 6.1 

will summarize the findings for each of this dissertation's research questions. Section 6.2 

will explore the contributions to theory and 6.3 will explore contributions to practice 

made by this dissertation. Section 6.4 will outline the limitations of this research while 

section 6.5 will provide direction for future development of this research area.  The final 

section, 6.6 will summaries and conclude both the chapter and the dissertation.  

6.1 Summary of Findings 

This research was intended to explore hacker motivation and demotivation in 

regards to target selection through the lenses of the Theory of Reasoned Action (TRA) 

and General Deterrence Theory (GDT). The research also intended to explore how 

context affects a hacker’s task selection. These intentions were expressed through two 

research goals: 

Research Goal 1: 

How is the intention of hackers to engage in a hacking task (hack)  influenced by 

motivating and demotivating factors? 

Related Hypothesis: 

H1:  Perceived Attitude will have a positive impact on Behavioural Intention of 

engaging in a hacking task.  

H2:  Subjective Norms will have a positive impact on Behavioural Intention of 

engaging in a hacking task. 
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H3:   Perceived Certainty of Sanction has a negative impact on Behavioural 

Intention in engaging in a hacking task. 

H4:   Perceived Severity of Sanction has a negative impact on Behavioural 

Intention in engaging in a hacking task. 

In hypothesis 1, the Perceived Attitude was predicted as an antecedent of BI. 

Which is to say that the more positive the attitude towards the hacking task, the more 

likely the hacker with have the intention to do the hack. Based on the findings in chapter 

five, the relationship under scrutiny had a beta of 0.23 (p-value <0.01) and exhibited a 

small effect size (f2=0.014). This leads to the conclusion that the evidence does support 

this hypothesis. 

Hypothesis 2 argued that Subjective Norms were an antecedent of BI. Which is to 

say that the more the hacker believed his or her family, peers and other persons important 

to him or her thought the hacking task was a good idea, the more likely the hacker will 

have the intention to do the hack. Based on the findings in chapter five, the relationship 

under scrutiny had a beta of 0.29 (p-value <0.01) and exhibited a small effect size 

(f2=0.082). This leads to the conclusion that the evidence does support this hypothesis. 

In Hypothesis 3, the Perceived Certainty of Sanction was predicted as an 

antecedent of BI. Which is to say that the more likely the hacker considered there to be 

repercussions for their behaviour, the more of an impact it would have on their desire to 

attempt the hacking task. Based on the findings in chapter five, the relationship under 

scrutiny had a beta of 0.24 (p-value <0.01) and exhibited a small effect size (f2=0.056). 
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This leads to the conclusion that the evidence does support this hypothesis. 

Hypothesis 4 stipulated that Perceived Severity of Sanction were an antecedent of 

BI. Which is to say that the more sever the sanctions a hacker faced if discovered, the 

more of an impact it would have on BI.  Based on the findings in chapter five the 

relationship under scrutiny had a beta of 0.08 (p-value >0.1) and exhibited a small effect 

size (f2=0.094). This leads to the conclusion that the evidence does not support this 

hypothesis. 

Research Goal 2: 

How may contextual factors of individual and task characteristics influence a 

hacker’s attitude toward engaging in a hacking task?  

H5:   Need for Mastery will have a positive impact on Perceived Attitude towards 

engaging in a hacking task. 

H6:  Need for Curiosity will have a positive impact on Perceived Attitude towards 

engaging in a hacking task. 

H7: Perceived Complexity will have a positive impact on Perceived Attitude. 

In Hypothesis 5, the need for Mastery was predicted as an antecedent of Perceived 

Attitude. Which is to say that the more the hacking task was to challenge and press the 

hackers skills, the more Perceived Attitude would grow. Based on the findings in chapter 

five, the relationship under scrutiny had a beta of 0.15 (p-value >0.1) and exhibited a 

small effect size (f2=0.023). This leads to the conclusion that the evidence does 

marginally support this hypothesis. 
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Hypothesis 6 posited that the Need for Curiosity was an antecedent of Perceived 

Attitude. Which is to say that the more the hacking task tweeked the hackers Curiosity, 

the more Perceived Attitude would grow. Based on the findings in chapter five the 

relationship under scrutiny had a beta of 0.14 (p-value >0.1) and exhibited a small effect 

size (f2=0.023). This leads to the conclusion that the evidence does marginally support 

this hypothesis. 

Hypothesis 7 posited that the Perceived Complexity of the hacking task was an 

antecedent of Perceived Attitude. Which is to say that the more the hacking task was seen 

to be technically complex to the hacker, the more Perceived Attitude would grow. Based 

on the findings in chapter five the relationship under scrutiny had a beta of 0.29 (p-value 

<0.01) and exhibited a small effect size (f2=0.086). This leads to the conclusion that the 

evidence does support this hypothesis. 

 To address the first goal of understanding how a hacker's intentions are molded 

by their intrinsic motivations as well as their social environment, two well established 

theories (TRA and GDT) were selected as a framework from which to expand and 

explore the hacker's motivation.  TRA describes two sources for influencing behavioural 

intentions: attitude and subjective norms. Hypothesis 1 (Perceived Attitude will have a 

positive impact on Behavioural Intention of engaging in a hacking task) and Hypothesis 2 

(Subjective Norms will have a positive impact on Behavioural Intention of engaging in a 

hack) tested the roles these element played in effecting Behavioural Intentions. The 

research results supported both hypotheses and thus supported the role of TRA as a 

framework from which to explore hacker motivations.  
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Based on the extant literature, two intrinsic motivators were identified as possible 

contributors to hacker’s attitudes towards a hacking task. These motivations were mastery 

and curiosity. Based on the literature, these motivations were hypothesized to have a 

positive impact on a hacker’s attitude.  Hypothesis 5 (Need for Mastery will have a 

positive impact on Perceived Attitude towards engaging in a hacking task) was shown to 

be supported with a loading of 0.15 (p=.07) as was hypothesis 6 (Need for Curiosity will 

have a positive impact on Perceived Attitude towards engaging in a hacking task) with a 

loading of 0.14 (p=.09). These findings were further supported by the qualitative 

investigation that found 23% of respondents identifying curiosity and 19% identifying 

mastery as a critical element in their enjoyment of hacking.  The extant literature also 

observed that a hacker has a need for novelty and challenge (Jordan & Taylor, 1998; 

Turkle, 1984; The Mentor, 1986).  

In addition to the intrinsic motivations for a hacker to carry out his or her 

activities, it was hypothesized that certain characteristics of the activity itself may 

contribute to a hacker’s attitude. To test this, the hackers were also asked about their 

perception of the complexity of a hacking task. It was hypothesized that the complexity 

of a task would contribute to attitude. This hypothesis listed as hypothesis 7 (Perceived 

complexity will have an impact on Perceived Attitude) and was supported by the research 

results (loading of 0.29, p<0.01). This further supports the assertion that hackers are 

motivated by novelty and challenge (Jordan & Taylor, 1998; Turkle, 1984; The Mentor, 

1986). In terms of attitude, both the quantitative and qualitative data support that hackers 

are motivated by tasks that challenge their mastery of their skills, peak their curiosity 



 

 

 

Ph.D. Thesis – K.D. Owen; McMaster University – DeGroote School of Business 

 

89 

 

through novelty or learning and can maintain their interest by presenting complex 

processes.  

Alongside attitude as an influence on behavioural intention, the TRA portion of 

this research model suggests that subjective norms are an important antecedent to 

behavioural intention. This argument seems to contradict the portrayal of hackers in 

modern commercial media where they are often depicted as loners and averse to 

socializing. This research hypothesized and has shown that close social association such 

as family and peer groups, represented by the subjective norm construct have a 

significant impact on a hacker’s behavioural intentions. This was argued in hypothesis 2 

and was supported with a loading of 0.29 (p<.01).  This research showed that there is 

evidence to argue that if a hacker’s social environment approves of his or her endeavours 

or sees his or her goals as valuable then the hacker’s intentions to carry out a hacking task 

will increase. From a larger global perspective examples of this behaviour have been 

demonstrated by the Anonymous hacker operation “OpIceISIS”, which targeted exposing 

terrorist recruitment activities on the web and in social media. 

To the best of our knowledge, this research was the first study to utilize GDT to 

explore the hacker phenomena. In this study, it was determined that hackers do in fact 

consider the likelihood of being caught and sanctioned when they consider attempting a 

hacking task. Hypothesis 3 (Perceived Certainty of Sanction has a negative impact on 

Behavioural Intention in engaging in a hacking task) was supported with a loading of 

0.24 (p<0.01). Interestingly the severity of punishment (Hypothesis 4 - Perceived 

Severity has a negative impact on Behavioural Intention in engaging in a hacking task) 
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was not supported in this research (p=0.23).   

Post Hoc Discoveries  

The post hoc analysis of the data collected identified two additional relationships 

in the deterrence portion of the model. The additional saturation tests showed that task 

complexity was an antecedent to both the perceived certainty of detection and the 

perception of the severity of sanction.  While these relationships have not been identified 

in the extant literature, it appears reasonable that a hacker would perceive a highly 

complex hacking task would result in a higher perceived certainty of sanction.  A highly 

complex hacking task may also imply importance of the target due to its extensive 

security measures.  As such, it would be reasonable to assume that the sanction of being 

caught hacking a highly complex task would be severe due to its importance/sensitivity. 

6.2 Contribution to Theory 

This research makes several contributions to theory. It addresses the need to 

directly examine this unique population (Mahmood, Siponen, Straub, Rao, & Raghu, 

2010) by surveying actual hackers that were active in a hacking task at the time of the 

research. The task also identifies curiosity and mastery as antecedents to attitude in TRA. 

This creates a new opportunity for researchers to recognize the role of internal motivation 

in the understanding of behavioural intention.  

This dissertation also adopted a novel theoretical lens from which to observe the 

phenomena. This research used an aesthetic lens as an alternative to utilitarianism to view 

the phenomena. When this is combined with the intrinsic motivations explored in this 

dissertation, a new group of research questions form. For example, do all attitudes 
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towards actions come from the same logic or goal setting process, or could factors such 

as attitude be masked by other factors effecting decision making such as aesthetic goals 

instead of utilitarian goals. The use of an aesthetic lens introduces numerous 

opportunities to revisit old ideas and apply a fresh look. Sören Kierkegaard (1813-1855) 

posited that people live in the moment; they are moved by the artistry in their lives and 

not all actions follow ethical principles.  Kierkegaard's idea of an aesthetic life 

superseding the motivation of living an ethical life has proven to be an important 

foundation for understanding the motivations of hackers. This thesis has shown that a 

research lens separated from the orthodoxy utilitarian rationales was an effective 

approach to investigate this novel population. 

Finally this research also shows that GDT can be expanded to look at how 

external factors, such as the complexity of undesirable actions, may influence the degree 

to which an individual would be discouraged from engaging in a hacking task. 

6.3 Contributions to Practice 

The benefits of this research to the professional community are twofold. On one 

hand the research demonstrates key antecedents that attract hackers towards new tasks. 

On the other hand these same antecedents also hint at strategies to better engage these 

unique individuals and to leverage their skills in creative product development 

opportunities. 

This research benefits cyber security professionals by providing a better 

understanding of the motivations of the people behind some of their threats. Based on 

these finding practitioners will be able to design strategies to better combat new or 
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developing threats by looking past the technical issues of data security and explore why 

hackers do what they do. Through the use of rigorous quantitative and qualitative 

methodologies this research introduced an understanding of how hackers identify and 

assess their tasks. It was hoped that by investigating the motivations of these highly 

skilled information systems users, new insights into how to avoid harmful actions could 

be ascertained.  

By understanding the impacts that mastery, curiosity and complexity have on 

hackers’ motivations, this research establishes opportunities to engage these IS gurus in 

fruitful economic activities. By leveraging the results of this dissertation, astute managers 

can create engaging work spaces replete with appropriate stimuli to attract and benefit 

from these highly skilled and creative individuals.   

The key for industry to leverage this research is to understand that new 

innovations will attract hackers’ attention. Whether it is illegally penetrating a network, 

messing with a traffic sign or modifying features in an Internet connected car, if it’s new 

and looks like a challenge to hackers, then they will be drawn to it.  While some of this 

type of attention is undesirable, there is an equally desirable side effect for industry. The 

characteristics that have been identified in this research would also make highly desirable 

characteristics for product designers. Given that the research has identified that novelty 

and social contributions are desirable to hackers, product developers like those seen on 

the kickstarter.com website would be ideal candidates to solicit hackers to contribute to 

their tasks and tap into the hackers unique skills. 
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6.4 Limitations 

As with any study, this dissertation is constrained by certain limitations.  The first 

limitation relates to generalizability and the second limitation relates to the sample size. 

While these issues are a concern, they also represent opportunities for the research 

community to verify and expand the results of this research. 

For a research project to be generalizable there must be confidence that the 

research findings are repeatable across other samples. This project, while exceeding the 

recommended minimum sample size, did so only because of the contribution of 

participants at a youth oriented hacker conference.  There were an additional 230 

responses to the survey that were not completed that were sourced from hacker groups 

around the world.  Given the enthusiastic adoption of the survey at the face to face 

conference, there might be a concern that the conference attendees were in some way bias 

and were differently engaged because of the environment they were in when they 

participated in the survey. Furthermore the hacking conference where the majority of 

results were obtained was targeted to younger people, generally university undergraduate 

students. This created an environment where variations in age, income, societal beliefs, 

etc., were likely diminished.  

The second issue was the actual sample size. While the sample of 107 participants 

was sufficient for the research model to be tested, it would have been desirable to have a 

larger sample size.  With a larger sample there would be less concern over the impact of 

erroneous and undetected outliers. This smaller sample size also presented impediments 

to post hoc analysis. Each of the group comparative analyses had insufficient sample 
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sizes to allow for statistically relevant results.  

As a result of these limitations there is clearly an opportunity to return to this line 

of research and build on the foundations it has created. While the current investigation 

met all its required reliability and validity checks, it would still be desirable to find ways 

to support its generalizability claims and to increase the depth of the analysis through an 

expanded sample population. While these issues are a concern, they also represent 

opportunities for the research community to verify and expand our understanding of this 

emerging and important hacker phenomenon 

6.5 Future Research 

The first goal of this dissertation set out to establish the role of a select group of 

key intrinsic motivations and their role in how hackers identify the things that interest 

them and inspire them to discovery. The research made significant headway in 

establishing an understanding of the roles of mastery and curiosity in this process. Given 

the evidence provided in the qualitative research of this dissertation, future research 

should further explore the role of creativity in a hacker’s decision making process.  Given 

that the questions posed to the hackers in this research were to establish the roles these 

intrinsic drivers have in target selection, future research may also explore other ways 

creativity moulds the hacker psyche. 

In parallel to the role of intrinsic motivation and hacker’s task selection was the 

idea that the artifact also played a role in the hacker selection process. Task complexity 

was explored alongside the personality drivers and represented extrinsic motivation for a 

hacking task. How a hacker assesses task complexity was not clearly established in this 
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research. The role of this variable as well as task difficulty needs to be further 

investigated.  According to Jordan & Taylor (1998) and Turkle (1984), a hacking task is 

not valuable if it is not unique, original and complete. How does complexity play into 

their definition of a hacking task. Throughout the open-ended questions, the concept of 

challenge was repeated over and over. This suggests that task characteristics of 

complexity in the hacker world have more depth to explore.  

This research was novel in that it took two well-established theories (TRA and 

GDT) and placed them alongside each other to see if they were relevant to hackers and if 

there was any sort of interaction. The use of GDT in this research proved to be 

challenging as it created unnecessary and unproductive resistance among the participants 

due to their broader anxiety towards a negative public stereotype. While the connections 

discovered in this research relating to the roles and interactions of TRA and GDT are 

compelling, their might be benefit to studying these two concepts separately to enhance 

the scope of each theories’ interaction with the broader hacker community. 

6.6 Conclusion 

This dissertation addressed an important gap in the research on hackers. It 

explored hacker motivation, demotivation and task selection. It did so by accessing actual 

hackers as Mahmood, Siponen, Straub, Rao, & Raghu, (2010) all identified as a gap in 

current security research.  The study also used a novel research lens by looking at hacker 

motivation not as a function of utility but as a question of aesthetics. This novel lens 

approach opened opportunities to explore hacker behaviour by looking at the role context 

played in molding hackers’ intentions. The study explored individual contextual 
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characteristics as well as task characteristics and situational characteristics. These all 

expanded the importance of context in IS research.  

Ultimately this study did what it set out to do. It gave new insight into 

understanding how the intention of hackers to perform a hacking task is influenced by 

motivating and demotivating factors, and it added to the understanding how contextual 

factors of individual and task characteristics may influence the motivating and 

demotivating mediators of a hacker’s intention to engaging in a hacking task. 
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Appendix B: Letter of Consent to Group Organizer 
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Appendix C: Original Survey Questions with Consent 
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Appendix D: Modified Survey Questions with Consent 
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Appendix E: QQ Plots 
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Appendix F: Histograms 
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Appendix G: Scatter Plots 
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Key of Abbreviations 

Abbreviation Construct 

att Attitude 

bi Behavioural Intention 

complx Complexity 

Det Perceived Certainty 

mast Mastery 

Punish Perceived Severity 

SN Subjective Norm 

 

 


