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Lay Abstract

The overall theme of this thesis is the study of how gamification can be used to make mobile educational software engaging and effective as a learning tool. The research presented in this thesis focuses on the design and testing of software intended to teach introductory computer science and literacy concepts. The hypothesis guiding this work is that mobile educational software can be made engaging and educationally effective by incorporating game design elements. Through four studies we affirm our hypothesis, and document the relative success of various gamification techniques in different contexts. We make design suggestions for software creators, such as providing corrective feedback to the user. We discuss common themes that emerged across the studies, including how to best use educational software. Finally, as avenues for future work, we suggest investigating the impromptu social effects of using tablet software in a classroom, and the development of a usability testing platform.
Abstract

The overall theme of this thesis is the study of incorporating gamification design approaches in the creation of mobile educational software. The research presented in this thesis focuses on the design and testing of software created to teach introductory computer science and literacy concepts to post-secondary and adult learners. A study testing the relative effectiveness and subjective user enjoyment of different interfaces for a mobile game is also included in this thesis, as the results of the study led to the primary research objectives investigated in further studies.

Our primary research objective was to investigate whether using gamification design approaches to mobile educational software could result in student engagement and learning. Our central hypothesis is that gamification design approaches can be used to create engaging and educationally effective mobile educational software. Our secondary research objective is to determine how mobile educational software can be made more or less engaging and educationally effective through gamification design approaches, by trying different approaches, testing the resulting applications, and reporting the findings.

Three studies were conducted based on these objectives, one study to teach various computer science concepts to students in a first year computer science course with iPad applications, and two studies which used iPad applications to teach punctuation and homonyms, and improve reading comprehension. The studies document the design of the applications, and provide analysis and conclusions based on the results of testing.

Through the results of these studies we affirm our hypothesis. We make design suggestions for software creators, such as providing corrective feedback to the user. We discuss common themes that emerged across the studies, including how to best use educational software. Finally, as avenues for future work, we suggest investigating the impromptu social effects of using tablet software in a classroom, and the development of a usability testing platform.
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Chapter 1

Introduction

This thesis is structured as a sandwich thesis. In the introduction we present the overall themes, motivations, background information, research objectives, hypothesis and provide a summary of the included studies. In the subsequent chapters we present the individual studies conducted as part of this work, verbatim to their presentation in journals and conferences for those studies which have been previously published. We include amendments in each chapter for clarifications, corrections and further analysis in response to feedback received from reviewers. In the conclusion we provide analysis of the work done and suggest future research directions, in both cases pertaining to the work as a whole rather than rehashing conclusions and future research directions already covered in the individual studies.

In the introduction we overview the theme of the work done in Section 1.1, discuss our motivations for conducting the work in Section 1.2, and provide relevant background information in Section 1.3. In Section 1.4 we discuss our philosophical approach to this work in relation to the different types of work that can be conducted in this area. In Section 1.5 we state the thesis research objectives and in Section 1.6 we discuss our hypothesis. Finally in Section 1.7 we summarize the individual papers presented in the subsequent chapters.

1.1 Overview

The overall theme of this thesis is the study of incorporating gamification design approaches into the creation of mobile educational software. The studies presented in this thesis focuses on the design, development and testing of software created to teach introductory computer science and literacy concepts to post-secondary and adult learners. An article documenting a study testing
the relative effectiveness and subjective user enjoyment of different interfaces for a mobile game is also included in this thesis, as the results of the study led to the primary research objectives investigated in further studies.

1.2 Motivations

There were several factors which motivated us to study the gamification design approaches in mobile educational software. Motivations arose both organically from the results of our own work, and from broader movements occurring in games research, education and technology. In Section 1.2.1 we review how motivations arose organically from the results of our own work, and in Section 1.2.2 we review motivations that arose from broader movements occurring in games research, education and technology.

1.2.1 Prior Work

Prior to conducting the studies in Chapters 3, 4 and 5, we conducted a study to investigate the effectiveness and enjoyability of a mobile game playable with different interfaces, and developed an educational game to teach computer science to elementary school students as part of an outreach activity. The results of this prior work raised questions about the potential for mobile educational software incorporating gamification elements, and the success of this prior work gave us confidence that we could meaningfully investigate these questions.

The main motivation was the outcome of the study discussed in Chapter 2. In this study we designed, implemented and tested an iPod Touch game developed. The game was a “scroll shooter” style game with enemy spaceships scrolling down the screen and firing projectiles at a player controlled ship with the ability to fire projectiles to destroy enemy ships. The game was built with three interfaces: accelerometer (tilt and shake), touchscreen gesture (swipe and tap) and touchscreen buttons. We tested the three interfaces with 36 participants, and were able to obtain interesting data relating to interface preference and performance. This study gave us confidence that we could meaningfully investigate the effectiveness and enjoyment of different game design approaches relative to one another.

The motivation to study educational technology came from our experience with the McMaster Software Outreach program. We developed an application aimed at getting grade 7 and 8 students interested in studying computer science through a classroom presentation. The author created a game of pong for Mac OS X that could be played with two Wiimotes. The game starts off
“broken” with the rules of pong missing (i.e. the ball flies through the paddle) and the students were encouraged to make the game work as expected by implementing the rules in Objective-C. As the game is rebuilt rule-by-rule, students would come up to the front of the class and play each version of the game with the Wiimotes. While this project was not intended as a research activity, we observed during presentations in classrooms that students showed a high level of focus, understanding and participation. We believed it was primarily the game that caused these positive (though informal) observations, as other outreach activities had not elicited such a reaction before.

The high level of engagement and understanding we witnessed with the outreach activity was something we wished to investigate with the same formalism and rigor as the scroll shooter study—both to confirm our suspicions that the inclusion of a game or game elements in learning activities could lead to such a reaction, and to determine what specific game design approaches would work best. It was at this point that we began to search the literature, and investigate broader trends in education and technology, to ensure that our own suspicions, interests and motivations would be of value to the broader research community.

1.2.2 Tablet Computers, Gamification and Education

We investigated the expected growth in sales of table computer devices and their use in educational environments, to ensure tablet computers would be widely used in the problem domain of education, and to find potential problems and questions about the usage of tablet computers in education. We reviewed literature to determine whether these questions had been investigated, and for what problem domains within education, to ensure our work would be novel and valuable. We reviewed literature relating to gamification, again to ensure that our studies would be valuable and novel within this area as well. We also investigated the importance of the education problem domains of introductory computer science and adult literacy to ensure demand and utility for studies done in this area. After this literature review we concluded that studying the gamification of tablet computer educational software for introductory computer science and adult literacy would indeed be of value to the research community and society.

When this work began in 2010, shipments of tablet computers like the iPad were expected to grow from 19.5 million units in 2010 to 208 million units in 2014, according to Gartner Inc. media analysts [GAR10]. Though tablet sales slowed in 2014, they surpassed this expectation and are projected to grow to 468 million by 2017[Gar15].
At the same time school boards such as the Hamilton-Wentworth District School Board and the Los Angeles Unified School District are making major investments into tablet devices; in the case of Los Angeles Unified School District $50 million dollars was spent to equip 30,000 students with an iPad[Pec13, Leo13]. There is apprehension amongst parents, educators and students as to the effectiveness and necessity of these devices:

“If the object was to allow kids to have a free iPad to go to Facebook and to engage in social media, that has been accomplished. But what it has to do with better learning, I don’t know.” - Diane Ravitch, author of Reign of Error: The Hoax of the Privatization Movement and the Danger to Americas Public Schools[Leo13]

“I just see a mad rush from a lot of districts right now just to say, ‘We bought iPads. Now what?’ That worries me.” - Michael Horn, executive director of the Clayton Christensen Institute’s education program[Leo13]

This apprehension wasn’t too surprising given the novelty of the technology. In 2010-2012 there was a lack of strong peer-reviewed research into the effectiveness of tablet computers as learning devices. There was some promising early research, for example, Houghton Mifflin Harcourt conducted a year-long pilot study in a middle school in Riverside, California in which an iPad application was used to increase student performance by 20% in algebra compared to peers who used textbooks[Che12]. Other studies also suggested tablets could be useful and effective in the classroom[HY12], with other studies focusing on the effectiveness of a particular software design[CG11]. The success of these early studies and need for more studies to determine how best to design and use educational tablet software provided justification for our desires research direction.

Though using game design elements in software and education isn’t new[Kap12], around 2010-2011 the notion of gamification reached a new level of maturity, rigor and interest with work by Deterding et al to define the concept[DDKN11]. Though gamification was widely recognized for being a trending topic garnering much hype in the period after 2010, whether it really worked or not, and what that meant, was a question still open for investigation[HKS14]. Indeed, some of the same worries about the hype surrounding tablet software in the classroom were echoed in concerns about the effectiveness of Gamification. One of the world’s leading IT research and analysis companies, Gartner has warned that 80% of all gamification apps will fail to meet their objectives due to poor design[Gar12].

Though the problem domain of introductory computer science applications was a natural offshoot of our discipline and activities in the computing & software outreach program, the growing “learn to code” movement was also
a motivating factor [She14, Kal15]. The shift from low-skill, low-wage jobs to high-skill, high-wage jobs due to automation of routine tasks by computer software [A+10], and its effects on employment in the City of Hamilton which has seen manufacturing jobs drop by over 30,000 in a decade [Ruf13]. Though promoting and enhancing computer science education may be beneficial to society, as we conducted our work we discovered that beyond digital literacy, traditional English literacy was a barrier to many entering the knowledge economy workforce.

The International Adult Literacy and Skill Survey found that 48% of the Canadian population over 16, representing 12 million people, have literacy skills below the level required for coping with the increasing demands of a knowledge economy [BTNP05, DMT05]. People with low literacy skills are more likely to have lower rates of employment and to work in low-skill jobs [BTNP05]. In the USA, a 2005 report by the National Assessment of Adult Literacy found that 93 million people lack the literacy skills required to complete the education or job training required by current and future jobs [KGB05]. In addition to keeping workers out of the knowledge economy, the economic and health impacts of low literacy skills have been extensively documented by international and national organizations [Hig08, Lit01]. In the USA, an estimated $106 to $238 billion dollars in annual health-care costs can be attributed to poor health knowledge and behaviour resulting from low literacy [VTRB07, YJM+09]. For these reasons we chose to investigate educational tablet software to teach literacy skills to adult learners.

Demand for research into education delivery exists, as usage of scientific research as a basis for decisions regarding education delivery was ratified into law in the USA with the No Child Left Behind Act of 2001 [Cho03]. Meta-analysis of the literature regarding instruction techniques has found that using computer software which involve the manipulation of symbolic artifacts as a learning tool showed a percentile gain of 43 points in student achievement [Mar98]. This give us reason to believe that educational software can be educationally effective, and will be in demand.

Tablet computers and gamification represent, and still represent, exciting new possibilities to transform and improve education. However, it was clear that in both cases a gap in the peer-reviewed literature existed around these topics, in terms of how best to design and use tablet educational software and software incorporating gamification. The problem domains of computer science and adult literacy were particularly appealing given our own discipline, the growing shift towards knowledge economy jobs, and the potential benefits to society.
1.3 Background and Key Concepts

The work presented in this thesis intersects with gamification, education and human-computer interaction. At the outset of this research we discovered that each of these fields was a subject of significant academic analysis.

In this section, we review the most relevant literature, each with what we deem the appropriate depth, focusing on definitions and ideas useful for understanding and contextualizing our work at the time it began. In Section 1.3.1 we provide definitions for mobile devices and tablet computers. In Section 1.3.2 we review ideas relating to gamification, in Section 1.3.3 we review ideas relating to education, and in Section 1.3.4 we review ideas relating to human-computer interaction. Most of these topics contain great breadth, and in some cases such as gamification, continue to evolve rapidly.

1.3.1 Mobile Devices and Tablet Computers

The terms “mobile device” and “tablet computer” do not have definitions that are as clear, precise or commonly accepted as other terms in computing such as “firewall” or “encryption”[Fri10]. It’s even debated whether tablet computers should be considered mobile devices, for example Facebook CEO Mark Zuckerberg proclaimed in 2010 that the iPad was not a mobile device[Chi10]. In the absence of clear, precise and commonly accepted definitions, we provide definitions for the purposes of our work that we believe to be reasonable.

We define a mobile device to be a computing device small enough to be used or operated while being held in one hand or both hands.

We define a tablet computer to be a battery-powered mobile device with a touch screen display between 7 and 13 inches, capable of recognizing finger gestures (including gestures which require multiple fingers).

We used Apple products (iPod Touch, iPad, and iPad Mini) in our studies. We consider the iPod Touch to be a mobile device, and the iPad and iPad Mini to be tablet computers.

1.3.2 Gamification

We discuss the definition and usage of gamification, because each of the studies in Chapters 3, 4 and 5 explore and investigate the usage of gamification as a design approach.

Gamification is a design approach which has produced promising increases in engagement in several different contexts. Gamification can be defined as the “usage of game design elements to motivate user behaviour in
non-game contexts”[Det11]. An example would be the location-based social network Foursquare which rewards users for checking in to their current location with points and allows the user to become the “mayor” of that location. Other examples include startup company ZamZee[Zam12] that was able to use a gamification-based app to increase physical activity in children by 60%, and the Greater Washington Give Day who were able to use gamification to drive two million dollars in fundraising in one day[Bar12].

Gamification is recognized as a relatively new concept, and as such, alternative definitions are still being proposed[HH12, Det11]. For example Huotari and Hamari[HH12] define gamification as “a process of enhancing a service with affordances for gameful experiences in order to support user’s overall value creation.” However, some are critical of gamification as a term, suggesting instead that it only amounts to putting a scoring system on top of a non-game activity[Nic12].

The common element across definitions of gamification is the usage of game design elements in (subjectively defined) non-game contexts. The usage may not necessarily be associated with motivation. The usage of game mechanics in non-game contexts may simply be used to make an activity subjectively more enjoyable, rather than strictly speaking more motivational in some meaningful sense such as increasing a user’s physical activity.

Game design elements may include a range of mechanics and features such as rewards, levels, time limits, collection keeping, bidding, points, role-playing, tile-placing, and multiplayer. Gamification may involve a simple scoring system, however the complexity of the achievement systems can become quite sophisticated[HE11], and the game design elements used as part of a gamification design approach may go beyond simple scoring systems.

Serious Games

Related to gamification is the concept of a serious game, a design approach used in the applications designed for the studies in Chapters 3 and 4.

Serious games can be defined as “digital games used for purposes other than mere entertainment”[SJB07]. Serious games are used in a variety of domains, from rehabilitation[RMR10] to education[MC05].

Serious Games vs. Gamification

The studies in Chapters 3 and 4 feature applications that one could reasonably argue are examples of serious games. In the case of the study in Chapter 3, we make a distinction that some applications are serious games and some are
not, and in Chapter 4 we explicitly design one application as a serious game and one application is designed to utilize gamification design concepts (but we do not consider it a game).

The distinction between serious games and gamification is considered unclear in the literature[McC12], since both involve the usage of game design elements in a non-game context. The difference is that serious games incorporate enough game design elements to warrant calling the software a game. In some sense this makes serious games a subset of software designed with game design elements (i.e. gamification). The boundary between gamification and serious games is recognized as being blurry[Det11], based on subjective and social factors.

Games

Though the boundary between gamification and serious games may be blurry, we provide a definition for what we believe constitutes a game to provide further clarity about our own views.

We follow the definition of a game as prescribed by Ernest Adams in Fundamentals of Game Design: “Games are a type of play activity, conducted in the context of a pretended reality, in which participant(s) try to achieve at least one arbitrary, nontrivial goal by acting in accordance with the rules.”[Ada13]

Though we follow this definition of a game, we recognize that numerous other overlapping definitions exist[SZ04, Cos08, Cla87, Mar01].

Tablet Educational Software with Gamification Design

We searched for any existing studies examining tablet educational software utilizing gamification, given that all the applications built for the studies in Chapters 3, 4 and 5 are themselves instances of tablet educational software utilizing gamification.

At the time we began this work, there had been a few studies looking at educational-tablet game software. Wattanatchariya et al. developed a game called “Drop Donuts” for teaching wind and gravity concepts and reported on survey results from 12 university student participants[WCD11]. Feng Yan developed an iPad application “A Sunny Day” to educate children with autism, which features mini-game and puzzle-game elements, and tested it with autistic children and their parents[Yan11]. Yan’s work is especially valuable because of attention to application-design elements, to testing of the interface with target users, and reporting on what did and didn’t work and why. For example, their
analysis suggests that the software should have had clearer objectives and provided rewards more quickly after completing tasks. The paper concludes that the app offers a cost-effective therapeutic approach relative to existing methods.

1.3.3 Education

When deciding to study education-related problem domains, we reviewed the literature relating to education technology, educational tablet software, and literacy education. This literature review influenced the design of the applications used in our studies.

There is a wealth of literature that attempts to understand educational practices. The topics include areas such as education policy, pedagogy, and curriculum development, and the work draws from intersecting areas such as sociology and psychology. We chose to focus on a few ideas relevant to our research focus.

In this section we review education theory topics that influenced our studies and application designs.

Cambourne’s Conditions for Learning

To design the adult literacy applications in Chapter 4, we searched for literature relevant to teaching literacy and found Brian Cambourne’s eight Conditions of Learning.

Brian Cambourne developed eight Conditions of Learning for literacy development[REZ03], and the conditions are summarized as follows:

1. **Immersion** - learners need to be immersed and constantly saturated in that which is to be learned.

2. **Demonstration** - learners need to receive many stimulating demonstrations of desired outcomes.

3. **Engagement** - learners must be engaged in the learning process while being immersed in the learning environment and viewing demonstrations.

4. **Expectations** - learners are influenced by expectations, which are powerful shapers of behavior.

5. **Responsibility** - learners need to make their own decisions about when, how, and what “bits” to learn.
6. **Employment** - learners need time and opportunity to use and practice new learning in realistic ways.

7. **Approximation** - learners must be free to approximate desired study, as mistakes are essential for learning to occur.

8. **Response** - learners must receive relevant, appropriate, timely, non-threatening feedback.

**Educational Tablet Software**

We were interested in how these conditions could be facilitated via tablet software specifically, and we found work by Kayne Toukonen helpful in guiding application design decisions.

Kayne Toukonen looked at how the features of a tablet device could facilitate learning in the form of what he termed *dynamic electronic textbooks* [Tou11]. Toukonen pays particular attention to Brian Cambourne’s eight Conditions of Learning [REZ03] that Cambourne felt necessary for the acquisition of language, connecting each of these eight conditions to the possible software features enabled by tablets. For example, it is suggested that the learning condition *engagement* can be facilitated by using virtual worlds in tablet applications. Cambourne’s conditions of learning and Toukonen’s thoughts on how they can be facilitated with tablet software guided some of the design decisions in the applications built for our studies.

**Metacognitive Reading Strategies**

The final study discussed in Chapter 5 attempted to improve reading comprehension via the teaching (through tablet software) of a specific technique called the question generation strategy. The question generation strategy is a type of metacognitive reading strategy intended to improve reading comprehension.

Metacognitive reading strategies involve having the reader consciously reflect about what they have read, with many experimental results showing that readers can improve their performance by using these metacognitive strategies [SCC10, WJ82, BB85]. By teaching these metacognitive strategies to struggling readers, even in a single learning session, the performance of the readers has been shown to improve [GB86, BB85]. Examples of metacognitive reading strategies include attempting to visualize the text [BL91], or attempting to summarize the text [BS84]. Our study utilized the *question generation* reading comprehension strategy, which involves having the learner generate and answer questions in the process of reading the text [Coh83, Ros97].
**Experiential learning**

Experiential learning also influenced some of the application designs, in particular the reading comprehension application discussed in Chapter 5.

Experiential learning is the process of learning through reflection on experience, and can be characterized by a cycle of active experimentation, concrete experience, reflective observation, and abstract conceptualization[Kol85]. Though experiential learning has several definitions, properties and models[Gen90], all of our applications involve the user applying concepts in an interactive setting.

### 1.3.4 Human-Computer Interaction

All of the studies presented in this thesis involve the designing and testing of software used by humans. This places the work in the field of Human-Computer Interaction (HCI), a multi-disciplinary field with a distinct terminology useful for discussing the ideas and results in this thesis. We discuss human-computer interaction and some related terminology used in our studies to accurately discuss and help contextualize the work presented.

Human-Computer Interaction (HCI) is defined as “a discipline concerned with the design, evaluation and implementation of interactive computing systems for human use and with the study of major phenomena surrounding them”[HBC+92]. Within HCI is the notion of usability: “the usability of a system is the capability in human functional terms to be used easily and effectively by the specified range of users, given specified training and user support, to fulfill the specified range of tasks, within the specified range of scenarios”[Sha91]. Our work was informed by the ideas and approaches discussed in “Designing the User Interface” by Shneiderman and Plaisant[SB10].

There are many ways to investigate the usability of software. For example, expert reviews depend on having interface and/or problem domain experts formally evaluate software by using it themselves, perhaps checking for specific criteria such as conformance to a list of design heuristics. Another method to investigate the usability of software may be data logging and reporting while the software is in active use.

One key method for evaluating usability is *usability testing*, which involves evaluating software by testing it on users in a formal setting and manner (e.g. using time limits, following a process). The setting could be a sophisticated usability lab with one-way mirrors, or it could be a classroom.

Usability testing may take into account factors such as:
• Time to learn - how long does it take to learn to use the software?

• Speed - how quickly can users perform tasks?

• Errors - at what rate do users commit errors?

• Subjective satisfaction - how much did users enjoy the application?

• Effectiveness - how effective was the software in achieving the desired result(s)?

In the case of educational software, effectiveness may be defined as how well users are able to learn target concepts using the software.

Other factors that may be tested for are engagement and flow. Engagement and flow, perhaps even more so than subjective satisfaction, are states of mind whose definitions are more elusive and less precise than other factors such as error rate. One definition of engagement is, “a positive, fulfilling, work-related state of mind that is characterized by vigor, dedication, and absorption.”[SSGRB02] One definition of flow is “an extremely enjoyable experience, where an individual engages in an on-line game activity with total involvement, enjoyment, control, concentration and intrinsic interest”[HL04].

A usability test may involve the software recording aspects of performance such as task-completion and error rates. A usability test may involve survey instruments such as the System Usability Scale (SUS) [BKM08] meant to measure and score usability, or survey instruments designed for more specific factors such as engagement[WH97] and flow[CK04]. A usability test may also involve more informal observations, such as simply observing and documenting participant behavior while using the software, or a Q&A interview with participants after they have used the software.

Applications that are built for testing may be designed around a hierarchy of low-level guidelines and heuristics, mid-level principles and high-level theories and models for usability.

Low-level guidelines give highly specific recommendations for good user interface design practices, as well as warnings against pitfalls. Examples of a guideline or heuristic would be to “use radio buttons for mutually exclusive choices” or to “put a minimal memory load on the user”. A criticism of such heuristics is that they are too specific and sometimes inappropriate.
Mid-level principles are used to analyze and compare design alternatives. Principles are less specific than heuristics and tend to be more enduring and widely applicable. An example of principles would be the eight golden rules of user interface design\cite{SB10}, which include the rule “strive for consistency”. A criticism of mid-level principles is that they may require clarification to be useful.

High-level theories and models are used to describe objects and actions with consistent terminology (for explanation and comprehension), as well as make predictions and prescribe actions. An example of such a high-level model would be Fitt’s Law \cite{Mac92}, which models human performance in moving to a target area as a function of distance to and size of the target.

Other important high-level user interface theories include direct manipulation and affordance. Direct manipulation interfaces \cite{Shn83} use metaphors for real world objects and actions as the basis for a user interface, which can make them easier for users to learn. Direct manipulation interfaces also allow for quick incremental actions that are easily reversible. Affordance refers to a situation where an object’s sensory characteristics intuitively imply its functionality and use \cite{Nor88}.

Perhaps in contrast to more mathematical areas of computer science, user interface research involves the application of the scientific method where conjectures are formed, an experiment or test with a hypothesis is executed, and theories are revised and created on the basis of the results. Therefore the applications tested during a usability test may be designed around guidelines, principles and theories, but a usability test may also discover new or provide evidence for existing guidelines, principles and theories.

### 1.4 Philosophical Approach

As can be appreciated from the previous Section, there are many different types and foci of research in the areas of human-computer interaction, educational software, and gamification, with different objectives leading to different types of outcomes. For example, there is work focused on the definition of ideas and terms\cite{Det11}, in contrast to work focused on software design and associated outcomes (positive or negative) obtained after user testing\cite{Yan11}.

It is our view that all of this work is valuable in its own right for different reasons. For example, work that focuses on the definition of terms is valuable for giving designers and analysts a common terminology with which to discuss and reason about software and devices. But successful projects need reasonable scoping.
Our work focusses on software design and the analysis of the results of user testing, in order to add empirical support to the literature concerning the value of gamification in our problem domains. As a result of this approach, we do not, for example, dwell on the difference between gamification and serious games or attempt to refine their definitions. As a practical matter, this means that we describe some of our studies as being related to “gamification and serious games” to where any distinctions are not relevant. We do not address the discussion as to exactly what engagement or flow are, but in our final study we choose a reasonable survey instrument to help us measure these properties.

We also do not comment on the value of our chosen type of research relative to other types, as we believe an appreciation for different types of study is important in a research area such as user experience that draws from many different disciplines. However, we do hold that this type of work is a worthwhile addition to the literature and valuable to society who will benefit from better evidence-based educational application designs.

### 1.5 Objectives

Our primary research objective was to investigate whether applying gamification design approaches to mobile educational software could result in student engagement and learning.

Our secondary research objectives revolve around how to design mobile educational software that is engaging and educationally effective, and include:

- Determining what and how specific game design elements are effective, and in what contexts.
- Confirming existing design heuristics and principles for educational and mobile software and gamification.
- Proposing new design heuristics and principles for the gamification of mobile educational software.
- Determining how design approaches based on educational theory can work in concert with gamification design approaches to educational software.
- Investigating how mobile educational software can and should be used as a learning tool, relative to other learning methods and tools.
1.6 Hypothesis

Our central hypothesis is that quantitative experiments can show that gamification design approaches can be used to create engaging and educationally effective mobile educational software.

We are also as interested in secondary research objectives although they are more exploratory and open ended in nature, and expect to find some interesting but mixed results due to the nature of the work and the number of unknowns. We believe that specific gamification design approaches will have varying levels of success in terms of user engagement and educational effectiveness, depending upon the context (type of users, problem domain) and implementation (specifics of the design). We expect that existing design heuristics and principles relating to mobile and educational software and gamification will be re-confirmed, and that some new heuristics and principles will be discovered and supported.

1.7 Summary

We note for the benefit of the reader that there is much overlap between the motivation and background information content presented in this thesis introduction, and the introduction to each individual study.

For the purposes of easier reference within the thesis, we give the individual studies conducted as part of this thesis short names.

Chapters 2 and 3 were published before the draft of this thesis was sent to reviewers for commentary. McMaster University requires that the original published papers appear as they were originally published in the sandwich thesis. We have therefore placed an additional subsection after the bibliography in these chapters entitled “Amendments”. It is in these subsections that we address the valuable feedback from our reviewers regarding these papers.

The first study presented in Chapter 2 is the Scroll Shooter Study. As discussed in Section 1.2.1, the results of this study were the key motivator for the research objectives of the subsequent work. In this study we designed and built a “scroll shooter” style video game for the iPad Touch, playable with three different interface styles: touch screen simulated buttons, touch screen gestures and accelerometer. The touch screen simulated button interface was based on a D-pad and button interface found on video game consoles. The touch screen gesture interface was based on swiping and taping gesture movements made on the touch screen. The accelerometer interface was based on tilting and shaking movements applied to the iPod Touch. Our research objective was to
investigate the relative effectiveness and enjoyability of the three interfaces, motivated by the growing mobile game industry. The game was tested with 36 participants, with each participant playing each version of the game. We found a preference for the accelerometer interface. The results with respect to effectiveness (i.e. performance) and enjoyability led us to ask whether we could find similar results with mobile educational software. The most obvious area for us to investigate next was educational software for teaching computer science concepts.

The next study conducted was the Computer Science App Study presented in Chapter 3. We designed and built six iPad applications to teach the following introductory computer science concepts: binary search, binary numbers, CPU architecture and assembly language, polynomial graphs, quicksort and Dijkstra’s algorithm. Our primary research aims were to investigate whether the applications were effective at teaching these concepts, and whether the applications could increase student satisfaction and engagement. We tested the applications in the introductory computer science course at McMaster University CSM1A3 Computer Based Problem Solving, during the regular course lab sessions over six weeks in the term. A total of 101 students signed up to participate in the study (we allowed students in the course to not participate if desired), with varying numbers of participants in each week of the study (due to the normal variance in class attendance from week to week). Our experiment design compared the educational effectiveness and engagement of the applications against traditional instructional methods (i.e. slide and blackboard based lectures, Q&A). We found that students preferred the applications compared to traditional academic instruction, however we also found that students recommended combined instruction with both traditional methods and the applications in future iterations of the course. Both the applications and traditional instruction led to improved performance, and based on student feedback we suggested that the applications were more suited to practice in applying concepts and traditional methods were more suited to teaching the concepts.

The next study conducted was the Literacy App Study presented in Chapter 4. We designed and built three iPad applications to teach literacy skills (punctuation and homophones) to adult clients of the Brant Skills Centre. One of the applications was built with an approach more closely resembling a serious game, and two of the applications were built with an approach more closely resembling gamification of a learning system. A total of 14 participants took part in a test of the homophone application, and a total of 13 participants took part in a test of the punctuation applications. We again compared the applications against traditional instructional methods, and found that most
participants preferred using the applications in addition to more traditional instruction. We again found that participants preferred the applications for practicing the concepts learned, and traditional instruction for being taught the concepts themselves. We found that the participants had a range of skill levels that led to frustration with more difficult parts of the applications (or boredom with easier parts of the applications), which suggested investigating a form of dynamic difficulty adjustment as future work.

The final study conducted was the Reading Comprehension App Study presented in Chapter 5. We began this study after we had obtained and analyzed the results of the literacy app study and computer science app study. The results of those studies were promising in terms of demonstrating that educational tablet software built with a gamification design approach can be engaging to the point that learners prefer learning with both the software and traditional methods. However, in both cases participants noted that the software was preferable for rote practice of applying concepts, rather than learning new concepts. In this study we were motivated to produce software that could show learning beyond rote practice, independent of an instructor. Based on our experience in the previous study, we were also motivated to investigate whether and how dynamic difficulty adjustment can be used to create an engaging user experience in this study.

In the final study we created an experimental iPad application to improve reading comprehension skills by teaching the question generation strategy. We also created a control application that only allowed users to self-practice their reading comprehension skills, without teaching the reading comprehension strategy. The applications both involved having users read a passage of text, followed by answering a series of questions about the passage. The experiment iPad application adjusted the difficulty level of the passage that the user was given over time according to their performance in the application, but the control application did not. The application was tested with 48 undergraduate students at McMaster University, and we found that, based on pre- and post-session quizzes, the experimental application improved participant reading comprehension. We found that our dynamic difficulty adjustment design approach was poorly received by some participants, which may explain why there was no difference in engagement between the experiment and control applications.
Chapter 2

Scroll Shooter Study

The following work was published in the journal of Entertainment Computing:


The work has been printed in this thesis under license (Elsevier Article Sharing Policy).

2.1 Abstract

In this paper we empirically test the effectiveness and enjoyability of three user interfaces used to play an iPod Touch scroll shooter video game. Mobile devices are currently undergoing a surge in market penetration both in business and with consumers. These devices allow for user interface options such as touch screens and accelerometers, which are novel to mobile platforms and to large portions of the general public. To explore the effectiveness and enjoyability of these user interface options, the game was implemented with an accelerometer based interface, a touch screen based interface involving simulated buttons and a touch screen based interface involving finger gestures. The game has been formally tested with 36 human subjects each playing the game with each of the three interfaces. We present statistically significant results that the accelerometer based interface was the preferred interface and the interface in which participants performed best. We hope manufacturers will consider using the approach used in this paper to test user interfaces in-house before releasing them, since, as we show, it is inexpensive to obtain statistically significant results. We propose heuristics for mobile user interface design based on an analysis of the results and suggest an avenue for future work.
2.2 Introduction

Mobile computing devices such as smartphones, e-readers and tablet computers are currently undergoing a phenomenal surge in market penetration. Market tracker iSuppli Corp. expects smartphone shipments to rise 105% from 246.9 million in 2010 to 506 million units in 2014 [She10]. Shipments of tablet computers like the iPad are expected to grow from 19.5 million units in 2010 to 208 million units in 2014, according to Gartner Inc. media analysts [GAR10].

Some of these mobile computing devices, such as the iPhone, offer user interface capabilities beyond physical buttons, such as accelerometers and touch screens capable of recognizing the movements of multiple fingers. While strictly speaking these user interface capabilities are not completely novel, never before have they been available in mobile devices with such deep market penetration. According to estimates by Canalys, for instance, in Q4 2009 touch screen enabled smartphone sales grew by 138% year-on-year whereas the overall smartphone market grew by 41%, in fact, 55% of all smartphones shipped were touchscreen enabled [Can10].

Mobile video games are expected to ride the wave of popularity of these new devices over the next five years, as Strategy Analytics predicts that mobile gamers will increase by 57%, from 532.1 million users in 2010 to 835.7 million in 2015 [Jef10]. One can expect that maximizing user enjoyment of these games will be of critical interest to the firms developing them.

The surge in mobile device usage will likely have an impact far beyond video games, as researchers work towards using mobile devices for a broad range of tasks, from maintenance and inspection tasks in the rail industry [Dad09], to mobile payment systems [YLI+09], to health care delivery [CCS+09]. Given the broad range of potential applications and the recent history of computing technologies increasing productivity and standards of living, the potential for mobile computing to have similar benefits for society should be evident.

The promise of these new devices may remain unfulfilled if users resist or reject the device because the device or its software is not enjoyable to use, or is not intuitive and easy to learn. For instance, when it was first released the touch screen enabled Blackberry Storm was criticized by reviewers [Seg08, Cha08] for the difficult learning curve of its user interface. One user who returned the device described their dissatisfaction: “I found myself wanting to throw it in the ocean due to my frustration with its overall usability” [SS09]. We cannot capture the promise of these new devices if users return them to retailers (or throw them into the ocean!) out of frustration with their user interfaces.
Given the growing importance of mobile user interfaces to society, and our evident lack of mastery of the subject thus far, we are motivated to explore what insights into mobile user interface design can be found through user studies comparing different mobile user interfaces. The main result of this work is the derivation from the results of an experiment, design heuristics (i.e. characteristics of a good user interface) and principles for better mobile user interfaces with respect to enjoyability, ease of use, learnability and user performance. As mobile video games are at present a widely popular application genre for these devices, we decided to use a mobile video game as the basis for our work.

We developed a “scroll shooter” game for the iPod Touch, a device similar to the iPhone except for the lack of cell phone capabilities. In the scroll shooter game, the user controls a spaceship capable of firing projectiles with the aim of destroying incoming enemies, which themselves are also capable of firing projectiles. The enemies appear at the top of the screen and move downwards across the screen until they are either destroyed or “disappear” off the bottom edge of the screen (hence the game may be described as a vertical scroll shooter).

The game can be played with three different user interfaces: accelerometer, touch screen gesture (“touch gesture”) and touch screen simulated button (“simulated button”). In the accelerometer interface, the user plays the game by tilting and shaking the device. Within the touch gesture interface the user plays the game by swiping their finger across the touch screen and tapping the touch screen. Finally, with the simulated button interface the user plays the game using a simulated directional pad (d-pad) and button.

The more novel work of this paper is the discussion and conclusions derived from the results of the experiment, with the game itself containing no real groundbreaking innovations. However, an overview of the game itself is presented in Section 2.3 as it is very important to give context to the results presented here.

The experiment involved having the participants play the game with each of the three interfaces, during which we measured their performance with each interface and recorded their feedback via questionnaires. Aside from the primary goal of deriving more general design heuristics and principles for mobile user interfaces, we have achieved other peripheral and related research objectives using the results gathered, such as determining which user interface would be most preferred, and which would elicit the highest in-game performance. In both cases, we found it to be the accelerometer interface. The design of the user study conducted is outlined in Section 2.4 and the results are presented in Section 2.5 with some discussion.
Much work has been done in the area of empirically studying user interfaces for video games and mobile devices. However, we could not find any work comparing our selection of user interface options (which we felt derived naturally from the capabilities of the iPod Touch) with this type of mobile video game. Given the success of the iPhone and the iPod Touch, and mobile gaming on these devices through the App Store, we found this surprising.

In work done by Gilbertson et al [GCCV08], accelerometer based control of a 3D first-person driving game called *Tunnel Run* is compared experimentally with physical button (joystick) based control. In a paper by Wei et al [WMG08], a new touch screen finger gesture based interface for playing first person shooters on a PDA device is developed and tested experimentally against a physical button interface. While not a comparative study, in work published by Chehimi et al [CC08], an accelerometer based interface is developed for a 3D space shooter game and was empirically tested with a group of participants. None of these papers use simulated button interfaces, an interface of interest given the rise in popularity of touch screen interfaces for mobile devices, and none of these papers compare our chosen selection of user interfaces.

In a paper by Rouanet et al [RBO09], three user interfaces for navigating a robot through an obstacle course are tested empirically. Two of these user interfaces are implemented using the iPhone; one is a simulated keypad and another uses touch screen gestures. The third is an accelerometer based interface implemented using the Nintendo Wii Remote. While the selection of user interfaces in this study is very similar to our selection of user interfaces, the problem domain of navigating a physical robot in real space is completely different. Our experiment design was influenced by this paper in particular, but also the mobile video game related papers cited.

### 2.3 Scroll Shooter

We developed the scroll shooter game for the iPod Touch using the game engine source code examples found in the book *iPhone Game Development: Developing 2D and 3D Games in Objective-C* by Paul Zirkle and Joe Hogue [ZH09] as a starting point. Before the game was used for the experiment, we had four colleagues informally test the game in an effort to prevent using an interface with obvious flaws in the experiment. Several changes were made as a result of this informal feedback and will be mentioned. A screenshot of the gameplay is shown in Figure 2.1, note that the game is exclusively played and held in the “portrait mode” of the iPod Touch shown in the screenshot.
The bottom portion of the screen, 100 pixels in length, is reserved for the simulated buttons in the case that the simulated button interface is selected. In the case that the touch gesture or accelerometer interface is selected, this section of the screen is left black. The player can move their ship anywhere within the top $380 \times 320$ pixel portion of the screen where the actual gameplay occurs. The game is played with a fixed overhead camera viewpoint, so unlike some games moving the player’s ship does not cause the view of the
“game world” itself to change.

An argument can be made that by leaving the bottom portion of the screen blank for two of the interfaces, we are forcing a limitation of the simulated buttons onto these interfaces and not presenting them in their optimal implementation. However, if the gameplay was extended into the bottom portion of the screen for the other two interfaces, the game would not be the same across all three interfaces. After some discussion we chose to keep the bottom portion of the screen blank in the interest of measuring performance with each interface without introducing an extraneous variable.

In every interface, the player’s ship can move up, down, left, right, up-left, up-right, down-left and down-right. The ship moves at a constant speed in the relevant direction; there is no momentum or acceleration to the ship’s movement. Finally, the player’s ship can fire rectangular red projectiles, at a rate no greater than one every 185 milliseconds. If these projectiles come into contact with an enemy ship, the projectile will disappear and the enemy ship will explode and disappear.

There are three different enemy ships: H-Ships, S-Ships and T-Ships. All ships move from the top of the screen to the bottom of the screen with the same vertical velocity. T-Ships move horizontally in a sinusoidal pattern to make their destruction more difficult. S-Ships and H-Ships do not move horizontally. New ships are always initialized just outside the top of the gameplay screen, and then “fly into play”. H-Ships fire rectangular green projectiles directly forward. S-Ships fire four circular green projectiles at a time, two to each side, on an angle and with slightly different velocities. T-Ships fire blue circular projectiles, which at their time of firing are given a flight path towards the current location of the player’s ship on the screen, forcing the user to dodge the projectile.

The player’s ship starts off with three “stars of health” as seen in Figure 2.1. If an enemy projectile or ship comes into contact with the player’s ship, it is destroyed, and the player’s ship loses a health star. If the player’s ship loses all three health stars, it is also destroyed and gameplay concludes as a “game over” screen is presented to the user. In order to best judge the performance of the user interfaces it was decided that the users would be allotted three health stars instead of one to reduce the chances that a “fluke hit” would distort the results.

The game can be played in either a demo mode, or one of three levels. In the demo mode, H-Ships are created randomly at different horizontal positions, and fire randomly. The purpose of the demo mode is to allow users to learn how to use the different user interfaces. Each level is a stack of events which occur in sequence, with enemy ships being created at the exact same time and
position, and enemy ships firing at the exact same times, each time the same level is played. The end of a level is reached when all events have occurred and all enemy ships and projectiles are no longer in the gameplay screen, so long as the player’s ship has survived.

The levels were created to be of approximately the same difficulty. The last events for each of the levels occur at 3 minutes and 30 seconds into gameplay, and as such each level can be considered to be approximately that long in length. In order to create levels of approximately equal difficulty, each level was broken down into 7 waves of 30 seconds each. Within each wave, independent of the level, the same number of T-Ships, S-Ships and H-Ships will appear, and they will fire projectiles the same number of times. However, for each level the order, position and timing in which these ships appear is different, as well as the position and timing of the projectiles. Play within each level gets progressively harder, as the number of ships created and projectiles fired in each wave increases. The details of the waves are found in Table 2.1. The levels were designed to get harder in a slow and steady fashion, to try to capture more precisely how users perform with each user interface. We believe that with this design the time played before the game over screen is reached becomes a more meaningful measure to compare user interface performance than if levels were consistently difficult, as time played reflects the ability of the player to survive at different levels of difficulty. Having the player’s ship destroyed by the first wave of enemy ships should be rare for even inexperienced gamers, and beating a level should be near impossible for even the most experienced gamers.

<table>
<thead>
<tr>
<th>Wave</th>
<th>Time</th>
<th>Enemy Ships</th>
<th>Enemy Projectiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0-30s</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>30-60s</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>60-90s</td>
<td>15</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>90-120s</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>120-150s</td>
<td>25</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>150-180s</td>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td>7</td>
<td>180-210s</td>
<td>40</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td><strong>Total:</strong></td>
<td><strong>145</strong></td>
<td><strong>350</strong></td>
</tr>
</tbody>
</table>

Table 2.1: Enemy ships and projectiles for each wave

The simulated button interface works much like one would expect. Tapping the fire button fires a projectile, holding a finger or thumb down on the
fire button has no automatic fire effect, but the user can continually tap the fire button if they wish. When a finger is touching the up, down, left or right prongs of the d-pad, the player’s ship will move in that direction. When a finger touches the space in between the up and right prongs of the d-pad, the player’s ship will move in that direction, and so forth. The user can drag their finger from one area of the d-pad to the next, and the ship will change direction, i.e. the user does not have to lift their finger off the d-pad and retouch another area of it to change directions. The d-pad of the simulated button interface has a length of approximately 13mm, for comparison’s sake the Nintendo DS Lite has a d-pad of length 18.6mm. While a larger d-pad would be ideal, it would cost more of the already limited gameplay portion of the screen. Early builds of the game used an even smaller d-pad, but the informal feedback received from colleagues for the smaller size of d-pad was very negative, whereas this size was deemed appropriate.

The touch gesture interface responds to finger swipes across the screen and taps on the screen. The tapping and finger swipe movements can occur anywhere on the screen, either in the top gameplay portion or in the black panel at the bottom of the screen where the simulated buttons would appear in the simulated button interface, it makes no difference. Tapping the screen fires a projectile, and again holding a finger down has no automatic fire effect, but the user can continually tap the screen if they wish. Dragging or swiping a finger across the screen will cause the player’s ship to move in the up, down, left, right, up-left, up-right, down-left or down-right direction that the finger is being dragged. When the finger is lifted up off the screen, the ship will stop moving. If the finger does not lift up, but is simply held in place after dragging in a given direction, the ship will continue to move in that direction. If the finger changes direction as it is being dragged across the screen, the movement of the ship will change to reflect that new direction. So for instance in Figure 2.2, when the user started dragging their finger from point 1 to point 2, the player’s ship would move in an up-right direction. When the player started moving their finger from point 2 to point 3, the ship would move in an upwards direction, until the user lifted their finger from the screen.

The accelerometer interface responds to tilting and shaking the device. When the user gently shakes the device vertically, a projectile is fired. If the user continuously shakes the device projectiles will continue to be fired, but at a rate no greater than the maximum rate of one every 185 milliseconds. Starting with the device held in portrait mode, flat and parallel to the ground, if the user tilts the left side of the device towards the ground, the player’s ship moves to the left. Similarly tilting the right side of the device towards the ground moves the player’s ship to the right. Tilting the top of the device
Figure 2.2: Touchscreen movement

towards the ground moves the player’s ship up, and tilting the bottom of the device towards the ground moves the player’s ship down. By combining tilting of the device in different directions, the ship can be moved in the standard diagonal directions.

The capabilities of the user interfaces were created to be as symmetrical as possible, so as not to give one interface any obvious advantage during gameplay. This is why in every interface only the discussed eight directions
of movement are available, the ship always has the same constant speed in whatever directions it is moving, and projectiles may only be fired at the maximum rate of one every 185 milliseconds. That said, one asymmetry is worth making note of. While it is very easy to both move the ship and fire projectiles with the simulated button and accelerometer interfaces, it is unreliable to do so with the touch gesture interface. Our attempts to use the multi-touch capabilities of the device to allow for this were unsuccessful, as tapping to fire can be interpreted by the game as a finger dragging gesture and the movement of the player’s ship may be temporarily affected. During informal testing we found that solutions to allow for tapping and dragging at the same time, like setting aside a portion of the screen for taps and a portion of the screen for dragging, were rejected by our colleagues for taking away from the simplicity of the current implementation. As such, we allowed this asymmetry between the user interfaces to remain.

The game score starts at zero and increases in increments of 100 every time an enemy ship is destroyed; it is more for cosmetic effect to allow users to keep track of their progress. The game keeps track of other information during gameplay however, including:

- total time played
- number of player projectiles fired
- number of player projectiles that connected with enemy ships
- number of enemy ships destroyed
- how much time the ship spends moving in each of the eight directions
- how much time the ship spends in the nine sections of the screen denoted in Figure 2.3

We are obviously able to compute the accuracy of the user’s projectile firing attempts given the total projectiles fired and the number connected, a potentially interesting statistic. The sections of the screen for which we keep track of movement are uneven in size because we found in informal testing that users simply don’t move to the very top of the screen very often, for the obvious reason that it is a very risky gameplay manoeuvre.
2.4 Experiment Design

Experiment participants were gathered from both the student body of McMaster University and the general public. Recruitment was done with on-campus posters, department-wide e-mails to several departments in diverse areas of study, a wall post on a McMaster computer science Facebook group and broadcast-style one-to-many messages to one of the author’s Facebook
friends. Word-of-mouth advertising also played a factor in recruitment as some participants recommended the experiment to others.

2.4.1 Experiment Protocol

The following protocol was followed with each experiment participant. The protocol refers to the pre-experiment questionnaire in Section 2.4.4, the interface experience questionnaire in Section 2.4.5 and the post-experiment questionnaire in Section 2.4.6.

1. The participant read and signed a consent form.

2. The participant completed a paper copy of the pre-experiment questionnaire.

3. The participant was told the goal of the experiment.

4. The rest of the experiment procedure was outlined for the participant.

5. Each user interface was demonstrated for the participant for about a minute.

6. The participant was given the chance to practice playing the game in the demo mode with each user interface (in whatever order) for no more than three minutes, or until the participant felt no more practice was necessary.

7. The participant played the game with a pre-determined user interface, on a pre-determined level.

8. The participant answered the interface experience questionnaire for that user interface.

9. Steps 7-8 were repeated for the other two user interfaces and levels.

10. The participant completed the final post-experiment questionnaire.

Because exactly 36 participants were recruited, all 36 possible combinations of level orders and interface orders were used for steps 7-8 of the protocol. Such a factorial experiment design [LSA+98] was used because if we always tested with the same level and/or interface orders, this could obviously skew the results, since, for instance, players could simply learn to play the game
better regardless of the interface by the time they get to the third time playing with a level/interface. Several test environments were used, however they all included somewhere comfortable to sit down, which all participants did. The game was played by all participants without headphones or sound. We felt it important to allow participants to acclimate themselves with the user interfaces before playing through the levels. We did not want participants to lose while playing through a level because they were still learning how to use the interface on a basic level.

2.4.2 Quantitative Observations

The quantitative observations were made using the data recorded by the game such as the total time played, ship movement, projectile accuracy, etc., which were discussed in Section 2.3. These quantitative observations are only recorded when the participants play through the levels, and not in the demo modes.

Observations as to how the participant perceived each user interface were recorded with the interface experience questionnaire of Section 2.4.5. The data is given numerical values in order to quantify the experiences relative to one another in more precise terms than English descriptions of the experiences could provide.

2.4.3 Qualitative Observations

The post-experiment questionnaire of Section 2.4.6 allowed for more informal English descriptions as to which user interface the participant preferred and why they preferred that interface. Any expressions that the participants made, such as expressions of frustration or jubilation, were recorded or made note of as well.

2.4.4 Pre-Experiment Questionnaire

The following information was gathered with the pre-experiment questionnaire:

- Gender (M/F/Other)
- Handedness (Right/Left/Ambidextrous)
- Student at or graduated from a Computer Science or Software Engineering University or College program (Y/N)
• Student at or graduated from any University or College program (Y/N)
• Age

The participants were also asked to rate their expertise with the following different media and interfaces: mobile phones, console or PC video games, iPhone / iPod Touch (general usage), iPhone / iPod Touch video games, touch screen interfaces and accelerometer controls (e.g. Wii). Participants rated their expertise by selecting one of the following expertise levels, based on the description of the expertise level given to them:

1. **No Expertise** I have never or almost never used this media/interface. I am not sure how to use this media/interface at all.
2. **Some Expertise** I use this media/interface 0-1 times a week on average. I can accomplish what I want using this media/interface, but do not feel sure that I know how to use it properly.
3. **Typical Expertise** I use this media/interface 2-3 times a week on average. I can accomplish what I want using this media/interface, and I feel sure that I know how to use it properly.
4. **Above Average Expertise** I use this media/interface 4-5 times a week on average. I would feel comfortable explaining how to use this media/interface to a friend.
5. **Expert** I use this media/interface 5+ times a week on average. I would feel comfortable writing an instruction manual on how to use this media/interface, including more advanced capabilities.

For analysis purposes these expertise levels were assigned the numeric values 1-5 from no expertise to expert.

### 2.4.5 Interface Experience Questionnaire

The participants were asked to rate how much they agree (Likert scale) with the following statements:

• S1 Using this interface was enjoyable.
• S2 Learning this interface was easy.
• S3 This interface was comfortable to use.

- S4 Moving the ship was easy with this interface.
- S5 Firing at enemies was accurate with this interface.
- S6 Evading enemies and enemy projectiles was accurate with this interface.
- S7 My intended actions were accurately carried out on screen when using this interface.
- S8 I feel like more practice time with this interface would have made a significant difference to my performance.

The participants could choose from: disagree, somewhat disagree, neutral, somewhat agree and agree. Again for analysis purposes these descriptions were assigned numeric values 1-5 from disagree to agree.

2.4.6 Post-Experiment Questionnaire

The following questions were asked on the post-experiment questionnaire. Beyond the restriction of selecting only one most preferred and only one least preferred user interface, this section was intended to be relatively “free form” where subjective experiences could be surveyed in a non-numerical manner. As such, participants were given boxes to write down why an interface was their most preferred and why an interface was their least preferred.

1. Which interface was your most preferred user interface? Select only one.
2. Why was this your most most preferred user interface?
3. Which interface was your least preferred user interface? Select only one.
4. Why was this your least preferred interface?
5. Is there anyway that you believe this experiment’s participant experience could have been improved?

2.5 Results and Discussion

The 36 experiment participants, 13 females and 23 males, ranged in age from 19 to 43 with an average age of 26 and a standard deviation of 4.36. There were 4 left-handed, 2 ambidextrous and 30 right-handed participants. There were
26 participants who were either a student at or who had graduated from either a University or College program, and 13 of those graduated from a Computer Science or Software Engineering program.

With a sample group of this age and education range, the results of this study cannot be extended in a statistically significant way to the general population of the world. However, given the reasonably random participant selection process, we believe some of our results are statistically significant for the sampled population of those who came in contact with the recruitment procedures that were outlined in Section 2.4.

When we talk about results being statistically significant for the population, it is this population we refer to and not the general population. If we cannot say something about a result with a p-value of 0.05 or less, we do not consider the result to be statistically significant. In the case of establishing statistical significance for proportions, we make inferences based on the z-score for a sample proportion. In the case of establishing statistical significance for mean values, we compute the z-score for that sampled mean value. When we discuss one mean value’s significance relative to another, we compute the difference of the values in question for each participant, and then compute the proportion of participants for which a value is greater. We can then make inferences based on the z-score for this proportion.

The data regarding participant expertise with various media and interfaces which was collected in the pre-experiment questionnaire is presented in Table 2.2. The average reported expertise with most of the interfaces/media was between “below average expertise” and “average expertise”.

<table>
<thead>
<tr>
<th>Interface/Media</th>
<th>Avg.</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile phones</td>
<td>3.58</td>
<td>1.11</td>
</tr>
<tr>
<td>Console or PC video games</td>
<td>3.28</td>
<td>1.11</td>
</tr>
<tr>
<td>Mobile video games</td>
<td>2.64</td>
<td>1.1</td>
</tr>
<tr>
<td>iPhone / iPod Touch (general usage)</td>
<td>2.44</td>
<td>1.42</td>
</tr>
<tr>
<td>iPhone / iPod Touch (video games)</td>
<td>2.19</td>
<td>1.33</td>
</tr>
<tr>
<td>Touch screen interfaces</td>
<td>2.72</td>
<td>1.11</td>
</tr>
<tr>
<td>Accelerometer controls (e.g. Wii)</td>
<td>2.64</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Table 2.2: Participant expertise data - average and standard deviation

The percentage of participants who most preferred each user interface is presented in Figure 2.4. One very statistically significant result was the
overwhelming preference for the accelerometer interface. We can say with statistical significance (p-value 0.02) that the majority of the population most prefers the accelerometer interface. We cannot make a statistically significant comparison between the simulated button and touch gesture user interfaces.

The percentage of participants who least preferred each user interface is presented in Figure 2.5. Unfortunately given how close the percentages are we cannot say anything statistically significant about which interface is least preferred from this data.

In the written feedback the participants gave several common reasons describing why the accelerometer interface was their most preferred. Virtually all of them wrote that the controls were either “intuitive”, “natural” or “easy to learn”. Other common reasons cited included the fact that it was easiest to fire projectiles and move at the same time, that their hands weren’t covering the screen and that the interface was more fun because this interface was a new type of experience for them. Amongst the comments of those participants who most preferred either the simulated button or touch gesture interfaces there was no real common thread as to why they most preferred those interfaces.

The written feedback describing why each user interface was least preferred was fairly informative. In the case of the touch gesture interface, many participants complained that it was too difficult to fire and move at the same time. Several participants complained that their fingers would block the screen while playing the game. Several participants complained about the sensitivity
of the ship’s movement relative to their finger’s movement, one describing it as like a “low sensitivity mouse”. Talking to the participants, we believe what they expected was for the ship to move either as fast as they swiped their finger and/or to where they swiped their finger. While this sort of implementation was not possible for this experiment in the interest of keeping the capabilities of the user interfaces symmetrical, we believe the participants make an excellent point. We believe either of these suggestions would give the interface a more intuitive feel as more properties of the finger’s physical movement, such as speed or location, would be directly translated into the properties of the ship’s movement in the game. A final point of particular interest with this user interface was that one female participant with long finger nails could not effectively control the ship with this interface, as both the skin and nail of her finger were contacting the device, and as a result this interface was essentially useless for her.

In the case of those who least preferred the simulated button interface, a majority complained about a lack of responsiveness or a lack of accuracy in regards to ship movement. We do not believe this is due to a lag on a part of the game in detecting touches on the d-pad. We believe after talking to participants what was happening is that nearly the entire thumb of the participant was covering the d-pad, and so with nothing to see or feel, they were moving their finger around like it was a joystick or analog stick. However, if for instance a user who was moving right decided to move left, there would
be a delay in the time that they started dragging their finger left and the
time their finger was over the left prong of the d-pad, causing a perception
of delayed response and/or inaccuracy. Finally a few others complained that
the simulated button interface was uncomfortable, or that their fingers felt
crowded on the screen.

There were two common complaints amongst those who least preferred
the accelerometer interface. One was that focusing on the screen was difficult
when the screen was being moved in order to play the game; a couple of partic-
ipants complained about screen reflections in particular. The other was that
shaking to fire was imprecise compared to tapping the screen or a simulated
button.

Table 2.3 contains the population’s average response to the interface
experience questionnaire statements (found in Section 2.4.5), computed from
our sample results with 95% confidence interval. The results for S1 indicated
with statistical significance (p-value 0.05) that the majority of the population
would more strongly agree that the accelerometer interface is enjoyable than
either of the two other interfaces.

<table>
<thead>
<tr>
<th></th>
<th>Touch Gesture</th>
<th>Accelerometer</th>
<th>Simulated Button</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>3.69 ± 0.32</td>
<td>4.50 ± 0.23</td>
<td>3.22 ± 0.36</td>
</tr>
<tr>
<td>S2</td>
<td>4.36 ± 0.29</td>
<td>4.58 ± 0.23</td>
<td>4.47 ± 0.32</td>
</tr>
<tr>
<td>S3</td>
<td>3.72 ± 0.33</td>
<td>3.97 ± 0.33</td>
<td>3.11 ± 0.42</td>
</tr>
<tr>
<td>S4</td>
<td>3.42 ± 0.42</td>
<td>4.14 ± 0.35</td>
<td>3.00 ± 0.49</td>
</tr>
<tr>
<td>S5</td>
<td>3.56 ± 0.38</td>
<td>3.61 ± 0.36</td>
<td>4.08 ± 0.35</td>
</tr>
<tr>
<td>S6</td>
<td>3.19 ± 0.38</td>
<td>3.94 ± 0.32</td>
<td>3.08 ± 0.39</td>
</tr>
<tr>
<td>S7</td>
<td>3.11 ± 0.37</td>
<td>4.11 ± 0.29</td>
<td>3.14 ± 0.45</td>
</tr>
<tr>
<td>S8</td>
<td>3.65 ± 0.38</td>
<td>4.36 ± 0.26</td>
<td>3.97 ± 0.35</td>
</tr>
</tbody>
</table>

Table 2.3: Interface experience questionnaire population average (95% confi-
dence interval), computed from sample results

Looking at the results for S2 we should note that the percentage of
the participants that either somewhat agreed or agreed that an interface was
easy to learn was 81% for the touch screen gesture interface, 97% for the
accelerometer interface and 92% for the simulated button interface. As a
result we can say with statistical significance (p-value 0.01) that the majority
of the population would either somewhat agree or agree that the interfaces
were easy to learn. We believe this adds some credibility to our experiment method and results, as the vast majority of participants were not struggling to learn the interfaces themselves. The higher mean values of the accelerometer interface for the remainder of the statements is consistent with the preference for the accelerometer interface, and the interface performance statistics to be discussed.

The results with regard to user interface performance contained some statistically significant differences. Likely the best metric of how “well” participants performed in the game with each user interface overall was how long they lasted playing through a level before having their ship destroyed (no player completed/“beat” a level, as intended). Figure 2.6 shows the average time at which game over occurred with each user interface.

![Average Time Until Game Over](image)

Figure 2.6: Average time game over was reached for each user interface

As participants played through three levels each, one for each interface, we observed that 67% lasted the longest with the accelerometer interface, 19% with the simulated button interface and 14% with the touch gesture interface. We can therefore say with statistical significance (p-value 0.04) that the majority of the population would persist longer with the accelerometer interface than the other interfaces. On the other hand, 11% lasted the smallest amount of time in a level with the accelerometer interface, 42% with the simulated button interface and 47% with the touch gesture interface. However, these differences are not statistically significant.
The gameplay statistics relating to the firing of player projectiles are presented in Table 2.4. Some context is needed to interpret these results properly; the insight provided by the total shots fired and total shots connected statistics is limited by the fact that on average participants played much longer with the accelerometer interface than the others. As such we instead look at shots fired per second of gameplay, and we find with statistical significance (p-value 0.001) that the majority of the population fires more shots per second with the accelerometer interface than the touch gesture interface, but are unable to make further statistically meaningful comparisons. The shot accuracy statistics show no statistically significant differences between interfaces, which is consistent with the perception of participants reflected in the interface experience questionnaires.

<table>
<thead>
<tr>
<th></th>
<th>Touch Gesture</th>
<th></th>
<th></th>
<th>Accelerometer</th>
<th></th>
<th></th>
<th>Simulated Button</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg.</td>
<td>Min</td>
<td>Max</td>
<td>SD</td>
<td>Avg.</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Total Shots Fired</td>
<td>80.14</td>
<td>17</td>
<td>316</td>
<td>73.62</td>
<td>150.53</td>
<td>34</td>
<td>431</td>
</tr>
<tr>
<td>Total Shots Connected</td>
<td>18.86</td>
<td>2</td>
<td>63</td>
<td>73.62</td>
<td>32.61</td>
<td>8</td>
<td>91</td>
</tr>
<tr>
<td>Shot Accuracy</td>
<td>28%</td>
<td>7%</td>
<td>94%</td>
<td>16%</td>
<td>24%</td>
<td>5%</td>
<td>42%</td>
</tr>
<tr>
<td>Shots Fired Per Second</td>
<td>0.99</td>
<td>0.43</td>
<td>3.36</td>
<td>0.64</td>
<td>1.49</td>
<td>0.49</td>
<td>3.57</td>
</tr>
</tbody>
</table>

Table 2.4: Projectile-related gameplay statistics

Performance differences between the user interfaces in regards to movement of the player’s ship also showed some statistically significant differences. We recorded how long participants moved the player’s ship in each of the eight
available directions, and this did not directly give us any interesting data because given the “boxed” nature of the gameplay a ship moves left about as much as it does right and down about as much as it does up. However, as presented in Table 2.5, we also looked at the percentage of time that a ship moved during gameplay (PTM) and the percentage of that time that the ship moved along one of the four available diagonal directions (PD). We found no statistically significant difference between the user interfaces in regards to PTM, however we found with statistical significance (p-value 0.001) that the majority of the population will move more diagonally with the touch gesture user interface than the other user interfaces.

<table>
<thead>
<tr>
<th>Touch Gesture</th>
<th>Avg.</th>
<th>Min</th>
<th>Max</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTM</td>
<td>43%</td>
<td>19%</td>
<td>76%</td>
<td>14%</td>
</tr>
<tr>
<td>PD</td>
<td>31%</td>
<td>7%</td>
<td>69%</td>
<td>15%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Accelerometer</th>
<th>Avg.</th>
<th>Min</th>
<th>Max</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTM</td>
<td>44%</td>
<td>21%</td>
<td>77%</td>
<td>12%</td>
</tr>
<tr>
<td>PD</td>
<td>7%</td>
<td>0%</td>
<td>31%</td>
<td>7%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulated Button</th>
<th>Avg.</th>
<th>Min</th>
<th>Max</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTM</td>
<td>50%</td>
<td>25%</td>
<td>73%</td>
<td>12%</td>
</tr>
<tr>
<td>PD</td>
<td>11%</td>
<td>0%</td>
<td>35%</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 2.5: Movement-related gameplay statistics

Recalling the gameplay screen positions of Figure 2.3, the percentage of time (95% confidence interval) that the population will have the player’s ship located in each position is presented in Table 2.6. One thing that we noticed observing the participants playing the game was that they tended to stay at the bottom of the screen (positions 1-3) during much of the gameplay, a good strategy to be sure, but that they did so less in the case of the touch gesture interface. Strictly looking at the average percentage of time spent at any of the positions 4-9, the portion of the gameplay screen above positions 1-3, we found values of 44.10%, 19.43% and 29.48% for the touch gesture, accelerometer and simulated button interfaces respectively. We are able to say with statistical significance (p-value 0.001) that the majority of the population will spend more
time in positions 4-9 with the touch gesture interface than the accelerometer interface, and with statistical significance (p-value 0.01) that the majority of the population will spend more time in positions 4-9 with the touch gesture interface than with the simulated button interface.

<table>
<thead>
<tr>
<th>Pos.</th>
<th>Touch Gesture</th>
<th>Accelerometer</th>
<th>Simulated Button</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.6 ± 2.3</td>
<td>18.2 ± 3.1</td>
<td>19.5 ± 3.6</td>
</tr>
<tr>
<td>2</td>
<td>33.6 ± 5.6</td>
<td>40.7 ± 4.2</td>
<td>35.0 ± 3.6</td>
</tr>
<tr>
<td>3</td>
<td>11.7 ± 2.4</td>
<td>21.7 ± 3.2</td>
<td>16.1 ± 2.7</td>
</tr>
<tr>
<td>4</td>
<td>5.5 ± 1.6</td>
<td>3.1 ± 1.2</td>
<td>4.5 ± 1.0</td>
</tr>
<tr>
<td>5</td>
<td>21.6 ± 4.3</td>
<td>8.5 ± 3.7</td>
<td>8.3 ± 2.1</td>
</tr>
<tr>
<td>6</td>
<td>5.6 ± 1.5</td>
<td>3.0 ± 1.1</td>
<td>4.1 ± 1.4</td>
</tr>
<tr>
<td>7</td>
<td>1.5 ± 0.7</td>
<td>1.2 ± 0.9</td>
<td>4.1 ± 1.9</td>
</tr>
<tr>
<td>8</td>
<td>8.1 ± 3.4</td>
<td>2.7 ± 1.5</td>
<td>6.4 ± 2.9</td>
</tr>
<tr>
<td>9</td>
<td>1.8 ± 0.8</td>
<td>1.0 ± 0.53</td>
<td>2.1 ± 0.8</td>
</tr>
</tbody>
</table>

Table 2.6: Player’s ship position population average (95% confidence interval), computed from sample results

We have found that the touch gesture interface led to more diagonal movement and for the player’s ship to be more likely positioned at higher positions of the gameplay screen than other interfaces. The interface experience questionnaire response for S7 found in Table 2.3 does not show strong disagreement with regards to whether participants felt their intended actions were carried out on screen correctly using the touch gesture interface, indicating that the actions the users did carry out were intended. This suggests that the differences in gameplay style observed for the touch screen interface were really intended by the participants and not accidental.

Looking at how closely aligned preference for a user interface was aligned with performance within a user interface, all but 5 participants most preferred the user interface that they performed best in the game with (lasted longest until game over), and all but 11 participants least preferred the interface that they performed worst with. It is possible that preference for an interface causes better performance with that interface, or that better performance with an interface causes a preference for that interface. Determining if either of these situations was the case for our experiment was beyond the aims of this research, but we note that the literature indicates that preference for and performance with an interface are not necessarily correlated [ACD95].
We also tried to find any statistically significant correlations between gender, age or prior experience with media/interfaces and either performance with or preference for user interfaces. One interesting gender difference was that every single participant who most preferred the simulated button interface was male, and 8 out of the 13 females least preferred the simulated button interface. We can speculate that perhaps this is due to the fact that more males grew up playing video game consoles which use d-pads, however the pre-experiment questionnaire does not show a statistically significant difference between male and female expertise with console and PC video games. Other than this however, any differences found when comparing results that have been filtered for certain participant characteristics did not yield statistically meaningful or noteworthy results.

2.6 Conclusion

The main purpose of this work was to derive design heuristics for mobile user interfaces based on the data and insights from our experiment. We must be cautious and note that our design heuristics are based on a single experiment involving one type of mobile video game, with a sample not large or diverse enough to be representative of the human population as a whole. In particular, we believe our design heuristics for mobile user interfaces are relevant for mobile video games and non-games with input requirement scenarios that may resemble the gameplay of the scroll shooter game. That said, we believe that this study shows that it is relatively inexpensive to get statistically significant results regarding user interface preferences. We hope that manufacturers will consider using the approach used in this paper to test user interfaces in-house before releasing them.

Our list of design heuristics in no particular order of significance is as follows:

- **H1** An accelerometer-based user interface should be available.
- **H2** Multiple user interfaces should be available.
- **H3** Touch gestures should be utilized when diagonal direction input is either required from or desired by the user.
- **H4** Interface sensitivity should be configurable.
- **H5** Physical properties of gestures should be directly translated into virtual properties.
Firstly, regarding heuristic H1, we believe that considering the strong consensus found in our results that the accelerometer interface was both most preferred by the participants and elicited the best participant performance, that an accelerometer-based interface should essentially always be made available if feasible. Though they were the minority, given the significant number of participants who most preferred other interfaces or performed better using other interfaces we suggest in heuristic H2 that a multiple user interface implementation of a game is the best solution if feasible. We also suggest this sort of multiple interface implementation because of the participant who was simply unable to use an interface effectively due to her finger nail length; it may be possible that some users just cannot use certain interfaces.

Looking at heuristic H3, we believe that for instances where diagonal direction input is either required from or desired by the user, an interface similar to our touch gesture interface is preferred. This is based on our results showing that participants moved diagonally more with the touch gesture interface than the others. We believe users were simply finding it easier to essentially draw a diagonal line with their finger across the screen to move diagonally than to alternatively try to dip the device in two different directions at the same time to move diagonally.

Regarding heuristic H4, the written and verbal feedback provided to us by the participants indicated that they wished they could manipulate the sensitivity of the touch gesture user interface. Much like an operating system allows one to manipulate the sensitivity of a mouse, we believe the same should be true of touch screen and accelerometer interfaces which depend upon physical gestures.

Finally, H5 is the heuristic we believe may prove to be the strongest and most generalizable. We strongly believe based on the written and verbal user feedback that disappointment with the touch gesture interface was related to the fact that gestures on the touch screen did not lead to “intuitively expected” results. Participants would swipe their finger up and to the right and their ship would move up and to the right, but participants would complain that it would not move as fast as they swiped their finger or to the position that they swiped their finger. We believe what was actually at issue was that the participants felt intuitively that the ship’s movements would mimic the real-world properties of their gesture movement. When these physical properties were not translated into the gameplay, that intuition was left unrealized and the participant had to “re-think” what they knew about movement for the game world.

We speculate that this was not the case for the accelerometer interface because the participant’s intuition about the physical properties of the gestures
involved was more directly translated into the game world. If a marble were resting on the iPod Touch as it was being held flat and parallel to the ground, and a user were to tilt the device downward in a given direction, the marble would move (and ultimately fall off) in that direction. Similarly, with our accelerometer interface the player’s ship moves in the direction that the user tilts the device. Physical properties and intuitions about movement in this case are translated into the gameplay.

Heuristic H5 essentially works under the premise that we should not force users to (re)learn anything. They should be able to use their pre-existing understanding of the physical world to control the device as much as possible. We suggest that in many problem domains this is best accomplished when as many of the physical properties of the gesture as possible are translated as directly as possible into the virtual properties of the interface’s reaction to that gesture.

In order to determine how novel this idea is we have conducted a literature search. We believe this idea is similar to the direct manipulation human-computer interaction style [Shn84], where virtual interfaces are designed using an appropriate physical model of reality, in the sense that the user’s understanding of the physical world is used to help them more easily use a virtual interface. This idea is also related to Affordances, situations where an object’s sensory characteristics intuitively imply its functionality and use, as proposed by Donald Norman [Nor88]. The principle of the moving part of the thirteen principles of display design advocated by Wickens et al [WLLGB03] suggests that moving elements on a display which represents some real world system move in a way which is compatible with the user’s mental model of that system. Again, this is an example of an understanding of the physical world being used to help the user more intuitively understand the interface.

Turning our attention towards industry documentation for mobile user interfaces, we looked at the user interface guidelines provided by Research in Motion for the Blackberry devices [Res10], the iPhone human interface guidelines provided by Apple [App10], the human interface guidelines provided by Palm for webOS [Pal10] and finally the user interface guidelines for Android provided by Google [Goo10]. All of these documents contain the user interface guidelines (i.e. principles and heuristics) currently being suggested to the developers working with these platforms. Apple’s human interface guidelines suggest that a developer should, when possible, “model your application’s objects and actions on objects and actions in the real world”, which is related to our suggestion but not the same. Though in our literature search we found arguments for incorporating understanding of the physical world in gestures, we couldn’t find anything advocating specifically what we are advocating with
As an example of what we are suggesting, consider the swiping motion a user makes with their finger to go from one page of applications to the next on an iOS device such as an iPod Touch. This could have been programmed in such a manner that any swipe from right to left on the screen would instantly move the screen a page over to the right, which would still take advantage of the user’s understanding of the physical world. But instead the page also flips over at a speed relative to how quickly you swiped your finger. Strictly speaking this is not necessary, as the device would be as capable of switching pages without this feature of the interface, but we believe this gives the device a more natural feel and makes it more enjoyable to use. What we suggest is not just that the expected result of a gesture in the physical world be reproduced in the interface, but that as many physical properties as possible of the gesture are translated into the effect of the gesture.

However, we caution that this approach may be less useful in problem domains in which translating as many physical world properties of the gesture as possible into the state of the interface makes the software too hard to use. For example, we would expect that a golf game with an accelerometer interface that fully translated every aspect of a real world golf swing into a virtual world would become less satisfying for some participants who lack the ability to swing a golf club properly. We have no data to suggest that this is the case, but it is something we feel should be explored.

We propose for future work further experiments which would investigate turning heuristic H5 into a stronger mobile user interface design principle:

Principle of physical property translation for gestures

- Whenever possible the interface should emulate behaviour expected in the physical world in response to gesture interactions.

- As many of the physical properties (speed, position, etc.) of touch screen and accelerometer gestures as possible should be translated as directly as possible into virtual properties of the in-game (or in-software) change in state, so long as these properties are reasonably within the abilities of the user.

We propose this principle of physical property translation for gestures as a hypothesis which should be tested with experiments designed to quantify it in a diverse set of problem domains, ideally with a much larger and more diverse set of participants. For a diverse set of problem domains, different
gesture-based interfaces which translate progressively more physical properties of the gesture into the gameplay or software state should be implemented, and then tested against the set of participants for performance and preference differences. If the principle is not falsified by these experiments then we believe the next step would be the construction of formalized laws quantifying expected user satisfaction for gesture-based interfaces which take into account user expertise and ability as well as the number and type of physical properties being translated, and the fidelity of those translations.

Regarding generalizability of the heuristics beyond mobile video games with similar input requirements, we believe that heuristics H1 and H3 may be less generalizable than the other heuristics. For example, if multiple user controlled objects are on screen, heuristic H1 may simply not apply as the input requirements are different than the scroll shooter. Regarding heuristic H3, it is possible that waving the device could provide diagonal direction input as effectively as the touch screen gesture interface, but our experiment did not cover this possibility. We believe that heuristics H2, H3 and H5 have the most potential to be generalized but believe that such generalization is dependent on conducting further experiments.

2.7 Bibliography


[App10] Apple Inc. iPhone Human Interface Guidelines, August 2010. 2010-08-03.


[Cha08] Bonnie Cha. RIM BlackBerry Storm (Verizon Wireless).


[ZH09] Paul Zirkle and Joe Hogue. iPhone Game Development: Developing 2D and 3D Games in Objective-C. O’Reilly Media, 2009.
2.7 Amendments

In this section we provide clarification, corrections and additional analysis based on feedback provided by a reviewer.

In Section 2.7.1 we discuss how the confidence intervals presented in this paper were calculated, and present additional calculations. In Section 2.7.2 we make corrections to the usage of the term “population”.

In Section 2.7.3 we clarify our usage of the term “statistical significance”. In Section 2.7.4 we present the z-test hypothesis tests done in this paper in detail, and in Section 2.7.5 we present binomial distribution hypothesis tests.

2.7.1 Confidence intervals

In Table 2.3 the average participant responses to the interface experience questionnaire statements are presented, along with a 95% confidence interval. We did not specify how these confidence intervals were calculated.

The confidence intervals presented in Table 2.3 were calculated using a z-score, as in the following formula:

\[ x \pm z_{\alpha/2} \times \left( \frac{s}{\sqrt{n}} \right) \]

where \( x \) is the sample mean, \( s \) is the sample standard deviation, \( n \) is the sample size, \( \alpha = 1 - (95/100) \) (95 being the confidence level), and \( z \) the normal distribution z-score.

The z-score was originally used to calculate the confidence intervals based on the guidelines presented in various statistics learning materials that due to the central limit theorem, for “sufficiently large” sample sizes (\( n \geq 30 \)), the z-score may be used.

Alternatively, the t-distribution changes shape as a function of the sample size, providing a different sampling distribution for each sample size. The larger the sample size, the closer the t-distribution resembles the z-distribution. But until the sample size approaches infinity, it is better to use a t-distribution.

As a result, we re-calculate the confidence intervals for the average participant responses to the interface experience questionnaire statements, and present the results in Table 2.7. The confidence intervals presented in Table 2.7 were calculated using a t-score, as in the following formula:

\[ x \pm t_{\alpha/2} \times \left( \frac{s}{\sqrt{n}} \right) \]
where $x$ is the sample mean, $s$ is the sample standard deviation, $n$ is the sample size, $\alpha = 1 - (95/100)$ (95 being the confidence level), and $t$ the t-distribution (t-score).

<table>
<thead>
<tr>
<th></th>
<th>Touch Gesture</th>
<th>Accelerometer</th>
<th>Simulated Button</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>3.69 ± 0.33</td>
<td>4.50 ± 0.24</td>
<td>3.22 ± 0.37</td>
</tr>
<tr>
<td>S2</td>
<td>4.36 ± 0.30</td>
<td>4.58 ± 0.23</td>
<td>4.47 ± 0.33</td>
</tr>
<tr>
<td>S3</td>
<td>3.72 ± 0.34</td>
<td>3.97 ± 0.34</td>
<td>3.11 ± 0.44</td>
</tr>
<tr>
<td>S4</td>
<td>3.42 ± 0.44</td>
<td>4.14 ± 0.36</td>
<td>3.00 ± 0.51</td>
</tr>
<tr>
<td>S5</td>
<td>3.56 ± 0.39</td>
<td>3.61 ± 0.37</td>
<td>4.08 ± 0.37</td>
</tr>
<tr>
<td>S6</td>
<td>3.19 ± 0.39</td>
<td>3.94 ± 0.33</td>
<td>3.08 ± 0.41</td>
</tr>
<tr>
<td>S7</td>
<td>3.11 ± 0.38</td>
<td>4.11 ± 0.30</td>
<td>3.14 ± 0.47</td>
</tr>
<tr>
<td>S8</td>
<td>3.65 ± 0.39</td>
<td>4.36 ± 0.27</td>
<td>3.97 ± 0.36</td>
</tr>
</tbody>
</table>

Table 2.7: Interface experience questionnaire results (95% confidence interval)

Similarly, in Table 2.6 we presented the average percentage of time that the participants had their player ship in each gameplay screen position, along with a 95% confidence interval. The confidence intervals in this table were also calculated using a z-score. In the same manner, we re-calculate these confidence intervals using a t-score, and present the results in Table 2.8.

<table>
<thead>
<tr>
<th>Pos.</th>
<th>Touch Gesture</th>
<th>Accelerometer</th>
<th>Simulated Button</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.6 ± 2.4</td>
<td>18.2 ± 3.2</td>
<td>19.5 ± 3.7</td>
</tr>
<tr>
<td>2</td>
<td>33.6 ± 5.8</td>
<td>40.7 ± 4.3</td>
<td>35.0 ± 3.7</td>
</tr>
<tr>
<td>3</td>
<td>11.7 ± 2.5</td>
<td>21.7 ± 3.3</td>
<td>16.1 ± 2.8</td>
</tr>
<tr>
<td>4</td>
<td>5.5 ± 1.7</td>
<td>3.1 ± 1.3</td>
<td>4.5 ± 1.0</td>
</tr>
<tr>
<td>5</td>
<td>21.6 ± 4.4</td>
<td>8.5 ± 3.8</td>
<td>8.3 ± 2.2</td>
</tr>
<tr>
<td>6</td>
<td>5.6 ± 1.6</td>
<td>3.0 ± 1.2</td>
<td>4.1 ± 1.5</td>
</tr>
<tr>
<td>7</td>
<td>1.5 ± 0.7</td>
<td>1.2 ± 0.9</td>
<td>4.1 ± 1.9</td>
</tr>
<tr>
<td>8</td>
<td>8.1 ± 3.5</td>
<td>2.7 ± 1.6</td>
<td>6.4 ± 3.0</td>
</tr>
<tr>
<td>9</td>
<td>1.8 ± 0.8</td>
<td>1.0 ± 0.5</td>
<td>2.1 ± 0.8</td>
</tr>
</tbody>
</table>

Table 2.8: Player’s ship position average percentage of time results (95% confidence interval)
2.7.2 Usage of the term population

In several instances we used the word “population” when we should have used “sample” or described what is happening in a different way.

On page 37 we stated that “Table 2.3 contains the population’s average response” when in fact the table contains the average response for the sample. The confidence intervals presented in the table serve as interval estimates for the population average response. Similarly on page 41 in the caption of Table 2.6 we refer to the player ship position population average when the table contains the average response for the sample.

2.7.3 Usage of the term statistical significance

The term statistical significance was used repeatedly in the paper when discussing the results, for example on page 35: “We can say with statistical significance (p-value 0.02) that the majority of the population most prefers the accelerometer interface”. We used the term statistical significance to denote when, as part of a hypothesis test, a p-value was less than a significance level (i.e. the null hypothesis was rejected).

This usage of the term was found to be unclear by a reviewer (e.g. what are the comparison groups, what is the measure statistically different from).

In Section 2.7.4, we present each individual hypothesis test conducted as part of this work in full detail.

In Section 2.7.5, we present additional hypothesis tests conducted using the binomial distribution. We have conducted this analysis for the same reason we re-calculated confidence intervals in Section 2.7.1; the z-test was used in the original hypothesis tests and it uses the normal distribution, an approximation of the binomial distribution.

Another point that is important to clarify is that the hypotheses that were tested were suggested by the data collected. If we test a hypothesis on the same data that suggested the hypothesis, we have not produced strong evidence that the hypothesis is correct. This is because if we collect enough data during an experiment, it is likely that some data can be found to support some hypothesis. And testing a hypothesis on the same data that suggests the hypothesis involves circular reasoning (something seems true, therefore we hypothesize that is true, we test it on the same data set, and find it is true). This can lead to false positives (type I errors).

As a result, when we use hypothesis testing in this paper we are not testing hypotheses that were developed before the data was collected. Though we do not list any hypotheses in our introduction or experiment design sec-
tions, and our experiment design is exploratory, by using the term ‘statistical
significance’ when discussing the results we could mislead the reader into be-
lieving that we have tested hypothesis developed before the data was collected.

We had no intention to mislead readers of the paper. The inaccuracy
resulted from an inaccurate understanding and misuse of the statistical tools
and terminology that were used.

We should have explicitly stated or labeled that these claims of sta-
tistical significance were the results of post-hoc analysis to properly describe
what was done, so that readers were not mislead.

We also note that the results of the hypothesis testing are not without
value. These hypothesis tests should be viewed as post hoc analysis to assist in
formulating hypothesis for subsequent empirical verification in future studies.

2.7.4 Z-test hypothesis test details

In this paper we used the z-test to make claims regarding the statistical sig-
nificance of the results. The usage of the z-test was based on a belief that for
n = 36, the z-test would be sufficient.

All hypothesis testing was done by analyzing proportions, rather than mean values. For example, if we wished to compare the num-
ber of shots fired per second when participants used one interface relative to
another, we did not do any hypothesis testing using the mean values and stan-
dard deviations. Instead, for each participant, we would subtract one value
from the other value, giving us a proportion of participants for which one
value is greater than the other. So if a participant fired an average of 1.2
shots per second with the accelerometer interface and the same participant
fired 0.9 shots per second with the simulated button interface, we would count
that participant as a participant who shot more shots per second using the
accelerometer interface. By looking at all participants in this way, we could
come up with a proportion to analyze with hypothesis testing.

We re-evaluate the statistical analysis and claims made in this work
below, and show all the work done in each hypothesis test.

Accelerometer interface preference

On page 35 we stated that we could say with statistical significance (p-value
0.02) that the majority of the population most prefers the accelerometer in-
terface.

Our survey indicated that 25/36 participants (69.44%) preferred the ac-
ccelerometer interface. We conduct the following hypothesis test at significance
level $\alpha = 0.02$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$z = \frac{\hat{p} - p_0}{\sqrt{p_0 \cdot (1 - p_0) \cdot n}}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-2.3267 \leq z \leq 2.3267$.

Note: the chosen significance level implies a critical value of 2.3267.

**Computing the test statistic:**

$$z = \frac{(0.6944 - 0.5)}{\sqrt{0.5 \cdot (1 - 0.5) \cdot 36}} = 2.33$$

**Applying the decision rule:** $z = 2.33 > 2.3267$, therefore we reject the null hypothesis.

**Statement S1 results**

On page 37 we stated that we could say with statistical significance (p-value $0.05$) that the majority of the population would more strongly agree that the accelerometer interface is enjoyable than either of the two other interfaces.

The survey statement “Using this interface was enjoyable” was answered for each of the three interfaces by each participant using a 5 point likert-scale (1-5). We observed that 27 out of 36 participants “more strongly agreed” with this survey statement in the case of the accelerometer interface compared to the simulated button interface. In other words, the participants ranked their agreement with this statement for each interface using the likert scale, and in the case of 27 out of 36 participants, the participant gave a response at least 1 point higher on the likert scale when comparing the responses for the accelerometer interface to those of the simulated button interface. If the likert scale is measuring agreement, then a higher score is taken to indicate higher agreement.

Therefore our survey indicated that 27/36 participants (75.00%) more strongly agreed that the accelerometer interface is enjoyable than the simulated button interface. We conduct the following hypothesis test at significance level $\alpha = 0.05$.

**Null hypothesis:** $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$z = (\hat{p} - p_0) / \sqrt{p_0 \cdot (1 - p_0) / n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-1.96 \leq z \leq 1.96$.

Note: the chosen significance level implies a critical value of 1.96.

**Computing the test statistic:**

$$z = (0.75 - 0.5) / \sqrt{0.5 \cdot (1 - 0.5) / 36} = 3.00$$

**Applying the decision rule:** $z = 3.00 > 1.96$, therefore we reject the null hypothesis.

We observed that 24 out of 36 participants “more strongly agreed” with this survey statement in the case of the accelerometer interface compared to the touch screen gesture interface. In other words, the participants ranked their agreement with this statement for each interface using the likert scale, and in the case of 24 out of 36 participants, the participant gave a response at least 1 point higher on the likert scale when comparing the responses for the accelerometer interface to those of the touch screen gesture interface. If the likert scale is measuring agreement, then a higher score is taken to indicate higher agreement.

Therefore our survey indicated that $24/36$ participants (66.67%) more strongly agreed that the accelerometer interface is enjoyable than the touch screen gesture interface. We conduct the following hypothesis test at significance level $\alpha = 0.05$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$z = (\hat{p} - p_0) / \sqrt{p_0 \cdot (1 - p_0) / n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-1.96 \leq z \leq 1.96$.

Note: the chosen significance level implies a critical value of 1.96.

**Computing the test statistic:**

$$z = (0.6667 - 0.5) / \sqrt{0.5 \cdot (1 - 0.5) / 36} = 2.00$$
Applying the decision rule: $z = 2.00 > 1.96$, therefore we reject the null hypothesis.

**Statement S2 results**

On page 38 we stated that we could say with statistical significance (p-value $0.01$) that the majority of the population would either somewhat agree or agree that the interfaces were easy to learn.

The survey statement “Learning this interface was easy” was answered for each of the three interfaces by each participant using a 5 point likert-scale (1-5). We observed that 29 of 36 participants (80.55%) either somewhat agreed or agreed with this statement in the case of the touch screen gesture interface. We observed that 35 of 36 participants (97.22%) either somewhat agreed or agreed with this statement in the case of the accelerometer interface. We observed that 33 of 36 participants (91.67%) either somewhat agreed or agreed with this statement in the case of the simulated button interface. We provide the hypothesis test for each claim below.

Our survey indicated that 29/36 participants (80.55%) either somewhat agreed or agreed that learning the interface was easy in the case of the touch screen gesture interface. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$z = \frac{\hat{p} - p_0}{\sqrt{p_0 \times (1 - p_0) / n}}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-2.575 \leq z \leq 2.575$.

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**

$$z = \frac{0.8055 - 0.5}{\sqrt{0.5 \times (1 - 0.5) / 36}} = 4.27$$

**Applying the decision rule:** $z = 4.27 > 2.575$, therefore we reject the null hypothesis.

Our survey indicated that 35/36 participants (97.22%) either somewhat agreed or agreed that learning the interface was easy in the case of the accelerometer interface. We conduct the following hypothesis test at significance level $\alpha = 0.01$. 
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Null hypothesis: \( p_0 = 0.5 \)
Alternative hypothesis: \( p_A \neq 0.5 \)

Test statistic:
\[
z = \frac{\hat{p} - p_0}{\sqrt{p_0 * (1 - p_0) / n}}
\]

where \( \hat{p} \) is the sample proportion, \( p_0 \) is the null hypothesis population proportion, \( p_A \) is the alternative hypothesis sample proportion, and \( n \) is the sample size.

**Decision rule:** Accept the null hypothesis if \(-2.575 < z < 2.575\).

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**
\[
z = \frac{(0.9722 - 0.5)}{\sqrt{0.5 * (1 - 0.5) / 36}} = 5.67
\]

**Applying the decision rule:** \( z = 5.67 > 2.575 \), therefore we reject the null hypothesis.

Our survey indicated that 33/36 participants (91.67\%) either somewhat agreed or agreed that learning the interface was easy in the case of the simulated button interface. We conduct the following hypothesis test at significance level \( \alpha = 0.01 \).

Null hypothesis: \( p_0 = 0.5 \)
Alternative hypothesis: \( p_A \neq 0.5 \)

Test statistic:
\[
z = \frac{\hat{p} - p_0}{\sqrt{p_0 * (1 - p_0) / n}}
\]

where \( \hat{p} \) is the sample proportion, \( p_0 \) is the null hypothesis population proportion, \( p_A \) is the alternative hypothesis sample proportion, and \( n \) is the sample size.

**Decision rule:** Accept the null hypothesis if \(-2.575 < z < 2.575\).

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**
\[
z = \frac{(0.9167 - 0.5)}{\sqrt{0.5 * (1 - 0.5) / 36}} = 5.00
\]

**Applying the decision rule:** \( z = 5.00 > 2.575 \), therefore we reject the null hypothesis.
Performance

On page 38 we stated that we could say with statistical significance (p-value 0.04) that the majority of the population would persist longer in the game playing with the accelerometer interface than the other interfaces.

We were unable to verify this claim at p-value 0.04. We believe the original calculation may have been completed with the proportion of participants rounded to 67% rather than 66.67%, leading to this error. Whatever the case, we conduct a new hypothesis test (p-value 0.05).

Our survey indicated that 24/36 participants (66.67%) lasted longer in the game playing with the accelerometer interface than the other interfaces. We conduct the following hypothesis test at significance level \( \alpha = 0.05 \).

- **Null hypothesis:** \( p_0 = 0.5 \)
- **Alternative hypothesis:** \( p_A \neq 0.5 \)
- **Test statistic:**

\[
z = \frac{\hat{p} - p_0}{\sqrt{p_0 * (1 - p_0) / n}}
\]

where \( \hat{p} \) is the sample proportion, \( p_0 \) is the null hypothesis population proportion, \( p_A \) is the alternative hypothesis sample proportion, and \( n \) is the sample size.

- **Decision rule:** Accept the null hypothesis if \(-1.96 <= z <= 1.96\).
  
  Note: the chosen significance level implies a critical value of 1.96.

- **Computing the test statistic:**

\[
z = \frac{(0.6667 - 0.5)}{\sqrt{0.5 * (1 - 0.5) / 36}} = 2.00
\]

- **Applying the decision rule:** \( z = 2.00 > 1.96 \), therefore we reject the null hypothesis.

Accelerometer shots fired

On page 39 we stated that we could say with statistical significance (p-value 0.001) that the majority of the population would fire more shots per second with the accelerometer interface than the touch screen gesture interface.

The scroll shooter game kept track of how many shots were fired when a participant used each interface, giving us the ability to calculate how many participants fired more shots per second while using one interface in comparison to another.

Our data indicated that 29/36 participants (80.55%) fired more shots per second with the accelerometer interface than the touch screen gesture
interface. We conduct the following hypothesis test at significance level $\alpha = 0.001$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$z = (\hat{p} - p_0) / \sqrt{p_0 \times (1 - p_0) / n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-3.27 \leq z \leq 3.27$.

Note: the chosen significance level implies a critical value of 3.27.

**Computing the test statistic:**

$$z = (0.6667 - 0.5) / \sqrt{0.5 \times (1 - 0.5) / 36} = 4.27$$

**Applying the decision rule:** $z = 4.27 > 3.27$, therefore we reject the null hypothesis.

**Touch gesture diagonal movement**

On page 40 we stated that we could say with statistical significance (p-value 0.001) that the majority of the population will spend more time moving diagonally with the touch gesture interface than other user interfaces.

The scroll shooter game kept track of how much time the participant spent moving their player ship when playing with each interface. As a result, we are able to calculate how many participants spent more time moving in a diagonal direction in one interface compared to another.

Our data indicated that 35/36 participants (97.22%) spent more time moving diagonally with the touch gesture interface than the accelerometer interface. We conduct the following hypothesis test at significance level $\alpha = 0.001$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$z = (\hat{p} - p_0) / \sqrt{p_0 \times (1 - p_0) / n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.
**Decision rule:** Accept the null hypothesis if \(-3.27 \leq z \leq 3.27\).

Note: the chosen significance level implies a critical value of 3.27.

**Computing the test statistic:**

\[
z = (0.9722 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/36} = 5.67
\]

**Applying the decision rule:** \(z = 5.67 > 3.27\), therefore we reject the null hypothesis.

Our data indicated that 29/36 participants (80.55%) spent more time moving diagonally with the touch gesture interface than the simulated button interface. We conduct the following hypothesis test at significance level \(\alpha = 0.001\).

**Null hypothesis:** \(p_0 = 0.5\)

**Alternative hypothesis:** \(p_A \neq 0.5\)

**Test statistic:**

\[
z = (\hat{p} - p_0)/\sqrt{p_0 \times (1 - p_0)/n}
\]

where \(\hat{p}\) is the sample proportion, \(p_0\) is the null hypothesis population proportion, \(p_A\) is the alternative hypothesis sample proportion, and \(n\) is the sample size.

**Decision rule:** Accept the null hypothesis if \(-3.27 \leq z \leq 3.27\).

Note: the chosen significance level implies a critical value of 3.27.

**Computing the test statistic:**

\[
z = (0.6667 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/36} = 4.27
\]

**Applying the decision rule:** \(z = 4.27 > 3.27\), therefore we reject the null hypothesis.

**Position touch gesture 4-9**

On page 41 we stated that we could say with statistical significance (p-value 0.001) that the majority of the population will spend more time with their player ship in positions 4-9 when using the touch screen gesture interface than with the accelerometer interface, and with statistical significance (p-value 0.01) that the majority of the population will spend more time with their player ship in positions 4-9 when using the touch gesture interface than with the simulated button interface.

The scroll shooter game kept track of how much time the player kept the player ship in each position (1-9) in the game. As a result, we are able to
calculate what proportion of time was spent in positions 4-9 for each participant using each interface, and make comparisons.

Our data indicated that 32/36 participants (88.88%) spent a greater portion of time with their player ship in positions 4-9 when using the touch screen gesture interface than the accelerometer interface. We conduct the following hypothesis test at significance level $\alpha = 0.001$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**
\[
z = \frac{\hat{p} - p_0}{\sqrt{p_0 \times (1 - p_0) / n}}
\]

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-3.27 \leq z \leq 3.27$.

Note: the chosen significance level implies a critical value of 3.27.

**Computing the test statistic:**
\[
z = \frac{(0.8888 - 0.5)}{\sqrt{0.5 \times (1 - 0.5) / 36}} = 4.67
\]

**Applying the decision rule:** $z = 4.67 > 3.27$, therefore we reject the null hypothesis.

Our data indicated that 26/36 participants (72.22%) spent a greater portion of time with their player ship in positions 4-9 when using the touch screen gesture interface than the simulated button interface. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**
\[
z = \frac{\hat{p} - p_0}{\sqrt{p_0 \times (1 - p_0) / n}}
\]

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-2.575 \leq z \leq 2.575$.

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**
\[
z = \frac{(0.7222 - 0.5)}{\sqrt{0.5 \times (1 - 0.5) / 36}} = 2.67
\]

**Applying the decision rule:** $z = 2.67 > 2.575$, therefore we reject the null hypothesis.
2.7.5 Binomial distribution hypothesis test details

For large values of $n$ it can be argued that the shape of the binomial distribution is close enough to normal that the normal distribution can be used as an approximation.

We have found various guidelines for when a binomial distribution is close enough to normal that a normal distribution can be used as an approximation. For example, $np \geq 10$ and $n(p - 1) \geq 10$ have been suggested as appropriate conditions for using a z-test, or that $np \geq 5$ and $n(p - 1) \geq 5$ are appropriate conditions, or that $n > 30$ is an appropriate condition.

Given the subjectivity as to what value of $n$ is large “enough”, and the fact that using a z-test at all entails an approximation, we conduct additional hypothesis testing using the binomial distribution for the sake of providing additional analysis.

Accelerometer interface preference

On page 35 we stated that we could say with statistical significance ($p$-value $0.02$) that the majority of the population most prefers the accelerometer interface, based on the results of a z-test hypothesis test.

The decision rule for this z-test was particularly close ($z = 2.33 > 2.3267$), see section 2.7.4 for the full hypothesis test. We are unable to reject the null hypothesis using a binomial hypothesis test at significance level $\alpha = 0.02$, but are able to do so at significance level $\alpha = 0.03$.

Our survey indicated that $25/36$ participants ($69.44\%$) preferred the accelerometer interface. We conduct the following hypothesis test at significance level $\alpha = 0.03$.

Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$ pval = 2 \times P(X \geq Y) = 2 \times P(X < Z) $$

where $Y$ is the number of participants who preferred the accelerometer interface, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

Decision rule: Accept the null hypothesis if $pval \geq 0.03$.
Computing the test statistic:

$$ pval = 2 \times 0.0144 = 0.0288 $$
Applying the decision rule: \( p_{val} = 0.0288 < 0.03 \), therefore we reject the null hypothesis.

**Statement S1 results**

On page 37 we stated that we could say with statistical significance (p-value 0.05) that the majority of the population would more strongly agree that the accelerometer interface is enjoyable than either of the two other interfaces.

The survey statement “Using this interface was enjoyable” was answered for each of the three interfaces by each participant using a 5 point likert-scale (1-5). We observed that 27 out of 36 participants “more strongly agreed” with this survey statement in the case of the accelerometer interface compared to the simulated button interface. In other words, the participants ranked their agreement with this statement for each interface using the likert scale, and in the case of 27 out of 36 participants, the participant gave a response at least 1 point higher on the likert scale when comparing the responses for the accelerometer interface to those of the simulated button interface. If the likert scale is measuring agreement, then a higher score is taken to indicate higher agreement.

Therefore our survey indicated that 27/36 participants (75.00%) more strongly agreed that the accelerometer interface is enjoyable than the simulated button interface. We conduct the following hypothesis test at significance level \( \alpha = 0.05 \).

**Null hypothesis:** \( p_0 = 0.5 \)

**Alternative hypothesis:** \( p_A \neq 0.5 \)

**Test statistic:**

\[
p_{val} = 2 \times P(X \geq Y) = 2 \times P(X < Z)
\]

where \( Y \) is the number of participants who more strongly agreed that the accelerometer interface is enjoyable than the simulated button interface, and \( Z \) is the number of participants who did not (note that \( Z = n - Y \) where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( p_{val} \geq 0.05 \).

**Computing the test statistic:**

\[
p_{val} = 2 \times 0.001966 = 0.003932
\]

Applying the decision rule: \( p_{val} = 0.003932 < 0.05 \), therefore we reject the null hypothesis.
We observed that 24 out of 36 participants “more strongly agreed” with this survey statement in the case of the accelerometer interface compared to the touch screen gesture interface. In other words, the participants ranked their agreement with this statement for each interface using the likert scale, and in the case of 24 out of 36 participants, the participant gave a response at least 1 point higher on the likert scale when comparing the responses for the accelerometer interface to those of the touch screen gesture interface. If the likert scale is measuring agreement, then a higher score is taken to indicate higher agreement.

The decision rule for this z-test was particularly close \((z = 2.00 > 1.96)\), see section 2.7.4 for the full hypothesis test. We are unable to reject the null hypothesis using a binomial hypothesis test at significance level \(\alpha = 0.05\), but are able to do so at significance level \(\alpha = 0.07\).

Our survey indicated that 24/36 participants (66.67%) more strongly agreed that the accelerometer interface is enjoyable than the touch screen gesture interface. We conduct the following hypothesis test at significance level \(\alpha = 0.07\).

Null hypothesis: \(p_0 = 0.5\)

Alternative hypothesis: \(p_A \neq 0.5\)

Test statistic:

\[
pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)
\]

where \(Y\) is the number of participants who more strongly agreed that the accelerometer interface is enjoyable than the touch screen gesture interface, and \(Z\) is the number of participants who did not (note that \(Z = n - Y\) where \(n\) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \(p = 0.5\).

Decision rule: Accept the null hypothesis if \(pval >= 0.07\).

Computing the test statistic:

\[
pval = 2 \times 0.0326 = 0.0652
\]

Applying the decision rule: \(pval = 0.0652 < 0.07\), therefore we reject the null hypothesis.

Statement S2 results

On page 38 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population would either somewhat agree or agree that the interfaces were easy to learn.
The survey statement “Learning this interface was easy” was answered for each of the three interfaces by each participant using a 5 point likert-scale (1-5). We observed that 29 of 36 participants (80.55%) either somewhat agreed or agreed with this statement in the case of the touch screen gesture interface. We observed that 35 of 36 participants (97.22%) either somewhat agreed or agreed with this statement in the case of the accelerometer interface. We observed that 33 of 36 participants (91.67%) either somewhat agreed or agreed with this statement in the case of the simulated button interface. We provide the hypothesis test for each claim below.

Our survey indicated that 29/36 participants (80.55%) either somewhat agreed or agreed that learning the interface was easy in the case of the touch screen gesture interface. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)$$

where $Y$ is the number of participants who either somewhat agreed or agreed that learning the interface was easy in the case of the touch screen gesture interface, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

**Decision rule:** Accept the null hypothesis if $pval \geq 0.01$.

**Computing the test statistic:**

$$pval = 2 \times 0.0001562 = 0.0003124$$

**Applying the decision rule:** $pval = 0.0003124 < 0.01$, therefore we reject the null hypothesis.

Our survey indicated that 35/36 participants (97.22%) either somewhat agreed or agreed that learning the interface was easy in the case of the accelerometer interface. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)$$
where $Y$ is the number of participants who either somewhat agreed or agreed that learning the interface was easy in the case of the accelerometer interface, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

**Decision rule:** Accept the null hypothesis if $pval >= 0.01$.

**Computing the test statistic:**

$$pval = 2 \times 5.38 \times 10^{-10} = 1.08 \times 10^{-9}$$

**Applying the decision rule:** $pval = 1.08 \times 10^{-9} < 0.01$, therefore we reject the null hypothesis.

Our survey indicated that $33/36$ participants (91.67%) either somewhat agreed or agreed that learning the interface was easy in the case of the simulated button interface. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X >= Y) = 2 \times P(X <= Z)$$

where $Y$ is the number of participants who either somewhat agreed or agreed that learning the interface was easy in the case of the simulated button interface, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

**Decision rule:** Accept the null hypothesis if $pval >= 0.01$.

**Computing the test statistic:**

$$pval = 2 \times 1.136 \times 10^{-7} = 2.272 \times 10^{-7}$$

**Applying the decision rule:** $pval = 2.272 \times 10^{-7} < 0.01$, therefore we reject the null hypothesis.

**Performance**

On page 38 we stated that we could say with statistical significance (p-value 0.04) that the majority of the population would persist longer in the game playing with the accelerometer interface than the other interfaces.

The decision rule for this z-test was particularly close ($z = 2.00 > 1.96$), see section 2.7.4 for the full hypothesis test. We are unable to reject the null
hypothesis using a binomial hypothesis test at significance level \( \alpha = 0.05 \), but are able to do so at significance level \( \alpha = 0.07 \).

Our survey indicated that 24/36 participants (66.67\%) lasted longer in the game playing with the accelerometer interface than the other interfaces. We conduct the following hypothesis test at significance level \( \alpha = 0.07 \).

Null hypothesis: \( p_0 = 0.5 \)
Alternative hypothesis: \( p_A \neq 0.5 \)

Test statistic:

\[
pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)
\]

where \( Y \) is the number of participants who lasted longer in the game playing with the accelerometer interface than the other interfaces, and \( Z \) is the number of participants who did not (note that \( Z = n - Y \) where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

Decision rule: Accept the null hypothesis if \( pval \geq 0.07 \).
Computing the test statistic:

\[
pval = 2 \times 0.0326 = 0.0652
\]

Applying the decision rule: \( pval = 0.0652 < 0.07 \), therefore we reject the null hypothesis.

Accelerometer shots fired

On page 39 we stated that we could say with statistical significance (p-value 0.001) that the majority of the population would fire more shots per second with the accelerometer interface than the touch screen gesture interface.

The scroll shooter game kept track of how many shots were fired when a participant used each interface, giving us the ability to calculate how many participants fired more shots per second while using one interface in comparison to another.

Our data indicated that 29/36 participants (80.55\%) fired more shots per second with the accelerometer interface than the touch screen gesture interface. We conduct the following hypothesis test at significance level \( \alpha = 0.001 \).

Null hypothesis: \( p_0 = 0.5 \)
Alternative hypothesis: \( p_A \neq 0.5 \)

Test statistic:

\[
pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)
\]
where \( Y \) is the number of participants who either somewhat agreed or agreed that learning the interface was easy in the case of the touch screen gesture interface, and \( Z \) is the number of participants who did not (note that \( Z = n - Y \) where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( pval >= 0.001 \).

**Computing the test statistic:**

\[
pval = 2 \times 0.0001562 = 0.0003124
\]

Applying the decision rule: \( pval = 0.0003124 < 0.001 \), therefore we reject the null hypothesis.

**Touch gesture diagonal movement**

On page 40 we stated that we could say with statistical significance (p-value 0.001) that the majority of the population will spend more time moving diagonally with the touch gesture interface than other user interfaces.

The scroll shooter game kept track of how much time the participant spent moving their player ship when playing with each interface. As a result, we are able to calculate how many participants spent more time moving in a diagonal direction in one interface compared to another.

Our data indicated that 35/36 participants (97.22\%) spent more time moving diagonally with the touch gesture interface than the accelerometer interface. We conduct the following hypothesis test at significance level \( \alpha = 0.001 \).

**Null hypothesis:** \( p_0 = 0.5 \)

**Alternative hypothesis:** \( p_A \neq 0.5 \)

**Test statistic:**

\[
pval = 2 \times P(X >= Y) = 2 \times P(X <= Z)
\]

where \( Y \) is the number of participants who spent more time moving diagonally with the touch gesture interface than the accelerometer interface, and \( Z \) is the number of participants who did not (note that \( Z = n - Y \) where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( pval >= 0.001 \).

**Computing the test statistic:**

\[
pval = 2 \times 5.38 \times 10^{-10} = 1.08 \times 10^{-9}
\]
Applying the decision rule: $pval = 1.08 \times 10^{-9} < 0.001$, therefore we reject the null hypothesis.

Our data indicated that 29/36 participants (80.55%) spent more time moving diagonally with the touch gesture interface than the simulated button interface. We conduct the following hypothesis test at significance level $\alpha = 0.001$.

Null hypothesis: $p_0 = 0.5$

Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)$$

where $Y$ is the number of participants who spent more time moving diagonally with the touch gesture interface than the simulated button interface, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

Decision rule: Accept the null hypothesis if $pval \geq 0.001$.

Computing the test statistic:

$$pval = 2 \times 0.0001562 = 0.0003124$$

Applying the decision rule: $pval = 0.0003124 < 0.001$, therefore we reject the null hypothesis.

Position touch gesture 4-9

On page 41 we stated that we could say with statistical significance (p-value 0.001) that the majority of the population will spend more time with their player ship in positions 4-9 when using the touch screen gesture interface than with the accelerometer interface, and with statistical significance (p-value 0.01) that the majority of the population will spend more time with their player ship in positions 4-9 when using the touch gesture interface than with the simulated button interface.

The scroll shooter game kept track of how much time the player kept the player ship in each position (1-9) in the game. As a result, we are able to calculate what proportion of time was spent in positions 4-9 for each participant using each interface, and make comparisons.

Our data indicated that 32/36 participants (88.88%) spent a greater portion of time with their player ship in positions 4-9 when using the touch screen gesture interface than the accelerometer interface. We conduct the following hypothesis test at significance level $\alpha = 0.001$. 
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Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$
Test statistic:

$$pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)$$

where $Y$ is the number of participants who spent a greater portion of time with their player ship in positions 4-9 when using the touch screen gesture interface than the accelerometer interface, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

Decision rule: Accept the null hypothesis if $pval > 0.001$.
Computing the test statistic:

$$pval = 2 \times 9.70 \times 10^{-7} = 1.94 \times 10^{-6}$$

Applying the decision rule: $pval = 1.94 \times 10^{-6} < 0.001$, therefore we reject the null hypothesis.

Our data indicated that 26/36 participants (72.22%) spent a greater portion of time with their player ship in positions 4-9 when using the touch screen gesture interface than the simulated button interface.

The decision rule for this z-test was particularly close ($z = 2.67 > 2.575$), see section 2.7.4 for the full hypothesis test. We are unable to reject the null hypothesis using a binomial hypothesis test at significance level $\alpha = 0.01$, but are able to do so at significance level $\alpha = 0.02$.

We conduct the following hypothesis test at significance level $\alpha = 0.02$.
Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$
Test statistic:

$$pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)$$

where $Y$ is the number of participants who spent a greater portion of time with their player ship in positions 4-9 when using the touch screen gesture interface than the simulated button interface, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

Decision rule: Accept the null hypothesis if $pval > 0.02$.
Computing the test statistic:

$$pval = 2 \times 0.00566 = 0.01132$$
Applying the decision rule: $pval = 0.01132 < 0.02$, therefore we reject the null hypothesis.
Chapter 3

Computer Science App Study

The following work was published in the proceedings for the Gamification 2013 conference:


The work has been printed in this thesis under license (ACM Publishing License and Audio/Video Release).

3.1 Abstract

In this paper, we overview the design of tablet apps built to teach introductory computer science concepts, and present the results and conclusions from a study conducted during a first year computer science course at McMaster University. Game design elements were incorporated into the apps we designed to teach introductory computer science concepts, with the primary aim of increasing student satisfaction and engagement. We tested these apps with students enrolled in the course during their regular lab sessions and collected data on both the usability of the apps and the student’s understanding of the concepts. Though overall we found students preferred instruction with the apps compared to more traditional academic instruction, we found that students also recommended combined instruction using both traditional methods and the apps in the future. Based on this we conclude that gamification and serious game design approaches are effective at increasing student satisfaction, and make several recommendations regarding the usage and design of educational software incorporating game design elements.
3.2 Introduction

The first year course CS1MA3 was the introductory computer science course in the Department of Computing & Software at McMaster University. The course was a breadth approach to introductory computer science, with students taught different algorithms and how to derive their own algorithms, the basics of functional programming, binary numbers, graphs, and the basics of CPUs and assembly language. All of the ideas are presented with the overall goal of developing the students’ problem solving skills in the context of computer science.

Though the course was recommended for students wishing to pursue computer science in upper years, students from a diverse selection of backgrounds took the course as an elective. In past years, many students have found themselves unprepared for what a “computer course” really entails at the university level. Many students have never been exposed to basic computer science, have never written a computer program or have been taught only the mechanical aspects of programming. Such students experience frustration and dissatisfaction when they are expected to solve new types of problems and use new ways of thinking. This dissatisfaction often leads to disengagement during instruction, and failure to advance in the program.

The authors of this work are also involved in an outreach program at McMaster University that visits elementary school classrooms with activities meant to give students a fun and engaging example of computer science. One of the most successful activities in this program is one that we developed internally; what made this activity successful was how well it engaged students. The activity involved having the students write computer code to fix a simple table tennis video game that was initially presented to the students as being ‘broken’ (i.e. balls would fly through paddles and off the screen because the correct code was not yet present). Our observation and intuition suggested it was the table tennis game element that led to this higher satisfaction and engagement. We were motivated by these observations to try and reproduce this higher satisfaction by introducing educational software containing game design elements into the instruction of CS1MA3.

Our primary aim in conducting this study was to investigate whether integrating educational software incorporating games and/or game design elements into the instruction of introductory computer science could increase student satisfaction and engagement relative to traditional instructional methods. Secondary aims included examining what specific game design features of the apps are effective at increasing satisfaction, whether using the apps leads to a better understanding of the related concepts, and how such educational
software can best be integrated into instruction of the concepts.

As a result we designed and created the apps featured in this study, empirically tested them during the Fall 2012 iteration of CS1MA3, and present the results here in a manner in which we hope is reproducible for others teaching these and similar concepts. Based on the strong endorsement of the study participants, we will continue to use all of the relevant applications in the successor course, CS1JC3 (Computational Thinking). We have also used the study feedback to improve the game elements of the binary numbers app, which is currently being used successfully with over 2000 elementary school students as part of the NSERC PromoSCIENCE-supported outreach workshop “Software: Tool for Change”.

In this section we will first overview some terminology and related work.

The potential for tablets as a learning tool is an active area of research and the positive observations reported thus far [CG11] in using tablets in the classroom, and more importantly the potential for contributing further findings to the existing literature motivated our decision to use iPads for this study.

The “usage of game design elements to motivate user behaviour in non-game contexts” is known as gamification, and is considered by Deterding et al to be a concept warranting deeper empirical exploration [Det11]. Deterding et al define a serious game to be “a full fledged game for non-entertainment purposes”, whereas “gamified applications merely incorporate elements of games” and acknowledge that “the boundary between a ‘game’ and an ‘artifact with game elements’ can often be blurry”. Our apps incorporate game design elements to varying degrees, and as such our work by its nature involves some examination of the intersection between gamification and serious games.

There is little literature at present covering gamification and/or serious game approaches to educational tablet software, but what work is available shows encouraging results [WCD11, Yan11]. Popular educational websites focusing on interactive online programming that use gamification in their design include Codecademy and Khan Academy. However, both websites are focused on teaching computer programming, whereas our apps are focused on teaching other computer science concepts.

3.3 Application Design

In this section we will overview the six apps designed to teach binary search, binary numbers, CPU/assembly language, polynomial graphs, quicksort and Dijkstra’s algorithm. A common design element across all of the apps is the incorporation of interactive representations of the relevant concepts. Game
elements such as objectives, rewards, penalties, levels, narrative, multiplayer, and in-game assistance are incorporated into the apps to varying degrees. We define in-game assistance to occur when the app provides corrective help or feedback after the user has failed to make the correct actions.

### 3.3.1 Binary Search App

The binary search app shown in Figure 3.1 begins with a row of coconuts on the bottom half of the screen, and a message telling the user to ‘crack the coconuts to find the golden egg’. When the user taps on a coconut an arrow pointing either left or right appears, depending on which direction the coconut is located. If the user does not follow the correct sequence of taps for binary search, it will be suggested to the user that there is another way of finding the golden egg.

![Binary Search App](image)

**Figure 3.1: Binary search app**

If the user follows the correct sequence of taps for binary search 5 times in a row, they will be rewarded with a treasure chest that they can open by
tapping. When the user taps on the treasure chest they are treated to a screen that tries to explain why a maximum of 4 taps are required to reach the golden egg by showing the user the binary search tree. The app goes on to pan across a series of alternative search trees before exiting automatically.

### 3.3.2 Binary Number App

The binary number app shown in Figure 3.2 uses both animations of binary number conversion and arithmetic as well as a multiplayer network game to assist in the instruction of binary number concepts. The app contains three different pages: conversion, arithmetic, and more (which contains the game).

The conversion page allows the user to select a decimal number using a slider on the bottom of the screen, and the number is shown converted live into binary at the top of the screen. By clicking one of two arrows the user is able to see an animation of the number being converted from one base to another in either direction.

The arithmetic page allows the user to modify two binary numbers by clicking each digit back and forth between ‘0’ and ‘1’. The user can then select either addition or subtraction and play an animation of the arithmetic taking place.

If the iPad is connected to a wifi network with other iPads using the app, the game screen allows the player to search for others to play the game. The game involves both players first tapping spaces in a grid to represent different binary numbers. The game then sends the decimal numbers that were created in the process to the other player for them to convert into the correct grid. The first player to convert the other player’s numbers wins the game.

### 3.3.3 CPU App

The CPU app involves a single screen containing a visual representation of memory, registers, operators and a set of instructions as shown in Figure 3.3. The users execute each instruction by performing actions such as dragging data from memory to registers or registers to memory. In the case of operations, users drag the appropriate operation to an arithmetic logic unit together with register arguments before the result is computed, and must be dragged into the appropriate register.

Correct actions advance the user to the next instruction along with playing an approving sound effect as a reward, and incorrect actions result in
a disapproving sound effect as a penalty. There are 3 ‘levels’ total consisting of 3 different sets of instructions for the user to work through.
If at any point the user hasn’t made any sort of action within a few seconds, a ‘Need Help?’ cartoon person appears. By clicking on this the
app will animate the correct action automatically and advance to the next instruction.

### 3.3.4 Polynomial App

The polynomial app shown in Figure 3.4 begins with a blank screen and a one line textbox that users are told to tap. When the user taps on the textbox they are presented a calculator-style menu which allows the user to enter a polynomial.

After the user enters the polynomial they can create the associated graph by dragging the operators, numbers and symbols down into the blank space. When an operator is dragged into the space below there are blank nodes connected to either side to allow the user to build a tree by connecting more operators, numbers or symbols as leaves. If the user makes a mistake they can drag the tree into the garbage bin to start over. If the user wants an entirely new polynomial expression they can tap the ‘reset’ button. The user can optionally turn on additional parenthesis to outline the order of operations.

The user can check whether the polynomial graph is correct or not by tapping a ‘check’ button. If the graph is incorrect the user will receive a red X, and if the graph is correct the user will receive a green check mark instead.

### 3.3.5 Quicksort App

The quicksort app shown in Figure 3.5 allows the user to step through a demonstration and explanation of quicksort by selecting pivot points and tapping Next. The app starts off with a list of 5 unordered numbers and the user is told to select a pivot upon tapping the ‘Start/Next’ button. Depending on the pivot that the user selects, by clicking on Next repeatedly the app explains step-by-step the swaps that take place in between the need to select a new pivot.

As the list is broken into sublists to which quicksort can be applied, the graph of arrows in the space below is filled in as required. A red X is used to represent empty sublists. The user can click ‘Reset’ at anytime to start off with a new unordered list.

### 3.3.6 Dijkstra App

The Dijkstra app shown in Figure 3.6 starts off with a mostly blank screen that the user is told to tap in order to place the nodes. The first time the user taps the screen a node in the shape of the McMaster University engineering
department ‘fireball’ logo is placed as the initial node. The user can continue to tap the screen at different positions to place more nodes. The only restriction on the number of nodes that the user can place is how closely nodes can be placed; the app will just not place down a node if the user taps too closely to an existing node.

Once the user is finished placing the nodes, they can use ‘Start’, ‘Back’ and ‘Next’ buttons to step through a graphical trace of the algorithm’s execution on the graph that they just created. A node that has been visited is marked green, while an eye cartoon and a blue path in the direction of a node are used to indicate the current node and unvisited nodes which are having their tentative distances calculated.
3.3.7 App Comparison

The different game design elements incorporated into the apps are presented in Table 3.1. Notably the quicksort and Dijkstra apps do not contain any game design elements, other than interactive representations of the concepts, a design approach common to all of the apps. We consider an objective to be a goal presented by the app that the user is expected to complete. The polynomial, quicksort and Dijkstra apps do not contain explicit objectives, but rather allow for free form improvisational experiences with the concepts. The binary search, binary numbers and CPU apps all do contain explicit objectives or goals that create a more proper game.

In the case of the binary number app, only a subsection of the app contains a game with explicit objectives, with the other two subsections allowing for improvisational experiences with the concepts. As such, the binary search
and CPU apps may be considered serious games, with the binary numbers app containing a serious game, and the remainder of the apps more accurately described as instances of gamification rather than serious games.

3.4 Experiment Design

In addition to attending lecture sessions, CS1MA3 students each attend a weekly lab 50 minutes in duration. Six weeks of lab sessions were set aside during the course for experiment sessions using the six iPad apps, with each of these six weeks set aside for an experiment with a specific iPad app. Each of the six weeks of sessions itself contained six sessions total; participants were assigned to go to a specific session each week. All sessions took place in the
same computer lab at McMaster University. Nine iPads were available during these sessions, requiring some students to share devices.

Students were given the option of participating in the study or not. A code system and consent process managed by a third party was used so that the instructors and teaching assistants of CS1MA3 would never know which students participated in the study and which did not.

### 3.4.1 Pre-Experiment Survey

The following information was gathered from participants with a pre-experiment questionnaire at the beginning of the term: gender (Male/Female/Other), handedness (Right/Left/Ambidextrous), years of study completed at the college or university level (1-20), year of study in current undergraduate program

---

<table>
<thead>
<tr>
<th>App</th>
<th>Game Design Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objectives</td>
</tr>
<tr>
<td>Binary Search</td>
<td>X</td>
</tr>
<tr>
<td>Binary Numbers</td>
<td>X</td>
</tr>
<tr>
<td>CPU</td>
<td>X</td>
</tr>
<tr>
<td>Polynomial</td>
<td></td>
</tr>
<tr>
<td>Quicksort</td>
<td></td>
</tr>
<tr>
<td>Dijkstra</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>App</th>
<th>Game Design Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Narrative</td>
</tr>
<tr>
<td>Binary Search</td>
<td>X</td>
</tr>
<tr>
<td>Binary Numbers</td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td></td>
</tr>
<tr>
<td>Polynomial</td>
<td></td>
</tr>
<tr>
<td>Quicksort</td>
<td></td>
</tr>
<tr>
<td>Dijkstra</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Game design elements incorporated into each iPad app.
The participants were also asked to rate their overall performance in any past mathematics courses at any level of study from 1-10, with 1 being “failing performance overall” and 10 being “perfect performance overall”. They were asked to do the same for their overall performance in any past computer science courses at any level.

The participants were also asked to rate their expertise with the following different media and interfaces: mobile phones, mobile video games, iPad / other tablets - general usage, iPad / other tablets - video games, and touch screen interfaces. Participants rated their expertise by selecting one of the following expertise levels, based on descriptions of the expertise levels: ‘no expertise’, ‘some expertise’, ‘typical expertise’, ‘above average expertise’, and ‘expert’. For analysis purposes these expertise levels were assigned the numeric values 1-5 from no expertise to expert.

### 3.4.2 Experiment Session Protocol

The following procedure was followed during each experiment session:

1. Students were given a short (i.e. 2 minutes) quiz to fill out at the start of class.

2. Students were then given either 20 minutes of instruction in the relevant concept with usage of the apps, or 20 minutes of instruction without usage of the apps (i.e. “traditional instruction”). Half of the tutorials started with traditional instruction, and half started with the apps being used. Over the six experiment weeks we alternated which labs started with which instructional method.

3. Students were given the same quiz. If students had just finished using the apps to learn the concepts, they were also given a usability questionnaire.

4. Students in labs which started by using the apps were given 20 minutes of instruction without using the apps, and vice versa.

5. Students were given the same quiz. If students had just finished using the apps to learn the concepts, they were also given a usability questionnaire. Students were given a post-experiment questionnaire.
3.4.3 Usability Survey
The participants were asked to rate how much they agree (Likert scale) with the following statements:

- S1 The software was easy to use.
- S2 It was difficult to learn how to use the software.
- S3 I enjoyed using this software.
- S4 I thought there was too much inconsistency in this software.
- S5 The touchscreen finger gestures required to manipulate the software felt natural.
- S6 The software was too slow to use efficiently.
- S7 The graphics in the software were effective.
- S8 I found the iPad uncomfortable to hold while using the software.
- S9 The software helped me to learn the concepts.
- S10 I felt confused trying to understand the concepts with this software.
- S11 I feel confident that I understand the concepts.
- S12 I would not recommend that others try to learn the concepts by using this software.

The participants could choose from: strongly disagree, somewhat disagree, neutral, somewhat agree, and strongly agree. The design of the usability survey was inspired by features of the System Usability Scale (SUS) [BKM08]. In a similar manner to SUS a usability score can be calculated, by assigning the average response of each statement a score contribution from 0-4. The odd numbered statement’s score contribution is a value of 0-4 from strongly disagree to strongly agree, and the even numbered statement’s score contribution is a value of 4-0 from strongly disagree to strongly agree. Dividing the sum of the scores by 48 and multiplying the result by 100 gives a score with a range from 0 to 100.

The usability survey also contained two questions, each with a blank space for feedback: “What did you like about the software?” and “What didn’t you like about the software?”.

3.4.4 Post-Experiment Questionnaire
The following questions were asked on the post-experiment questionnaire.
1. Did you prefer learning the concept(s) taught during the tutorial with the educational software or without the educational software? (circle one)

2. Why was this your preference? (blank space)

3. Based on your experience, next year when we teach the concepts taught in this tutorial should we only use the educational software, only use traditional tutorial methods (such as lecturing), or use both? (circle one)

3.4.5 Quizzes

A quiz was developed for each of the six weeks of experiment sessions, with the same quiz being administered three times during each experiment session with the goal of measuring learning as it took place over the session. The quiz questions were short answer form and meant to be easy to quickly complete if the participant understood the relevant concept. Quizzes were marked in a pass-fail manner such that only quizzes completed 100% correctly were considered a pass. The following types of questions were asked on each quiz:

- The binary search quiz required students to describe the algorithm.
- The binary number quiz required students to perform binary number conversions.
- The CPU quiz required students to trace the execution of assembly instructions given a table for register values.
- The polynomial quiz required students to draw an expression graph for a given polynomial.
- The quicksort quiz required students to describe the algorithm.
- The Dijijkstra quiz required students to determine what order Dijkstra’s algorithm visited nodes in a given weighted graph.

3.4.6 Traditional Instruction

Traditional instruction involved Kevin Browne giving the students a presentation which featured an explanation of the concept(s) followed by examples to illustrate them. In all cases the presentation was followed by a Q&A session with the students to help ensure they understood the concepts.
3.5 Results and Discussion

In total 101 CS1MA3 students registered to participate in the study and 6 students did not participate. The number of participants that actually attended to participate in each week of the experiment sessions varied. The participants were made up of 71 males, 29 females and 1 participant who did not report their gender; 88 were right-handed, 8 were left-handed, 4 were ambidextrous and 1 participant did not report their handedness. The compiled results showed no real significant differences between participants of different genders or handedness, so we omit discussion of these differences from this analysis but still provide this data and other pre-experiment questionnaire data for context.

The average years of study completed at the college or university level was 0.73 ($\sigma = 1.19$) and the average year of study in the participant’s current program was 1.53 ($\sigma = 1.01$). There were 33 participants registered in computer science, 22 in mathematics, 8 in physical sciences, 8 in life sciences, 4 in social sciences, with the remainder in other subjects including humanities, economics, and multimedia. There were 32 students that reported having taken a college or university level mathematics course before, and 65 participants reported they did not. The average participant rating of their performance overall in any past mathematics course was 7.70 ($\sigma = 1.49$), and in any computer science courses was 7.19 ($\sigma = 2.03$).

The data regarding participant expertise with various media and interfaces which was collected in the pre-experiment questionnaire is presented in Table 3.2.

<table>
<thead>
<tr>
<th>Interface/Media</th>
<th>Avg.</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile phones</td>
<td>3.93</td>
<td>1.05</td>
</tr>
<tr>
<td>Mobile video games</td>
<td>3.16</td>
<td>1.12</td>
</tr>
<tr>
<td>iPad / other tablets - general usage</td>
<td>2.95</td>
<td>1.20</td>
</tr>
<tr>
<td>iPad / other tablets - video games</td>
<td>2.84</td>
<td>1.19</td>
</tr>
<tr>
<td>Touch screen interfaces</td>
<td>3.65</td>
<td>1.08</td>
</tr>
</tbody>
</table>

Table 3.2: Participant expertise data - average and standard deviation
3.5.1 General Results

The binary search app was the first experiment conducted, and many participants vocalized frustration with our post-experiment questionnaire that initially only contained a question asking them whether they preferred traditional instruction or instruction with the apps. Many participants were adamant that using both forms of instruction was preferable.

As a result we added a third question to the post-experiment questionnaire asking participants whether in the future these concepts should be taught with only the traditional methods, only the apps, or both. One of the strongest results across the experiments performed with each app was that a strong majority of participants recommended using both methods to teach the relevant concepts in the future, as seen in Table 3.3.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Preferred App (%)</th>
<th>Preferred Lesson (%)</th>
<th>Recommended App (%)</th>
<th>Recommended Lesson (%)</th>
<th>Recommended Both (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary Search</td>
<td>81% (56)</td>
<td>19% (13)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Binary Numbers</td>
<td>68% (42)</td>
<td>32% (20)</td>
<td>3% (2)</td>
<td>11% (7)</td>
<td>85% (52)</td>
</tr>
<tr>
<td>CPU</td>
<td>63% (38)</td>
<td>37% (22)</td>
<td>7% (4)</td>
<td>13% (8)</td>
<td>80% (48)</td>
</tr>
<tr>
<td>Polynomial</td>
<td>69% (41)</td>
<td>31% (18)</td>
<td>5% (3)</td>
<td>12% (7)</td>
<td>83% (48)</td>
</tr>
<tr>
<td>Quicksort</td>
<td>51% (25)</td>
<td>49% (24)</td>
<td>2% (1)</td>
<td>30% (14)</td>
<td>68% (32)</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>69% (34)</td>
<td>31% (15)</td>
<td>4% (2)</td>
<td>14% (7)</td>
<td>82% (40)</td>
</tr>
</tbody>
</table>

Table 3.3: Participant preferences and recommendations

Using z-score confidence intervals for these sample proportions, we can say with 99% confidence that the majority of the population prefers instruction with the binary search, binary numbers, polynomial and Dijkstra apps to traditional instruction, and with 95% confidence in the case of the CPU app. Again using z-score confidence intervals we can say with 99% confidence across all the apps that the majority of the population recommends a combination of the app and traditional instruction be used in the future (except for the binary search app where we did not collect this data).
The usability survey scores obtained using the formula described previously are shown in Figure 3.7. Interestingly, the usability survey scores follow a very similar pattern to the percentage of participants that preferred instruction with each app; the correlation coefficient between the two is 0.86.

![App Usability Survey Scores](image)

Figure 3.7: App usability survey scores (max = 100)

The quiz results presented in Table 3.4 show the results for the sessions that started with a lesson, the sessions that started with the apps, and the combined results across all sessions. The results are consistent with the majority of participants recommending future instruction using both apps and traditional instruction, as by the completion of quiz 3 participants had experienced both instructional methods and quiz 3 averages were generally higher than those of quiz 2 (which was conducted after participants had experienced only one instructional method).

Participants gave ample feedback both orally and through the post-experiment questionnaire as to what they perceived as the relative merits
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Order</th>
<th>Quiz 1</th>
<th>Quiz 2</th>
<th>Quiz 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary Search</td>
<td>App-first sessions</td>
<td>25.00</td>
<td>55.56</td>
<td>55.56</td>
</tr>
<tr>
<td></td>
<td>Lesson-first sessions</td>
<td>44.12</td>
<td>73.53</td>
<td>82.35</td>
</tr>
<tr>
<td></td>
<td>All sessions</td>
<td>34.29</td>
<td>64.29</td>
<td>68.57</td>
</tr>
<tr>
<td>Binary Numbers</td>
<td>App-first sessions</td>
<td>56.25</td>
<td>75.00</td>
<td>75.00</td>
</tr>
<tr>
<td></td>
<td>Lesson-first sessions</td>
<td>36.67</td>
<td>66.67</td>
<td>70.00</td>
</tr>
<tr>
<td></td>
<td>All sessions</td>
<td>46.77</td>
<td>70.97</td>
<td>72.58</td>
</tr>
<tr>
<td>CPU</td>
<td>App-first sessions</td>
<td>3.45</td>
<td>27.59</td>
<td>62.07</td>
</tr>
<tr>
<td></td>
<td>Lesson-first sessions</td>
<td>0.00</td>
<td>54.84</td>
<td>77.42</td>
</tr>
<tr>
<td></td>
<td>All sessions</td>
<td>1.67</td>
<td>41.67</td>
<td>70.00</td>
</tr>
<tr>
<td>Polynomial</td>
<td>App-first sessions</td>
<td>3.57</td>
<td>39.29</td>
<td>71.43</td>
</tr>
<tr>
<td></td>
<td>Lesson-first sessions</td>
<td>0.00</td>
<td>31.43</td>
<td>51.43</td>
</tr>
<tr>
<td></td>
<td>All sessions</td>
<td>1.59</td>
<td>34.92</td>
<td>60.32</td>
</tr>
<tr>
<td>Quicksort</td>
<td>App-first sessions</td>
<td>0.00</td>
<td>19.35</td>
<td>53.33</td>
</tr>
<tr>
<td></td>
<td>Lesson-first sessions</td>
<td>5.00</td>
<td>70.00</td>
<td>70.00</td>
</tr>
<tr>
<td></td>
<td>All sessions</td>
<td>1.96</td>
<td>39.22</td>
<td>60.00</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>App-first sessions</td>
<td>8.00</td>
<td>56.00</td>
<td>80.00</td>
</tr>
<tr>
<td></td>
<td>Lesson-first sessions</td>
<td>8.33</td>
<td>70.83</td>
<td>79.17</td>
</tr>
<tr>
<td></td>
<td>All sessions</td>
<td>8.16</td>
<td>63.27</td>
<td>79.59</td>
</tr>
</tbody>
</table>

Table 3.4: Quiz results (average)

of each type of instruction, as summarized in Table 3.5. There was practically unanimous consensus on the idea that while the traditional lesson-based method was better for ‘explaining’ or ‘teaching’ the concepts, the apps were better for ‘practicing’ or ‘re-enforcing’ concepts. Most participants who expressed this also suggested that the apps be used after the lecture.

### 3.5.2 Binary Search Experiment

There were 70 participants in the binary search sessions, with 35 in experiment sessions that started off with traditional instruction and 35 that started off with instruction with the app.

Many participants expressed frustration at the end part of the app
Lesson Strengths | App Strengths
---|---
More comprehensive | More fun
Learner can ask questions | Learner can try the app as many times as needed
Better for explaining concepts | Better for practicing concepts
Better for those who learn through listening | Better for those who learn through doing

Table 3.5: Participant perceptions of relative instructional method strength

where a binary search tree is displayed, as they were unfamiliar with binary search trees or the concept of trees in general at the time they used this app.

The most common positive feedback about the app was that it was ‘easy to use’, ‘fun’ and ‘interactive’. That the app guided participants to understanding binary search by correcting incorrect sequences of taps was praised by participants who appreciated discovering the concept through trial and error.

3.5.3 Binary Numbers Experiment

There were 62 participants total in the binary number sessions, with 29 in sessions that started off with traditional instruction and 33 that started off with instruction with the app.

A few users expressed frustration regarding a lack of instructions and ‘not knowing what to do’. There was some negative feedback regarding the time required to make the multiplayer game work; this was most likely due to difficulty in connecting to the network and finding a partner to play with.

In contrast to the complaints about ‘not knowing what to do’, 15 participants left positive comment feedback as to how ‘easy to use’ the app was to use. Similarly the multiplayer game subsection received more positive feedback than negative and was described as being fun and engaging.

3.5.4 CPU Experiment

There were 60 participants total in the CPU sessions, with 31 in sessions that started off with traditional instruction and 29 that started off with instruction with the app.
There was some negative feedback about the app being confusing or hard to use, though some of this was qualified by notes that it was only ‘at first’. There was also some annoyance over the beeping sounds that the app would make as participants performed instructions.

The help feature of the app received much praise from participants for preventing them from becoming stuck at any point.

3.5.5 Polynomial Experiment

There were 59 participants total in the polynomial sessions, with 26 in sessions that started off with traditional instruction and 33 that started off with instruction with the app.

The most common negative feedback was the lack of instructions or indication as to how the app worked.

Again any negative feedback as to the difficulty of using the app was largely outnumbered by the 14 positive comments stating that the app was ‘easy to use’. Interestingly, despite not containing many explicit game elements, several users still described it as fun or game-like.

3.5.6 Quicksort Experiment

There were 49 participants total in the quicksort sessions, with 20 in sessions that started off with traditional instruction and 29 that started off with instruction with the app.

The quicksort app was the most poorly received app relative to the others due to several issues. One particular point of frustration was the usage of the red X to represent empty sublists, as the participants found this discouraging.

There was also feedback that the app didn’t do enough in terms of animations to explain the concepts, or involve the participant enough in terms of giving them something to do. Other negative feedback suggested the app was ‘boring’ and cited the lack of a game element.

Positive feedback about the app included praise for its simplicity and that it was easy to use.

3.5.7 Dijkstra Experiment

There were 49 participants total in the Dijkstra sessions, with 25 in sessions that started off with traditional instruction and 24 that started off with instruction with the app.
Similar to the polynomial app the most common frustration about the Dijkstra app was the lack of instructions or explanations about how to use the app and what the app was doing.

However, the graphical explanation of the algorithm was widely praised. Others praised the app for its simplicity, the ability to step through the algorithm, and the ability to setup the nodes and paths.

### 3.6 Conclusion

We conclude that integrating educational software incorporating game design elements into the instruction of introductory computer science does increase student satisfaction and engagement, on the basis of the participants’ preference for instruction with the apps and their recommendation that the apps be used as part of future instruction.

Based on the oral and written feedback given to us by the participants and our observations during experiment sessions we can make several recommendations about the effectiveness of specific game design elements. While we recommend that apps contain rewards (e.g. treasure chest, check mark) we do not recommend that apps contain penalties (e.g. disapproving sounds, red X) or even symbols and sounds not meant as penalties but that could be perceived as discouraging. The rewards resulted in positive feedback whereas penalties resulted in frustration. This leads to our second point, rather than penalizing users for incorrect actions as is perhaps more typical in video games made exclusively for entertainment purposes, we recommend that educational software provide in-game assistance in the form of corrective help or feedback. The in-game feedback of the binary search and CPU apps received exclusively positive feedback from participants.

Based on our observations and feedback received from the participants, we suggest that software should augment and enhance, but not replace, traditional instruction. We suggest that software should be used primarily for practicing understanding of concepts, and that it should incorporate game design elements to provide increased user satisfaction.

We believe the results are inconclusive as to whether using the apps resulted in a better understanding of the concepts. For ethical reasons, we did not design our experiments with a control group receiving only traditional instruction—an approach which would have allowed us to compare final exam results. However, based on the overwhelming recommendation to incorporate the apps with traditional instruction in the future, we feel that this was the right decision.
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3.7 Amendments

In this section we provide clarification, corrections and additional analysis based on feedback provided by a reviewer.

In Section 3.7.1 we correct our usage of the population parameter symbol. In Section 3.7.2 we provide clarifications about the correlation calculation performed in the paper.

In Section 3.7.3 we clarify our claims about preferences and recommendations of the “majority of the population”. In Section 2.7.4 we present the z-test hypothesis tests done in this paper in detail, and in Section 2.7.5 we present binomial distribution hypothesis tests.

In Section 3.7.6 we conduct ANOVA hypothesis tests of the quiz scores as additional analysis.
3.7.1 Population parameter symbol

On page 86 the population parameter symbol $\sigma$ is used where the sample statistic symbol $s$ should have been used.

1. **Original:** The average years of study completed at the college or university level was 0.73 ($\sigma = 1.19$) and the average year of study in the participant’s current program was 1.53 ($\sigma = 1.01$).

   **Revision:** The average years of study completed at the college or university level was 0.73 ($s = 1.19$) and the average year of study in the participant’s current program was 1.53 ($s = 1.01$).

2. **Original:** The average participant rating of their performance overall in any past mathematics course was 7.70 ($\sigma = 1.49$), and in any computer science courses was 7.19 ($\sigma = 2.03$).

   **Revision:** The average participant rating of their performance overall in any past mathematics course was 7.70 ($s = 1.49$), and in any computer science courses was 7.19 ($s = 2.03$).

3.7.2 Correlation calculation

On page 88 we stated that the usability survey scores follow a very similar pattern to the percentage of participants that preferred instruction with each app, and that the correlation coefficient between the two was 0.86. It was unclear to a reviewer exactly which data was being correlated, and which type of correlation coefficient was used.

We present the data that was correlated in Table 3.6. The Pearson product-moment correlation coefficient method was used to find a correlation coefficient of 0.86.

3.7.3 Statistical significance of the results

We make claims about the preferences and recommendations of the ‘majority of the population’ on page 87. To make these claims we conducted hypothesis tests from our sample data.

In Section 3.7.4, we present each individual hypothesis test conducted as part of this work in full detail.

In Section 3.7.5, we present additional hypothesis tests conducted using the binomial distribution. We have conducted this analysis because z-test was
used in the original hypothesis tests and it uses the normal distribution, an approximation of the binomial distribution.

These hypotheses were not suggested by the data. The primary purpose of the experiment was to investigate whether integrating educational software incorporating games and/or game design elements into the instruction of introductory computer science could increase student satisfaction and engagement relative to traditional instructional methods.

### 3.7.4 Z-test hypothesis test details

In this paper we used the z-test to make claims regarding the statistical significance of the results. The usage of the z-test was based on a belief that for $n = 36$, the z-test would be sufficient.

We re-evaluate the statistical analysis and claims made in this work below, and show all the work done in each hypothesis test.

**Binary search application preference**

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population prefers instruction with the binary search application.

Our survey indicated that 56/69 participants (81.20%) preferred the binary search application. We conduct the following hypothesis test at significance level $\alpha = 0.01$.  

<table>
<thead>
<tr>
<th>Application</th>
<th>Percentage of participants who preferred instruction with the application</th>
<th>Usability survey score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary Search</td>
<td>84.78</td>
<td>81</td>
</tr>
<tr>
<td>Binary Numbers</td>
<td>70.05</td>
<td>68</td>
</tr>
<tr>
<td>CPU</td>
<td>69.17</td>
<td>63</td>
</tr>
<tr>
<td>Polynomial</td>
<td>67.36</td>
<td>69</td>
</tr>
<tr>
<td>Quicksort</td>
<td>58.31</td>
<td>51</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>62.98</td>
<td>69</td>
</tr>
</tbody>
</table>

Table 3.6: Percentage of participants who preferred instruction with the application vs. usability survey score
Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$z = (\hat{p} - p_0)/\sqrt{p_0 \times (1 - p_0)/n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

Decision rule: Accept the null hypothesis if $-2.575 < z < 2.575$.
Note: the chosen significance level implies a critical value of 2.575.

Computing the test statistic:

$$z = (0.8120 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/69} = 5.18$$

Applying the decision rule: $z = 5.18 > 2.575$, therefore we reject the null hypothesis.

Binary numbers application preference

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population prefers instruction with the binary numbers application.

Our survey indicated that 42/62 participants (67.74%) preferred the binary numbers application. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$z = (\hat{p} - p_0)/\sqrt{p_0 \times (1 - p_0)/n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

Decision rule: Accept the null hypothesis if $-2.575 < z < 2.575$.
Note: the chosen significance level implies a critical value of 2.575.

Computing the test statistic:

$$z = (0.6774 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/62} = 2.79$$

Applying the decision rule: $z = 2.79 > 2.575$, therefore we reject the null hypothesis.
Polynomial application preference

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population prefers instruction with the polynomial application.

Our survey indicated that 41/59 participants (69.49%) preferred the polynomial application. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$z = (\hat{p} - p_0) / \sqrt{p_0 \times (1 - p_0) / n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

Decision rule: Accept the null hypothesis if $-2.575 \leq z \leq 2.575$. Note: the chosen significance level implies a critical value of 2.575.

Computing the test statistic:

$$z = (0.6949 - 0.5) / \sqrt{0.5 \times (1 - 0.5) / 59} = 2.99$$

Applying the decision rule: $z = 2.99 > 2.575$, therefore we reject the null hypothesis.

Dijkstra application preference

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population prefers instruction with the Dijkstra application.

Our survey indicated that 34/49 participants (69.34%) preferred the Dijkstra application. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$z = (\hat{p} - p_0) / \sqrt{p_0 \times (1 - p_0) / n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.
Decision rule: Accept the null hypothesis if $-2.575 \leq z \leq 2.575$. Note: the chosen significance level implies a critical value of 2.575.

Computing the test statistic:

$$z = (0.6934 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/49} = 2.71$$

Applying the decision rule: $z = 2.71 > 2.575$, therefore we reject the null hypothesis.

CPU application preference

On page 87 we stated that we could say with statistical significance (p-value 0.05) that the majority of the population prefers instruction with the CPU application.

Our survey indicated that 38/60 participants (63.33%) preferred the CPU application. We conduct the following hypothesis test at significance level $\alpha = 0.05$.

Null hypothesis: $p_0 = 0.5$
Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$z = (\hat{p} - p_0)/\sqrt{p_0 \times (1 - p_0)/n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

Decision rule: Accept the null hypothesis if $-1.96 \leq z \leq 1.96$. Note: the chosen significance level implies a critical value of 1.96.

Computing the test statistic:

$$z = (0.6333 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/60} = 2.07$$

Applying the decision rule: $z = 2.07 > 1.96$, therefore we reject the null hypothesis.

Binary numbers combination recommendation

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the binary numbers application and traditional instruction be used in the future.

Our survey indicated that 52/61 participants (85.25%) recommend a combination of the binary numbers application and traditional instruction be
used in the future. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$z = (\hat{p} - p_0)/\sqrt{p_0 * (1 - p_0)/n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-2.575 < z \leq 2.575$

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**

$$z = (0.8525 - 0.5)/\sqrt{0.5 * (1 - 0.5)/61} = 5.51$$

**Applying the decision rule:** $z = 5.51 > 2.575$, therefore we reject the null hypothesis.

**CPU combination recommendation**

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the CPU application and traditional instruction be used in the future.

Our survey indicated that 48/60 participants (80.00%) recommend a combination of the CPU application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$z = (\hat{p} - p_0)/\sqrt{p_0 * (1 - p_0)/n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-2.575 \leq z \leq 2.575$

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**

$$z = (0.80 - 0.5)/\sqrt{0.5 * (1 - 0.5)/60} = 4.65$$

**Applying the decision rule:** $z = 4.65 > 2.575$, therefore we reject the null hypothesis.
Polynomial combination recommendation

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the polynomial application and traditional instruction be used in the future.

Our survey indicated that 48/58 participants (82.76%) recommend a combination of the polynomial application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

Null hypothesis: $p_0 = 0.5$

Alternative hypothesis: $p_A \neq 0.5$

Test statistic:

$$z = (\hat{p} - p_0) / \sqrt{p_0 * (1 - p_0) / n}$$

where $\hat{p}$ is the sample proportion, $p_0$ is the null hypothesis population proportion, $p_A$ is the alternative hypothesis sample proportion, and $n$ is the sample size.

**Decision rule:** Accept the null hypothesis if $-2.575 \leq z \leq 2.575$.

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**

$$z = (0.8276 - 0.5) / \sqrt{0.5 * (1 - 0.5) / 58} = 4.99$$

Applying the decision rule: $z = 4.99 > 2.575$, therefore we reject the null hypothesis.

Quicksort combination recommendation

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the quicksort application and traditional instruction be used in the future.

We were unable to verify this claim at p-value 0.01. We are unsure why this calculation was originally made incorrectly. Whatever the case, we conduct a new hypothesis test (p-value 0.02)

Our survey indicated that 32/47 participants (68.09%) recommend a combination of the quicksort application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level $\alpha = 0.02$.

Null hypothesis: $p_0 = 0.5$

Alternative hypothesis: $p_A \neq 0.5$
Test statistic:
\[ z = (\hat{p} - p_0)/\sqrt{p_0 \times (1 - p_0)/n} \]
where \( \hat{p} \) is the sample proportion, \( p_0 \) is the null hypothesis population proportion, \( p_A \) is the alternative hypothesis sample proportion, and \( n \) is the sample size.

**Decision rule:** Accept the null hypothesis if \(-2.3267 < z < 2.3267\).

Note: the chosen significance level implies a critical value of 2.3267.

**Computing the test statistic:**
\[ z = (0.6809 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/47} = 2.48 \]

**Applying the decision rule:** \( z = 2.48 > 2.3267 \), therefore we reject the null hypothesis.

**Dijkstra combination recommendation**

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the polynomial application and traditional instruction be used in the future.

Our survey indicated that 40/49 participants (81.63%) recommend a combination of the Dijkstra application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level \( \alpha = 0.01 \).

**Null hypothesis:** \( p_0 = 0.5 \)

**Alternative hypothesis:** \( p_A \neq 0.5 \)

**Test statistic:**
\[ z = (\hat{p} - p_0)/\sqrt{p_0 \times (1 - p_0)/n} \]

where \( \hat{p} \) is the sample proportion, \( p_0 \) is the null hypothesis population proportion, \( p_A \) is the alternative hypothesis sample proportion, and \( n \) is the sample size.

**Decision rule:** Accept the null hypothesis if \(-2.575 < z < 2.575\).

Note: the chosen significance level implies a critical value of 2.575.

**Computing the test statistic:**
\[ z = (0.8163 - 0.5)/\sqrt{0.5 \times (1 - 0.5)/49} = 4.43 \]

**Applying the decision rule:** \( z = 4.43 > 2.575 \), therefore we reject the null hypothesis.
3.7.5 Binomial distribution hypothesis test details

For large values of \( n \) it can be argued that the shape of the binomial distribution is close enough to normal that the normal distribution can be used as an approximation.

We have found various guidelines for when a binomial distribution is close enough to normal that a normal distribution can be used as an approximation. For example, \( np \geq 10 \) and \( n(p - 1) \geq 10 \) has been suggested as appropriate conditions for using a z-test, or that \( np \geq 5 \) and \( n(p - 1) \geq 5 \) are appropriate conditions, or that \( n > 30 \) is an appropriate condition.

Given the subjectivity as to what value of \( n \) is large “enough”, and the fact that using a z-test at all entails an approximation, we conduct additional hypothesis testing using the binomial distribution for the sake of providing additional analysis.

Binary search application preference

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population prefers instruction with the binary search application.

Our survey indicated that 56/69 participants (81.20\%) preferred the binary search application. We conduct the following hypothesis test at significance level \( \alpha = 0.01 \).

**Null hypothesis:** \( p_0 = 0.5 \)

**Alternative hypothesis:** \( p_A \neq 0.5 \)

**Test statistic:**

\[
\text{pval} = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)
\]

where \( Y \) is the number of participants who preferred the binary search application, and \( Z \) is the number of participants who did not (note that \( Z = n - Y \) where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( \text{pval} \geq 0.01 \).

**Computing the test statistic:**

\[
\text{pval} = 2 \times 8.41 \times 10^{-8} = 1.68 \times 10^{-7}
\]

**Applying the decision rule:** \( \text{pval} = 1.68 \times 10^{-7} < 0.01 \), therefore we reject the null hypothesis.
Binary numbers application preference

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population prefers instruction with the binary numbers application.

Our survey indicated that 42/62 participants (67.74%) preferred the binary numbers application. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)$$

where $Y$ is the number of participants who preferred the binary numbers application, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

**Decision rule:** Accept the null hypothesis if $pval \geq 0.01$.

**Computing the test statistic:**

$$pval = 2 \times 0.00357 = 0.00714$$

**Applying the decision rule:** $pval = 0.00714 < 0.01$, therefore we reject the null hypothesis.

Polynomial application preference

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population prefers instruction with the polynomial application.

Our survey indicated that 41/59 participants (69.49%) preferred the polynomial application. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)$$

where $Y$ is the number of participants who preferred the polynomial application, and $Z$ is the number of participants who did not (note that $Z = n - Y$.
where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( p_{val} \geq 0.01 \).

**Computing the test statistic:**

\[
p_{val} = 2 \times 0.00189 = 0.00378
\]

**Applying the decision rule:** \( p_{val} = 0.00378 < 0.01 \), therefore we reject the null hypothesis.

**Dijkstra application preference**

On page 87 we stated that we could say with statistical significance (p-value \( 0.01 \)) that the majority of the population prefers instruction with the Dijkstra application.

Our survey indicated that 34/49 participants (69.34\%) preferred the Dijkstra application. We conduct the following hypothesis test at significance level \( \alpha = 0.01 \).

**Null hypothesis:** \( p_0 = 0.5 \)

**Alternative hypothesis:** \( p_A \neq 0.5 \)

**Test statistic:**

\[
p_{val} = 2 \times P(X \geq Y) = 2 \times P(X \leq Z)
\]

where \( Y \) is the number of participants who preferred the Dijkstra application, and \( Z \) is the number of participants who did not (note that \( Z = n - Y \) where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( p_{val} \geq 0.01 \).

**Computing the test statistic:**

\[
p_{val} = 2 \times 0.00469 = 0.00938
\]

**Applying the decision rule:** \( p_{val} = 0.00938 < 0.01 \), therefore we reject the null hypothesis.

**CPU application preference**

On page 87 we stated that we could say with statistical significance (p-value \( 0.05 \)) that the majority of the population prefers instruction with the CPU application.
The decision rule for this z-test was particularly close \((z = 2.07 > 1.96)\), see section 3.7.4 for the full hypothesis test. We are unable to reject the null hypothesis using a binomial hypothesis test at significance level \(\alpha = 0.05\), but are able to do so at significance level \(\alpha = 0.06\).

Our survey indicated that 38/60 participants (63.33\%) preferred the CPY application. We conduct the following hypothesis test at significance level \(\alpha = 0.06\).

Null hypothesis: \(p_0 = 0.5\)

Alternative hypothesis: \(p_A \neq 0.5\)

Test statistic:

\[
\text{pval} = 2 \ast P(X \geq Y) = 2 \ast P(X \leq Z)
\]

where \(Y\) is the number of participants who preferred the CPU application, and \(Z\) is the number of participants who did not (note that \(Z = n - Y\) where \(n\) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \(p = 0.5\).

Decision rule: Accept the null hypothesis if \(pval \geq 0.06\).

Computing the test statistic:

\[
\text{pval} = 2 \ast 0.0259 = 0.0518
\]

Applying the decision rule: \(pval = 0.0518 < 0.06\), therefore we reject the null hypothesis.

**Binary numbers combination recommendation**

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the binary numbers application and traditional instruction be used in the future.

Our survey indicated that 52/61 participants (85.25\%) recommend a combination of the binary numbers application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level \(\alpha = 0.01\).

Null hypothesis: \(p_0 = 0.5\)

Alternative hypothesis: \(p_A \neq 0.5\)

Test statistic:

\[
\text{pval} = 2 \ast P(X \geq Y) = 2 \ast P(X \leq Z)
\]

where \(Y\) is the number of participants who recommend a combination of the binary numbers application and traditional instruction be used in the future,
and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

**Decision rule:** Accept the null hypothesis if $pval >= 0.01$.

**Computing the test statistic:**

$$pval = 2 \times 9.014 \times 10^{-9} = 1.803 \times 10^{-8}$$

**Applying the decision rule:** $pval = 1.803 \times 10^{-8} < 0.01$, therefore we reject the null hypothesis.

**CPU combination recommendation**

On page 87 we stated that we could say with statistical significance ($p$-value 0.01) that the majority of the population recommends a combination of the CPU application and traditional instruction be used in the future.

Our survey indicated that 48/60 participants (80.00%) recommend a combination of the CPU application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X >= Y) = 2 \times P(X <= Z)$$

where $Y$ is the number of participants who recommend a combination of the CPU application and traditional instruction be used in the future, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

**Decision rule:** Accept the null hypothesis if $pval >= 0.01$.

**Computing the test statistic:**

$$pval = 2 \times 1.59 \times 10^{-6} = 3.18 \times 10^{-6}$$

**Applying the decision rule:** $pval = 3.18 \times 10^{-6} < 0.01$, therefore we reject the null hypothesis.

**Polynomial combination recommendation**

On page 87 we stated that we could say with statistical significance ($p$-value 0.01) that the majority of the population recommends a combination of the polynomial application and traditional instruction be used in the future.
Our survey indicated that 48/58 participants (82.76%) recommend a combination of the polynomial application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level $\alpha = 0.01$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X >= Y) = 2 \times P(X <= Z)$$

where $Y$ is the number of participants who recommend a combination of the polynomial application and traditional instruction be used in the future, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when $p = 0.5$.

**Decision rule:** Accept the null hypothesis if $pval >= 0.01$.

**Computing the test statistic:**

$$pval = 2 \times 2.26 \times 10^{-7} = 4.51 \times 10^{-7}$$

**Applying the decision rule:** $pval = 4.51 \times 10^{-7} < 0.01$, therefore we reject the null hypothesis.

**Quicksort combination recommendation**

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the quicksort application and traditional instruction be used in the future.

Our survey indicated that 32/47 participants (68.09%) recommend a combination of the quicksort application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level $\alpha = 0.02$.

**Null hypothesis:** $p_0 = 0.5$

**Alternative hypothesis:** $p_A \neq 0.5$

**Test statistic:**

$$pval = 2 \times P(X >= Y) = 2 \times P(X <= Z)$$

where $Y$ is the number of participants who recommend a combination of the quicksort application and traditional instruction be used in the future, and $Z$ is the number of participants who did not (note that $Z = n - Y$ where $n$ is
the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( p_{val} >= 0.02 \).

**Computing the test statistic:**
\[
p_{val} = 2 \times 0.00931 = 0.0186
\]

**Applying the decision rule:** \( p_{val} = 0.0186 < 0.02 \), therefore we reject the null hypothesis.

### Dijkstra combination recommendation

On page 87 we stated that we could say with statistical significance (p-value 0.01) that the majority of the population recommends a combination of the polynomial application and traditional instruction be used in the future.

Our survey indicated that 40/49 participants (81.63%) recommend a combination of the Dijkstra application and traditional instruction be used in the future. We conduct the following hypothesis test at significance level \( \alpha = 0.01 \).

**Null hypothesis:** \( p_{0} = 0.5 \)

**Alternative hypothesis:** \( p_{A} \neq 0.5 \)

**Test statistic:**
\[
p_{val} = 2 \times P(X >= Y) = 2 \times P(X <= Z)
\]

where \( Y \) is the number of participants who recommend a combination of the Dijkstra application and traditional instruction be used in the future, and \( Z \) is the number of participants who did not (note that \( Z = n - Y \) where \( n \) is the number of participants). Note that we can use such a test statistic because the binomial distribution is symmetrical when \( p = 0.5 \).

**Decision rule:** Accept the null hypothesis if \( p_{val} >= 0.01 \).

**Computing the test statistic:**
\[
p_{val} = 2 \times 4.63 \times 10^{-6} = 9.26 \times 10^{-6}
\]

**Applying the decision rule:** \( p_{val} = 9.26 \times 10^{-6} < 0.01 \), therefore we reject the null hypothesis.

### 3.7.6 ANOVA hypothesis tests for quiz results

Our external examiner suggested analyzing the quiz results using analysis of variance testing. As a result, we perform ANOVA hypothesis tests for each application below.
Binary search

We conduct the following analysis of variance hypothesis test at significance level $\alpha = 0.05$. We used the ANOVA calculator (two-factor ANOVA with repeated measure on one factor) available at www.vassarstats.net.

**Null and alternative hypotheses:**

1. $H_0$: $\mu_{ipad} = \mu_{trad}$
   $H_A$: $\mu_{ipad} \neq \mu_{trad}$

2. $H_0$: $\mu_{q1} = \mu_{q2} = \mu_{q3}$
   $H_A$: $\mu_{q1} \neq \mu_{q2} \neq \mu_{q3}$

3. $H_0$: an interaction is present
   $H_A$: an interaction is absent

**Test statistic:**

We compute $F_{BS}$, $F_{WS}$, and $F_{BS \times WS}$ in a $2 \times 3$ mixed-design analysis of variance model where the between-subjects variable is what instructional method was used first (either iPad-first or traditional-first) and the within-subjects variable is the quiz scores (quiz 1, quiz 2, or quiz 3).

**Decision rules:**

1. If $F_{BS}$ is greater than 4.05, we reject the null hypothesis.
2. If $F_{WS}$ is greater than 4.05, we reject the null hypothesis.
3. If $F_{BS \times WS}$ is greater than 4.05, we reject the null hypothesis.

Note: the chosen significance level implies these critical values.

**Computing the test statistic:**

We present the results of the ANOVA in summary Table 3.7, where SS is the sum of squares, df is the degrees of freedom, MS is the mean square, and F is the test statistic.

**Applying the decision rules:**

1. $F_{BS} = 4.75 > 4.05$, therefore we **reject the null hypothesis**.
2. $F_{WS} = 17.15 > 4.05$, therefore we **reject the null hypothesis**.
### Table 3.7: Binary Search ANOVA Summary Table

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td>29.03</td>
<td>69</td>
<td>0.4</td>
<td>4.75</td>
</tr>
<tr>
<td>Factor&lt;sub&gt;BS&lt;/sub&gt;</td>
<td>1.9</td>
<td>1</td>
<td>1.9</td>
<td>4.75</td>
</tr>
<tr>
<td>Error</td>
<td>27.13</td>
<td>68</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Within Subjects</td>
<td>22.67</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor&lt;sub&gt;WS&lt;/sub&gt;</td>
<td>4.47</td>
<td>2</td>
<td>2.23</td>
<td>17.15</td>
</tr>
<tr>
<td>Factor&lt;sub&gt;BSxWS&lt;/sub&gt;</td>
<td>0.07</td>
<td>2</td>
<td>0.03</td>
<td>0.23</td>
</tr>
<tr>
<td>Error</td>
<td>18.13</td>
<td>136</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>51.7</td>
<td>209</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. $F_{BS \times WS} = 0.23 < 4.05$, therefore we fail to reject the null hypothesis.

The statistically significant between-subjects effect provides evidence that there was a difference in capability with the binary search concept between the group that used the iPad first and the group that experienced traditional methods first.

The statistically significant within-subjects effect provides evidence that the instruction provided to the students (whether using the iPad first or using traditional methods first) was effective.

The lack of statistically significant interaction does not allow us to suggest whether using the iPad first or traditional methods first is advisable.

### Binary numbers

We conduct the following analysis of variance hypothesis test at significance level $\alpha = 0.05$. We used the ANOVA calculator (two-factor ANOVA with repeated measure on one factor) available at www.vassarstats.net.

**Null and alternative hypotheses:**

1. $H_0$: $\mu_{ipad} = \mu_{trad}$  
   $H_A$: $\mu_{ipad} \neq \mu_{trad}$

2. $H_0$: $\mu_{q1} = \mu_{q2} = \mu_{q3}$  
   $H_A$: $\mu_{q1} \neq \mu_{q2} \neq \mu_{q3}$

3. $H_0$: an interaction is present  
   $H_A$: an interaction is absent
Test statistic:
We compute $F_{BS}$, $F_{WS}$, and $F_{BS \times WS}$ in a $2 \times 3$ mixed-design analysis of variance model where the between-subjects variable is what instructional method was used first (either iPad-first or traditional-first) and the within-subjects variable is the quiz scores (quiz 1, quiz 2, or quiz 3).

Decision rules:

1. If $F_{BS}$ is greater than 4.05, we reject the null hypothesis.
2. If $F_{WS}$ is greater than 4.05, we reject the null hypothesis.
3. If $F_{BS \times WS}$ is greater than 4.05, we reject the null hypothesis.

Note: the chosen significance level implies these critical values.

Computing the test statistic:
We present the results of the ANOVA in summary Table 3.8, where SS is the sum of squares, df is the degrees of freedom, MS is the mean square, and F is the test statistic.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td>30.87</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{BS}$</td>
<td>0.29</td>
<td>1</td>
<td>0.29</td>
<td>0.59</td>
</tr>
<tr>
<td>Error</td>
<td>30.58</td>
<td>62</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Within Subjects</td>
<td>13.33</td>
<td>128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{WS}$</td>
<td>2.84</td>
<td>2</td>
<td>1.42</td>
<td>17.75</td>
</tr>
<tr>
<td>Factor$_{BS \times WS}$</td>
<td>0.18</td>
<td>2</td>
<td>0.09</td>
<td>1.13</td>
</tr>
<tr>
<td>Error</td>
<td>10.31</td>
<td>124</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>44.2</td>
<td>191</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.8: Binary Numbers ANOVA Summary Table

Applying the decision rules:

1. $F_{BS} = 0.59 < 4.05$, therefore we fail to reject the null hypothesis.
2. $F_{WS} = 17.75 > 4.05$, therefore we reject the null hypothesis.
3. $F_{BS \times WS} = 1.13 < 4.05$, therefore we fail to reject the null hypothesis.
The lack of statistically significant between-subjects effect does not allow us to claim whether there was a difference in capability with the binary numbers concept between the group that used the iPad first and the group that experienced traditional methods first.

The statistically significant within-subjects effect provides evidence that the instruction provided to the students (whether using the iPad first or using traditional methods first) was effective.

The lack of statistically significant interaction does not allow us to suggest whether using the iPad first or traditional methods first is advisable.

**CPU**

We conduct the following analysis of variance hypothesis test at significance level $\alpha = 0.05$. We used the ANOVA calculator (two-factor ANOVA with repeated measure on one factor) available at www.vassarstats.net.

**Null and alternative hypotheses:**

1. $H_0$: $\mu_{ipad} = \mu_{trad}$
   $H_A$: $\mu_{ipad} \neq \mu_{trad}$

2. $H_0$: $\mu_{q1} = \mu_{q2} = \mu_{q3}$
   $H_A$: $\mu_{q1} \neq \mu_{q2} \neq \mu_{q3}$

3. $H_0$: an interaction is present
   $H_A$: an interaction is absent

**Test statistic:**

We compute $F_{BS}$, $F_{WS}$, and $F_{BS \times WS}$ in a $2 \times 3$ mixed-design analysis of variance model where the between-subjects variable is what instructional method was used first (either iPad-first or traditional-first) and the within-subjects variable is the quiz scores (quiz 1, quiz 2, or quiz 3).

**Decision rules:**

1. If $F_{BS}$ is greater than 4.05, we reject the null hypothesis.
2. If $F_{WS}$ is greater than 4.05, we reject the null hypothesis.
3. If $F_{BS \times WS}$ is greater than 4.05, we reject the null hypothesis.

Note: the chosen significance level implies these critical values.

**Computing the test statistic:**

We present the results of the ANOVA in summary Table 3.9, where SS is the sum of squares, df is the degrees of freedom, MS is the mean square, and F is the test statistic.
Applying the decision rules:

1. $F_{BS} = 3.35 < 4.05$, therefore we fail to reject the null hypothesis.

2. $F_{WS} = 64.27 > 4.05$, therefore we reject the null hypothesis.

3. $F_{BS \times WS} = 3.27 < 4.05$, therefore we fail to reject the null hypothesis.

The lack of statistically significant between-subjects effect does not allow us to claim whether there was a difference in capability with the CPU concept between the group that used the iPad first and the group that experienced traditional methods first.

The statistically significant within-subjects effect provides evidence that the instruction provided to the students (whether using the iPad first or using traditional methods first) was effective.

The lack of statistically significant interaction does not allow us to suggest whether using the iPad first or traditional methods first is advisable.

**Polynomial**

We conduct the following analysis of variance hypothesis test at significance level $\alpha = 0.05$. We used the ANOVA calculator (two-factor ANOVA with repeated measure on one factor) available at www.vassarstats.net.

**Null and alternative hypotheses:**

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td>14.31</td>
<td>59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{BS}$</td>
<td>0.77</td>
<td>1</td>
<td>0.77</td>
<td>3.35</td>
</tr>
<tr>
<td>Error</td>
<td>13.54</td>
<td>58</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Within Subjects</td>
<td>28</td>
<td>129</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{WS}$</td>
<td>14.14</td>
<td>2</td>
<td>7.07</td>
<td>64.27</td>
</tr>
<tr>
<td>Factor$_{BS \times WS}$</td>
<td>0.72</td>
<td>2</td>
<td>0.36</td>
<td>3.27</td>
</tr>
<tr>
<td>Error</td>
<td>13.14</td>
<td>116</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>42.31</td>
<td>179</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.9: CPU ANOVA Summary Table
1. $H_0$: $\mu_{\text{ipad}} = \mu_{\text{trad}}$
   $H_A$: $\mu_{\text{ipad}} \neq \mu_{\text{trad}}$

2. $H_0$: $\mu_{q1} = \mu_{q2} = \mu_{q3}$
   $H_A$: $\mu_{q1} \neq \mu_{q2} \neq \mu_{q3}$

3. $H_0$: an interaction is present
   $H_A$: an interaction is absent

**Test statistic:**
We compute $F_{BS}$, $F_{WS}$, and $F_{BS \times WS}$ in a $2 \times 3$ mixed-design analysis of variance model where the between-subjects variable is what instructional method was used first (either iPad-first or traditional-first) and the within-subjects variable is the quiz scores (quiz 1, quiz 2, or quiz 3).

**Decision rules:**
1. If $F_{BS}$ is greater than 4.05, we reject the null hypothesis.
2. If $F_{WS}$ is greater than 4.05, we reject the null hypothesis.
3. If $F_{BS \times WS}$ is greater than 4.05, we reject the null hypothesis.

Note: the chosen significance level implies these critical values.

**Computing the test statistic:**
We present the results of the ANOVA in summary Table 3.10, where SS is the sum of squares, df is the degrees of freedom, MS is the mean square, and F is the test statistic.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td>13.66</td>
<td>58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{BS}$</td>
<td>0.27</td>
<td>1</td>
<td>0.27</td>
<td>1.17</td>
</tr>
<tr>
<td>Error</td>
<td>13.39</td>
<td>57</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Within Subjects</td>
<td>25.33</td>
<td>118</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{WS}$</td>
<td>11.67</td>
<td>2</td>
<td>5.84</td>
<td>48.67</td>
</tr>
<tr>
<td>Factor$_{BS \times WS}$</td>
<td>0.27</td>
<td>2</td>
<td>0.13</td>
<td>1.08</td>
</tr>
<tr>
<td>Error</td>
<td>13.39</td>
<td>114</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>38.99</td>
<td>176</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.10: Polynomial ANOVA Summary Table
Applying the decision rules:

1. $F_{BS} = 1.17 < 4.05$, therefore we fail to reject the null hypothesis.
2. $F_{WS} = 48.67 > 4.05$, therefore we **reject the null hypothesis**.
3. $F_{BS \times WS} = 1.08 < 4.05$, therefore we fail to reject the null hypothesis.

The lack of statistically significant between-subjects effect does not allow us to claim whether there was a difference in capability with the polynomial concept between the group that used the iPad first and the group that experienced traditional methods first.

The statistically significant within-subjects effect provides evidence that the instruction provided to the students (whether using the iPad first or using traditional methods first) was effective.

The lack of statistically significant interaction does not allow us to suggest whether using the iPad first or traditional methods first is advisable.

Quicksort

We conduct the following analysis of variance hypothesis test at significance level $\alpha = 0.05$. We used the ANOVA calculator (two-factor ANOVA with repeated measure on one factor) available at www.vassarstats.net.

Null and alternative hypotheses:

1. $H_0$: $\mu_{ipad} = \mu_{trad}$
   $H_A$: $\mu_{ipad} \neq \mu_{trad}$
2. $H_0$: $\mu_{q1} = \mu_{q2} = \mu_{q3}$
   $H_A$: $\mu_{q1} \neq \mu_{q2} \neq \mu_{q3}$
3. $H_0$: an interaction is present
   $H_A$: an interaction is absent

Test statistic:

We compute $F_{BS}$, $F_{WS}$, and $F_{BS \times WS}$ in a $2 \times 3$ mixed-design analysis of variance model where the between-subjects variable is what instructional method was used first (either iPad-first or traditional-first) and the within-subjects variable is the quiz scores (quiz 1, quiz 2, or quiz 3).

Decision rules:

1. If $F_{BS}$ is greater than 4.05, we reject the null hypothesis.
2. If $F_{WS}$ is greater than 4.05, we reject the null hypothesis.

3. If $F_{BS \times WS}$ is greater than 4.05, we reject the null hypothesis.

Note: the chosen significance level implies these critical values.

**Computing the test statistic:**

We present the results of the ANOVA in summary Table 3.11, where SS is the sum of squares, df is the degrees of freedom, MS is the mean square, and F is the test statistic.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between Subjects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{BS}$</td>
<td>2.08</td>
<td>1</td>
<td>2.08</td>
<td>9.04</td>
</tr>
<tr>
<td>Error</td>
<td>10.91</td>
<td>47</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td><strong>Within Subjects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor$_{WS}$</td>
<td>8.34</td>
<td>2</td>
<td>4.17</td>
<td>37.91</td>
</tr>
<tr>
<td>Factor$_{BS \times WS}$</td>
<td>1.22</td>
<td>2</td>
<td>0.61</td>
<td>5.55</td>
</tr>
<tr>
<td>Error</td>
<td>10.44</td>
<td>94</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>32.99</td>
<td>146</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.11: Quicksort ANOVA Summary Table

**Applying the decision rules:**

1. $F_{BS} = 9.04 > 4.05$, therefore we **reject the null hypothesis**.

2. $F_{WS} = 37.91 > 4.05$, therefore we **reject the null hypothesis**.

3. $F_{BS \times WS} = 5.55 > 4.05$, therefore we **reject the null hypothesis**.

The statistically significant between-subjects effect provides evidence that there was a difference in capability with the quicksort concept between the group that used the iPad first and the group that experienced traditional methods first.

The statistically significant within-subjects effect provides evidence that the instruction provided to the students (whether using the iPad first or using traditional methods first) was effective.

The statistically significant interaction provides evidence that using the traditional instruction method first would lead to higher quiz scores.
Dijkstra

We conduct the following analysis of variance hypothesis test at significance level $\alpha = 0.05$. We used the ANOVA calculator (two-factor ANOVA with repeated measure on one factor) available at www.vassarstats.net.

**Null and alternative hypotheses:**

1. $H_0$: $\mu_{ipad} = \mu_{trad}$
   $H_A$: $\mu_{ipad} \neq \mu_{trad}$

2. $H_0$: $\mu_{q1} = \mu_{q2} = \mu_{q3}$
   $H_A$: $\mu_{q1} \neq \mu_{q2} \neq \mu_{q3}$

3. $H_0$: an interaction is present
   $H_A$: an interaction is absent

**Test statistic:**

We compute $F_{BS}$, $F_{WS}$, and $F_{BS\times WS}$ in a $2 \times 3$ mixed-design analysis of variance model where the between-subjects variable is what instructional method was used first (either iPad-first or traditional-first) and the within-subjects variable is the quiz scores (quiz 1, quiz 2, or quiz 3).

**Decision rules:**

1. If $F_{BS}$ is greater than 4.05, we reject the null hypothesis.

2. If $F_{WS}$ is greater than 4.05, we reject the null hypothesis.

3. If $F_{BS\times WS}$ is greater than 4.05, we reject the null hypothesis.

Note: the chosen significance level implies these critical values.

**Computing the test statistic:**

We present the results of the ANOVA in summary Table 3.12, where SS is the sum of squares, df is the degrees of freedom, MS is the mean square, and F is the test statistic.

Applying the decision rules:

1. $F_{BS} = 0.3 < 4.05$, therefore we fail to reject the null hypothesis.

2. $F_{WS} = 62.36 > 4.05$, therefore we reject the null hypothesis.
Table 3.12: Dijkstra ANOVA Summary Table

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td>12.75</td>
<td>48</td>
<td>0.08</td>
<td>0.3</td>
</tr>
<tr>
<td>Factor&lt;sub&gt;BS&lt;/sub&gt;</td>
<td>0.08</td>
<td>1</td>
<td>0.08</td>
<td>0.3</td>
</tr>
<tr>
<td>Error</td>
<td>12.67</td>
<td>47</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>Within Subjects</td>
<td>24</td>
<td>98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor&lt;sub&gt;WS&lt;/sub&gt;</td>
<td>13.73</td>
<td>2</td>
<td>6.86</td>
<td>62.36</td>
</tr>
<tr>
<td>Factor&lt;sub&gt;BSxWS&lt;/sub&gt;</td>
<td>0.19</td>
<td>2</td>
<td>0.09</td>
<td>0.82</td>
</tr>
<tr>
<td>Error</td>
<td>10.08</td>
<td>94</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>36.75</td>
<td>146</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. $F_{BS \times WS} = 0.82 < 4.05$, therefore we fail to reject the null hypothesis.

The lack of statistically significant between-subjects effect does not allow us to claim whether there was a difference in capability with the Dijkstra concept between the group that used the iPad first and the group that experienced traditional methods first.

The statistically significant within-subjects effect provides evidence that the instruction provided to the students (whether using the iPad first or using traditional methods first) was effective.

The lack of statistically significant interaction does not allow us to suggest whether using the iPad first or traditional methods first is advisable.
Chapter 4

Literacy App Study

The following work was published in the journal of Entertainment Computing:


The work has been printed in this thesis under license (Elsevier Article Sharing Policy).

4.1 Abstract

In this paper, we overview the design of tablet apps we designed and built to teach literacy to adults, and present the results and conclusions derived from experiments performed with target users. Low adult literacy is a significant problem with a high economic cost both for the individuals and for society. Programs created to address low adult literacy face access and engagement barriers that tablet software may be able to help overcome. We designed three tablet apps, using two contrasting approaches of incorporating game-design elements to engage the users. We tested the apps with participants from the Brant Skills Centre, a non-profit organization that offers adult literacy programs in Brantford, Ontario. Though participants were divided on whether they preferred the apps to more traditional instruction, most participants preferred using the apps in addition to more traditional instruction. Based on this we conclude that gamification and serious game design approaches were effective at increasing learner engagement, and we propose a direction for future research.
4.2 Introduction

The high prevalence of low literacy skills in adults has serious negative consequences for society and the individuals affected. Literacy is frequently measured on a scale of 1 to 5, with level 3 being equivalent to high school completion and considered by experts as the minimum required for coping with the increasing demands of the information economy\cite{DMT05}. The International Adult Literacy and Skill Survey found that 48% of the Canadian population over 16, representing 12 million people, have literacy skills below this level\cite{BTNP05}.

The employment, economic and health impacts of low literacy skills have been extensively documented by international and national organizations \cite{Hig08, Lit01}. We highlight a few statistics here to illustrate the scope of the problem. People with low literacy skills are more likely to have lower rates of employment and to work in low-skill jobs; roughly 57% of Canadians age 16-65 at a level 1 literacy level were employed compared to about 70% at level 2 and more than 80% of those at levels 4-5\cite{BTNP05}. In the USA, a 2005 report by the National Assessment of Adult Literacy found that 93 million people lack the literacy skills required to complete the education or job training required by current and future jobs\cite{KGB05}. With employment growth polarizing into high-skill, high-wage jobs and low-skill, low-wage jobs due to automation of routine tasks by computer software and off-shoring of middle-skill jobs\cite{A10}, the employment prospects of low-literacy workers will likely only become worse in the future. In the USA, an estimated $106 to $238 billion dollars in annual health-care costs can be attributed to poor health knowledge and behaviour resulting from low literacy\cite{VTRB07, YJM09}.

The total potential enrollment and drop-out rates of programs designed to address low literacy are disappointing. Less than half of those who reach out to a literacy organization register for a program, and of those 30% will drop out\cite{Lon01}. Under 10% of Canadians who could benefit from a literacy program enroll\cite{Lit01}, with job, money problems, lack of childcare and transportation cited as reasons.

Tablet computers have recently exploded in popularity, reaching 116 million in sales worldwide in 2012 and are projected to grow to 468 million by 2017\cite{Gar13}. These devices provide an opportunity for novel and disruptive approaches to the problem of low adult literacy. Tablet software may be more cost effective than human instruction, alleviating the resource issue. A tablet can provide an interactive learning experience that doesn’t require the learner to leave home, alleviating the lack of childcare and transportation issues. Tablet software may also provide a more fun and engaging method...
of learning that could increase adult participation in literacy education and / or lower literacy-program drop-out rates. Tablet devices offer a direct-control user interface (touchscreen) that could be easier to use, particularly for low-literacy users, than traditional PC or laptop home computers with keyboards and indirect pointing devices (mice, touchpads). Finally, Megalingam et al. have proposed a tablet device called EduPad to reduce rural adult illiteracy in India[MRSD12], motivated by the idea that the device could make up for a lack of qualified personnel or adequate infrastructure.

In this paper we explore using iPad software to teach literacy skills to low-literacy adults, motivated by the above situation and possible opportunity. For this we sought out existing literature on educational iPad software design and user experience, and on using gamification as a design approach due to its claim of influencing user behavior and increasing engagement.

Kayne Toukonen looked at how the features of a tablet device could facilitate learning in the form of what he termed *dynamic electronic textbooks*[Tou11]. Toukonen pays particular attention to Brian Cambourne’s eight Conditions of Learning[REZ03] that Cambourne felt necessary for the acquisition of language, connecting each of these eight conditions to the possible software features enabled by tablets. For example, it is suggested that the learning condition *engagement* can be facilitated by using virtual worlds in tablet applications.

There have been some studies analyzing the effectiveness of tablets for education. For example, Houghton Mifflin Harcourt conducted a year-long pilot study in a middle school in Riverside, California in which an iPad application was used to increase student performance by 20% in algebra compared to peers who used textbooks[Che12]. In work by Sarah Henderson and Jeff Yeow, a New Zealand primary school used iPads in classrooms with students aged 5-12, and they reported that the low learning curve, high portability, and instant boot-up time of the iPads were recognized as positive aspects of using the tablets as learning tools[HY12]. Henderson and Yeow’s findings and that of others[CG11] focus less on the effectiveness of the design of any particular application but more so on the aggregate results from using iPads as a learning tool; for example, the organizational challenges that using the tablets present.

The authors have previously created iPad apps for secondary and introductory post-secondary computer science education with promising results. A common design approach in these apps was having the user *learn-by-doing*; the user would manipulate representations or simulations of a problem domain. We believe this design approach is best described as experiential learning. Though experiential learning has several definitions, properties and models[Gen90], for the purposes of our software we focus on the fundamental feature of learning.
through the application of concepts in an interactive setting.

Gamification is another design approach which has produced promising increases in engagement in several different contexts. Gamification can be defined as the “usage of game design elements to motivate user behaviour in non-game contexts”[Det11]. A well-known example would be the location-based social network Foursquare that rewards users for checking in to their current location with points and allows the user to become the “mayor” of that location. Other examples include startup company ZamZee[Zam12] that was able to use a gamification-based app to increase physical activity in children by 60%, and the Greater Washington Give Day who were able to use gamification to drive 2 million dollars in fundraising in one day[Bar12].

While it’s clear gamification has produced some promising results, the design approach does come with significant risk. One of the world’s leading IT research and analysis companies, Gartner has warned that 80% of all gamification apps will fail to meet their objectives due to poor design[Gar12]. There has also been little academic research into the definition of gamification itself, and whether it constitutes a truly new and distinct phenomenon. One one can also distinguish between gamification and “serious games”, that is a full-fledged game for non-entertainment purposes, but this boundary is subjective.

There have been a few studies looking at educational-tablet game software. Wattanatchariya et al. developed a game called “Drop Donuts” for teaching wind and gravity concepts and report on survey results from 12 university student participants[WCD11]. Feng Yan developed an iPad application “A Sunny Day” to educate children with autism, which features mini-game and puzzle-game elements, and tested it with autistic children and their parents[Yan11]. Yan’s work is especially valuable because of attention to application-design elements, to testing of the interface with target users, and reporting on what did and didn’t work and why. For example, their analysis suggests that the software should have had clearer objectives and provided rewards more quickly after completing tasks. The paper concludes that the app offers a cost-effective therapeutic approach relative to existing methods. We were not able to find similar work examining gamification approaches to adult-literacy tablet software and consider this a significant gap in the literature that demands exploration.

In this paper, we present the design and user experience experiment results for three iPad applications developed to teach literacy concepts to low-literacy adults. The apps incorporate game-design mechanics in different ways, and we hypothesize using these apps will improve the educational experience through increased motivation, engagement, and learning. The study was done
in conjunction with the Brant Skills Centre, a non-profit organization that provides programs for literacy and other essential skills for adults in Brantford, Ontario. In Section 4.3, we present the design of the applications and how they incorporate game mechanics. In Section 4.4, we discuss the design of the experiment that took place. In Section 4.5, we provide the results of this study, and in Section 4.6 we conclude that learner engagement was improved and propose a direction for future research.

4.3 Application Design

Three apps were designed to teach literacy concepts to experiment participants from the Brant Skills Centre. Because the clients of the Brant Skills Centre were at varying levels of low literacy, we chose to focus on three areas that tended to be problems across these levels: homophones, punctuation (period, question mark and quotation placement), and comma placement. All of the apps incorporate some form of experiential learning by having the user do what the app is trying to teach them. The homophone app and punctuation app were developed with two contrasting approaches to gamification of educational software. The comma placement app was actually developed in response to experiments conducted with the homophone app, as explained in Section 4.5.

In a paper focusing on the definition of gamification, Deterding et al distinguish between gamification from serious games as follows, “what distinguishes gamification from regular entertainment games and serious games is that they are built with the intention of a system that includes elements from games, not a full game proper”[DDKN11]. The homophone app is intended as an educational app that includes elements of gamification to motivate user behavior, whereas the punctuation app is intended as a serious game where literacy-skill improvement is the primary goal rather than entertainment. The design of the homophone app was most influenced by Cambourne’s conditions of learning, and the design of the punctuation app was most influenced by the concept of flow[Csi97].

4.3.1 Homophone App

The homophone app was built to teach the differences between the following homophones:

- It’s / Its
- We’ll / Will
Overview

The homophone app begins with a title screen, shown in Figure 4.1, which presents the user with six homophone suboptions, allowing the user to choose what they would like to learn. Each option has a grayed-out check mark next to it if the user has not successfully completed the practice option provided in the submenu.

![Tricky Words](image)

Figure 4.1: Title screen

As shown in Figure 4.2, each homophone submenu has the same three options: lesson, examples, and practice. The homophone submenu also contains a practice score, with five smaller check marks on the left-hand side and a large check mark on the right-hand side all initially grayed out. The users can
earn up to five green check marks on the left-hand side by doing the practice activity, and are awarded a gold check mark on the right-hand side (and in the title screen) when they have earned all five green check marks.

The lesson option brings the user to a new screen which gives a brief overview of the differences between the homophones containing a mixture of text and accompanying audio, illustrated with an example usage of each word.

The examples option shown in Figure 4.3 brings the user to a screen where they can tap a button for each homophone and are delivered an example usage of that homophone with text and audio. The user is delivered a new example each time they tap a button in the examples screen.

As shown in Figure 4.4, the practice option begins with a short non-interactive demonstration where a drawing of a hand drags a homophone into the blank space in a sentence and is awarded a green check mark for doing so. The practice option only does this the first time it is loaded so the user knows what is expected of them.

The user is given a series of five sentences with blank spaces for a homophone. Each sentence is presented both as text and audio. When the user drags the correct homophone into the blank space of the sentence, a chime
with an approving sound is played and a green check mark moves horizontally across the screen as shown in Figure 4.5.

When the user drags an incorrect homophone into the blank space of the sentence, a chime with a disapproving sound is played and a yellow circle with a diagonal line through it (i.e. a no symbol) moves horizontally across the screen as shown in Figure 4.6. The yellow no symbol was chosen because the usual red symbol would be too discouraging for participants. Though the meaning of sound effects are subjective and difficult to describe in writing, the disapproving sound for an incorrect answer was similarly sensitive in that it was more akin to a “missed shot” sound than the sort of “buzzing error” sound that you might hear on a TV game show.

The highest score out of five that the user has achieved is presented on the associated homophone submenu. The user can try the practice option as many times as they want. A back-arrow button in the bottom left allows users to move back to the previous menu at all times, and a speaker button at the
bottom right allows the user to turn on or turn off the audio.

Design Approach

The overall design of the app is motivated by Cambourne’s conditions of learning and Kayne’s interpretations for how tablet software can fulfill these conditions[11]. The conditions are summarized as follows:

1. **Immersion** - learners need to be immersed and constantly saturated in that which is to be learned.

2. **Demonstration** - learners need to receive many stimulating demonstrations of desired outcomes.

3. **Engagement** - learners must be engaged in the learning process while being immersed in the learning environment and viewing demonstrations.
4. **Expectations** - learners are influenced by expectations, which are powerful shapers of behavior.

5. **Responsibility** - learners need to make their own decisions about when, how, and what “bits” to learn.

6. **Employment** - learners need time and opportunity to use and practice new learning in realistic ways.

7. **Approximation** - learners must be free to approximate desired study, as mistakes are essential for learning to occur.

8. **Response** - learners must receive relevant, appropriate, timely, non-threatening feedback.

The app is designed to give users *responsibility* by allowing users to decide which homophones to learn (title screen) and how to learn them (through...
There playing video games.

They're

Their

Figure 4.6: Wrong answer

a lesson, examples and / or practice). No portion of the app has a time limit so users are free to learn when they want to learn as well. *Immersion* is facilitated by the audio that accompanies the text throughout the app. The examples feature of the app aims to fulfill the *demonstration* learning condition. *Expectations* are set out for the user by showing the grayed-out check marks when the app first launches and allowing them to earn green and gold check marks through successful practice. *Employment* of the concepts is provided by the practice feature of the app which allows users to practice their understanding in a realistic setting. The users are free to *approximate* their understanding as there is no penalty for making mistakes during the Practice portion of the app; users can redo the Practice portion as much as they like and are only rewarded with check marks for correct answers and do not lose anything for incorrect answers. These check marks and yellow no symbols that the user receives during practice facilitate the *response* learning condition.
Finally the engagement condition is facilitated by the gamification elements of the app:

- **Badges** - green and gold check marks as rewards for successful practice.
- **Levels** - each homophone submenu provides a discrete objective for the user.
- **Short, medium, and long term goals** - earning an individual green check mark is a short-term goal, earning a gold check mark for a homophone submenu is a medium-term goal, and earning all of the gold check marks is a long-term goal.

Distinguishing between short term goals with a green check mark and medium term goals with a gold check mark creates a visual layering of goals that take increasing amounts of time to complete but that come with increasing rewards is a key feature of many games[DM12].

### 4.3.2 Punctuation App

The punctuation app was built to teach when to use a period at the end of a sentence, when to use a question mark, and where quotation marks should be used (around phrases to show what words are being said, as well as around titles of stories, songs, books and movies).

#### Overview

The punctuation app does not begin with any sort of menu, but begins immediately with an introductory demonstration where a period is dragged by a drawing of a hand to the end of a sentence. From this screen shown in Figure 4.7, the user is then left to drag the remaining period to the end of the next sentence. A horizontal bar at the top of the screen next to a drawing of a clock tells the user how long they have to drag the period to the end of the sentence; the bar will turn yellow when only 25% of the time allotted is remaining.

If the user completes this step, then as seen in Figure 4.8, they will begin a virtual “tour of Italy” that simultaneously attempts to teach the user the correct usage of periods, question marks, and quotation marks. Each screen presents the user with a series of sentences which require the appropriate punctuation marks to be dragged into the correct places before the timer runs out in order to move on to the next screen. The user receives an explanation about how to use each punctuation mark correctly in the first screen that
the punctuation mark is used. If the user drags a punctuation mark into the
 correct position, an approving sound is played. If the user drags a punctuation
 mark into an incorrect position, it moves back to its original position below
 the text. If the user does not complete the task in time, the correct answer is
 presented to the user as an audio explanation as to why this answer is correct.
 The user then repeats the same screen until they drag the correct punctuation
 marks into the correct positions.

The screens of the punctuation app get increasingly difficult over time,
as at first the user is given only one or two punctuation marks to drag into
the correct position before being given three and then finally four as shown in
Figure 4.9.

There are ten screens in the punctuation app. All of the text in each
screen is also presented to the user as audio. When the user completes the
final screen, they are given a congratulatory goodbye by the character who
has guided them through the tour in the lower right-hand side of the screen.
The images of Italy that appear throughout the app were intended to provide an aesthetically pleasing reward for reaching each screen, with a grayed-out image of the next screen to provide some motivation to see what’s next.

**Design Approach**

In contrast to the “learning system with game design elements” approach of the homophone app where the user self-consciously directs what, how, and when they learn, the punctuation app was designed to have the users experience flow and a loss of reflective self-consciousness as they become absorbed in playing the game. Nakamura and Csikszentmihalyi[NC09] describe flow as a subjective experience that seamlessly unfolds from moment to moment with the following features:

- intense and focused concentration on the present moment;
- merging of action and awareness;
• loss of reflective self-consciousness;

• a feeling of control over the activity;

• distortion of temporal experience (i.e. that time has passed faster than normal);

• experience of the activity as intrinsically rewarding.

They also define the conditions for entering a state of flow to include the perception of challenges that stretch but do not exceed existing skills, as well as clear goals and immediate feedback about progress being made. As adapted from Csíkszentmihályi[Csi97], the earlier model of flow emphasized a balance between perceived opportunities and skills as shown in Figure 4.10. The current model of flow shown in Figure 4.11 has apathy experienced when the perceived challenges and skills are below the user’s average levels, and flow
experienced when the challenges and skills are above the user’s average levels (i.e. the stretching of existing skills).

![Diagram of Flow Model](chart.png)

Figure 4.10: Earlier model of flow

The punctuation app was designed to induce a sense of flow through the clear goals and immediate feedback of moving the punctuation marks to the correct positions in the text. The timer at the top of the screen was meant to help focus the user’s attention on the present moment as it would discourage them from losing focus on the task at hand. A tour of Italy was chosen as the narrative for the app because vacations and tours are intrinsically motivating activities.

Facilitating the perception that challenges stretch but do not exceed skills was done in two ways. First, any time a new concept was introduced, it is explained to the user (how the UI functions, the correct usage of periods, question marks, and quotation marks). This was done to ensure that the challenges being posed do not exceed the user’s perceived skills. Second, the app gets progressively more difficult from one screen to the next by introducing
more difficult problems (more text, more punctuation marks to place on the text). This was done to progressively stretch and ideally expand the user’s skills, like climbing a set of stairs to a better understanding of the concepts. While more advanced users could become apathetic when faced with the initial easy screens which do not stretch their skills, we try to mitigate this by allowing advanced users to quickly reach the more difficult screens.

Other game features besides flow incorporated into the design of the app include the narrative of the tour of Italy which involves connected events with a beginning and an end for the user to progress through. And just like stops on a tour bus, each stop has a maximum duration made visually apparent by time bar.
4.3.3 Comma App

The comma app resembles the practice feature of the punctuation app, but with a few differences. The app begins with a demonstration where an image of a hand drags a comma to the correct position in a sentence. The user is then given a cycle of five sentences where they must drag the comma to the correct position. If the user drags the comma to the correct position they receive an approving sound and a green check mark as shown in Figure 4.12.

If the user drags the comma to an incorrect position, then, as shown in Figure 4.13, the correct answer is explained using audio. From here the user moves on to the next of the five sentences which has not been completed correctly.

The five sentences remain in the cycle until all of them have been completed correctly. A series of five grayed-out check marks in the bottom left-hand corner of the screen turn into green check marks as the user correctly completes each sentence. When the user completes all five sentences correctly, they are awarded a gold check mark and the app is complete.
Design Approach

Experiments conducted with the homophone app inspired the creation and subsequent test of the comma app, which is essentially a modified version of the practice feature of the homophone app, and we explain the reception of the app in Section 4.5.

4.4 Experiment Design

Clients of the Brant Skills Centre were invited to participate in a study about teaching literacy with iPad applications. Staff spoke to them directly in conversations or during class. Clients who chose to participate were given consent forms to sign to confirm their participation and make them aware of the study details. We made sure that the consent forms for this study were written in plain language, and that if the client was unable to read the consent form.
unassisted or had any questions, that the details were also be explained to them verbally to ensure that we had their consent.

The sessions took place in a classroom at the Brant Skills Centre and were conducted by Kevin Browne and Elizabeth Gosse. Participants received a $10 Tim Hortons gift card for each experiment session that they participated in to compensate them for their time and motivate their participation in the study. The study was approved by the McMaster Research Ethics Board.

4.4.1 Experiment Session Protocol

The following protocol was followed with each experiment participant. The protocol refers to the pre-experiment questionnaire in Section 4.4.4, the user experience survey in Section 3.4.3, and the post-experiment questionnaire in Section 4.4.6.

Four one-hour experiment sessions were conducted, two sessions in one week and two sessions in the following week. Participants could only attend one session per week, and some participants did not attend a session in both weeks. In the first week’s session, the homophone app was tested, and in the second week’s session, the punctuation app was tested followed by the comma app. The following procedure was used during each session for the homophone-app and punctuation-app experiments:

1. The participants were told the goal of the experiment.
2. The rest of the experiment procedure was outlined for the participants.
3. The participants completed a paper copy of the pre-experiment questionnaire.
4. The participants completed the first quiz sheet.
5. The participants were instructed using either traditional methods or the iPad app.
6. The participants completed the second quiz sheet, and the user experience survey if the iPad app had just been used.
7. The participants were instructed using either traditional methods or the iPad app.
8. The participants completed the third quiz sheet, and the user experience survey if the iPad app had just been used.
9. The participants completed the post-experiment questionnaire.

Each week, both presentation orders were used in one session (iPad app followed by traditional instruction versus traditional instruction followed by iPad app). The time spent on each method was roughly equivalent, about 15 or so minutes, or until the participants felt like going ahead and doing the next practice quiz.

Traditional instruction consisted of Brant Skills Centre instructor author3 teaching the concepts using a lecture and whiteboard, as well as pen-and-paper practice questions (different from the quiz sheets used in the above procedure). Author3’s lecture method was highly interactive and tailored to the unique learning styles of the participants, as discussed in Section 4.5.

During the second week’s session, after following the above procedure, we also did a brief experiment of the comma app. As is discussed further in Section 4.5, the comma app was developed quickly in response to the results of the first week’s experiment that indicated a combination of traditional instruction and the iPad software may be most helpful. In the first session of the second week, the participants were given a brief lecture on comma placement, then practiced their understanding with pen and paper practice sheets, followed by another brief lecture on comma placement, followed by practice with the comma app. In the second session of the second week, the order of the lecture and accompanying practice method was reversed. In both instances, the participants completed the comma-experiment questionnaire found in Section 4.4.7.

The first week’s sessions had a combined 14 participants (8 in the first session and 6 in the second), and the second week’s sessions had a combined 13 participants (7 in the first session and 6 in the second).

### 4.4.2 Quantitative Observations

Quantitative observations were recorded using the quiz sheets to test the participants throughout the homophone-app and punctuation-app experiments. The quiz sheets consisted of one page of relevant questions. In the case of the homophone experiment, the participants were asked to fill in the blank word of a sentence with the correct word. In the case of the punctuation experiment, the participants were asked to fill in the missing punctuation of a sentence. The same quiz was given three times in an attempt to assess if learning was taking place, and how much, over the course of the experiments. The homophone quiz had a maximum score of 19, and the punctuation quiz had a maximum score of 10.
4.4.3 Qualitative Observations

After the session was over, a casual verbal discussion with the participants as a group and participants individually was used for further insights into the effectiveness of the software. Observations from these discussions were recorded in writing. Verbal expressions, reactions, and comments made by the participants during the study were also be recorded in writing as study data. Qualitative observations as to how users perceived each app were also recorded with the user experience survey in Section 4.4.5.

4.4.4 Pre-Experiment Questionnaire

The following information was gathered with the pre-experiment questionnaire:

- Gender (Male/Female)
- Age
- Handedness (Right/Left)

The participants were also asked to rate their reading ability from 1 to 5, if 1 is “not well at all” and 5 is “I can read perfectly well”, and asked to rate their ability to use the iPad from 1 to 5, if 1 is “not well at all” and 5 is “I can use the iPad perfectly well”.

4.4.5 User Experience Survey

The participants were asked to rate how much they agree (Likert scale) with the following statements:

- **S1** The app was easy to use.
- **S2** It was easy to learn how to use this app.
- **S3** I enjoyed using this app.
- **S4** The iPad was comfortable to hold while using the app.
- **S5** The app helped me to learn _____.
- **S6** I found the app to be useful.
- **S7** I would tell other people to use this app.
• **S8** The touchscreen finger gestures required to use the app felt natural.

• **S9** I liked the app’s graphics.

• **S10** I liked the app’s voices / sound.

The participants could choose from: strongly disagree, disagree, neutral, agree, and strongly agree. For analysis purposes, these descriptions were assigned numeric values 1-5 from strongly disagree to strongly agree. An overall user experience score from 1-5 can also be computed by averaging the assigned numeric values. In the case of statement S5, the blank space was replaced with the concept being taught in the session. This and other wordings of the user experience survey statements were done under the advisement of Brant Skills Centre staff.

### 4.4.6 Post-Experiment Questionnaire

The following questions were asked on the post-experiment questionnaire.

1. Did you prefer learning using the iPad app or learning from the instructor’s lesson? (check one)

2. In the future should _____ be taught only using the iPad app, only using the instructor’s lesson, or both? (check one)

   The blank space was again replaced with the concept being taught in the session.

### 4.4.7 Comma-Experiment Questionnaire

The following questions were asked on the comma-experiment questionnaire.

1. I liked using the app to do practice exercises during the lesson.

2. In the future, I would prefer doing practice exercises during lessons using the iPad app, only using the instructor’s lesson, or either? (check one)

   The first question allowed participants to choose from: strongly disagree, disagree, neutral, agree, and strongly agree. Again for analysis purposes, these descriptions were assigned numeric values 1-5 from strongly disagree to strongly agree.
4.5 Results and Discussion

The first week of sessions where the homophone experiment took place had 14 participants total, 8 males and 6 females, 2 left-handed and 12 right-handed, with ages ranging from 21 to 63 and an average age of 41 (standard deviation of 13.5). The second week of sessions where the punctuation experiment and comma experiment took place had 13 participants total, 7 males and 6 females, 3 left-handed and 10 right-handed, with ages ranging from 21 to 54 and an average age of 42 (standard deviation of 11).

The participants’ ratings of their reading ability and ability to use an iPad are presented in Figure 4.14. The participants’ ratings of their ability to use an iPad are noticeably higher in the second week of sessions, which may indicate increased confidence in using the iPads after doing so during the first week’s sessions.

![Participant Ability Ratings](image)

Figure 4.14: Participant ability ratings
4.5.1 Homophone Experiment

The homophone app received overall positive user experience feedback as shown in the survey results in Figure 4.15. The lesson and example features of the app were used by the participants and by all accounts were well received, but it was definitely the practice feature of the app that participants used most.

![Usability Survey Results](image)

*Figure 4.15: User experience survey results*
The layered goals provided by the green and gold check marks were very effective at motivating user behavior as participants genuinely became emotionally involved in obtaining the correct answers. Exclamations like “Oh come on!” and “This is fun!” were recorded during the sessions, as well as laughter. Virtually every participant continued to work through the practice feature of each homophone submenu in the app until they had earned a gold check mark.

Though the homophone app and experiment were not designed with a social aspect in mind, by virtue of the fact that participants were sitting around the same large table, the participants’ interactions with one another played a role. Several of the participants playfully competed against one another to complete the app by obtaining the gold check marks. Several participants also tilted their iPads so that they could see their neighbors’ screens and help each other out. Every participant discussed some aspect of the app while using the app with either the other participants, Gosse, or Browne.

One negative observation was initial frustration experienced by several users at what to do with the app from the beginning title screen. They felt confused by the amount of choice that they were provided, without any direction as to what to do. The confusion was momentary as we either explained what to do or the participants eventually experimented with the app by tapping one of the six buttons and entering a homophone submenu. Participants told us that this confusion could have been alleviated with audio providing direction.

Another negative observation was one user’s frustration that the practice feature would force them to redo sentences that they had already got right during a previous attempt. They were stuck on the last of the five practice questions and were having to repeat all of the previous questions to keep trying to earn the gold check mark.

The results of the three homophone quizzes are shown in Figure 4.16, with separated average scores from the two sessions and the combined average. Overall in both sessions, the average quiz score slightly improved after both instructional methods.

The post-experiment questionnaire results regarding the preferred learning method and suggested future learning method(s) are found in Table 4.1 and Table 4.2. That the majority of participants suggested that in the future homophones be taught using both traditional methods and the app fits very well with observations and post-experiment discussions with participants.
Figure 4.16: Homophone quiz results

<table>
<thead>
<tr>
<th>Instruction method</th>
<th>Homophone sessions</th>
<th>Punctuation sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPad</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Lesson</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 4.1: Preferred learning method

<table>
<thead>
<tr>
<th>Instruction method</th>
<th>Homophone sessions</th>
<th>Punctuation sessions</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPad</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lesson</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Both iPad &amp; lesson</td>
<td>12</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 4.2: Suggested future learning method
Though perhaps it may seem an obvious point, co-researcher Browne found it remarkable observing just how effective a human instructor can be at teaching literacy. Many participants had unique challenges to learning, whether it was their hearing ability, ability to stay focused, difficulty in grasping a concept, etc. As an instructor, Gosse was able to customize her approach to each individual participant’s learning needs, from moment to moment as the situation evolved, in an emotionally sensitive manner. These abilities are very difficult for any piece of software to ever fully duplicate. The importance of these abilities during instruction may be even more important in a domain such as literacy that involves natural language and human-to-human communication by nature of the subject.

Discussions with the participants revealed that while many preferred to be taught the concepts via a traditional lesson, many preferred to practice and reinforce their understanding of the concepts with the iPad app. This view likely explains why the majority of participants suggested using both instructional methods in the future.

The discussion also revealed a strong consensus that after the users suffered an incorrect answer during the practice feature, the app should explain the correct answer to the user rather than displaying symbols that indicate an incorrect answer as the participants found this discouraging.

The results of this experiment prompted us to create the comma app, which as discussed in Section 4.3.3 follows a simple design similar to the practice feature of the homophone app. The comma app explains correct answers and does not force users to complete answers to already correct questions by instead cycling through the questions until they are all answered correctly.

The results for each individual participant are provided in Table 4.3, broken down into the session that started with the traditional method and the session that started with the iPad app. We note that of the six participants that rated their ability with the iPad as a ‘1’, only one of these participants preferred the iPad app to the traditional lesson. The two participants who suggested that only the traditional lesson be used in the future also rated their ability with the iPad as a ‘1’. In contrast the three participants that rated their ability with the iPad as ‘4’ or higher all preferred the iPad to the traditional lesson. Though more participants would be required to make stronger claims, this data provides some indication that a participant’s ability to use the iPad may impact their instructional preference.

Regarding the relationship between quiz performance and instructional method preference, we observe that high performing participants P1, P3, P4,
P6 and P13 preferred the lesson, and high performing participants P7, P12 and P14 preferred the iPad app. This may indicate that quiz performance was not related to instructional method preference, however we also observe that lower performing participants P2 and P9 were also responsible for the lowest user experience score results (and both preferred the traditional lesson).

### 4.5.2 Punctuation Experiment

The punctuation app also received overall positive user experience feedback as shown in the survey results in Figure 4.15. In stark contrast to how the homophone app was discussed while it was being used, very little was spoken by participants while they were using the punctuation app. A couple of participants had difficulties that will be discussed, and they vocalized those
concerns while using the app, but the remaining participants largely remained silent until they had completed the app. This would be consistent with the participants experiencing a sensation of flow as the app intended. The fact that the app explained the correct answer if the user failed to pass a screen was well received, as was the clear direction as to what the app expected the user to do next.

Participants P1 and P6 (see Table 4.4) in particular had a very difficult time completing the app, for reasons that could have been alleviated had the design been different. In both cases, participants had rated their ability to use the iPad as “1” and were struggling to understand the concepts themselves. One of the participants had particular difficulty dragging the punctuation marks across the screen. The participant was lifting their finger from the screen while dragging the punctuation mark, and it would move back into its original position. Each time the user failed to pass a screen, they were given the exact same amount of time as before to pass the screen on the next try. Even when these participants knew the correct answer, they simply couldn’t move the punctuation marks quickly enough. They would then become more frustrated when having to sit through the same explanation of the correct answer, and have to go through the process again.

Giving participants more time on “retries” and giving them different (but perhaps equally difficult) problems to work through could likely have prevented this frustration. Giving users more time or different problems could have been accomplished statically with different optional levels of difficulty at the start of the app, or dynamically as the user experienced the app. Also, instead of having the punctuation marks snap back to their original position after being placed in an incorrect position, they could have remained in the new but incorrect position, reducing this frustration as well.

Though less evident than the homophone app, again the relative dynamism of the instructor relative to the app was very apparent. Whether learning during the lesson or with the app, when participants failed to grasp something or get the right answer, they were understandably frustrated. In most cases by explaining the correct answer to the participant, the app was able to quell this frustration. But as noted above, sometimes this wasn’t enough. Whereas the instructor was almost immediately aware of any frustration and able to deal with it appropriately, in a manner tailored to the participant.

During the punctuation sessions, the quiz results as presented in Figure 4.17 show an initial increase in score after the first instructional method (either traditional lesson or iPad) and a decrease after the second method. Perhaps some participants became bored after learning the same skills twice in a row.

As with the homophone app, the post-experiment questionnaire found
Figure 4.17: Punctuation quiz results

in Table 4.1 and Table 4.2 suggest that while about half of the participants preferred each method, there was near consensus that both methods should be used in the future.

The results for each individual participant are provided in Table 4.4, again broken down into the session that started with the traditional method and the session that started with the iPad app. Note that these participant numbers do not represent the same participants as the homophone app sessions presented in Table 4.3.

Two of the four participants who rated their ability with the iPad as a ‘1’ preferred the traditional lesson to the iPad app. Five of the eight participants who rated their ability with the iPad as ‘4’ or higher preferred the iPad app. Again this shows further studies with more participants would be required to make strong arguments about the relationship between the ability of the
participant to use the iPad and instructional method preference. The same is true of establishing relationships between quiz performance and instructional method performance, and other finer grain relationships of interest.

### 4.5.3 Comma App Experiment

The level of agreement with the first question of the comma-experiment questionnaire, “I liked using the app to do practice exercises during the lesson”, was 4.4, indicating the app was well received. Of the 13 participants in the comma-app experiment, 5 reported that in the future they would prefer to do practice questions during lessons using the app, 6 said they would prefer either iPad or pen-and-paper practice questions, and 2 said they would prefer pen-and-paper practice questions.

Participants P1 and P6 (see Table 4.5) that said they would prefer pen
and paper were the same two participants that rated their iPad ability as “1” and struggled with the homophone app. Though not experiencing as much frustration with the homophone app, both participants were again frustrated with the comma app. Again difficulty in moving the object across the screen due to lifting the finger off the screen was an issue, as well as frustration due to having the same question repeated again and again after answering it incorrectly.

Other than these instances the app was well received, with the cycling of questions and explanation of the correct answers being particularly well received.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Reading Ability</th>
<th>iPad Ability</th>
<th>Survey Likert</th>
<th>Future Preferred Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>Paper</td>
</tr>
<tr>
<td>P2</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>Either</td>
</tr>
<tr>
<td>P3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>iPad</td>
</tr>
<tr>
<td>P4</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>Either</td>
</tr>
<tr>
<td>P5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>Either</td>
</tr>
<tr>
<td>P6</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>Paper</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participant</th>
<th>Reading Ability</th>
<th>iPad Ability</th>
<th>Survey Likert</th>
<th>Future Preferred Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>P7</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>iPad</td>
</tr>
<tr>
<td>P8</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>iPad</td>
</tr>
<tr>
<td>P9</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>Either</td>
</tr>
<tr>
<td>P10</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>iPad</td>
</tr>
<tr>
<td>P11</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>Either</td>
</tr>
<tr>
<td>P12</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>Either</td>
</tr>
<tr>
<td>P13</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>iPad</td>
</tr>
</tbody>
</table>

Table 4.5: Comma experiment participant results - P = Participant, RA = Reading ability, iA = iPad ability, SQ = Survey likert question (‘liked using the app’), FPM = Future preferred method

The results for each individual participant are provided in Table 4.5, again broken down into the session that started with the traditional method and the session that started with the iPad app. Note that these participant numbers are the same participants as the punctuation app sessions presented
in Table 4.4, as the brief experiment with the comma app was done as an addendum to the punctuation experiment sessions.

4.6 Conclusion

We conclude that integrating educational software incorporating game design elements into adult literacy education does increase learner engagement, on the basis of the participants’ recommendation that the apps be used as part of future instruction in addition to traditional instruction. In addition, the participants’ social activity and verbal expressions suggesting emotional involvement while using the homophone app, and the participants’ relative silence while focused on using the punctuation app, are both evidence of contrasting forms of user engagement.

The gamification design approach of the homophone app facilitated an externally focused form of engagement. The layered goals of the app could be achieved at the participant’s leisure as there was no time constraint. This allowed for participants to express their emotional state to one another, to compete with one another, and to help one another.

The serious game design approach of the punctuation app facilitated an internally focused form of engagement. The time limit kept participants focused on the challenge at hand, and the increasing difficulty of the challenges discouraged participants from becoming bored.

The external focus facilitated by the gamification design approach is consistent with the idea that gamification is about providing external rewards for the intrinsic motivations of users. The internally focused form of engagement facilitated by the serious game design approach is consistent with the idea that experiencing flow involves the loss of reflective self-consciousness as users become absorbed in the activity at hand. In either case participants were focused and engaged in the educational activity. We suggest both forms of engagement may be effective, depending on the desired approach and goals of the instruction.

The number of participants in this study does not allow us to generalize the more nuanced observations and results to the entire low-literacy adult population. For example, although it is encouraging that performance generally went up by the end of the homophone and punctuation sessions, the quiz results don’t provide a strong enough signal to make broad claims about the educational effectiveness of one method or the other. For this, a further study with more participants or taking place over a larger amount of time would be necessary.
Our work and results provide re-confirmation of several user interface design concepts outlined previously in the literature (albeit in a new problem domain - adult literacy educational software):

- Use different levels of rewards (short, medium, and long term) to motivate behavior[HE11].
- Use time limits and gradually increasing challenge difficulty (both in time allotted and conceptual difficulty) to encourage the user to experience flow during challenge(s)[KBBK11].
- Immediately present a new challenge after the user has completed their attempts at the current challenge to encourage the user to experience flow[JW03, SRV13].
- Don’t present a user with the same challenge if they have already failed the challenge twice[KMP99].

This work was motivated by the high economic and personal costs of low adult literacy and the potential for tablet educational software based on gamification and serious game design approaches to offer novel solutions that may increase engagement, improve cost effectiveness, be easier to use, and / or have the ability to be used remotely at the user’s home.

The majority of participants were able to use the software without experiencing too much frustration, and it appears that design improvements could have prevented the frustration that was experienced. This indicates that ease of use is indeed a positive factor for using tablets for adult literacy education.

While a majority of participants suggested the apps be used when the concepts are taught in the future, this was in addition to a traditional lesson. If a human instructor is still required, this limits the potential to improve cost effectiveness, or the ability of the user to benefit from being able to learn at home.

Regarding cost effectiveness, an instructor naturally has a limited amount of time that can be allotted to some mix of lessons, one-on-one tutoring, marking practice questions, etc. The positive reception of the homophone app’s practice feature and the comma app suggests that instructors could automate at least some of the time spent marking practice questions using tablet apps. Using educational apps incorporating gamification for drill and practice would correspond with the historical role of video games in the classroom[Squ03].

Landers and Callan[LC11] use a hammer and nail analogy to suggest educators pick a game as an instructional method only after they have specified
what concepts are to be instructed. If adult literacy instructors could easily pick through suites of effectively designed apps made to drill and practice specific literacy concepts, they could use them to replace this portion of their time, increasing the cost effectiveness of literacy instruction.

The fact that participants suggested both a human instructor and an iPad app be used in future instruction of the concepts doesn’t mean the concepts couldn’t be learned from home via the apps if necessary. But looking towards future work in this area, a holy grail for literacy educational software would be completely automated instruction of all concepts done at such a high quality that learners prefer the apps to a human. This may very well be impossible, but we suggest a design approach that may aid in moving towards this goal.

In our experiments, it was the dynamism of the instructor that appeared to make them so effective at teaching the concepts themselves. In-the-moment adjustments based on participant reactions, learning tailored to individual needs, and emotional sensitivity all played a clear role in making the instructor effective in this way.

Our apps came closest to this sort of dynamism when they themselves were dynamic. The stair-climbing flow-based design of the punctuation app allowed for advanced individuals to proceed quickly through the app, with jumps in challenge difficulty that were accommodating enough for most participants. There was also a strong positive reception of other “dynamic” features like explanations of correct answers after suffering an incorrect answer.

We suggest that a high degree of dynamic behavior in future adult-literacy educational apps will have a positive effect on their reception and ability to replace instructors in roles beyond drill and practice. In particular, we put forward a concept of dynamic flow inducement for exploration.

The concept of flow offers promise in educational software beyond drill and practice because by nature it involves the stretching of skills to meet new challenges, which can then be stretched further and further, to build up a more sophisticated understanding over time. The problem with using flow in this “stair-climbing to understanding” strategy is that users all start off from different levels of understanding and abilities, and will proceed in their growth of understanding at different rates. An app could account for these issues and sustain an experience of flow by dynamically adjusting the difficulty of the challenges, the way the challenges are presented, the time requirements, etc. We propose that this concept be explored with more extensive experiments designed to test the effectiveness of strategies for maintaining an experience of flow while dynamically adjusting the challenges presented to the user.
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Chapter 5

Reading Comprehension App Study

The following work is not yet published as of August 2015. We plan to submit this work to a peer-reviewed journal or conference.

5.1 Abstract

Motivated by the substantial health, economic and employment issues associated with low literacy skills, we developed a tablet application to help adults improve their reading comprehension skills. In this paper, we overview its design and present the results of an evaluation performed with post-secondary students. Though reading comprehension is a complex and multifaceted skill, studies have shown that teaching students metacognitive techniques can help them improve their reading comprehension skills. We created an iPad application which attempts to teach users the question generation strategy, while using gamification design approaches, in particular dynamic difficulty adjustment, to induce a high level of user engagement. We built another tablet application as a control that only allowed users to practice their reading comprehension skills; this application lacked most of the gamification elements and did not attempt to teach a metacognitive skill. We tested the applications with 48 undergraduate and graduate student participants from McMaster University. The application which aimed to teach the question generation strategy resulted in a statistically significant improvement in reading comprehension performance relative to the control application. We also found that while some gamification design elements were effective, participants desired improvements to the implementation of dynamic difficult adjustment. We
conclude that tablet software can be used to teach the question generation strategy, and propose directions for future work.

5.2 Introduction

The high prevalence of low literacy skills in adults and associated employment, economic and health impacts has been extensively documented by international and national organizations [Hig08, Lit01, VTRB07, YJM+09, BTNP05, KGB05]. Programs to address low literacy show disappointing enrollment and drop-out rates. The drop-out rate for those participating in literacy organization programming is 30% [Lon01], and under 10% of Canadians who could benefit from a literacy program enroll [Lit01], with those who do not enroll citing employment, financial, childcare and transportation constraints.

Tablet computers have exploded in popularity, reaching 116 million in sales worldwide in 2012 and are projected to grow to 468 million by 2017 [Gar15]. Tablet computers have a touch screen interface that may be simpler relative to a keyboard and mouse, could lower costs relative to a human instructor, and allow a user to access interactive educational content remotely (without feeling embarrassment by revealing their low literacy skills to an instructor). As such, these devices appear to provide an opportunity for novel and disruptive approaches to the problem of low adult literacy. Indeed, an Apple Vision video from 1988 envisaged many tablet features and suggested they would be helpful for adult literacy education [App88].

This opportunity led the authors to conduct an exploratory study into the effectiveness of tablet software incorporating gamification and serious game design approaches [BAG14]. Three iPad applications for teaching punctuation and homophone literacy concepts were designed, developed and tested with adult-literacy program clients of the Brant Skills Centre. Groups of participants received instruction of the relevant concepts both with the iPad applications and through more traditional lecture-style instruction. This study was able to show that game design elements could increase learner engagement, and that these tablet software applications are likely best suited for the drill and practice phases of learning.

That the applications were most suited for drill and practice, while not a goal of the previous research, is a natural result of seeking aspects of literacy acquisition which would most likely demonstrate the effectiveness of gamification and serious game design. It was easiest to design experiments around easily defined subproblems (punctuation, homophones). Although the previous applications were designed in consultation with Brant Skills Cen-
tre instructions, and incorporated Brian Cambourne’s and Kayne Toukonen’s thoughts on learning [REZ03, Tou11], they were not designed to address the most challenging issues identified by literacy researchers, nor were they designed to teach literacy independently of the instructor.

In this study, we sought to demonstrate that independent learning of a core reading strategy can also be facilitated by tablet software, which really opens up the possibility of remote learning, increasing flexibility and reducing costs of adult education.

During the previous study we noted that traditional lecture-style instruction had a distinct advantage in teaching the concepts due to the dynamism of the instructor. In-the-moment adjustments based on participant reactions, learning tailored to individual needs, and emotional sensitivity combined to make instructors effective. Our applications came closest to this effectiveness when they exhibited dynamic characteristics, for example, a gradually increasing difficulty level, or corrective feedback after an incorrect response to a question.

This work builds on our previous efforts and insights, going deeper by combining learning with practice, teaching more abstract concepts, and exploring the use of dynamic difficulty adjustment in adult-literacy software. Of all the subproblems of literacy teaching, we decided that teaching strategies for reading comprehension best covered these goals.

Reading comprehension is the ability to read, decode and comprehend text. Reading comprehension is a complex, multifaceted and creative process, about which much is known. Reviewing this knowledge is beyond the scope of this paper, but it is important to take individual differences into account. To give a short list, reading comprehension is dependent upon individual differences in: working memory [DC80], vocabulary knowledge [COL04], background knowledge [PHG79], phonology [BA+90], interest level [SO96], inference-making ability [CO98], text-anomaly resolution ability [YOP89], and cultural background [Joh81]. In addition to the individual, texts also vary widely in subject and style, from more narrative texts such as novels, to technical texts, such as scientific journal papers, and there is a rich literature to mine for approaches to tablet learning, but for our first tablet application in this area, we need a tight focus.

The majority of reading past the primary grades and the majority of reading required by adults to succeed in life and at work involves expository text [SS94]. Expository text is intended to explain or describe something. The ability to comprehend expository text will only become more important with society’s increasing dependence on technology [LFRB95]. For these reasons, we focus our work towards the comprehension of expository text. Further,
we focus on the recall of information presented directly in the text itself, i.e.,
on answering “who”, “what”, “when”, “where”, “why”, and “how”, without
requiring inference or interpretation by the reader.

Metacognitive reading strategies are considered key to improving reading
comprehension within the literature on the subject[SCC10, McN12, JD04].
One way that proficient readers are different from struggling readers is in their
application of metacognitive reading strategies[BB84]. Such strategies involve
the reader reflecting on and consciously thinking about what they have read
in various different ways, for example, by attempting to visualize[BL91] or
summarize[BS84] a passage of text. Proficient readers will employ these strategies before, after, and during the reading of a passage of text[PWT91]. Numerous experimental results have shown that struggling readers can improve their performance if they are taught to apply these metacognitive strategies during learning sessions conducted over a period of time[SCC10, WJ82, BB85]. Some experimental results have shown that struggling readers can improve their reading comprehension in a single learning session[GB86, BB85]. While reading comprehension strategies have previously been taught using software successfully, for example iSTART[MLB04], we are unaware of any study documenting using tablet software to teach a reading comprehension strategy.

The question generation reading comprehension strategy involves having the learner generate and answer questions in the process of reading the text[Coh83, Ros97]. Our focus on reading comprehension of who, what, when, why and how information in a text lends itself naturally to the question generation strategy.

Dynamic difficulty adjustment is a game design concept that involves modifying the difficulty of a game while it is being played[Hun05], in contrast to for example selecting a level of difficulty for the game before play begins. Gamification can be defined as the “usage of game design elements to motivate user behavior in non-game contexts”[Det11]. Dynamic difficulty adjustment fits this definition and can be used to make an experience engaging to a wide spectrum of different users[Mis14].

With these motivations and after having consulted the cited literature, we arrived at the following primary research questions:

• Can reading comprehension performance be improved by teaching the question generation strategy using tablet software?

• Can incorporating dynamic difficulty adjustment and gamification design elements in reading comprehension tablet software result in high user engagement?
In this paper, we present the design and experiment results for two iPad applications we developed. One of the iPad applications attempts to teach the user the question generation strategy, and incorporates several gamification design elements, in particular dynamic difficulty adjustment. The other iPad application was created for use by a control group, and allows users to practice their reading comprehension skills without teaching them the question generation strategy and without incorporating dynamical difficult adjustment and most of the gamification elements. The experiment participants were McMaster University students, selected according to a Research Ethics Board approved plan.

We did find a statistically significant improvement in reading comprehension over the control group when using the application incorporating metacognitive strategies and dynamic difficulty adjustment. We did not find evidence for an improvement in user engagement in the experiment group over the control group; this may have been due to issues with the design of our application which caused some participant frustration.

This experiment design does not allow independent quantitative effectiveness evaluation of the reading strategy versus gamification, because our conception of responsively “teaching” the reading strategy required additional software elements and we could not see a practical way of implementing responsiveness without some level of gamification, and the most natural approach was dynamic difficulty adjustment. As we will explain, however, the user survey and qualitative comments allows us to make judgements about the merits of the two features.

In Section 5.3, we present the design of the iPad applications. In Section 5.4, we discuss the design of the usability experiment that took place. In Section 5.5, we analyze the results of this study, and in Section 5.6, we discuss our conclusions and provide directions for future work.

5.3 Application Design

Two applications were designed and built for the iPad. The experiment application was built to improve reading comprehension skills using the question generation strategy, and improve engagement using dynamic difficulty adjustment and gamification. The control application was built to be used by a control group, and as a result is only meant to provide a chance for practicing reading comprehension via a series of passages and questions. The control application does not teach the question generation strategy, and does not feature dynamic difficulty adjustment or more sophisticated gamification included in
the experiment application.

5.3.1 Experiment Application

The experiment application was designed to teach the question generation strategy to the user, and to facilitate high user engagement, primarily by using dynamic difficulty adjustment.

Design Overview

The first screen that the user accesses is the topic selection screen shown in Figure 5.1. The topic selection screen allows the user to select a topic to read about. The topic selection screen initially allows the user to select from one of two topics, but the user has the ability to unlock more options as a reward based on their performance in the application.

![Topic selection screen](image)

Figure 5.1: Topic selection screen

After the user selects a topic, they are presented with the text screen shown in Figure 5.2. The text screen allows the user to read the passage of
text, before selecting “Done” to move onto the next screen or “Quit” to exit the application. If the text length exceeds the length of the screen, the user is able to swipe up or down to scroll further into the text. There is no time limit for the user to read the text.

On July 11, 2008, Apple released the iPhone 3G in 22 countries. Apple announced the iPhone 3GS on June 8, 2009, along with plans to release it on June 19, 2009. On September 12, 2012, Apple announced the iPhone 5. It has a 4-inch display, up from its predecessors’ 3.5-inch screen.

Figure 5.2: Text screen

After the user clicks “Done” on the text screen they are presented with the question screen found in Figures 5.3 and 5.4. The question screen presents a series of questions related to the previous passage. Each question has four potential answers. Only one answer is correct, and the remaining three answers are incorrect. When a user answering a question correctly by tapping on the correct response, that response will be highlighted in green as shown in Figure 5.3. When a user answers a question incorrectly, the incorrect response will be highlighted in red, and the correct response will be highlighted in green, as shown in Figure 5.4. The top of the question screen allows the user to see how many questions they have remaining, as well as keep track of which questions they have answered correctly by the list of check marks (with correctly answered questions switching from a grey to green check mark).

Once the user has completed the set of questions associated with the
Figure 5.3: Correct answer

passage, they are forwarded to the reward screen shown in Figure 5.5. The reward screen keeps track of how many perfect scores the user has accumulated. A perfect score is achieved when a user answers every question associated with a passage of text correctly. The reward screen also keeps track of how many perfect scores are needed to “unlock” another passage topic option in the topic selection screen. Three, four, five and six options are made available to the user on the topic selection screen after achieving two, five, ten and eighteen perfect scores respectively.

When a user has achieved a perfect score in the question screen, before the reward screen is displayed a large gold check mark and “perfect score” text is briefly flashed on the screen. Similarly, when a perfect score results in a topic unlock, before the reward screen is displayed a large unlock icon and “option unlocked” is briefly flashed on the screen.

If the user did not receive a perfect score during the question screen, the question generation strategy is presented to the user via a set of consecutive
screens shown in Figures 5.6, 5.7 and 5.8.

The motivation screen shown in Figure 5.6 is meant to show the user that the question generation strategy is effective. This screen randomly cycles through ten research results showing the question generation strategy to be effective.

After clicking “Next” on the motivation screen, the user is presented with an example screen as in Figure 5.7, demonstrating the question generation strategy, by presenting a passage of text and associated questions that could be derived from the passage of text. The questions are all either who, what, when, where, why or how questions, based on the type of question the user most recently answered incorrectly. The example is randomly selected from a set of five possible examples associated with each type of question.

After the user clicks “Next” in the example screen, the user is presented with the tactics screen shown in Figure 5.8. The tactics screen presents a tactic to help the user apply the question generation strategy, i.e. a method
of carrying out the question generation strategy. The tactics screen randomly presents one of four possible tactics for carrying out the question generation strategy.

After the user clicks “Next” in the tactics screen, the user is presented with the topic selection screen again. The application cycles continuously in this way until the user quits the application.

While the user is not made explicitly aware of this process, the application adjusts the difficulty of the passages and associated questions as the user proceeds, based on the user’s performance. The user is able to advance through 7 levels of passages and associated questions. The user begins by receiving level 1 passages and questions. If the user achieves two perfect scores in a row at their current level, then the user advances a level. If the user answers less than 50% of questions correctly three times, then the user returns to the lower level. However, the user will stay in level 1 or level 7, even if they meet the criteria for reversion or advancement, respectively.
The user’s current level determines which passages of text are made available for them to select at the topic selection screen. Each level is made up of 40 different possible texts and topics. The topics presented to the user at the topic selection screen are random. However, the user will not be presented with the same text options at a given level again until it is no longer possible to present text options that the user has not already read.

Each level has an increasing number of questions associated with each passage in that level. The passages in each level are given an increasing word count range, and a decreasing Flesch-Kincaid score range. The Flesch-Kincaid score ranks the difficulty of a passage of text using metrics such as the total number of sentences, total number of syllables, and total number of words[KAOC81]. The levels and associated question count, word count range, and Flesch-Kincaid score range are shown in Table 5.1.
Question generation strategy - how example

Given the following text...

The Grand Canyon is a steep-sided canyon carved by the Colorado River in the United States in the state of Arizona. It is 277 miles long, up to 18 miles wide and in some places has a depth of over a mile.

We could generate the questions...

How long is the Grand Canyon?
How wide the Grand Canyon?
How deep is the Grand Canyon?

Table 5.1: Passage levels

<table>
<thead>
<tr>
<th>Level</th>
<th>Questions</th>
<th>Word count range</th>
<th>Flesch-Kincaid score range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0-20</td>
<td>90-100</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>20-40</td>
<td>80-90</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>40-60</td>
<td>70-80</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>60-80</td>
<td>60-70</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>80-100</td>
<td>50-60</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>100-140</td>
<td>30-50</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>140-180</td>
<td>0-30</td>
</tr>
</tbody>
</table>
Creating the 280 passages and questions was a substantial undertaking performed by the first author and freelancers. The passages themselves were, with a few exceptions, taken from Wikipedia articles. If the text from the Wikipedia article did not conform to the required Flesch-Kincaid score, but was relatively close to the required score, words and sentences were altered to ensure that it fit to the desired score. In the case of levels 1-2, it was very difficult to find text on Wikipedia with the required Flesch-Kincaid score. As a result, many passages at these levels were created from scratch.

None of the questions require the user to make an inference based on the text to answer them correctly. Every correct answer is directly presented in the text itself (e.g. a date, a person’s name).

We made an effort to select diverse topics (including cultural and gender diversity), although no measure of this diversity was taken. Passage topics included areas such as pop culture (e.g. television, movies, celebrities, musicians), history (e.g. war, the history of nations), science (e.g. biology, chem-
istory) and others. As an example of cultural and gender diversity, music and musician-related topics spanned several genres with male and female musicians represented.

An effort was also made to ensure an equal balance of who, what, when, where, why and how question types. In the case of levels 1-3, the question types occurred across all passages in equal number. In the case of levels 4-7, it became unwieldy to ensure an equal portion of question types, but no question type was represented over 25% more than the other question types.

**Design Approach**

Four key elements were woven together in the design:

- Question generation strategy
- Dynamic difficulty adjustment
- Gamification
- Experiential learning

The question generation strategy taught by the application is meant to give the user a metacognitive strategy to improve their reading comprehension [Coh83, Ros97]. Metacognitive strategies include three components: declarative (“knowing what”), procedural (“knowing how”), and conditional (“knowing why”) [PLW83]. Teaching a metacognitive strategy can be done by providing explicit answers for these what, how and why questions[Car98]. In analogy with this decomposition, we *declare* the name of the strategy (“question generation”) in the application. The screens which motivate the strategy provide the *conditional* component, and the concrete examples and tactics for applying the strategy provide the *procedural* component.

Dynamic difficulty adjustment is incorporated into the level system. That two perfect scores in a row are required to move up a level is meant to make it relatively difficult to move into the upper levels by random chance, and that three less than 50% scores in a row are required to move down a level is meant to make moving down a level rare.

Though dynamic difficulty adjustment was intended primarily to increase engagement, the related concept of flow may also be encouraged. Nakamura and Csíkszentmihályi[NC09] describe flow as a subjective experience that seamlessly unfolds from moment to moment. Csíkszentmihályi[Csi97] models flow as a balance between perceived opportunities and skills, with the current model of flow shown in Figure 5.9 having apathy experienced when the perceived challenges and skills are below the user’s average levels, and flow
experienced when the challenges and skills are above the user’s average levels (i.e. the stretching of existing skills). By balancing the challenge level to the user’s performance, we may also expect that the user experiences a sensation of flow while using the application. However, we also note by this model that if the balance isn’t achieved we may expect anxiety, apathy, worry or boredom on the part of the users.

![Diagram of Csikszentmihalyi model of flow](image)

Figure 5.9: Csikszentmihályi model of flow

Gamification to increase engagement is facilitated by the following design elements:

- **Badges** - green and gold check marks are given as rewards for successfully answering questions.
- **Levels** - the user has the ability to implicitly proceed through different levels of difficulty depending on their performance.
- **Short, medium, and long term goals** - earning an individual green check mark is a short-term goal, earning a gold check mark is a medium-
term goal, and earning enough gold check marks to unlock the next option is a long-term goal.

Distinguishing between short-term goals with green check marks, medium term goals with gold check marks, and long-term goals with an unlocked lock graphic creates a visual layering of goals that take increasing amounts of time to complete but that come with increasing rewards, a key feature of many games[DM12].

Experiential learning is the process of learning through reflection on experience, and can be characterized by a cycle of active experimentation, concrete experience, reflective observation, and abstract conceptualization[Kol85]. The cyclical nature of the application from experimentation and concrete experience (passage and question screens), to reflective observation (results, rewards) to abstract conceptualization (question generation strategy screens) is modeled as such in an attempt to facilitate experiential learning.

5.3.2 Control Application

The control application works by cycling only between the text screen in Figure 5.2, and the question screen in Figure 5.3 and Figure 5.4. No opportunity is given to select a text topic; instead a text is randomly selected from one of the level 7 texts. Level 7 texts were chosen because level 7 texts should be appropriate for university-level readers. The application ensures they will not receive the same text again until all other texts have been used. No reward presentation screens or reward collection screens are displayed. The only gamification that is included is a green check mark upon receiving an individual correct answer. No screens related to the question generation strategy are displayed. The application therefore simply cycles between a randomly selected level 7 text and related questions to allow the user to practice reading comprehension.

5.3.3 Metrics

Both applications recorded metrics such as the level of each passage the user read (all level 7 in the case of the control application), and the total number of passages read.
5.4 Experiment Design

McMaster University students were invited to participate in a study measuring improvements in reading comprehension using iPad applications. Participants were recruited using department-wide e-mails to multiple departments in diverse areas of study, and posts to a diverse collection of subject-, activity-, and club-specific Facebook groups.

Participants received a $10 Tim Hortons gift card as compensation for their time and motivation for their participation in the study. The study was approved by the McMaster Research Ethics Board.

5.4.1 Experiment session protocol

The following protocol was followed with each experiment participant. The protocol refers to the pre-experiment questionnaire in Section 2.4.4, the usability survey in Section 4.4.5, and the post-experiment questionnaire in Section 2.4.6.

The sessions took place in a classroom and a meeting room at McMaster University and were conducted by Kevin Browne. The classroom contained desks and chairs facing each other in a circle. The meeting room contained a large table surrounded by chairs.

The sessions took place over a period of 2 weeks. Participants were able to select a convenient time slot. Sessions took place with anywhere from 1 to 7 participants at a time. Sessions took approximately 1 hour to complete.

Half of the participants were given the experiment application, and half of the participants were given the control application. All participants in any single session were given the same application, allowing participants to discuss their experience with that application with their peers. All participants used an iPad Mini tablet device during the sessions. All participants used their version of the application for approximately 30 minutes, as participants were told at the 30-minute mark that they could “now move on to the post-study practice sheet, but could finish completing the current passage and questions if desired”, rather than abruptly cutting them off from the application. Note that 30 minutes of instruction in other reading comprehension strategies has produced significant improvements[GB86].

The following procedure was used during each session:

1. The participants were told the goal of the experiment.

2. The rest of the experiment procedure was outlined for the participants.
3. The participants completed a paper copy of the pre-experiment questionnaire.

4. The participants completed a reading comprehension practice sheet.

5. The participants used the iPad application for approximately 30 minutes.

6. The participants completed a reading comprehension practice sheet.

7. The participants completed the usability survey.

8. The participants completed the post-experiment questionnaire.

9. The participants were encouraged to discuss their thoughts on the application.

A total of 24 participants used the experiment application (the experiment group), and a total of 24 participants used the control application (the control group).

Two different reading comprehension practice sheets were developed, with a best effort to make them approximately the same level of difficulty. In order to control for a differing level of difficulty between the practice sheets, the practice sheets were alternated within each group of participants (experiment and control). Within each group, half the participants did one practice sheet at the start of the session and the other at the end of the session, and the other half completed them in the reverse order.

It’s reasonable to suspect that if someone simply practiced reading a passage and answering related questions for a period of time, that their score on a reading comprehension practice sheet could go up simply due to practice. The control application was developed for the control group to ensure that any improvement noticed in the experiment group wasn’t simply caused by additional practice with reading comprehension passages and questions.

5.4.2 Quantitative observations

Quantitative observations were recorded using the reading comprehension practice sheets to test the participants throughout the experiment session. Each reading comprehension practice sheet contained three passages and associated questions: a level 3 passage and 3 associated questions, a level 5 passage and 5 associated questions, and a level 7 passage and 7 associated questions. Each question had 4 possible answers, and only one answer was correct in each case. Each practice sheet had a maximum score of 15. The passages and questions used for the practice sheets were not included in the iPad applications.
5.4.3 Qualitative observations

After each session, a casual verbal discussion with the participants was used to elicit further insights into the effectiveness of the applications. Observations from these discussions were recorded in writing. Verbal expressions, reactions, and comments made by the participants during the sessions were also recorded in writing as study data. Qualitative observations of user perception of each application were also recorded with the usability survey in Section 4.4.5.

5.4.4 Pre-experiment questionnaire

The following information was gathered with the pre-experiment questionnaire:

- Gender (Male/Female)
- Age
- Handedness (Right/Left)
- Years of study completed at the University level
- Year of study in current program
- Current program of study

The participants were also asked to rate their reading ability from 1 to 5: 1 is “not well at all” and 5 is “I can read perfectly well”, and asked to rate their ability to use the iPad from 1 to 5, where 1 is “not well at all” and 5 is “I can use the iPad perfectly well”.

5.4.5 Usability survey

The participants were asked to rate how much they agree (Likert scale) with the following statements:

- S1 The app was easy to use.
- S2 It was easy to learn how to use this app.
- S3 I enjoyed using this app.
- S4 The iPad was comfortable to hold while using the app.
- S5 The app helped me to improve my reading comprehension.
- S6 I found the app to be useful.
- S7 I would tell other people to use this app.
- S8 The touchscreen finger gestures required to use the app felt natural.
- S9 I liked the app’s graphics.
- S10 I liked the app’s voices / sound.
The app kept me totally absorbed.

The app held my attention.

The app excited my curiosity.

The app aroused my imagination.

The app was fun.

The app was intrinsically interesting.

The app was engaging.

Using the app was interesting in itself.

Using the app was fun.

I thought of other things while using the app.

I felt curious while using the app.

I was in control of the app that I was using.

I was entirely absorbed in using the app.

The participants could choose from: strongly disagree, disagree, somewhat disagree, neutral, somewhat agree, agree, and strongly agree. For analysis purposes, these descriptions were assigned numeric values 1-7 from strongly disagree to strongly agree.

For brevity’s sake we will refer to this survey as the usability survey, but we note that a group of questions are intended to measure aspects of usability, the next group is intended to measure engagement, and a final group is intended to measure flow. Statements S1-S10 are intended to measure usability and are identical to those used in our prior study of the effectiveness of tablet software to teach adult literacy skills [BAG14]. Statements S11-S17 are modeled closely after those used in a survey to measure engagement in a prior study by Webster and Ho [WH97]. Statements S18-S23 are modeled closely after those used in a survey to measure flow in a prior study Choi and Kim [CK04]. As a result of combining multiple different survey instruments, some survey questions are very similar (e.g. S15 and S19).

5.4.6 Post-experiment questionnaire

The following questions were asked on the post-experiment questionnaire.

1. Would you prefer to be taught reading comprehension using the iPad app or by some other method? (check one)

2. In the future should people be taught reading comprehension only using the iPad app, only using some other methods, or both? (check one)

3. What did you like about the iPad app? (write below)

4. What didn’t you like about the iPad app? (write below)
5.5 Results and Discussion

A total of 48 participants took part in the experiment, 24 participants in the experiment group used the experiment application and 24 participants in the control group used the control application. The programs of study reported by the participants in the pre-study questionnaire were wide ranging in both the experiment and control group, to such a degree that each group only contained a few instances of participants from the same area of study. The remaining participant data collected during the pre-experiment questionnaire is presented in Table 5.2. We note that reading ability and iPad ability as reported by the participants were closely matched between the groups.

<table>
<thead>
<tr>
<th></th>
<th>Experiment group</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Men</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td><strong>Handedness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Right</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>22.9</td>
<td>22</td>
</tr>
<tr>
<td>SD</td>
<td>5.8</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>Reading ability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>SD</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td><strong>iPad ability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>4.1</td>
<td>4.2</td>
</tr>
<tr>
<td>SD</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Years of University</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>4.3</td>
<td>3.9</td>
</tr>
<tr>
<td>SD</td>
<td>3.1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Years in current program</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.8</td>
<td>3</td>
</tr>
<tr>
<td>SD</td>
<td>1.1</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 5.2: Participant data
With a sample group of exclusively McMaster University students, the results of this study cannot be extended to the general population. However, given the reasonably random participant selection process, we believe our results are statistically significant for the sampled population of those who came in contact with the recruitment materials. When we talk about results being statistically significant for the population, it is this population we refer to and not the general population.

The practice-sheet results are shown in Figure 5.10, where no improvement in score was found in the control group but the experiment group did improve their average score. The average performance of the control group went from 11.0 (\(s = 2.359\)) to 10.875 (\(s = 3.353\)), and the average performance of the experiment group went from 10.958 (\(s = 2.368\)) to 12.708 (\(s = 2.579\)).

We conduct the following analysis of variance hypothesis test at significance level \(\alpha = 0.05\). We used the ANOVA calculator (two-factor ANOVA with repeated measure on one factor) available at www.vassarstats.net.

**Null and alternative hypotheses:**

1. \(H_0: \mu_{\text{exp}} = \mu_{\text{con}}\)  
   \(H_A: \mu_{\text{exp}} \neq \mu_{\text{con}}\)

2. \(H_0: \mu_{\text{pre}} = \mu_{\text{post}}\)  
   \(H_A: \mu_{\text{pre}} \neq \mu_{\text{post}}\)

3. \(H_0: \) an interaction is present  
   \(H_A: \) an interaction is absent

**Test statistic:**

We compute \(F_{BS}, F_{WS}, \) and \(F_{BS \times WS}\) in a \(2 \times 2\) mixed-design analysis of variance model where the between-subjects variable is the iPad application (either experiment or control) and the within-subjects variable is the practice sheet (either pre-application usage or post-application usage).

**Decision rules:**

1. If \(F_{BS}\) is greater than 4.05, we reject the null hypothesis.
2. If \(F_{WS}\) is greater than 4.05, we reject the null hypothesis.
3. If \(F_{BS \times WS}\) is greater than 4.05, we reject the null hypothesis.

Note: the chosen significance level implies these critical values.

**Computing the test statistic:**
We present the results of the ANOVA in summary Table 5.3, where SS is the sum of squares, df is the degrees of freedom, MS is the mean square, and F is the test statistic.

### Table 5.3: ANOVA Summary Table

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td>453.24</td>
<td>47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor(BS)</td>
<td>19.26</td>
<td>1</td>
<td>19.26</td>
<td>2.04</td>
</tr>
<tr>
<td>Error</td>
<td>433.98</td>
<td>46</td>
<td>9.43</td>
<td></td>
</tr>
<tr>
<td>Within Subjects</td>
<td>261.5</td>
<td>48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor(WS)</td>
<td>15.84</td>
<td>1</td>
<td>15.84</td>
<td>3.25</td>
</tr>
<tr>
<td>Factor(BSxWS)</td>
<td>21.09</td>
<td>1</td>
<td>21.09</td>
<td>4.32</td>
</tr>
<tr>
<td>Error</td>
<td>224.57</td>
<td>46</td>
<td>4.88</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>714.74</td>
<td>95</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Applying the decision rules:

1. \(F_{BS} = 2.04 < 4.05\), therefore we fail to reject the null hypothesis.

2. \(F_{WS} = 3.25 < 4.05\), therefore we fail to reject the null hypothesis.

3. \(F_{BSxWS} = 4.32 > 4.05\), therefore we reject the null hypothesis.

The statistically significant interaction suggests that the experiment application successfully taught the experiment group participants the question generation strategy, and that participants improved their reading comprehension skill as a result (at least temporarily).

The result of the usability survey are presented in Figure 5.11. The results do not show any substantial difference between the applications, though we note that in all but two statements (S9 and S22) the experiment application received higher results. We noted in Section 4.4.5 that the usability survey was comprised of three sections, S1-S10 focusing on usability, S11-S17 focusing on engagement, and S18-S23 focusing on flow. Within each group of questions, we sum the average result of each question (e.g. summing the average of S1-S10), divide it by the total highest average possible (e.g. divide by 70 in the
case of S1-S10), and multiply the result by 100 to give a rough score. We present these results in Figure 5.12, where again we note that the experiment application has received higher results, but not significantly higher results as was thought possible.

In Table 5.4 we present the results of the post-experiment question asking participants to choose their preference between the iPad application or some other method for learning reading comprehension.
Figure 5.11: Usability survey results
Figure 5.12: Usability survey categories

Table 5.4: Preferred learning method

<table>
<thead>
<tr>
<th></th>
<th>iPad</th>
<th>Some other method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>Experiment</td>
<td>18</td>
<td>6</td>
</tr>
</tbody>
</table>
In Table 5.5 we present the results of the post-experiment question asking participants to recommend how reading comprehension should be taught in the future (iPad application, some other other method, or both). The participants in both groups showed a very strong preference for using both the iPad application and some other method going forward. Again, these results do not provide evidence that the experiment application is preferable to the control application as was thought possible.

<table>
<thead>
<tr>
<th>Control</th>
<th>iPad app only</th>
<th>Some other method</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>Experiment</td>
<td>0</td>
<td>0</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 5.5: Preferred future learning method

The free form written post-experiment questionnaire questions and informal discussions with participants offer a reasonable explanation for why the experiment application did not result in a significantly more engaging and preferred experience.

In the case of positive feedback for both applications, participants noted that they were “easy to use”.

In the case of positive feedback for the experiment application, participants noted the layered rewards and would even use the word engaging to describe what they were feeling, “It was engaging since you had to improve in order to get to the next level.” The ability to select a topic to read was also singled out for praise in the experiment application. Some participants also noted that they were aware of the question generation strategy that the application had taught them, and expressed a feeling that it could help them.

The negative feedback for the control application included having to read passages for which the participant was not interested, that the application was “boring”, and a belief that it wasn’t effective at improving reading comprehension. All of these reactions are things that we anticipated.

The negative feedback for the experiment application was roughly divided into two groups. One group of participants would either give little to no negative feedback, where the negative feedback could be described as “wanting more”. These participants were generally happy with the application, but they desired things such as more topics, images to go along with the passages, and more complexity.
The other group of participants found the application to be frustrating. While advancing through levels 1-4 was generally pretty easy for most participants, advancing to levels 5, 6 and 7 was more difficult. If a single question in the set of questions associated with a passage was answered incorrectly, a perfect score would not be achieved and the participant could not advance. This requirement for a perfect score to advance, and a general feeling that they needed to advance, was noted by several participants as a cause of frustration. For example, one participant gave the feedback, “If you got one question wrong, you could not unlock the next round.” Another cause of frustration was that once participants reached level 7, they were not able to advance further. Participants described this as a lack of finality. For example, one participant gave the feedback, “Use of perfect scores to unlock progression diminished sense of attainability of a final goal.”

As a result of this feedback, we believe that the application’s implementation of dynamic difficulty adjustment was mismatched with the expectations of these users, resulting in frustration in some cases. Though participants were not explicitly or purposely made aware of the different levels of difficulty, participants quickly figured out that these different levels of difficulty existed based on the number of questions they were presented. Once participants were aware of these levels, they naturally used them as a yardstick to measure their progress, and became frustrated as a result at the lack of advancement.

In this sense the design of the application was not in keeping with the purpose of dynamic difficulty adjustment. If a game adjusts its difficulty dynamically, strictly speaking it has implemented dynamic difficulty adjustment. But if the goals are not also adjusted to reflect the new level of difficulty, or if the goals are associated with adjustment towards higher levels of difficulty, the user may see the increase or decrease in difficulty as an advancement or setback in their progress.

A further literature review revealed work by Andrew Rollings and Ernest Adams which emphasized the importance of hiding the existence of dynamic difficulty adjustment from the player for the technique to work as intended[RA03]. The failure of our application to hide dynamic difficulty adjustment may have been the reason the dynamic difficulty adjustment implementation was poorly received by some participants.

It should be noted that some of the frustration that participants expressed appeared to be motivational. A few participants would talk about how they were frustrated while using the application, but then pump their fists after achieving a perfect score and advancing to another level. However for some participants this frustration appeared to cross over from an enjoyable level into upset, disappointment, and a deeper frustration that was no longer
motivating.

In Table 5.6 we present data on the total number of passages read for each group. All but one participant in the experiment group was able to reach level 7. The minimum number of passages it took to reach level 7 was 6, the maximum was 16, with an average of 8.9 (\(s = 2.9\)).

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Max</th>
<th>Avg</th>
<th>Stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>7</td>
<td>34</td>
<td>16.4</td>
<td>6.7</td>
</tr>
<tr>
<td>Experiment</td>
<td>9</td>
<td>24</td>
<td>17.2</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Table 5.6: Total passages read

5.6 Conclusion

Our main question was: “Can reading comprehension performance and user engagement be improved by teaching the question generation strategy via tablet software incorporating dynamic difficulty adjustment and gamification strategies.” We can answer with high confidence that reading comprehension can be improved, at least for the population sampled over the short interval of the experiment.

While the results cannot be generalized to other populations, they do provide valuable insights into reading comprehension educational software design. Due to the design, the question generation strategy was inherently linked to difficulty adjustment and gamification, but we interpret the lack of significant difference in preference, usability, engagement, and flow between the applications, and the fact that all but one participant in the experiment group reached level 7, to mean that it was the instruction of the question generation strategy that resulted in improved practice sheet scores within the experiment group, rather than the dynamic difficulty adjustment or gamification features of the experiment application. In fact, the feedback suggests that our application design frustrated some participants.

The participants’ feedback could be incorporated by shortening the length of time participants spent with the application, so participants would not reach level 7, or, alternatively, providing a reward for reaching level 7, to signify that the user had “completed” the application (akin to “beating” a game). Some users may also prefer a level promotion system not based on perfect scores, but another metric such as average scores at the current level.
Participants’ feedback also suggests that the implemented gamification techniques (e.g., layered rewards[HE11] and gradually increasing difficulty levels[KBBK11]) are effective in the domain of reading comprehension tablet software. However, in our experience, dynamic difficulty adjustment is a difficult system to implement well, requiring the maintenance of a balance between the level of challenge and each user’s ability, with rewards to maintain engagement. We recommend an iterative design and test approach.

In future work, we hope to

- Improve the dynamic difficulty adjustment implementation of the experiment application to increase user engagement.
- Test the experiment application (or an improved version of it) with adult-literacy-centre clients to investigate whether it can improve their reading comprehension skills.
- Compare the experiment application to non-tablet software with adult-literacy-centre clients, measuring improvements in reading comprehension.
- Test whether other reading comprehension strategies can be delivered via tablet software, beyond the question generation strategy, and measuring their relative effectiveness.
- Design an application using dynamic difficulty adjustment to assess reading skill level, and comparing it to current methods used to triage students and tailor reading programs.
- Measure the effectiveness of an expanded application over an extended period of time.

The highest priority is to incorporate the insights gained from this study and to test this new application with adult-literacy-centre clients, since their needs originally motivated this work.
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Chapter 6

Conclusion

In Section 6.1, we reexamine our hypothesis in light of the evidence; in Section 6.2, we provide a global analysis of findings across the studies conducted; and, in Section 6.3, present avenues for future work.

6.1 Hypothesis Confirmation

Our results provide statistically significant confirmation of the hypothesis that gamification design approaches can be used to create engaging and educationally effective mobile educational software.

Participants in the computer science app study and reading comprehension app study showed a preference for learning with iPad applications compared to traditional or other methods, and in the case of the computer science app study the results were statistically significant for 4 out of the 6 applications tested. Participants in the computer science app study, literacy app study and reading comprehension app study suggested that future learners use the iPad application in addition to traditional and or other methods, and in the case of the computer science app study and the reading comprehension app study, the results are statistically significant. The results of the usability and user experience surveys, post-experiment questionnaire, and informal discussions with participants in the computer science app study, literacy app study and reading comprehension app study all support that gamification design approaches to tablet software lead to engagement.

The results of the quiz and practice sheets in the computer science app study and reading comprehension study support that the software was educationally effective in that students were able to learn using the software. Whether the software was more educationally effective than other methods
was not a research objective, and we cannot claim that our results suggest this.

As discussed when we introduced our hypothesis, we anticipated that some design approaches would be more effective than others, and part of our objective for conducting these studies was to determine which design approaches are more or less effective, in what context, and why, and, in the next section, we synthesize the commentary provided in each paper and discuss common findings and themes which emerged organically across the studies.

6.2 Analysis

An analysis of the results across the studies leads us to comment on the role of educational software, and the implementation and testing of software built using gamification design approaches.

6.2.1 Role of Educational Software

The user feedback in both the computer science app study and the literacy app study suggested that iPad applications were best suited for practicing the application of concepts, but that traditional instructional methods were better suited for teaching the concepts themselves. Students taking a first year computer science course and clients of an adult literacy centre are very different groups of people in terms of demographics, life experiences and educational experiences. The problem domains of computer science and literacy are also fairly different. The fact that this finding appeared so strongly in both groups and problem domains suggests that it is a deeper finding that will appear in other groups and problem domains as well. This finding is in-line with the historical role of video games in the classroom[9]. Though the reading comprehension app study was designed to go beyond this role and teach concepts independently, participants still almost unanimously recommended that the iPad application and other instructional methods for future learners. For these reasons, we strongly suggest educational software should be first considered as a tool to augment and enhance existing instructional methods in learning environments, particularly as a method of practicing the application of concepts.

Despite the fact that our experiments were not designed or motivated by social interaction among participants, we observed such effects, and commented on them in the literacy app study. Participants began to both compete with one another and help one another during the literacy app study. Par-
participants who competed against one another benefited from the motivation provided, and participants that helped one another benefited from having the application as a reference point to discuss the problem and assist in understanding. Though we did not have space in the conference paper for the computer science app study to comment on this, we noticed the same competitive and helpful behaviours among participants in this study as well. The effect was a spontaneous instance of pair programming or pair learning [WK\textsuperscript{+}00], facilitated by the ease with which students could pass around iPad devices. Again, the vast differences in participant demographics and problem domains leads us to conjecture that this is a widespread phenomenon, meriting further study to confirm these observations and to develop best practices. At this point, we suggest that educators consider using educational tablet software in environments conducive to socialization and safe device sharing (e.g. at a group table inside a classroom), and allow students to socialize while using the software.

6.2.2 Software Development

Several of the experimental applications were in whole or in part poorly received, although it is likely that these issues can be corrected.

There are many models and methodologies in software development, including the waterfall model, the spiral model and the agile development methodology [Boe88, CLC03]. In the waterfall model, the requirements for the software are first defined, the software is designed, implemented, tested and maintained. Vastly oversimplifying and ignoring important distinctions, the spiral model and the agile development methodology are both iterative cyclical versions of the waterfall model, involving iterative cycles of development incorporating different types of feedback.

In our view, software development methodologies such as the spiral model and the agile software methodologies are much better suited to the development of software utilizing gamification design approaches. Gamification is meant to encourage engagement, which is a subjective design requirement, dependent upon the emotional state of the software’s users. Though best practices may be followed to increase the likelihood of a good initial design, ultimately the software must be tested with users to check for their level of engagement. The feedback from the users can then be used to fine tune the gamification design elements. Our studies should in some sense be viewed as the first iteration of what should ultimately be a cyclical, iterative development process that incorporates user feedback to design better software. For these reasons, we strongly suggest that developers of software incorporat-
ing gamification design elements choose a more cyclical software development methodology that allows for iterative re-designs, and account for the time user feedback takes to collect and to incorporate. Due to resource constraints, of all the experimental apps, only the binary numbers application has gone through this process, and is now available as “Image 2 Bits” for iPads.

Within an iterative framework, we suggest that discount usability testing be used early in the software development process\cite{Nie94}. Discount usability testing is an adaptive testing approach that involves testing an application with as few as 3-6 participants for the purpose of informing design decisions. We recommend this approach because in all cases where participants pointed out problems with the design of the applications, 3-6 test participants and their informal feedback would have been enough to identify the issues. A more thorough usability study with more participants and more sophisticated instruments could then be done after improvements to the design had been made (perhaps after several more design iterations and discount usability tests). Our recommendation to use quick and dirty testing early in the development process followed by more extensive testing later has been suggested by others\cite{SB10}.

### 6.2.3 Gamification Design

Across the studies, we were able to confirm the effectiveness of known gamification design elements such as rewards, levels, and short-, medium- and long-term goals. Their implementation and fine tuning of course matters, but as a general rule these design elements can work in the domain of mobile educational software.

In both the computer science app study and the literacy app study, post-study questionnaire comments and informal feedback included particular praise for corrective feedback features. When users of these applications would make some mistakes, these applications would help the user see the correct answer through corrective feedback (e.g. an animation of the correct action in the CPU app). Corrective feedback is a known technique in both gamification and education literature\cite{CCD12, BYC05}, but the strength of strength and breadth of user comments merits highlighting.

### 6.3 Future Work

In addition to the future work suggested in each individual study, we suggest the following avenues for future work.
One unexpected observation in the computer science app study and the literacy app study was the impact of unplanned social effects. Due to their size and shape, making it easy to share, tilt and point to content, tablets encourage socialization. Studies investigating the relative impact of designed and impromptu social effects of mobile educational software versus other methods would help elucidate this. For example, testing applications conducive to sharing and/or competition with participants in isolation and in groups of varying sizes, or testing applications conducive to sharing on tablet devices versus desktop computers found in many institutional computer labs.

The time it takes to design, build and test a meaningful tablet application is considerable. The testing phase, in particular, involves soliciting participants, and collecting the data in time-consuming experiment sessions. A platform that would automate recruitment and allow usability researchers to deploy applications for remote testing has the potential to provide significant efficiency gains. For example, a platform that would help recruit study participants, allow study participants to download applications to their device, verify consent, conduct questionnaires on the device, and record and collate test results could automate many clerical tasks. Participants could even be given a reward (e.g. gift certificate) via the platform. Such a platform would be of interest to many usability researchers.
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