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ABSTRACT 

This thesis presents solutions to several inverse problems m 

electromagnetism and microwave engineering. In general, these inverse problems 

belong to two applications: breast cancer diagnosis using microwave imaging and 

defect characterization in metallic structures using magnetic flux leakage (MFL). 

Our contribution in microwave imaging for breast tumor detection can be 

divided into three parts. First, we propose a novel ultra-wide band (UWB) antenna 

that can operate in direct contact with the breast without the need for coupling 

liquids. This antenna is designed such that more than 90% of the radiated power is 

directed toward the tissue from its front aperture over the UWB. The performance 

of the antenna is investigated via simulation and measurement of the following 

parameters: return loss, near-field directivity, efficiency, fidelity, and group 

velocity. Overall, the results show that the antenna is a good candidate for 

frequency and time-domain imaging techniques. 

Second, we have proposed an aperture raster scanning setup that benefits 

from the features of our novel antenna. In this scanning setup, the breast tissue is 

compressed between two rectangular plates (apertures) while two antennas 

perform two-dimensional (2-D) scan by moving together on both sides of the 



compressed tissue. For each scanning step, the transmission S-parameter between 

the two antennas is recorded at several frequencies within UWB. Then, the 

modulus of the calibrated transmission S-parameter is plotted at each frequency to 

provide a 2-D image of the interior of the breast. The images are enhanced using a 

de-blurring technique based on blind de-convolution. This setup provides real 

time images of strong scatterers inside the normal tissue. 

Third, we propose 2-D and three-dimensional (3-D) holography 

algorithms to further improve the quality of the images obtained from the 

proposed planar scanning setup. These techniques are based on the Fourier 

transforms of the collected data to provide an image of a 2-D target (when 

collecting data at a single frequency) or a 3-D target (when collecting wide-band 

data). These techniques are fast and very robust to noise. The capability of the 2­

D and 3-D holographic imaging techniques is examined via simulation results. 

For defect characterization in metallic structures using MFL technique, we 

propose fast and reliable methodologies to invert the measured MFL response to 

the defect's shape parameters. First, we present a procedure to estimate the shape 

parameters of rectangular cracks which are the most common type of defects in 

the metallic structures. The procedure consists of estimating orientation, length, 

and depth of the cracks, consecutively. We validate this procedure via estimating 

the shape parameters of pre-known cracks from the simulated and measured MFL 

responses. Then, we present a methodology based on space mapping (SM) 
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optimization for defect characterization. We examme the efficiency of this 

methodology for two types of defects: rectangular cracks and cylindrical pits. 
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CHAPTERl 

INTRODUCTION 

Problems in engineering and science may be formulated in two opposing 

ways [ 1]: find the effect of a given cause or, conversely, find the cause which 

produces a prescribed or measured effect. The former are called forward problems 

while the latter are inverse problems. Inverse problems in which data come from 

measurements are known as identification or parameter-estimation problems. 

Another type of inverse problem is the synthesis problem, in which data are 

assumed based on certain requirement and a solution may not exist. The optimal 

design problems belong to this group. They are very popular in engineering, where 
I 

the purpose is to design a device which can provide a specified behavior and/or 

optimal performance. In this thesis, we consider various types of inverse problems 

in the electromagnetic and microwave areas. 

1.1 MOTIVATION 

The inverse problems considered in this thesis are related to two major 

applications: microwave imaging for breast cancer diagnosis and non-destructive 
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testing of metallic structures. We categorize the motivation for this thesis into two 

parts as described below. 

1.1.1 Microwave Imaging for Breast Cancer Diagnosis 

Breast cancer is the second common cancer after lung cancer and is the 

most common cancer among women [2]. It is usually detected using X-ray 

mammography [3][4]. Despite the wide usage of mammography, there are a few 

problems associated with this method. The most important is that 5%-15% of the 

tumors can not be seen mammographically [ 4] [ 5]. In addition, the health hazard 

arising from the ionization of tissues caused by X-rays prevents regular 

examination of women. Therefore, alternative or complementing imaging methods 

are needed. Microwave imaging is an emerging modality for this purpose. 

Microwave imaging is not limited to breast cancer imaging. The technique 

can be used in many different fields and applications. Some examples are 

subsurface sensing such as landmine detection (e.g., [ 6]), nondestructive testing of 

materials (e.g., [7]), concealed weapon detection (e.g., [8]), and other types of 

biomedical imaging (e.g., [9]). 

The microwave applications for imaging of biological tissues had a 

breakthrough in 1979 when Jacobi et al. [10] developed a water-immersed 

antenna system that was able to successfully image canine kidney [ 11]. Later, 

research activities included experimental microwave imaging based mainly on 

linear reconstruction algorithms utilizing the Born and the Rytov approximations 

(e.g., see [12][13]). It was shown that the best performance of the linear 

2 
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reconstruction algorithms was limited to small low contrast objects [14]-[16]. 

Thus, the following developments have mainly been focused on iterative 

nonlinear reconstruction algorithms which are more computationally intensive, 

but lead to better image quality [ 17]-[28]. The problem to be solved is inherently 

ill-posed and nonlinear. Therefore, an iterative optimization algorithm has to be 

used, which involves a cost function that is either maximized or minimized. 

However, the nonlinearity of the problem often causes the algorithm to get trapped 

in a local minimum leading to an incorrect reconstruction [29]. To alleviate this 

problem, frequency-hopping technique has been proposed where the low­

frequency content of the electromagnetic pulse is used to reduce the nonlinearities. 

This is then followed by using successively higher frequency content to improve 

the resolution [30]. In [31], a 3D microwave imaging setup has been proposed in 

which the diagonal tensor approximation acts as a preconditioner for the stabilized 

biconjugate-gradient FFT method. Another possibility to reduce illposedness is to 

use a priori information abo\lt the object being imaged [22]. Contributions such as 

[32]-[34] describe how this can be done. The problem of local minima can often 

be resolved with a good initial guess or by starting the reconstruction from some 

ideal model of the expected targets. This is, for example, viable in biomedical 

imaging where the organs and tissues can be assumed known [32], or when testing 

an object for a defect when the unperturbed object is known [33]. A method for 

introducing a finite number of different dielectric materials based on Markov 

modeling and the Bayesian framework has been suggested in [34]. Yet another 

3 
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technique that can be understood as a shape recognition method, the level set 

method, was suggested in [35]. Later references on the same method include [36]­

139}. To overcome the ill-posedness, it is furthermore necessary to apply a 

regularization procedure that is introducing constraints on the reconstructed 

image. An effective regularization should make use of constraints corresponding 

to known physical properties of the object being imaged. The Tikhonov method is 

an example of a method that is often used to impose a smoothness condition on 

the reconstruction [ 40]. A review and classification of some regularization 

techniques have been presented in [ 41]. Also in a recent work, a sparsity 

regularization approach has been presented [ 42] for solving inverse scattering 

problems using the distorted Born iterative method. Although in the optimization­

based microwave imaging described so far the data is collected in the frequency 

domain, in a recent work [43], time-domain data has been acquired which allows 

very few transmitters and receivers to be employed._ln general, the non-linear 

optimization-based image reconstruction is very expensive in terms of memory 

and time and may not lead to reliable results. 

Another group of techniques proposed for microwave imaging is the radar­

based imaging. In radar-based imaging, the goal is to create a map of the 

scattering arising from the contrast in the dielectric properties within the breast. 

The radar approach originates from military and ground-penetrating applications 

and was proposed for breast-cancer detection in the late nineties independently by 

Benjamin in 1996 [44], [45] and Hagness in 1998 [46]. In contrast to most 

4 
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optimization-based techniques, the proposed radar systems operate at higher 

frequencies (up to 10 GHz) and use a large bandwidth (as much as 8 GHz). Most 

of these radars are therefore ultrawide band (UWB). The scattering information is 

obtained from transmission and reception of short UWB electromagnetic pulses. 

The simplest algorithm proposed for radar-based imaging was a standard delay­

and-sum (DAS) focusing [47]. More elaborate techniques such as microwave 

imaging via space-time (MIST) address some drawbacks of DAS. The MIST 

algorithm [ 48][ 49] outperforms mono-static DAS, although multi-static DAS still 

outperforms mono-static MIST (50]. More recently, Xie et al. (50][51] proposed a 

new data-adaptive algorithm for breast-cancer detection based on robust Capon 

beamforming. Using full-wave FDTD simulations with idealized antennas (point 

sources), the authors showed that their new algorithm provides better performance 

than multi-static DAS and MIST. Compared to the mono-static approaches, a 

multi-static approach with a fully-populated antenna array enables the acquisition 

of far more data. In (52], a planar antenna array was used, with all antennas 

printed on the same substrate. Encouraging experimental phantom results showed 

the strength of the multi-static radar approach. However, the performance of the 

flat array is limited by the finite beamwidth of the antennas and, additionally, a 

planar arrangement does not conform well to the breast. Recently, the same 

research group presented the prototype of a multi-static radar based on a 

hemispherical antenna array (53]. A big advantage of radar-based imaging over 

the optimization-based imaging is its relatively simple and robust signal 

5 
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processing. To date there have been only a few experimental breast-imaging radar 

systems reported in the open literature [48][53]-[55]. Although radar-based 

techniques have their advantages (e.g., simplicity), they provide limited 

performance in terms of image resolution and clutter rejection. 

In addition to the drawbacks mentioned above for optimization-based and 

radar-based techniques, the proposed imaging setups so far require immersing the 

antennas and the breast tissue in a coupling liquid. This not only complicates the 

maintenance and sanitation of the setup but also causes additional loss in 

microwave measurements. All of the above drawbacks have hindered the progress 

toward successful clinical trials. 

In this thesis, we first propose novel antennas/sensors for near-field 

microwave imaging of the breast. The antenna is designed to operate in the UWB. 

The antenna characterization includes return loss, total efficiency, near-field 

directivity, fidelity, and group velocity. Then, for the first time we consider the 

direct raster scanning technique when measuring the transmission S-parameters in 

the UWB. We also study its feasibility in breast-cancer detection. The properties 

of our novel sensors enable this methodology with the following advantages. (1) 

The need for coupling liquids is eliminated due to the low-loss dielectric material 

incorporated into the antenna structure. This significantly simplifies the 

maintenance and sanitation of the envisioned clinical setup. Also, this eliminates 

the additional power loss due to the coupling liquids. (2) The small sensor 

aperture leads to enhanced spatial resolution in the images. (3) The UWB 

6 



PhD Thesis - Reza K. Amineh Chapter 1 McMaster University - ECE 

properties of the antenna allow for aperture raster scanning in the UWB frequency 

range. (4) Simple and fast post-processing algorithms facilitate real time, reliable, 

and robust imaging of the breast. This is achieved by an efficient blind de­

convolution algorithm for image de-blurring. In addition, we proposed fast and 

reliable signal processing techniques using the principle of microwave holography 

to further improve the images obtained from the rectangular aperture scanning. 

1.1.2 Magnetic Flux Leakage Technique for Non-Destructive Testing 

The magnetic flux leakage (MFL) technique plays an important role in the 

nondestructive testing (NDT) of buried oil and gas pipelines in order to find 

metal-loss regions usually caused by corrosion, fatigue, etc. The size and shape of 

the defects can be obtained by studying the distribution of the MFL .output signal. 

After the leakage field is measured, an inverse problem must be solved so that the 

shape characteristics of the flaw, such as width, length and depth can be estimated. 

The correct assessment of this information is vital in order to determine critical 

regions in the pipelines. 

The MFL inversion techniques often use an iterative approach where a 

forward model calculates the leakage field for a given set of defect parameters. 

Three major groups of forward models are commonly used. The first group 

involves numerical simulations typically based on the finite element method 

(FEM) [56]-[58]. These models provide accurate results but the drawback is that 

they are computationally very demanding. The second group consists of closed­

form analytical formulas for defects of certain canonical shapes [59]-[62]. These 

7 
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models typically utilize magnetic poles or dipoles on the defect walls. They are 

very fast but less accurate and versatile due to the assumptions made in deriving 

the analytical formulas [60][62]. The third group of forward MFL models is based 

on artificial neural networks for two-dimensional (2-D) and three-dimensional (3­

D) flaws [63]-[67]. These models are fast but are limited to the region m 

parameter space for which the neural network is trained. 

In this thesis, we first propose a direct methodology to invert MFL signals 

to the shape parameters of surface-breaking cracks. Simple techniques are utilized 

to provide fast and reliable means for characterization of rectangular cracks. The 

estimated shape parameters include: orientation, length, and depth. Then, space 

mapping (SM) optimization [68]-[71] methodology is proposed for the first time 

for defect characterization using MFL responses. In space mapping optimization, 

the burden of the optimization is placed on a fast but less accurate coarse model 

while the more accurate but expensive (in terms of memory and time) fme model 

is evaluated only a few times during the optimization process. The proposed 

methodology is examined for two types of defects: rectangular cracks and 

cylindrical pits. 

1.2 CONTRIBUTIONS 

The author has contributed substantially to a number of original 

developments presented in this thesis. These are briefly described next. 

8 
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(1) 	 Design, fabrication, and measurement of a TEM horn antenna/sensor for 

microwave imaging of the breast. 

(2) 	 Proposing a raster aperture scanning setup for microwave imaging of the 

breast. 

(3) 	 Developing two-dimensional (2-D) and three-dimensional (3-D) 

holography techniques for near-field microwave imaging. 

(4) 	 Proposing direct inversion technique for characterization of surface­

breaking cracks using MFL data. 

(5) 	 Proposing space mapping optimization methodology for fast and reliable 

parameter estimation of surface defects using MFL data. 

The work presented in this thesis has been published or submitted for 

publication in eight journals and sixteen conference proceedings. These are cited 

throughout the thesis. 

1.3 OUTLINE OF THE THESIS 

In Chapter 2, a novel transverse electromagnetic (TEM) horn antenna 

placed in a solid dielectric medium is proposed for microwave imaging of the 

breast. The major design requirement is that the antenna couples the microwave 

energy into the tissue without being immersed itself in a coupling medium. The 

antenna achieves this requirement by: 1) directing all radiated power through its 

front aperture, and 2) blocking external electromagnetic interference by a carefully 

9 
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designed enclosure consisting of copper sheets and absorbing sheets. The major 

investigated antenna parameters in the UWB include: return loss, near-field 

directivity (NFD), efficiency, group velocity, and fidelity. 

In chapter 3, the proposed antenna is employed in a raster scanning 

imaging setup. The setup consists of two antennas aligned along each other's 

boresight and moving together to scan two parallel apertures. The imaged object 

lies between the two apertures. With a blind de-convolution algorithm, the images 

are de-blurred. 

In chapter 4, new 2-D and 3-D holographic microwave imaging techniques 

are proposed to reconstruct an image of the targets. These techniques are based on 

the Fourier analysis of the data recorded by two antennas scanning together two 

separate rectangular parallel apertures on both sides of a target. No assumptions 

are made about the incident field, which can be derived by either simulation or 

measurement. Both the back-scattered and forward-scattered signals can be used 

to reconstruct the image of the target. This makes the proposed technique 

applicable with near-field measurements. Associated resolution limits, sampling 

constraints, and the impact ofnoise are also discussed. 

The work in chapter 5 is two-fold. In the first part, a direct procedure is 

proposed for full characterization of rectangular surface-breaking cracks based on 

the MFL measurements of only one tangential component of the magnetic field. 

The parameters of interest include the orientation, length and depth of the cracks. 

In the second part, a space mapping methodology is proposed to expedite the 

10 
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optimization process in defect characterization using the MFL data. The proposed 

methodology is examined for two types of defects: rectangular cracks and 

cylindrical pits. 
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CHAPTER2 

DESIGN, FABRICATION, AND MEASUREMENT OF 

A TEM HORN ANTENNA FOR ULTRA-WIDE 

BAND MICROWAVE BREAST IMAGING 

2.1 INTRODUCTION 

The design and fabrication of high-perfom1ance antennas present 

significant challenges in the implementation of microwave imaging. An important 

antenna design requirement is a wide impedance bandwidth. In radar-based 

techniques, the wide bandwidth is a prerequisite to achieving high fidelity of the 

radiated pulse. In optimization-based techniques, the frequency-hopping approach 

is used which employs multi-frequency microwave measurements. It allows for 

the reconstruction of the pennittivity distribution with higher fidelity compared to 

a single-frequency or nan-ow-band reconstruction [1]. Other typical design 

requirements that have been considered in the literature are high directivity as \vell 

as small size so that a number of antennas could be positioned around the breast. 

Various types of antennas have been proposed for tissue-sensing applications. 

Typical examples include planar monopole [2], slot antenna [3], Fourtear antenna 
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[4] , microstrip patch antenna [5] , planar "dark-eyes" [6], and ridged pyramidal 

horn [7]. 

For microwave scannmg of the breast, the antennas and the tissue are 

typically immersed in a coupling liquid with dielectric properties as close as 

possible to the average properties of the breast tissue in the operating frequency 

band (e.g. see [8]). This medium minimizes the reflections occun-ing at the skin 

interface and increases the penetration into the tissue. Optimizing the coupling 

liquid based on in vivo measurement data has been addressed in [8] where the 

coupling liquid is a mixture of glycerin and water. Also, several liquids have been 

compared in [9] and the benefits of selecting an oil-based immersion liquid have 

been discussed. However, the selection of a convenient and practical coupling 

medium for realistic clinical experiments is still an issue of debate. The coupling 

medium complicates maintenance and reqmres replacement to avoid 

contamination. 

Jn our initial investigations we studied two types of coupling liquids: 

alcohol [ 1 OJ and oil-based liquids [ 11 ]. Alcohol is convenient for clinical use but 

it shows high loss which is not suitable for microwave measurements. On the 

other hand, oil-based liquids have lower loss but they are not convenient for 

clinical use. 

Considering the limitations of using coupling liquids, an ultra-wide band 

(UWB) TEM horn antenna placed in a partially shielded dielectric medium was 

proposed. The major design considerations, which distinguishes this antenna from 
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the previously proposed antennas for this application are: ( 1) elimination of the 

coupling liquid, (2) directing all radiated power toward the tissue via the front 

aperture of the antenna, and (3) blocking the electromagnetic interference from the 

smTotmding medium by a carefully designed enclosure consisting of copper sheets 

and power absorbing sheets. The first requirement ensures that the imaging system 

is convenient to be used in a clinical environment, i.e., that it is easy to maintain 

and sanitize after a patient is examined. The second and third requirements are 

crucial in the detection and characterization of tumors. The antenna also features 

ultra-wide impedance bandwidth. It is designed to operate in the UWB range 

allowed by the Federal Communication Commission (FCC) for indoor 

applications, i.e., 3.1 GHz to 10.6 GHz. The amount of power coupled to the 

tissue through the front ape11ure is quantified by a new parameter called near-field 

directivity (NFD). To compute NFD, instead of computing near-field directivity 

for each point as proposed in [ 12], the integration of the real part of the Poynting 

vector is computed over a surface overlapping the antenna aperture and the result 

is divided by the total radiated power. 

In addition, we investigate the following parameters of the antenna in the 

UWB range through simulation and measurement: group velocity, fidelity, and 

efficiency. Novel techniques are presented for estimating the efficiency and the 

group velocity from measurements suitable for the characterization of antennas 

operating in direct contact with tissue. The design and characterization of the 

antenna have been presented in [13]-[20]. 
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2.2 ANTENNA DESIGN AND FABRICATION 

The proposed antenna is a TEM horn which is placed in a partially shielded 

dielectric medium. Since the focus here is on near-field imaging for breast cancer 

diagnostics, we design the antenna to operate best when attached to a skin layer 

backed by a tissue layer. This influences the selection of the permittivity of the 

dielectric material used in the antenna stmcture and ultimately the antenna 

dimensions. 

Fig. 2. l(a) shows the two plates of the TEM horn which is fed by a coaxial 

cable via a balun ensuring matched transition to the parallel plates of the horn 

[21]. Figs. 2.l(b) and 2.l(c) show the top and bottom views of the TEM horn and 

the balun. The TEM horn is embedded in a solid dielect1ic medium with 

pe1mittivity of I 0 so that it matches closely the weighted average pennittivity of 

the breast tissue of a radiologically dense breast [22] in the UWB frequency range. 

This ensures maximum coupling of the microwave power into the imaged body. 

Also, using such dielectric material eliminates the need for coupling liquids. The 

material of the dielectric medium is ECCOSTOCK® HiK from Emerson & 

Cuming Microwave Products (23] with Er= 10 and tan t5 < 0.002 in the 

frequency range from l GHz to I 0 GHz. This solid material simplifies the 

fabrication process significantly. It can be readily machined to make three 

dielectric pieces (cross-sectional view shown in Fig. 2.1 ( d)) using carbide tools or 

by grinding. After placing the copper sheets of the TEM horn (Figs. 2.1 (a), 2.1 (b), 
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and 2.1 (c)) on the middle piece, all three pieces are attached together to form the 

final shape in Fig. 2.l(e). 

TEM horn balun 

(a) (b) (c) 

d·1 ./1e ectnc _ 

pieces 

\ 

(d) (e) 
Fig. 2.1. (a) The TEM horn with the coaxial feed and the balun. (b) Top view of 
the TEM horn. (c) Bottom view of the TEM horn. (d) Cross-sectional view of the 
three antenna pieces machined out of ECCOSTOCK® HiK. (e) After mounting the 
copper plates of the TEM horn on the middle dielectric piece, all three dielectric 
parts are glued together. 

In order to de-couple the antenna from the outside environment (except the 

front side), the antenna is shielded with patterned copper sheets as shown in Fig. 

2.2. The shapes of the apertures on the top copper sheet have a crucial role in 

matching the impedance of the antenna to that of the coaxial cable. The top plate 

of the TEM horn is connected to the top copper sheet with a thin wire to suppress 

propagating modes between these two plates. The thin wire is along the same axis 
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as the inner wire of the coaxial feed; see Fig. 2.3. Then, a microwave absorbing 

sheet with £
1 
~ 30, & 

11 
~ 2, µ' ~ 1.7, and p";:::; 2.7 (ECCOSORB FGM-40, 

Emerson & Cuming Microwave Products (23]) is glued on the top surface of the 

antenna (on top of the copper sheet) to prevent the coupling of the antenna to the 

outside environment. 

side 
copper sheet 

(a) 

~) ~) 
Fig. 2.2 (a) The TEM horn placed in a dielectric medium with relative permittivity 
of 10 with copper sheets on all outer surfaces except the front aperture and a 
microwave absorbing sheet on the top surface. (b) The copper sheet pattern on the 
top surface. ( c) The copper sheet pattern on the bottom surface. 
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2.3 ANTENNA PERFORMANCE 

Fig. 2.3 shows the simulation set-up where the antenna is assumed to 

operate in air while its front aperture is attached to a two-layer medium with a 

skin layer and a tissue layer with the properties shown in Fig. 2.4. The design 

parameters have been optimized so that the antenna is matched to the 50-.Q 

coaxial cable in the whole UWB frequency range. We show the perf01mance of 

the antenna in the frequency domain as well as the time domain. 

The frequency-domain simulations are performed with HFSS ver. l l [24] 

and the time-domain simulations are performed with CST Microwave Studio [25]. 

The measurements have been performed on the artificial phantom emulating the 

human breast. Table 2.1 shows the values for the design parameters of Figs. 2.1 

and 2.2. The parameters L, s, and t, which show the overall size of the antenna, are 

74 mm, 19 mm, and 30 mm, respectively. 

Fig. 2.3. Sliced view of one-half of the simulation set-up. 
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TABLE2.l 

0ES1GN PARAMETERS Of THE ANTENNA 


Parameter Value (mm2 Parameter Value (mm) 
I 38 X4 10 
w 24 X5 20 
h 16 X6 21 
a 8 YI 16 
b 5 Y2 3 
c 11 2Y3 
r 11 4Y4 
L 74 Ys 2 
s 19 7Y6 

30 Y7 3 
X1 22 ZJ 9 
X2 18 Z2 52 
X3 14 Z3 23 

2.3.1 Return Loss 

The antenna geometry is optimized first in HFSS to obtain a return loss 

below -10 dB in the whole UWB. Then, the final design is also simulated in CST 

Microwave Studio for validation as well as in order to compute the time-domain 

performance parameters. The return loss of the antenna is measured when the 

antenna is attached to a phantom consisting of two layers: a 2 mm thin skin layer 

and a 5 cm thick tissue layer. These layers are made of glycerin solutions with the 

properties shown in Fig. 2.4 to emulate the breast tissue. Fig. 2.5 shows the 

comparison between the simulated and measur~d results for the return loss of the 

antenna. The impedance match is good in the UWB frequency range (below -10 

dB). 
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(a) 

(b) 
Fig. 2.4. Measured constitutive parameters of the tissue and skin layers made of 
glycerin phantoms: (a) dielectric constant and (b) effective conductivity. 

2.3.2 Near-Field Directivity (NFD) 

Fig. 2.6 shows the computed NFD factor for the antenna. This factor shows 

the proportion of the power that is radiated via the front aperture of the antenna. 

To compute this factor, the nom1al component of the real part of the Poynting 

vector is integrated on the smfaces of a cuboid enclosing the antenna with its front 

surface overlapping the front aperture of the antenna as shown in Fig. 2.3. The 

total radiated power is obtained from the sum of all these integrations . Then, the 
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power integral over the front surface is divided by the total radiated power to gjve 

the NFD factor. Fig. 2.6 shows the computed NFD factor versus frequency. The 

average NFD factor over the whole band is 93%. It shows that the antenna is de­

coupled electromagnetically from the outside environment very well while 

coupling most of the' radiated power into the imaged tissue. 

2.3.3 Efficiency 

We investigate the efficiency of the antenna via simulation and 

measurement. In order to compute the efficiency via simulation~ we divide the 

total radiated power (computed as described in the previous section over the 

cuboid surface shown in Fig. 2.3) by the power fed to the antenna. The power fed 

to the antenna is computed as the power incident on the coaxial port minus the 

reflected power at that port. 

In order to have an experimental estimation of the antenna efficiency, two 

identical antennas are attached together front-to-front as shown in Fig. 2.7. The 

received-to-transmitted power ratio P,JP, is 

; = O- ir,i'HJ-ir,I') ·e, ·e,- D, ·D, (2.1) 
( 

where r,. and r/ are the return losses for the two antennas, er and e, are their 

efficiencies, and D,. and D, are their NFD factors. In a measurement with a vector 

network analyzer (VNA), the two antennas' coaxial feeds represent the two ports 

where Is21 /2= P,. I ~ ' Is, j I=r ,' and IS22 I=r ,. . The efficiency of one antenna is 
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obtained as 

(2.2) 


measurement. 

I :-·--------- ··--------·---- -----·..·--·-----·-··~-··---

::::~=~L-~l· ~r~ ~=~ . ~--+--- -~ 
/ i 

o.&2]- ···----4 ---· ·5----- ;,----- 1 -·----·-g--·9----1Jo -- 11 

/(GHz) 

Fig. 2.6. Simulated NFD factor of the antenna. 

Fig. 2.7 . Attaching two identical antennas front-to-front to measure efficiency and 
group velocity. 
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In the above formula, while the S-parameters are measured, the NFD factor 

is simulated (see Fig. 2.6). 

Fig. 2.8 compares the antenna efficiency obtained from simulation and 

measurement over the UWB frequency range. The average of the efficiency over 

the whole band in the case of the simulation and the measurement is 40% and 

32%, respectively. Considering the efficiency together with the NFD factor, this 

indicates that the overall coupling efficiency of the proposed antenna to the 

imaged medium via the front aperture is much better than that of existing low-

directivity UWB antennas whose average radiation efficiencies are of comparable 

values; for example, see [6]. We emphasize that such low-directivity UWB 

antennas direct only a fraction of the radiated power toward the imaged region. 

2.3.4 Group Velocity 

We estimate the group velocity of the antenna via measurements. The 

variation of the group velocity with frequency is a measure of the distortion of the 

transmitted pulse due to the antenna. We use S21 in the same measurement set-up 

as shown in Fig. 2.7. We express 521 as 

v2 _ - (a, +jl?) I - (ao+ j{J,)J.,..S =- - e · "'1 ..., e · · · (2.3)
21 v. 

I 

where Vi and V, are the assumed voltages at the two-antenna terminals, /h and /J1 

are the phase constants associated with the signal delay in each antenna, anda 1 

are the respective attenuation constants, and L2 and L 1 are the lengths of thea 2 
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antennas from the coaxial feed point to the center of the aperture. Since the two 

antennas are assumed identical, we define a,., , /JA, and LA as aA,a2 = a 1 = 

introduce e ll as the angle of S21, ()21 = 2/JALA. Then the group velocity Vg lS 

obtained as 

(2.4) 


0.8:-------,-----·-·-;- -----------.- ------~---- :o==-=-==:i 
, I ·-··- Measuremenr ;I 

0 ';-M----:___t ___j__ _ _-;---CSimut";on -:··A-it;_ ____ _______ _~--------1 

o~- ---- -- _,___.i__ ----'-- ·-·- .L____ ---- __l _ __: 
_, 4 5 6 7 8 9 10 II 

/(GHz) 

Fig. 2.8. Simulated and measured efficiencies of the antenna. 
8 

x 103-----.,- ---- -:----------..,-- -------=---­
--:~=::::-M~surem;.1"1-- ·-: i 

' 11 

. ! , !- TEM wave velocity 1! 
2.) ~- -- --· - ! -- --·---·---~~----1•A•••~':~; ~· --:-.:Jo • 

,_ I ;i 2~---- _____T______ . .,.----------~--------------··· ·--- ____,____________ 

C­ I 

-c::; 
~ I.S f----------- - --- --------- .. L----T-------'------ - ­

0.. 

~ I ~~i:.,,~-..·--~~~1~-;.;::r.:::7-~~:;;.=..~ 
() 5 • -·- -- _________;_I _ _ ... ----· ------- ---· 
. l ' 

ot .. ------ -- -------'-------·-····-····-· ..L._ ------------------ __ , 
3 4 7 8 10 11 

/(GHz) 

Fig. 2.9 . Group velocity obtained from measurement compared to the wave 

velocity in a medium with permittivity of I0, vTEM ~ 0.9x108 m/s. 
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Fig. 2.10. Simulated fidelity versus the distance from the center of the antenna 
aperture and along the aperture normal. 

Fig. 2.9 shows the group velocity computed from measured results. It is 

compared with the velocity of the wave in the antenna dielectric medium with 

permittivity of I 0. 

2.3.5 Fidelity 

In order to investigate the distortion of the pulses by the proposed antenna 

into homogenized breast tissue, the antenna fidelity is computed. The fidelity is 

the maximum magnitude of the cross-coITelation between the n01malized 

observed response and an ideal response derived from the excitation waveform at 

the antenna terminals [26], 

F =m;ix [f(t)r(t +r)dt (2.5) 

where f(t) is the observed £-field normalized to unit energy, and f (t) is the 

input signal at the antenna terminals also normalized to unit energy. Fig. 2.10 

shows the computed fidelity of the antenna. It is seen that the fidelity of the signal 
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is maximum close to the antenna and decreases with distance. The reason for the 

drop in the fidelity with distance is the tissue dispersion and dissipation. 

2.4 SUMMARY 

In this chapter, a novel UWB TEM horn antenna placed in a dielectric 

medium has been proposed for microwave imaging in breast cancer detection. The 

outer surface of the antenna is covered by copper sheets and a microwave 

absorbing sheet. The design is accomplished through full-wave simulation and 

then experimentally tuned for best impedance match. Simulated and experimental 

results confirm that the following design requirements are met: ( l) The antenna 

does not need to be immersed in a coupling liquid. (2) The near-field power is 

directed entirely toward the tissue through the front aperture of the antenna. (3) 

Excellent isolation from external electromagnetic interference (EM[) is achieved. 

(4) Good impedance match in the UWB frequency range is achieved. 

This antenna enables the development of practical imaging systems which 

will be easy to maintain in a clinical environment. Such systems will allow for 

convenient and fast sanitation of the equipment after a patient is examined. 

Fmthe1more, the specifications stated in (2) and (3) are cmcial for the sensitivity 

and the EMI immunity of the microwave breast imaging system that have not been 

properly addressed in previously reported works. This antenna is intended to be 

used in a microwave breast tomography system although it may be also a good 

candidate for radar-based imaging. 
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CHAPTER3 

APERTURE RASTER SCANNING SETUP FOR 

NEAR-FIELD MICROWAVE IMAGING 

3.1 INTRODUCTION 

We test the antenna performance as a microwave sensor in an ape1iure 

scanning setup to detect embedded targets inside a lossy dielectric body. We 

examine various scenarios from high-contrast targets in homogeneous phantoms 

to low-contrast n1mors in a heterogeneous breast model. The fonner case is 

investigated as a general imaging scenario for hidden targets in dielectric bodies 

although there are many examples in the literature for breast imaging where 

normal tissue is assumed to be homogeneous and the tumors have large contrasts 

(e.g., see [ 1 )-(8]). The latter case gives a realistic insight into the efficiency of the 

scanning technique as it considers both large and small contrasts. The work in this 

chapter has been presented in [9]-[ 12]. 

3.2 IMAGING SETUP 

As shown in Fig. 3.1, a simulant of the breast tissue layer with the 

properties shown in Fig. 2.4 is compressed between two very thin parallel plates. 
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A slight compression of the breast between two rigid parallel plates would prevent 

undesired movement during the microwave measurements. Then, two antennas, 

one transmitting and the other receiving, perform a two-dimensional (2-D) scan 

by moving together along the opposite sides of the compressed breast. We note 

that tissue compression is applied in X-ray mammography (severe compression) 

and MRI (slight compression). Compression is employed in X-ray mammography 

mostly to increase sensitivity while in MRI it is used to immobilize the tissue 

during data acquisition. Movement may cause blurring and measurement errors. 

The imaging setup has the following advantages for breast imaging. ( 1) 

The imaging setup does not require coupling liquid. Thus, the imaging system 

would be convenient for clinical use, i.e. , it would be easy to sanitize after a 

patient is examined. (2) The transmitter (or receiver) antenna couples (or 

measures) practically all microwave power directly in (or from) the tissue 

through its front aperture due to an excellent NFD. This eliminates interference 

from the outside environement. (3) The image generation is simple. The 

transmission S-parameter S~~ck (y , z) between the two antennas when no scatterer 

is present (background medium only) at the position (y,z) is acquired. To obtain 

the calibrated transmission S-parameter s;~1 (y' z) ' s;~ck (y ' z) is subtracted from 

measured transmission S-parameter S~eas (y, z) 

Seal ( ) smeas ( ) sback ( )
21 y, z = 21 y, z - 21 y , z . (3.1) 

The images are plots of IS~~ 1 (y, z) I . ( 4) The coupling between the antennas is 
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optimal in such scanning setup. 

In this example, s:;ick (y, z) is the same for all (y.z) positions, because the 

background medium is homogeneous. However, the same calibration can be 

applied with heterogeneous background where s~~ck would depend on the 

position. Also, here the separation distance between the two antennas is set at 3 

cm. At such distance, the coupling between the two antennas is sufficiently strong 

to obtain reasonable signal-to-noise ratio (SNR) with conventional test 

instruments, e.g., vector network analyzer. In a practical breast-scanning scenario, 

separation distances anywhere between 8 and 12 cm are necessary in order to 

avoid patient discomfort. Such a system would require low-noise amplifiers and 

controlled environment in order to achieve good dynamic range especially at the 

high-frequency end. 

We investigate the capability of this setup to produce images through 

aperture scanning with the proposed antennas. This is first done through HFSS 

simulations. A flat tissue layer with the properties shown in Fig. 2.4 and 

dimensions of 140 mmx 140 mmx 30 mm is covered by two layers of skin on the 

top and the bottom sides and is scanned by two antennas. The thin support 

plates that are supposed to compress slightly the breast are ignored here since 

their effect will be eliminated through the calibration process. We embed 5 tumor 

simulants in the breast tissue layer with various shapes as shown in Fig. 3 .1. Table 

3. I shows their position and dielectric properties. The latter are assumed 

frequency-independent in this example. This allows us to monitor the tumor 
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responses with different contrasts in electrical properties with respect to the 

background. The parameter is acquired on an area of 100 mm x 100 mmS2 1 

where the sampling rate is 5 mm. Figs. 3.2(a), (b), and (c) show the images 

obtained from Is~~tl (y, z) I at 5 GHz, 7 GHz, and 9 GHz. These images show that 

the tumor simulants can be easily detected especially at 5 and 7 GHz. It is 

observed that while the tumors have been detected, their shape can not be 

determined. This is expected because the tumor simulants are electrically too 

small. However, larger tumors appear as larger bright spots in the images even if 

their pennittivity contrast with respect to the background is lower (compare 

tumors 4 and 5 with tumor 1). Another interesting observation is that at 7 GHz the 

image of tumor 4, which has only permittivity contrast but no conductivity 

contrast with the background, appears larger than the image of tumor 2, which has 

the same size and shape but has contrast in both permittivity and conductivity. 

Here, it is worth noting that images can be generated using only magnitude 

information according to 

Iseal C. z) l=Ismeas ( ) I - I sbac.k I21 y, 21 y, z 21 • (3.2) 

However, instead of sharp spots, the tumor simulants appear as doughut shapes. 

Ignoring the phase information has a negative effect on the image quality. In the 

next section, we improve the quality of the images using a blind de-convolution 

technique. 
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Fig. 3 .1. The proposed planar microwave imaging setup to detect tumors inside a 
breast phantom including the compressed phantom and two UWB antennas: (a) 
top view, (b) side view. Large an-ows show the scanning axes. 
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3.3 APPLYING BLIND DE-CONVOLUTION TO DE-BLUR THE IMAGES 

Although the images formed by Is;~1 (y, z) I discussed in the previous 

section clearly identify the presence of scatterers in the tissue, they suffer from 

significant blurring. The most important factor that causes the blurring is the non­

point-wise transmitter and receiver apertures. ln fact, the antenna aperture acts 

like an averaging window, which gives approximately the integration of the 

power over the antenna aperture in each central (y,z) position. This integration 

effect is actually a convolution (filtering) in the spatial domain. This effect can be 

reduced with blind de-convolution. 

TABLE 3.1 

SHAPE, SIZE, ELECTRICAL PROPERTIES AND POSITION OF THE TUMOR SIMULANTS 


IN FIG. 3.1 


Tumor No. Sha2e & Size 
sphere 

radius=4 mm 

C:r 

50 

o (Sim) 

5 

Position (mm) 

(0,-35,30) 

2 
irregular 

radius=8 mm 50 5 (0,35,30) 

3 

cylinder 
radius=6 mm 
height=6 mm 

50 5 (0,-35,-30) 

4 
irregular 

radius=8 mm 50 3 (0,35,-30) 

5 
cuboid 

side= IO mm 30 5 (0,0,0) 
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Fig. 3.2. The simulated IS~~11 I images from 2-D scanning at: (a) 5 GHz, (b) 7 

GHz, and (c) 9 GHz. The de-blmTed images after applying blind de-convolution 
at: (d) 5 GHz, (e) 7 GHz, and (f) 9 GHz. 
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ln blind de-convolution, it is assumed that the original unknown image 

fiy,z) has been convolved with a point spread function (PSF), u(y,z), to create a 

blurred image g(y,z), 

g(y,z) = f(y,z) *u(y,z) (3.3) 

where * denotes two-dimensional convolution. The aim m blind image de­

convolution is to estimate the original image fiy,z) when the blurred image g(v,z) 

is known and the PSF is unknown or partially known [13]. 

Here, we have the blurred image g(y,z)=I s;~1 (y,z) I from the 

measurement. We assume that the integrating effect occurs non-evenly over the 

antenna aperture. Thus, we use the simulated distribution of the ·normal 

component (x-component) of the Poynting vector at the antenna aperture as the 

weighting coefficients for the integration effect at each frequency. This becomes 

the initial guess for the PSF. lt needs to be further corrected since: 1) the 

distribution of the x-component of the Poynting vector over the antenna aperture 

depends on the tissue properties in front of the antenna, 2) the integration of the 

power entering the antenna via the front aperture will not be exactly equal to the 

power that reaches the antenna port, and 3) in practice, the distribution of u(y,z) 

would be slightly different from the one obtained via simulation due to inevitable 

differences between the simulated antenna model and the fabricated antenna. 

Here, we use accelerated damped Lucy Richardson algorithm [14] in the 

MATLAB image processing toolbox [ 15]. The algmithm restores the original 

image j(y,z) and the point-spread function (PSF) simultaneously in each iteration 
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in order to maximize the likelihood between the resulting original image, when 

convolved with the resulting PSF and the bluITed image. Figs. 3.2(d)-(f) show the 

de-blurred images after applying blind de-convolution. It is clear that in these 

images tumors appear with much better contrast compared to the raw images of 

Figs. 3.2(a)-(c). Also, the spatial spans of the tumors have been restored in the de­

blurred images especially at 9 GHz. 

3.4 MEASUREMENTS OF A HOMOGE~EOUS PHANTOM 

A homogeneous flat phantom is prepared out of glycerin with a thickness 

of 3 cm and two scaterrers are placed inside. Fig. 3.3 shows the constitutive 

parameters of the two embedded scatterers, denoted as Sc I and Sc2, as we! l as 

those of the homogeneous background phantom. Sc I is made of alginate powder 

while Sc2 is made of glycerin. The background medium is also glycerin-based but 

the recipe is different from that for Sc2. Table 3.2 shows the positions, sizes, and 

the type of materials for Sc 1 and Sc2. Two identical antennas with the parameters 

shown in the previous sections are used to perform a 2-D scan of the compressed 

phantom between two thin glass sheets. With spatial sampling rates of 5 mm in 

both y and z directions, the S-parameters at the two antenna tenninals are 

measured utilizing an Advantest R3770 VNA. Figs. 3.4(a)-(c) show the images 

obtained after calibration (as described by (3.1 )) at 5 GHz, 7 GHz, and 9 GHz. 

Sc I, which has larger contrast in the dielectric properties than Sc2, produces a 

brighter larger spot in the images. We also note that diffusion of the alginate 
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powder into the homogeneous phantom makes the effective size of Sc I larger. 

After insertion into the background medium, the constitutive parameters of the 

center of Sc I are those reported in Fig. 3.3; however, they gradually transition 

into the properties of the background medium away from the center. 

o:---------------'------- ---~1______! - ____ j________l_____l_______1 


3 4 5 6 7 8 9 10 

/(GHz) 

(b) 
Fig. 3.3. Measured constitutive parameters for the background medium and the 
two scatterers: (a) dielectric constant, (b) effective conductivity. 
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TABLE 3.2 

POSITlON (IN THE Y-Z PLANE), SIZE, AND MATERIAL TYPE FOR THE Two 


SCATTERERS EMBEDDED TN THE EXPERIMENTAL HOMOGENEOUS PHANTOM 


Scatterer 

Scl 

Position (mm) 

(-4,25) 

Size (mm) 
IOxlOxlO 

[before diffusion] 

Material 

alginate powder 

Sc2 (9,-25) 15xl5xl5 glycerin 

In order to perfo1m blind de-convolution on the raw images, we first 

simulate one antenna with the thin glass sheet and the homogeneous phantom to 

get the initial guess for the PSF at each frequency as described in section 3.3. 

Then, we apply the blind de-convolution algorithm to improve the image quality 

as shown in Figs. 3.4(d)-(f). 

3.5 SIMULATION RESULTS FOR HETEROGENEOUS BREAST MODEL 

So far we have investigated the capability of the proposed scanning setup 

in detecting targets embedded in homogeneous background media. However, in 

applications such as breast tumor detection, the host medium is not homogeneous. 

Here, we examine the raster scanning with the proposed antenna for a 

heterogeneous breast model. This model is obtained by conve11ing MRI intensity 

images into several tissues including: fat, trans-fat, fibre-glandular, and muscle. 

The skin layer is then created artificially in the simulation model to envelop 

tightly the MRI-based model. Fig. 3.5(a) shows the simulation setup containing 

two identical antennas and the heterogeneous flattened breast model with a 

thickness of 3 cm. We then insert three tumor simulants with the shapes shown in 
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Fig. 3.4. The measured I s;~ ' Iimages from 2-D scanning at: (a) 5 GHz, (b) 7 GHz, 

and ( c) 9 GHz. The de-biurred images after applying blind de-convolution to the 
images at: (d) 5 GHz, (e) 7 GHz, and (f) 9 GHz. 
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(a) 
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antennas 
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fat 

Ly 
trans-fat 

+----skin 

(b) 
Fig. 3.5. (a) Scanning compressed heterogeneous breast model by two antennas 
(b) Three tumor simulants embedded at the positions (-23,-40) mm, (30,-40) mm, 
and (0,-20) mm in the trans-fat, fibro-glandular, and fat tissues, respectively. 

the cross-sectional view of Fig. 3.5(b) in various tissues. The tumor in fat is at the 

position (30,-40) mm in the y-z plane. The tumor in trans-fat is at the position (­

23,40) mm in the y-z plane. The tumor in fibro-glandular tissue is at the position 

(0 ,-20) mm in the y-z plane. Fig. 3.6 shows the electrical properties assigned to 

the tissues which are extracted from [ 16] and [ 17]. Also, the properties shown in 

Fig. 2.4 are assigned to the skin layer. The tumor in the fibro-glandular tissue has 

the lowest contrast (about 50:43 in permittivity and 4.7:4 in conductivity at 5 GHz 

and similar contrasts at other frequencies) while the tumor in the fat has the 

largest contrast (about 50:5 in permittivity and 4.7:0.45 in conductivity at 5 GHz 

and similar contrasts at other frequencies). 
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Fig. 3.6. Permittivity and conductivity of the heterogeneous breast model. 


Using the calibrated data (as described in (3.1)), the raw images shown in 

Figs. 3.7(a)-(c) are obtained. The images show that all three tumors can be 

detected at 5 GHz. At 7 GHz two of the tumors are clearly visible (that in the fat 

and the one in the trans-fat). However, at 9 GHz only the tumor embedded in the 

fat tissue can be detected. This is the case of the highest contrast. The reduced 

detection capability at 9 GHz is due to the degradation of the numerical SNR at 

high frequencies. Here, we define the numerical SNR as the ratio of the signal 
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Fig. 3.7. The simulated Is;~1 I images from 2-D scanning of the heterogeneous 

breast model at: (a) 5 GHz, (b) 7 GHz, and (c) 9 GHz. The de-blurred images after 
applying blind de-convolution at: (d) 5 GHz, (e) 7 GHz, and (f) 9 GHz. 

strength at the position of the tumor and the S-parameter mesh convergence error 

of the simulations. In all simulations, the mesh convergence error is set at 0.001. 

Table 3.3 shows the computed values for the so defined SNR for all three tumor 
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simulants at 5 GHz, 7 GHz, and 9 GHz. It is observed that the SNR decreases 

drastically with increasing frequency. ln particular, at 9 GHz, the SNR value is 

larger than 1 only for the tumor embedded in the fat. In measurements, the system 

SNR can be increased using low-noise amplifiers at the receiver. 

The blind de-convolution algorithm is applied to the raw images in this 

example as well. Figs. 3.7(d)-(f) show the reconstructed images in which the 

tumors appear with better contrast. 

TABLE 3.3 


D EGRADATION OF SNR VERSUS FREQUENCY FOR THE THREE EMBEDDED T UMOR 


SIMULANTS IN FIG. 3.5 


Tumor position (mm) Host tissue 5 GHz 7GHz 9GHz 

(0,-20) fibro-glandular 2.2 0.2 0.03 

(-23,-40) trans-fat 6.3 0.9 0.2 

(30,-40) fat 7.4 7.1 1.9 

3.6 SUMMARY 

In this chapter, an aperture raster scanning setup was used to test the 

antenna proposed in chapter 2 in both measurements and simulations. The 

scanning setup clearly benefits from the excellent near-field directivity of the 

proposed antenna. Strong scatterers inside a homogeneous dielectric body were 

detected both in simulations and measurements . The detection of weak and strong 

scatterers in a heterogeneous breast model was also examined and the results are 

encouraging. A blind de-convolution technique was applied to improve the image 
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quality. Overall, the simulation and experimental results confirm the capability of 

the planar raster scanning setup with the proposed antennas to provide high-

quality images through near-field microwave measurements. 
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CHAPTER4 

MICROWAVE HOLOGRAPHY FOR NEAR-FIELD 

IMAGING 

4.1 INTRODUCTION 

Various methods have been proposed for microwave imagmg. We 

described common optimization-based and radar-based techniques proposed so 

far for breast imaging in chapter I . We also described the challenges in 

microwave imaging which have prevented so far the realization of reliable clinical 

imaging setups. 

A microwave holographic imaging technique has been proposed in Pacific 

Northwest National Laboratory [I J which relies on the measurement of the 

magnitude and phase of the wave scattered from the imaged target on a 

rectangular aperture. Knowledge of the magnitude and phase across an aperture 

allows Fourier-transform (FT) based reconstruction of the target's reflectivity. 

This technique has been used to fom1 high-resolution two-dimensional (2-D) or 

three-dimensional (3-D) images. In this method, a transmitter antenna and a 

receiver antenna move together on one side of the target to scan a rectangular 

planar aperture. The data collected at a single frequency can be used to reconstmct 

a 2-D reflectivity image of the target. Using wide-band frequency data allows for 
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3-D image reconstruction. The algorithm assumes that the wave emanating from 

the transmitter and the one reflected back from the target point are closely 

approximated by spherical waves. It then uses a 2-D FT to decompose them into 

an equivalent superposition of plane waves. Each of the plane wave components 

can then be phase shifted, or back propagated, to the target position. An inverse 

FT transforms the data back to the spatial domain. The magnitude of the complex 

image then yields an image of the target. 

We should emphasize that the microwave holographic imaging discussed 

above has similarities and differences with the conventional microwave 

holography first presented in [2]. ln [ 1 ], the scattered field due to the target is 

measured on an aperture similar to the conventional holography in which the 

interference pattern of a reference wave yvith the wave scattered from the target is 

recorded on a hologram. However, the reconstruction of the target in [I] is 

implemented based on the processing techniques in contrast to the conventional 

holography in which the hologram is illuminated with the reference wave to 

reconstruct a virtual target. Gathering all these applications in one category, so 

far, microwave holography has been proposed for concealed weapon detection 

[ l ][3]-[5], near-field analysis of ante1mas [6], biomedical imaging [7], and non­

destructive testing and evaluation [8]. 

In this chapter, we extend the holographic image reconstruction developed 

in [I] to include not only back-scattered but also forward-scattered signals for 2-D 

and 3-D imaging. Our method does not make any assumptions about the incident 
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field such as those based on plane wave representations. The incident field can be 

even given in a numerical form as in the case when it is derived through 

electromagnetic simulation or measurement. This is especially important in near­

field imaging where the target is close to the antenna and the spherical assumption 

for the illuminating wave is not valid. This also makes the proposed techniques 

applicable to heterogeneous background mediums. 

In the proposed techniques, the S-parameters at the tenninals of the two 

antennas (one transmitting and one receiving) are measured when the antennas 

scan together two separate parallel apertures on both sides of a target. In the 2-0 

technique, the S-parameters collected at a single frequency are then processed to 

first localize the target in the range direction and then reconstruct a 2-0 image of 

the target. In the 3-0 technique, the S-parameters collected at several frequencies 

are processed to reconstruct a 3-D target region slice by slice. 

The proposed 2-D and 3-0 techniques are validated with predete1mined 

targets in simulations. Resolution limits are derived and validated. The effect of 

noise is also studied. In addition, in the 3-D technique we investigate the effect of 

number of frequencies and target size and contrast on the reconstructed images. 

The outcome of this research work has been presented in [9]-[ 12]. 

4.2 THEORY OF 2-D MICROWAVE HOLOGRAPHY 

The microwave holography set-up in this work consists of two x-polarized 

antennas and a 20 target in between as shown in Fig. 4.1. The radiation field of 
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the x-polarized antennas can be reasonably approximated by TMx polarization. 

Thus, in this work we consider the x-components of the incident and scattered 

fields only. This leads to a simplified dyadic Green ' s function in which we only 

consider the G.{ element. The transmitting and the receiving antennas perform 2­

D scan while moving together on two separate planes (transmitter and receiver 

planes) positioned at z = 0 and z = D, respectively. The target is positioned at 

z = z and its thickness along the z-axis is assumed to be negligible. Assume we 

know the incident field (the field in the same region ·when the target is not 

present) at the z = z plane as a function of x and y when the transmitting antenna 

is at x' = 0, y' =0 ( z' =0 at the transmitting plane): 

(x,y,:Z) 

.. 
l 

···~·L .......................~·········~···············
(x,y,D 

z 

y ..... ' ' u ' ' 

(x,y,O) 

Transmitter 
plane 

Fig. 4.1. Microwave holography setup. 

inc ( -) inc ( - 0 0 0)s0 x,y,z =s x,y,z; , , . (4.1) 

Here, the position (x,y, z) indicates the observation point while (0, 0, 0) indicates 

the origin of the wave. A method to find the true position of the target z is 

outlined later. Then, following the fo1mulation of scattering problem presented in 

Appendix A, the scattered wave s(x',y') due to the target when the transmitting 
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and the receiving antennas are at (x',y',O) and (x',y',D), respectively, can be 

expressed as 

, ')= JJJ( -).s~nc(x-x',y-y',z)e- ikr d d ( x,y,z ys x ,y x 
r 

x y 
(4.2) 

= ffrc· -)· so(x' -x,y' -y,z)e-ikr d -dy. x,y,z x . . 
r 

r y 

where f(.x,y,z)=(k
5
(x,y)-k0 ) and it is called the reflectivity function of the 

target, s0 (.x,y,z) = s~1c(-x,-y,z), G{, element has been approximated by e-ikr / r 

where r = ~(x' -x) 2 + (y' - y)2 + (D-z) 2 and k is the wavenumber in the 

background medium. 

We define the scattering function g0 ( .x, y, :Z) as 

-)- so(x,y,z)e-ikr 
(x,y,z - (4.3)g 0 

r 

Next, s(x',y') is expressed as a 2-D convolution integral 

s(x',y') = Jff(x,y,z) ·g 0 (x' -x,y'-y,z)dxdy. (4.4) 
r y 

This allows for the expression of the 2-D FT S(kx,k_i,) of s(x',y') as 

S(kx,ky) = F(kx,k.v,z)G0 (k,., k .v ,z) (4.5) 

where F(kx,k_
1
.,Z) and G0 (kx,kv,-Z) are the 2-D FT of .f(x,y,z) and g0 (.x,y,Z) 

with ki: and ky being Fourier variables with respect to x and y, respectively. 

Finally, the reconstructed reflectivity function of the target is obtained as 
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. _ -I{ S(kx , ky) }x · z -F
20 

· (4.6)./ (.I ' y ' ) - G (k k . -) 
0 x' Y' z 

where F2~ denotes the inverse 2-D FT. The reconstructed image can then be 

obtained as the magnitude of the reflectivity function I f(x,y , z) j . 

Note that (4.6) is a formal reconstruction formula and it can be seen as the 

"maximum likelihood solution" if the collected data suffer from incompleteness 

or any particular type of noise. The latter factors are often the cause for ill­

posedness. However, as shown later, the technique is very robust to noise for the 

imaging applications considered here, which is mainly due to sufficient sampling 

(in the Nyquist sense) in the scanned apertures. Also, because of the finite size of 

the apertures, not all the wavenumbers (kx/(y) can be measured. As discussed 

later, this imposes lower and upper limits on kx and ky, which in tmn limits the 

cross-range resolution of the images. 

4.2.1 Image Reconstruction in 2-D Holography 

In the imaging setup shown in Fig. 4.1 , four S-parameters [ 13] can be 

measured for the two antennas at each scanning position. The S-parameter SJk (j ,k 

= 1,2) is the scattered signal at the tenninals of the /11 antenna when the k1 
h antenna 

transmits. The parameters s1 1 and s22 are referred to as the reflection S-parameters, 

while s2 1 and s 12, are referred to as the transmission S-parameters. The 2-D FT of 

s11, s21, s12, and s22 are denoted as S11 , S21 , S12, and S22, respectively. 
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The collected data from each S-parameter can be processed using (4.6) to 

create an image of the target. In this case, we obtain four separate images with 

various resolutions (as discussed later). To reconstruct a single image, the data 

sets of all S-parameters must be used simultaneously. To implement this, we re­

write ( 4.5) for each S-parameter at each (kx,ky), assuming that F(kx, kY, z) is the 

same in all cases. This leads to 

s
S11 (kx,ky) 

21 (k,;,ky) 

sl2 (kx,ky) 

S22Ck:c,ky) 

G~'(kx,ky,z) 

G~' (kx,ky,z) 
(4.7)

G~2 (kx,ky,z) 

G~2 (kx,k.v,z) 

This system of equations is over-dete1mined since at each (k.:i:,ky), four 

equations need to be solved simultaneously to find only one unknown, 

F(kx,k.v,z). Thus, a least-square solution is employed at each spatial frequency 

pair (kx,kv) to find the con-esponding value of F(k.. ,ky,Z). After F(kr,ky,Z)is 

obtained for all values of (k.. ,k_J, f(x,y,z) is computed as the inverse 2-D FT 

4.2.2 Localization of the Target Along the Range in 2-D Holography 

As discussed earlier, the true position of the target z along the range (the 

z axis) is a prerequisite for obtaining the scattering function (x, y, z) andg 0 

consequently its 2-D FT G0 (k.. ,kY,z), which is needed in the reconstruction 

fonnula ( 4.6). Therefore, a method is needed to dete1mine z . The method 

59 



PhD Thesis - Reza K. Arnineh Chapter 4 McMaster University - ECE 

proposed here is based on the images created from the reflection S-parameters of 

the two antennas. 

The 2-D FT of the reflectivity functions at an arbitrary selected position z 

F 1reconstructed from reflection S-parameters using (4.5), (kx, k.v, z) and 

s (k k z)
Fi (k k z) = i 1 x' .v' (4.8)

x' Y' G~(kx,ky,z) 

s (k k z)F 1 (k k z) = 22 x ' y ' (4.9)
x' y ' G2 (k k z)

0 x' y' 

where S1,(kx, ky,z) and S22 (kx, k.i:,z) are the 2-D FT of reflection S-parameters 

s 11 and s22, respectively. Here, z = z emphasizes that the 2-D FT of measured 

reflection parameters are associated with the true position of the target z. 

G~ (kx, k.v , z) and c; (kx, kY, z) are the FTs of the scattering functions for antenna 

1 and antenna 2, respectively. They are computed based on the assumed target 

position z when the antem1as are at the origin of their respective ape1ture planes 

(as described by (4.3)). 

A cost function J(z) is fonnulated as the 2-notm (Frobenius norm) of the 

difference between the 2-D FT of the two reconstructed reflectivity functions 

(4.10) 


We expect that the tme position of the target would be the value of z for which 

J( z ) is minimized, i.e., 
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z = arg min(J(z)). (4.1 l) 

In other words, the reflectivity functions obtained from the reflection coefficients 

of the two antennas are anticipated to be the same when the target position is 

estimated conectly. 

To prove this assumption, we re-write J(z) using (4.8) and (4.9) 

(4.12) 


Ifwe assume that the tme (unknown) position of the target is z = z, S 11 (kx,ky,Z) 

S11 (kx,ky, z) = F(kx,k.v, z)G~(k,,ky , z) (4.13) 

(4.14) 


where F(kx,k.v ,z) is the true reflectivity function of the target, which is expected 

to be the same for both cases. Using (4.12), (4.13) and (4.14), J(z) is written as 

(4.15) 

Assuming spherical propagation for the incident wave ( s;
1
nc (x, y, z) = e-ikr where r 

is the distance between the origin of the wave and the observation point), the 

scattering functions for the two antennas are: 

- i2/..r 
J e I 

g0 (x,y,z) = -­ (4.16) 
rI 
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- i2kr,
2 e ­

g 0 (x,y,z)=-- (4.17) 
'2 

where 71=~x2 + y2 +z2 and r2 =~x2 + y 2 +(D-z)2 
• The 2-D FTs of(4.16) and 

(4. 1 7) are [ 14] 

(4.18) 


and 

(4.19) 


where kz =~4k2 - k: - k~ . Using ( 4.18) and ( 4.19), the cost function in ( 4.15) is 

written as 

For the cost function of ( 4.20) to be minimized, the following must hold: 

sin[kz (z- z)] = 0 or kz (z - z) = nJr where n E z. Therefore, (z - z) = nAZ I 2 ' 

where Az = 2Jr I kz is the wavelength associated with k
1 

Since kz depends on kx • 

and k_
1
,, }~z also depends on kx and kY. This indicates that for each point (kx, k.J 

in the 2-D spatial-frequency domain, the minimum of the difference between 

F 1(kx, kv,z ) and F2 (k~, ky ,z) repeats every Az 12 when moving away from the 

true position of the target z. Since }~z I 2 is not the same for different (kf , kv ) 

points, the minimum of the difference between F 1(kx, k.,.,z) and F 2 (kx, k.v ,z) 
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occurs only at n = 0 or z = z, where all (kx, k v) points give a common minimum. 

The accuracy of the target localization along the range depends on the 

sampling rate in the range direction. As long as at least one of the sample planes 

falls inside the target volume, the described technique will identify the target's 

range location con-ectly by the minimum of the cost function . Note that in the 

proposed single-frequency 2-D reconstrnction technique, the goal is not to build 

an image in depth but rather to identify planes, which contain the target. The 2-D 

reconstruction assumes that the target is thin, i.e. its dimension along the range is 

much smaller than its dimensions in the cross-range directions. The obvious 

restriction here is that for proper reconstruction, the target must lie in a plane 

more or less parallel to the apertures scanned by the antennas. 

4.2.3 Cross-Range Resolution of the 2-D Holography 

In order to investigate the cross-range resolution of the proposed 

holography imaging technique, similarly to the resolution estimation in [ 15], we 

reconstruct the image of a single point object described by the reflectivity 

function f(x,y,Z) = 5(x-x0 ,y-y0 ) where 8 is the Dirac delta function. The FT 

of this object is 

( 4 .21) 
x y 

According to ( 4.5), the FT of the signal due to this object is 

S(k k z) = e- ikxXo - ikyYo G (k k z) . (4.22) 
x ' y ' 0 x ' y ' 

Using ( 4.6) and ( 4.22), the reconstructed image is obtained as 
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e ik.<xO ik_.yo G (k k z) } e-ikxx0 -ikyYof-.(x z) = F-J 0 x' Y' = F-1 (4.23)
'y' 2D { G (k k -) 20 

0 x' Y'z 

Assuming that the wavenumbers in the x and y directions are bounded as 

kx E[-k~n,k;J and kY E[-k~,k.:nJ (for apertures symmetrical with respect to the 

origin), the reconstructed image is computed as 

km km 

1 1](x,y,z) = J J - Xii) / v =k~nk_~ sinc[k; (x-x0 )]sinc[k:n(y-y0 )].eik, (x '>·(Y Yo) dkxdk_

(4.24) 

The first zeros of the sine functions occur at bx =x-x0 =Jr I k;' and 

b_v= y- Yo =Jr I k_:. Here, t5r and 6_
1 

define the cross-range resolution of the 

technique. Two point reflectors have to be separated by more than 6-r and 6_
11 

in 

the x and y directions, respectively, so that they can be distinguished. 

;1The limits for the wavenumbers k. and k_'.~ are determined based on both 

illumination and reflection paths. Consider the bounds for kx- If the angles 

subtended by the transmitting and receiving apertures (or the full beamwidths of 

the antennas, whichever is less) are denoted by el and e,.' respectively, the 

maximum phase shift occurs for a wave traveling from the edge of the 

transmitting aperture to the edge of the receiving aperture as shown in Fig. 4.2. 

This phase shift equals k sin(~ I 2)x + k sin(B,. I 2)x. Therefore, k';' = k sin(B, I 2) 

+ksin(B,. 12) and the cross-range resolution is 
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(j = .!!_ = Jr = _____it_~---- (4 .25) 
k:11 

x ksin(B, / 2)+ksin(Br / 2) 2(sin(B, / 2)+sin(B,. / 2)] 

Note that in the case of reflection, where the illuminated and reflected 

waves travel the same path, we have ~ = e,. = eb' and the bound for kx is 

k:' = 2k sin(Bh I 2). This corresponds to resolution of ox =A[4sin(Bh I 2ff', which 

is the same as the resolution estimated in [I]. Another interesting observation is 

that the resolution would be the same when using either of the transmission 

coefficients (s 12 or s21 parameters) to reconstmct the image. The discussion for the 

resolution in they direction is similar. 

: , (O,O,z) ,," 
: ',, ~ ,,"

.L........ .........f!il::- . ~, :'ter. 
..................... 
·····•z 
•• ••••••••• }'- ~;r~ (' 

Y.....·· ...... .... .. ' 
' 

Transmitter 
plane 

"ii',, 

.... 
.... 

Fig. 4.2. Illustration of angles subtended by the aperture to be used m the 
resolution estimation in the x direction. 

4.2.4 Spatial and Frequency Sampling in 2-D Holography 

In order to make use of all frequency components of the measured signals, 

the sampling rate of the scan has to satisfy the Nyquist criterion, i.e., the phase 

shift from one sample point to the next must be less than Jr. For a spatial 
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sampling interval of L\x, the worst case is a phase shift of no more than 2kD.x. 

Therefore, the sampling criterion can be expressed as [ 1] 

(4.26) 

4.2.5 Reconstruction Results for 2-D Holography 

To evaluate the proposed microwave holography technique, two 1:12 

horizontally-polarized dipole antennas with a target in between are simulated in 

FEKO Suite 5.4 [15] (e.g. , see Fig. 4.3). The antennas perfo1m a 2-D scan by 

moving together on aperture planes. The aperture planes are located at z = 50 mm 

and z = 0. We refer to them as aperture 1 and aperture 2 corresponding to antenna 

1 and antenna 2, respectively. The apertures have a size of 60 mmx 60 mm with 

their centers being on the z axis. 

The S-parameters s~ (i , j = 1, 2) for the two antennas are calculated and 

recorded for every (x',y') position as the antennas perform the 2-D scan together 

on aperture 1 and aperture 2. The numerical noise is estimated through the 

numerical convergence enor which is 0.02 for the magnitude of the S-parameters. 

The same setup is simulated without the target to obtain the background scatte1ing 

parameters si. Then, the calibrated S-parameters at each (x' ,y') position are 

calculated as 

cal ( ! ') t ( 1 ') bSu x,y =s1; x , y -s11 . (4.27) 

These calibrated S-parameters are then used m the holographic 

reconstructions. Here, due to the uniform background, the background simualtions 
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need to be perfonned only once in a sample (x',y') position since in all other 

positions they are the same. 

Since the dipoles are horizontally pola1ized along the x axis, the x 

£~11component of the simulated incident electric field c is recorded at the imaged 

planes. These planes are of size 120 mm x 120 mm. The recorded gnc is 
.r 

considered as s;:1C (x, y, z). Also, since the frequency in the simulations is 35 

GHz, from (4.26), At has to be smaller than 2.14 mm. A sampling rate of 1 mm 

along both x and y is adopted. 

4.2.5.1 Reconstruction of "X" Shape Dielectric Target in Free Space 

As a first example, an "X" shape target parallel to the x-y plane is 

simulated as shown in Fig. 4.3. Each arm of the "X" object is 16 mm long with a 

square cross-section with a side of 2 mm. The center of the target is located at 

T = 15 mm. The target has a relative pe1mittivity of &r = 5 and conductivity of 

<5 = 0 Sim. It is located in free space. First, in order to find the range location of 

the target, we apply the reconstmction formula ( 4.6) for assumed target positions 

z, where z changes from 1 mm to 49 mm with a step of 1 mm. The cost function 

(4.10) is then calculated at each z. Fig. 4.4 shows the cost function J(z) versus the 

assumed target position along the z-axis. ft is evident that the minimum of the cost 

function is at the tme position of the target (z = 15 mm). This validates the target's 

range localization method presented in section 4.2.2. 
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Knowing the location of the target, we can reconstruct the 2-D shape of the target 

using the proposed holography method. Figs. 4.5 to 4.8 show the 2-D colour map 

images of the calibrated S-parameters magnitudes and the respective reconstmcted 

images of the target. For instance, Fig. 4.5(a) shows the 2-D colour map of Is1c~i I 

where the backscattered signal is recorded by the first dipole antenna operating as 

both a transmitter and a receiver. Fig. 4.5(b) shows the related reconstructed 

image of the target. All reconstructed images reproduce the shape of the target 

accurately. In contrast, the 2-D colour maps of the S-parameters magnitudes do 

not provide any clue about the shape of the target. It is worth noting that 

since the object is dielectric, the transmission S-pararneters (s21 and s12 ) are 

stronger than the reflection S-parameters (s 11 and s22) and this leads to 

reconstruction of images with better quality. 

• z 

34mm 

,: dipole 2 
y 
•
j 

Fig. 4.3. The X-shape object scanned by two horizontally-polarized dipoles at 35 
GHz. 
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Fig. 4.4. Computed cost function versus target range location along the z-axis (the 
true target position is at z = 15 mm). 

4.2.5.2 Reconstruction 	of "X" Shape los~y Dielectric Target in lossy 

Medium 

As a second example, the same setup as the one shown in Fig. 4.3 is 

simulated with a dielectric target with cr = 5 and a = 2 Sim. It is located in a 

lossy background medium with cr = 1 and a= 0.4 Sim. Figs. 4.9 to 4.12 show 

the images based on the calibrated S-parameters magnitudes as well as the 

reconstructed images after applying the holography algorithm. It is evident that 

the reconstruction algorithm works well in a lossy background medium. This 

could be of interest in microwave imaging for medical diagnostics. We note that 

the reconstructed image from the s 11 parameter is blurrier compared to the rest of 

the images. This arises from the fact that the signal transmitted and received by 

antenna 1 travels the longest distance in the lossy medium compared to the rest of 
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the cases. This leads to more attenuation and weaker signals and, therefore, less 

accurate results. 

4.2.5.3 Reconstruction of "X" Shape Conductor Target in Free Space 

As a third example, for the sake of comparison with the previous 

examples, the same setup shown in Fig. 4.3 is simulated with a perfectly 

conductive target in free space. Figs. 4.13 to 4.16 show the reconstructed images 

after applying the holography algorithm. It is observed that the images obtained 

from the reflection S-parameters (s 11 and s22) have slightly better quality. We 

believe that this is due to the fact that reflection S-parameters for the conductor 

are stronger than the transmission S-parameters (s21 and s 12 ). It is observed that 

the holography reconstruction operates well with conducting targets, too. This 

could be of interest in applications such as concealed weapon detection. 

4.2.5.4 	 Single Reconstruction of "X" Shape Targets From Four S­

Parameters 

We have also generated single images from all data sets provided from the 

four S-parameters for the above examples. Fig. 4.17 show the reconstructed 

images obtained using (4.7) to produce images for the examples discussed above. 

We observe that the quality of the images when using all four S-pararneters is 

comparable with the images created from the individual S-parameters. 

4.2.5.5 The Effect ofRandom Noise on Target Reconstructions 

In order to investigate the effect of random noise on the reconstruction 

technique, we consider two types of noises: I) adding white Gaussian noise to the 
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1Fig. 4.5. (a) Simulated Is~~ I and (b) the reconstructed image for the dielectric 

target in Fig. 4.3 with cr = 5 and a = 0 Sim in free space. 
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Fig. 4.6. (a) Simulated Is~;1 I and (b) the reconstructed image for the dielectric 

target in Fig. 4.3 with cr = 5 and a= 0 Sim in free space. 
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Fig. 4.7. (a) Simulated Is~~1 I and (b) the reconstructed image for the dielectric 

target in Fig. 4.3 with cr = 5 and a =0 Sim in free space. 
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Fig. 4.8. (a) Simulated Ist;1 I and (b) the reconstructed image for the dielectric 

target in Fig. 4.3 with £r = 5 and O" = 0 Sim in free space. 
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Fig. 4.9. (a) Simulated I s~~ 1 I and (b) reconstructed image for the target in Fig. 4.3 

with £,. = 5 and O" = 2 Sim in a lossy medium with £r = 1 and O" =0.4 Sim. 
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Fig. 4.10. (a) Simulated I s~; 1 I and (b) reconstructed image for the target in Fig. 

4.3 with £ r =5 and (J" = 2 Sim in a lossy medium with c·,. =1 and (J" =0.4 Sim. 
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Fig. 4.11. (a) Simulated Is~~1 I and (b) reconstructed image for the target in Fig. 

4.3 with £,. = 5 and a= 2 Sim in a lossy medium with £,. = l and a= 0.4 Sim. 
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Fig. 4.12. (a) Simulated Is;;1 I and (b) reconstructed image for the target in Fig. 

4.3 with £,. = 5 and a = 2 Sim in a lossy medium with &,. = 1 and a= 0.4 Sim. 
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Fig. 4.13. (a) Simulated Is;~ 1 I and (b) reconstructed image for a perfectly 

conducting target in Fig. 4.3 in free space. 
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Fig. 4.14. (a) Simulated Is;;1 I and (b) reconstructed image for a perfectly 

conducting target in Fig. 4.3 in free space. 
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Fig. 4.15. (a) Simulated I s~~ 1 I and (b) reconstructed image for a perfectly 

conducting target in Fig. 4.3 in free space. 
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Fig. 4.16. (a) Simulated Ist;' I and (b) reconstructed image for a perfectly 

conducting target in Fig. 4.3 in free space. 
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Fig. 4.17. Reconstructed images obtained from the least-square solution of the 
system of equations in (4.7) for the example of: (a) section 4.2.5.1, (b) section 
4.2.5.2, and (c) section 4.2.5.3. 

complex values of the S-parameters assuming that this type of noise is produced 

by the electronic devices or the environment, 2) adding white Gaussian noise only 

to the phase of the S-parameters assuming possible mechanical variations of the 

antennas during the 2-D scan which would affect the phase more seriously than 

the magnitude of the S-parameters. For both types, we apply high levels of noise. 

For the first case we apply signal-to-noise ratios (SNR) of 0 dB, -10 dB, and -20 

dB while for the second type of noise we apply SNR values of 20 dB, 10 dB, and 

0 dB. Furthermore, for the first type of noise we add noise to both the S-

parameters and the scattering functions. 
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Figs. 4.18, 4.19, and 4.20 show the reconstructed images obtained from 

noisy data for the examples in sections 4.2.5.1, 4.2.5.2, and 4.2.5.3, respectively, 

when solving ( 4. 7) to produce a single image. As observed in these images, for an 

SNR value as low as 0 dB for the first type of noise and 20 dB for the second 

type, the quality of the reconstructed images is still comparable with the images 

obtained from noiseless data shown in Figs. 4. l 7(a), (b), and (c). Similar 

conclusion is derived when reconstructing images from individual S-parameters. 

This indicates that the proposed reconstruction technique is very robust to noise. 

To illustrate the amount of distortion due to 0 dB type 1 noise, Fig. 4.2 l shows the 

distribution of Is~~ 1 I and Is~~1 I of Figs. 4.5 and 4.6 after adding noise. It is with 

this distorted data that the image in Fig. 4.18(a) was obtained. 

To further study the effect bf noise on the reconstructed images, in Fig. 

4.22, we plot the distribution of the modulus of the 2-D FT of the noiseless and 

the noisy s 11 (with SNR = 0 dB) for the case presented in Fig. 4.5 . As Fig. 4.22(a) 

shows, the highest values of 2-D FT are at lower spatial frequencies close to the 

origin. Fig. 4.22(b) shows that the Gaussian noise affects mostly the higher spatial 

frequencies that have much lower amplitudes. Thus, although the SNR is as low 

as 0 dB, the reconstructed images still are of good quality. For SNR values lower 

than 0 dB, we observe that the images deteriorate [refer to Figs. 4.18 to 4.20]. 
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Fig. 4.18. Reconstructed images obtained from the least-square solution of the 
system of equations in (4.7) for the example of section 4.2.5. l when adding noise 
to the complex S-parameters with: (a) SNR = 0 dB, (b) SNR = -10 dB , and (c) 
SNR = -20 dB; and when adding noise only to the phase of the S-parameters 
with: (d) SNR = 20 dB, (e) SNR = 10 dB, and (f) SNR = 0 dB. 
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Fig. 4. I 9. Reconstmcted images obtained from the least-square solution of the 
system of equations in ( 4. 7) for the example of section 4.2.5 .2 when adding noise 
to the complex S-parameters with: (a) SNR = 0 dB, (b) SNR = -10 dB, and (c) 
SNR = -20 dB ; and when adding noise only to the phase of the S-parameters 
with: ( d) SNR = 20 dB, ( e) SNR = 10 dB, and (f) SNR = 0 dB. 
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Fig. 4.20. Reconstructed images obtained from the least-square solution of the 
system of equations in (4.7) for the example of section 4.2.5.3 when adding noise 
to the complex S-parameters with: (a) SNR = 0 dB, (b) SNR = -10 dB, and (c) 
SNR = -20 dB ; and when adding noise only to the phase of the S-pararneters 
with: (d) SNR = 20 dB, (e) SNR = I 0 dB, and (t) SNR = 0 dB. 
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Fig. 4.21. Distribution of the modulus of the reflection S-parameters after adding 

1white Gaussian noise of type I with SNR = 0 dB for: (a) Is~ I in Fig. 4.5 and (b) 

Is~; 1 I in Fig. 4.6 . 
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Fig. 4.22. Distribution of the modulus of the 2-D FT of S1~1 ' Islc;i 1, for the case 

presented in Fig. 4.5: (a) noiseless, (b) after adding white Gaussian noise with 
SNR= 0 dB. 

4.2.5.6 Resolution Study 

In order to investigate the resolution of the proposed method with respect 

to frequency, we simulate the setup shown in Fig. 4.23 in which the targets are 

two conductor cuboids with a side of 2 mm. Their edges are d = 3 mm apa11. 

These cuboids are at z = 25 mm between the two A I 2 horizontally-polarized 
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Fig. 4.23 . Two conductor cuboids with a side of 2 mm and distance from edge to 
edge of d scanned by two horizontally-polarized dipoles. 
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Fig. 4.24. Reconstmcted images for the setup shown in Fig. 4.23 at 25 GHz. 2-0 
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Fig. 4.25. Images reconstructed using the holography algorithm for the setup 


shown in Fig. 4.23 at 30 GHz. 2-D image obtained from: (a) s1c~t and (b) s;;1
• The 


cut-through plot at y = 0 for the image obtained from: ( c) s;~I and ( d) s1c;1. 

dipole antennas which are L = 50 mm apart. The scanning data are collected at 

three frequencies: 25 GHz, 30 GHz, and 35 GHz. Since the targets are in the 

midway between the two antennas, we expect s 11 :::::: s22 :::::: s 12 :::::: s21 • Using (4.25), the 

theoretical cross-range resolution for both reflection S-parameters and 

transmission S-parameters at these three frequencies are 3.90 mm, 3.25 mm, and 

2. 79 mm, respectively. Figs. 4.24 to 4.26 show the reconstructed images as well 

as the cut-through plots at y = 0 when we use the calibrated complex S-

parameters at the three different frequencies. As Fig. 4.24 shows, at 25 GHz, 
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Fig. 4.26. Images reconstructed using the holography algorithm for the setup 

shown in Fig. 4.23 at 35 GHz. 2-0 image obtained from: (a) s~~1 and (b) s~; 1 • The 

cut-through plot aty = 0 for the image obtained from: (c) st~' and (d) s~1 •1
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Fig. 4.27. (a) Reconstructed image for the setup shown in Fig. 4.23 from the 


complex reflection coefficients ( s~~ 1 or s~;' ) at 35 GHz using the method in [I], 

and (b) its cut-through plot at y = 0. 
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Fig. 4.28 . Images reconstructed using the holography algorithm for the setup 

shown in Fig. 4.23 from the complex scattering coefficients at 35 GHz. 2-D image 


obtained from: (a) s1~
1 , (b) s;;1 =s;:1

, and (c) s~~. The cut-through image at y = 0 

for the image obtained from: (d) s c~J, (e) s~ 1 = s~~ 1 , and (f) s~;1 •1 1

one can not distinguish the two cuboids. Increasing the frequency to 35 GHz 

(Fig. 4.26) leads to improved resolution and the two cuboids are clearly 
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distinguishable. This is in agreement with the theoretically calculated resolution. 

ft is observed that the images obtained from the reflection S-parameters (s 11 and 

s22) have slightly better quality. We believe that it is due to the fact that the 

reflection S-parameters for the conductor are stronger than the transmission S­

parameters (s21 and s 12). 

Fig. 4.27 shows the reconstructed image as well as the cut-through image 

at y = 0 obtained from the calibrated complex s11 when we apply the method in [ 1] 

at 35 GHz. A comparison of Fig. 4.27 with Fig. 4.26 demonstrates that the 

proposed method can distinguish the two cubes better. This is due to the use of the 

simulated incident field E_:nc instead of an assumed spherical wave. Also, our 

algorithm considers the attenuation te1m of 1I r in calculating the scattering 

function g0 (refer to equation (4.3)), which is not the case in [1]. 

To examine the resolution of the method when different S-parameters have 

different resolutions (the cuboids are not in the middle of the two antennas) , we 

simulate the setup shown in Fig. 4.23 at 35 GHz where the two cuboids are 

located at z = 10 mm with d = 2.5 mm. fn this case, the theoretical resolutions for 

s~~, s;;1
, and s~;1 computed from (4.25) are 3.57 mm, 2.77 mm and 2.26 mm, 

respectively. Fig. 4.28 shows the reconstructed images as well as the cut-through 

1plots at y = 0 when we use the calibrated S-parameters s;~ , s;;1
, and s~;'. As 

observed from these figures, the two cuboids are not separated completely in the 

reconstructed images from s 11 and s 12 , while they are clearly separated in the 
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reconstructed images from s22 , which is consistent with the theoretical resolution 

estimates. 

4.3 THEORY OF 3-D MICROWAVE HOLOGRAPHY 

The 3-D microwave holography setup in this work consists of two x-

polarized dipole antennas and a 3-D target in between as shown in Fig. 4.29. The 

radiation field of the x-polarized antennas can be reasonably approximated by TM 

polarization. Thus, in this work we consider the x-components of the incident and 

scattered fields only. This leads to a simplified dyadic Green's function in which 

we only consider the G§ element. The antennas perfonn a 2-D scan while moving 

together on two separate' planes positioned at z = 0 and z = D. Assume that at 

any measurement frequency fl (I = 1, 2, ... , N1 ), we know the incident field 

s~1c (x,y,z,J;) at any inspected target point (x,y,z) when the transmitting and 

receiving antennas are at (0, 0, 0) and (0, 0, D), respectively. Let the signal 

s(x',y',J;) be the scattered wave received at (x',y',D), when the transmitting 

antenna is at (x',y',O). Following Appendix A, this signal can be expressed as 

( -' , l")=JJJJ( )·s~nc(x-x', y-y',z,J;)e-ik,rdxdd s x,y, 11 x,y,z y z 
r z y x 

(4.28) 
= J J ff(x,y,z). s.(x' -x,y' - y,z,J;V;"' dwiydz 

r 
z y x 
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antenna 2 antenna i .....~1 
(x',y',p) (x',y' ,D) z 

; """"" ' "' ... ......................................
........··"t......................... 

~.....····· " 

Fig. 4.29. 3-0 microwave holography setup. 

where f(x,y,z)=(ks(x,y)-k0 ) and is called the reflectivity function of the 

target (assumed to be constant over the frequency band of interest), s0 (x, y ,z, .f;) 

=s~nc ( - x, -y, z, f,) , G§ element has been approximated by e - ;k,r I r where 

r = ~(x' - x )2 + (y' - y )2 + (D- z')2 and k1 is the wavenumber in the background 

medium at the frequency.If. 

We define the scattering function g 0 (x,y,z , .J;) as 

so(x,y, z,.f;) e - ik,r 

g 0 (x,y, z,f,) (4 .29) 
r 

so that s(x', y',.J;) in (4.28) is expressed as 

s(x',y',f,) = JJJf(x,y ,z) · g 0 (x' -x,y' -y,z,f,)dxdydz . (4.30) 
:! )' x 

fn the above equation, the integrals over x and y can be interpreted as a 2­

0 convolution integral. Thus, the 2-0 FT of s(x' , y', f,), S(k, ,k-" ,f,), can be 

written as 

S(kx,kv,.f;) = fF(kx,ky,z)G0 (kx,kv, z, .J;)dz (4.31) 
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where F(k.,_,k-'_,z) and G0 (k\__,k.v ,z,J;) are the 2-D FT of f(x ,y,z) and 

g 0 (.x ,y,z,J; ) while kx and ky are the Fourier variables with respect to x and y, 

respectively. 

To reconstruct the reflectivity function f( x,y,z), we approximate the 

integral in (4.31) by the following discrete sum with respect to z for Nz 

reconstruction planes 

;V 

S(kx, k_1., J;)= IF(kx ,kv,zJG0 (kx ,ky, Zn,J;)!iz (4.32) 
n = I 

where !1z is the distance between two neighboring reconstruction planes. 

Since we perfotm measurements at N1 frequencies , writing (4.32) for all 

frequencies leads to the following system of equations at each spatial frequency 

Go(kx,ky,zN, ,J;)tiz ][ F(kx,kv,z1 ) l 
G0 (kx,ky,~N, JN)f>z F(kx , ~y, zN, ) 

(4.33) 

Then, the system of equations (4.33) is solved with least-squares to find 

F(kx,k_v, zJ, n = 1,2, .. .,Nz . Once we obtain the values of F(kx, k.v ,zJ for all 

(kx, k ,1,) spatial frequency pairs, we apply inverse 2-D FT to F(kx,ky,zJ to 

reconstruct a 2-D slice of the reflectivity function f(x,y, zJ at each z = z 
11 

plane. 

Then, the modulus If (x, y, zJ j, is plotted versus the spatial coordinates x and y 
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to show a 2-D image of the target at each z = zn plane. By putting together all 2­

D slice images, a 3-D image of the target is obtained. 

For the setup shown in Fig. 4.29, the acquired scattered waves are 

obtained by measuring the four complex S-parameters at the two antenna 

terminals at each scanning position on the apertures. These waves constitute four 

scattered signals as the one in ( 4.28). The collected data from each S-parameter 

can be processed separately as described above to create an image of the target. In 

this case, we obtain four separate images at each z = z
11 

plane. Another approach 

is to reconstruct a single image from the data sets of all S-parameters. To 

implement this, we re-write (4.33) using all four S-parameters at each (kx,ky), 

assuming that F(kx, k.1" zn) is .the same in all four cases. The resulting system of 

equations is usually over-determined since at each (k,,ky), 4 x Nf equations need 

to be solved simultaneously to find Nz unknowns F(kt,ky,z,,) n = 1,2, .. ·, Nz. 

Again, a least-square solution is sought at each spatial-frequency pair (kx,ky) to 

find the corresponding values of F(kx, kY, z 
11 
). 

4.3.1 Range and Cross-Range Resolutions in 3-D Holography 

As suggested in [ 1 ], we approximate the resolution at the center frequency 

of the system bandwidth fc = u; +JN )12. Thus, similarly to ( 4.25) in 2-D 
f 

holography, the cross-range resolution is calculated as 

o = Ac (4.34) 
_. 2(sin(B, I 2) +sin(B, I 2)) 
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where A.c is the wavelength corresponding to the frequency fc, and B
1 

and er are 

the angles subtended by the transmitting and receiving apertures or the full 

beamwidths of the antennas, whichever is less. 

The range resolution J, for small targets is approximately [ 1] 

c
6 =­ (4.35) 

z 2B 

where c is the wave velocity in the medium and B is the frequency bandwidth. 

4.3.2 Spatial and Frequency Sampling in 3-D Holography 

Similar to 2-D holography, the sampling rate can be expressed considering 

the Nyquist crite1ion as [I] 

&<Amin /4 (4.36) 

where }.,min is the wavelength corresponding the maximum frequency !iv . 
I 

The required frequency sampling is determined in a similar way. The 

maximum phase shift resulting from a change in the wavenumber M is 2!ikR
1111 

ix , 

where Rmax is the maximum target range. Requiring that this phase shift is less 

than 7r yields [ 1] 

c
!1f <-- (4.37) 

4~nax. 

where !1f is the frequency sampling interval. 

4.3.3 Reconstruction Results in 3-D Holography 

To validate the accuracy of the proposed 3-D microwave holography 

technique, two )./2 (at 35 GHz) horizontally-polarized (x-polarized) dipole 
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antennas with targets in between are simulated in FEKO as shown in Fig. 4.30. 

The antennas perfo1m a 2-D scan by moving together on aperture planes and 

collecting wideband data at each position. The aperture planes are located at z = 

50 mm and z = 0 so that the examples represent near-field imaging. We refer to 

them as ape11ure 1 and aperture 2 corresponding to antenna 1 and antenna 2, 

respectively. The ape11ures have a size of 60 mm x 60 mm with their centers being 

on the z axis. 

The S-parameters s~k (j,k = 1,2) for the two antennas are computed and 

recorded for every (x',y') position as the antennas pe1f01m the 2-D scan together 

on aperture I and ape11ure 2. The numerical noise is estimated through the 

numerical convergence error which is 0.02 for the magnitude of the S-parameters. 

The proposed holography technique is applied to the calibrated S-parameters as 

discussed before. 

Since the dipoles are horizontally polarized along the x axis, the x­

component of the simulated incident electric field E~nc (x, y) is recorded at the 

imaged planes z = z,, , n = I, 2, · · ·, Nz . These planes are of size 40 mm x 40 mm. 

Thus, the recorded £.:nc (x, y) at the planes z = z 
11 

( n = 1, 2, · · ·, Nz ) at each 

sampling frequency.ft is considered as s~1c(x,y,z11 ,J;). 

The wideband data is in the range of 25 GHz to 45 GHz. This gives a 

range resolution of 5z = 7.5 mm as per (4.35). Since flz 2. oz must be fulfilled, in 
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all examples, we set the distance between the reconstrnction planes as 8 mm. Also 

Nz equals 5 in our examples. Since the maximwn frequency in the simulations is 

45 GHz, from ( 4.36), the spatial sampling rate for the 2-D scan has to be smaller 

than 1.6 mm. Therefore, a sampling rate of 1.5 mm along both x and y is adopted. 

Also, we approximate the minimum number of frequencies from (4.37) which 

depends on Rmax· For example, for Rmax being 40 mm, the maximum 4f is 1.8 

GHz. Here, we use !:!f = 2 GHz which leads to 1 1 frequencies in the range of 25 

GHz to 45 GHz. We note that in section 4.3.3.2 we study the effect of increasing 

and decreasing the number of frequencies. 

4.3.3.1 Reconstruction Examples 

In the first example, two dielectric cuboids with a side of 3 mm and wall­

to-wall distance of 6 mm are placed midway between the two antennas at 

z =25 mm as shown in Fig. 4.30(a). The constitutive parameters of the cuboids 

are r;,. = 2 and O" = 0 Sim while the background is free space. The separation 

distance between the reconstruction planes along the range ( z = z
11 

planes, n = 

1,2, ... ,5) is 8 mm. The system of equations (4.33) is solved at each spatial­

frequency pair ( k.. , k
11 

) when the S-parameters are used separate! y to reconstruct 

the 2-D images on 5 planes along the z axis. Figs. 4.31 to 4.33 show the 

reconstructed images obtained from the reflection and transmission S-parameters. 

As Figs. 4.31 and 4.32 show, the images obtained from s 11 and s22 reconstruct the 

target at the plane z = 25 mm properly but also show some at1ifacts 8 mm away. 
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Fig. 4.30. Dielectric targets in free space scanned by two JJ2 (at 35 GHz) 
horizontally-polarized (x-polarized) dipoles; dipole 1 is moving on the z = 50 mm 
plane while dipole 2 is moving on the z = 0 mm plane. The simulated S­
parameters are recorded in the frequency band of 25 GHz to 45 GHz for: (a) two 
identical cuboids with sides of 3 mm, centered at (0,-4.5,25) mm and (0,4.5,25) 
mm with dielectric properties of E:,. = 2 and a = 0 S/m; (b) four identical cuboids 
with sides of 3 mm, centered at (-4.5,0, 11) mm, (4 .5,0, 11) mm, (0,-4.5,27) mm, 
and (0,4.5,27) mm and all having dielectric properties of r;,. = 2 and a = 0 S/m; (c) 
two identical X-shape objects with square cross-sections 2 mm on a side and 
length of each arm 16 mm, parallel to the x-y plane, one centered at (0,0,27) mm 
with its arms along the x and y axes, the other one centered at (0,0,35) mm, with 
the arms rotated by 45 degrees with respect to the x and y axes, both targets 
having dielectric properties of r;,. = 2 and a = 0 S/m; (d) two identical cuboids with 
sides of d, centered at (-4.5,0,35) mm and (4.5 ,0,35) mm, with dielectric 
properties c·,. = 5 and a = 0 S/m. 
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The images obtained from s21 are not conclusive at all although the image 

obtained at z = 25 mm plane is good [refer to Fig. 4.33]. Using s 12 leads to similar 

results as s21. 

Next, we solve the systems of equations (4.33) when all the S-parameters 

are used simultaneously. In this case, at each (kx, kJ , 44 equations are available 

to find the 5 unknowns F(kx, ky,z
11 
), n = 1,2, ... ,5. Fig. 4.34 shows the 

reconstructed images. It is observed that the targets are reconstructed properly at 

the plane z = 25 mm. At the same time, the images at the other range locations do 

not contain a1tifacts. For this example, the cross-range resolution estimated from 

(4.34) is 3.8 mm. Thus, the two targets, which are 6 mm apart, are resolved well. 

From now on, we only present the results when the data collected from all 

S-parameters contribute simultaneously to the image reconstruction. 

In the next example, a more challenging recosntruction problem is solved. 

As shown in Fig. 4.30(b), a pair of cuboids similar to those in Fig. 4.30(a) is 

placed at z = 11 mm and another identical pair of cuboids, rotated by 90< about 

the z axis , is placed at z = 27 mm. The constitutive parameters of the cuboids are 

c,. = 2 and a = 0 S/m while the background is free space. Fig. 4.35 shows the 

reconstructed images. It is observed that the targets are recovered well in the 

planes at z = 11 mm and z = 27 mm. Also, the images at the other range locations 

do not show artifacts. 

As a third example, we consider more complex shapes. As shown in Fig. 

4.30( c ), an "X" shape object parallel to the x-y plane is placed at z = 27 mm. The 
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''X" shape object is created from two anns of length 16 mm and cubic cross­

sections 2 mm on a side. Another identical "X" shape object is rotated by 90'' 

about the z axis and is placed at z = 35 mm. The constitutive parameters of the 

objects are £,. = 2 and a= 0 S/m while the background is free space. The distance 

between the two objects is 8 mm, which is very close to the range resolution limit 

s. = 7.5 mm. Fig. 4.36 shows the reconstructed images. The targets are recovered 

well at z = 27 mm and z = 35 mm. The images formed at other range locations do 

not show significant artifacts. 

Figs. 4.37 and 4.38 show the reconstructed images for the targets in Fig. 

4.30(c) when applying the 3-D holography technique presented in [l]. Note that 

this technique can make use of the reflection (back-scattered) signals only. The 

same number of frequencies is adopted and the reconstructed images are shown 

on the same planes. As observed, some artifacts are present and the target shapes 

are not recovered well. For the sake of comparison, Figs. 4.39 and 4.40 show the 

reconstructed images obtained from 
1 
our proposed technique where only the 

reflection S-parameters are processed. The comparison of the images in Figs. 4.37 

and 4.38 with those in Figs. 4.39 and 4.40 confoms the advantages of using 

adequate representation of the incident field in our formulation instead of using a 

spherical wave assumption as in [I]. The latter assumption is inadequate in ncar­

field imaging. In addition, the possibility of using transmission S-parameters in 

conjunction with the reflection ones in our technique leads to even better results 

as shown in Fig. 4.36. 
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4.3.3.2 Effect o,/Number ofFrequencies 

For the three examples presented above, we have used the data recorded at 

I 1 frequencies in the range of 25 GHz to 45 GHz ( tif = 2 GHz). We observe that 

when using the data at more frequencies, e.g., 21 frequencies or ~f =1 GHz, the 

quality of the reconstructed images remains almost the same. Also, we observe 

that very similar results with slight degradation of quality are obtained when using 

the simulated data only at 5 frequencies in the same band ( 4! = 5 GHz). 

However, reducing the number of frequencies to 3 ( 4! =10 GHz) or 2 

( tif = 20 GHz) leads to serious degradation of the reconstructed images. As an 

z=9mm z= 25 mm 

-20 0 20 40 -20 0 20 40 -20 0 20 40 
x(mm) x(mm) x(mm) 

z = 33 mm z=4lnun 
40 

20 

-20 

-20 0 20 40 -20 0 20 40 
x (nU11) x (mm) 

Fig. 4.31. Reconstructed images of the dielectric target in Fig. 4.30(a) when the 

system of equations in ( 4.33) is solved using only s~~1 • 
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Fig. 4.32. Reconstructed images of the dielectric target in Fig. 4.30(a) when the 

system of equations in (4.33) is solved using only s~; 1 • 
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Flg. 4.33. Reconstructed images of the dielectric target m Fig. 4.30(a) when the 

system of equations in (4.33) is solved using only s~~ 1 • 
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Fig. 4.34. Reconstructed images when using all S-parameters simultaneously for 
the dielectric targets in Fig. 4.30(a). 
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Fig. 4.35. Reconstructed images when using all S-parameters simultaneously for 
the dielectric targets in Fig. 4.30(b ). 
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Fig. 4.36. Reconstructed images when using all S-parameters simultaneously for 
the dielectric targets in Fig. 4.30( c ). 
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Fig. 4.37. Reconstructed images obtained from the simulation of dielectric targets 

in Fig. 4.30(c) when applying the 3-D holography technique in [I] tos~~1 • 
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Fig. 4.38. Reconstructed images obtained from the simulation of dielectric targets 

in Fig. 4.30( c) when applying the 3-D holography technique in [ 1] to s;;1
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Fig. 4.39. Reconstructed images obtained from the simulation of dielectric targets 

in Fig. 4.30(c) when applying our proposed 3-D holography technique to s~~ 1 • 
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Fig. 4.40. Reconstructed images obtained from the simulation of dielectric targets 

in Fig. 4.30(c) when applying our proposed 3-0 holography technique to s;;1 
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Fig. 4.41. Reconstructed images obtained from the simulation of the dielectric 
target in Fig. 4.30(b) when using 5 frequencies (Nr = 5). 
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Fig. 4.42. Reconstructed images obtained from the simulation of the dielectric 
target in Fig. 4.30(b) when using 3 frequencies (N1= 3). 
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Fig. 4.43. Reconstrncted images obtained from the simulation of the dielect1ic 
target in Fig. 4.30(b) when using 2 frequencies (Nt= 2). 
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Fig. 4.44. Reconstructed images obtained from the simulation of dielectric targets 
in Fig. 4.30( d) with d = 2 mm. 
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Fig. 4.45. Reconstructed images obtained from the simulation of dielectric targets 
in Fig. 4.30(d) with d = 2.6 mm. 
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Fig. 4.46. Reconstmcted images obtained from the simulation of dielectric targets 
in Fig. 4.30( d) with d = 3 mm. 

z= I I mm z= 19mm z = 27 mm 

-20 -20 -20 

-4_<10 -20 0 20 40 -20 0 20 40 -20 0 20 40 
x(mm) x(mm) x(mm) 

- -~o -20 o 20 4o -20 o 20 40 
x(mm) x(mm) 

Fig. 4.47. Reconstructed images for the example of Fig. 4.30(c) when adding 
noise to the complex S-parameters with SNR = 0 dB. 
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Fig. 4.48. Reconstructed images for the ~xample of Fig. 4.30(c) when adding 
noise to the complex S-parameters with SNR = - l 0 dB . 
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Fig. 4.49. Reconstmcted images for the example of Fig. 4.30(c) when adding 
noise to the complex S-parameters with SNR = -20 dB . 
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Fig. 4.50. Reconstructed images for the example of Fig. 4.30(c) when adding 
noise only to the phase of the S-parameters with SNR = 20 dB. 
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Fig. 4.51. Reconstructed images for the example of Fig. 4.30( c) when adding 
noise only to the phase of the S-parameters with SNR = 10 dB. 
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Fig. 4.52. Reconstmcted images for the example of Fig. 4.30( c) when adding 
noise only to the phase of the S-parameters with SNR = 0 dB. 

example, Figs. 4.41, 4.42, and 4.43 show the results of reconstructing the targets 

in Fig. 4.30(b) with the data recorded at 5, 3, and 2 frequencies, respectively. 

4.3.3.3 Reconstruction for Larger Target Sizes 

To investigate the quality of imaging for targets with higher dielectric 

property contrast, a pair of cuboids are placed at z = 35 mm as shown in Fig. 

4 .30(d). The constitutive parameters of the cuboids in this example are r:,. = 5 and 

a = 0 Sim while the background is free space. Three cases are investigated where 

the cuboids have a side of d = 2 mm, 2.6 mm, and 3 mm. Fig. 4.44 shows the 

reconstructed images for the case of d = 2 mm. lt is clear that the objects are 

reconstructed well. However, for larger objects (d = 2.6 mm and 3 mm), the 
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quality degrades, i.e., artifacts appear. We believe that the degradation of the 

images when increasing the size of the cuboids is due to the fact that the criterion 

for the first-order Born approximation [ 16] is violated for larger cuboids. This 

approximation is indeed used in deriving ( 4.28) when approximating the field 

inside the targets with the incident field. The condition for applying first-order 

Born approximation is that the radius a of the sphere circumscribing the target and 

the refractive index n satisfy 

,,
A. . 

(n -1 )a < __JI}!!!_. (4.38)
4 

For D,. = 5, n = 2.23. Thus, for /,., = 45 GHz (A. . = 6.7 mm)· , the radius 
"! mm 

of the object needs to be smaller than 1.4 mm for the linear Born approximation to 

hold. 

4.3.3.4 Effect ofRandom Noise on the Reconstruction Results 

In order to investigate the effect of random noise on the proposed 3-D 

holography technique, we consider two types of noise: 1) white Gaussian noise 

added to the complex values of the S-parameters (such noise could be produced 

by electronic devices or the environment), 2) white Gaussian noise added only to 

the phase of the S-parameters (such noise could be due to the mechanical 

vibrations of the antennas during the 2-D scan). For both types, we apply high 

levels of noise. In the first case, the signal-to-noise ratios (SNR) are 0 dB , 

- IO dB , and -20 dB , while for the second type of noise, the SNRs are 20 dB, I 0 

dB, and 0 dB. 
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Figs. 4.4 7 to 4.52 show the reconstructed images for the targets in Fig. 

4.30( c) when adding noise of type I and 2, respectively. For SNR value as low as 

- J0 dB for the first type of noise and I 0 dB for the second type, the quality of 

the reconstructed images is still comparable to that of the images obtained from 

noiseless data [see Fig. 4.36]. This indicates that the proposed reconstruction 

technique is very robust to noise. 

4.4 SUMMARY 

In this chapter, we presented 2-D and 3-D holography techniques for near­

field microwave imaging of dielectric targets. The data is acquired by two 

antennas moving on two parallel apertures on the opposite sides of the inspected 

region and recording single frequency (in the 2-D technique) or wideband data (in 

the 3-D technique) at each position. The reconstruction algorithm is based on the 

Fourier-transform and a least-square solution. This direct inversion algorithm is 

indeed fast and can perfo1m in real time. The incident field due to the transmitting 

antenna is simulated or measured on the reconstruction planes prior to the data 

acquisition. The advantages of this technique compared to the previously 

proposed 3-D holography technique [ 1] are: (I) the incident field can have any 

arbitrary distribution in the region of interest; (2) forward-scattered signals can 

contribute in image reconstruction in addition to the back-scattered signals. These 

two factors lead to enhancements of the reconstrncted images especially in near­

ficld imaging. 
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CHAPTERS 

DEFECT SIZING IN METALLIC STRUCTURES 

USING MAGNETIC FLUX LEAKAGE TECHNIQUE 

5.1 INTRODUCTION 

The magnetic flux leakage (MFL) measurements play an important role in 

the nondestructive testing (NOT) of buried oil and gas pipelines in order to find 

metal-loss regions usually caused by con-osion, fatigue, etc. The size and shape of 

the defects can be obtained by sn1dying the dist1ibution of the MFL output signal. 

After the leakage field is measured, an inverse problem must be solved so that the 

shape characteristics of the flaw, such as width, length, and depth can be 

estimated. The con-ect assessment of this infom1ation is vital in order to detem1ine 

critical regions in the pipelines. 

The MFL inversion techniques often use an iterative approach where a 

forward model calculates the leakage field for a given set of defect parameters. 

Three major groups of forward models are commonly used. The first group 

involves nume1ical simulations typically based on the finite element method 

(FEM) [I ]-[3]. These models provide accurate results but the drawback is that 

they are computationally very demanding. The second group consists of closed-
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form analytical fo1mulas for defects of certain canonical shapes (4]-(7]. These 

models typically utilize magnetic poles or a dipolar charge on the defect walls. 

They are very fast but less accurate and versatile due to the assumptions made in 

deriving the analytical formulas [5][7]. The third group of forward MFL models is 

based on artificial neural networks for two-dimensional and three-dimensional 

flaws [8]-[ 12]. These models are fast but are limited to the region in parameter 

space for which the neural network is trained. 

The work in this chapter is two-fold. In the first part, a direct procedure is 

proposed for full characterization of rectangular surface-breaking cracks based on 

the measurements of only one tangential component of the magnetic field with the 

MFL technique. The parameters of interest include orientation, length, and depth 

of the cracks. In the second part, a space-mapping methodology is proposed to 

expedite the optimization process for two types of defects: rectangular cracks and 

cylindrical pits. The work in this chapter has been presented in [13]-(17]. 

5.2 DIRECT INVERSION TECHNIQUE FOR RECTANGULAR CRACKS 

The most critical defects associated with pipelines are crack-like defects 

(welding cracks, fatigue cracks, stress corrosion cracks, hydrogen-induced cracks, 

and sulfide corrosion cracks [ 18]). For these surface breaking cracks, the length l 

and the depth d are typically much larger than the crack width w so that the 

variation of the MFL signal with respect to the width is negligible (Fig. 5.1 ). It is 

also assumed that the investigated cracks are straight along their length and the 
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crack walls are perpendicular to the metal surface. Furthermore, small 

irregularities in the depth (the bottom of the crack) are ignored since they have 

negligible effect on the MFL response [ 4]. Therefore, the parameters of interest 

are the length /, the depth d, and the 01ientation eof the crack. 

The location of the peaks in the normal z-component (Fig. 5.1) of the 

magnetic field gives a proper approximation of the length of a crack which is 

along the direction of the applied field [4][5][19][20]. However, in practice, 

cracks may have arbitrary orientations ( () in Fig. 5.1 ). More importantly, the z­

component of the magnetic field is often not available. 

Regarding the depth, calibration of the MFL signals in te1ms of defect 

depth has been studied both through finite-element modeling [ 19]-[23] and 

through analytical methods [4][24). However, the obtained calibration curves do 

not take into account the effect of the crack length on the signal strength. Here, we 

show that neglecting the crack length in constructing the calibration curves may 

lead to significant errors in the depth estimation. 

z 

Steel slab 

Fig. 5.1. Illustration of the MFL technique. 
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ln this section, we propose a direct methodology to estimate the crack 

parameters only from the measured y-component (Fig. 5.1) of the magnetic 

leakage field in accordance with the available expetimental setup. In order to 

achieve accurate estimation of the length and the depth, the orientation of the 

crack ( B in Fig. 5.1) is estimated first. Unlike the method presented in [25], 

where all three components of the magnetic field are used to estimate the 

orientation, our method uses only the y-component. Thus, our method implies 

much simpler measurement apparatus. 

The proposed procedure consists of the following separate direct 

estimation steps, which must be canied out consecutively: 1) estimation of 

orientation, 2) estimation of length, and 3) estimation of depth (Fig. 5.2). 

In the first step, the estimation of the orientation is based on the fact that 

the maximum MFL signal is always along the crack and its direction is across the 

crack mouth. 

Direct estimation of orientation () 

Direct estimation of length I 

Direct estimation of depth d 

Fig. 5 .2. Sizing procedure for surface breaking cracks using direct methods for 
estimation of orientation, length, and depth. 

In the second step, we use the fact that the locations of the peaks in the 

first derivative of the MFL response along the crack mouth coincide 
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approximately with the beginning and the ending of the crack. Having these 

locations, the estimation of the crack length is straightfo1ward. Since this 

derivative approach is very sensitive to noise especially for near-orthogonal crack 

orientations where the signal-to-noise ratio (SNR) is small, we utilize a simple 

and robust wavelet de-noising algorithm applied to the derivative curves. Wavelet 

de-noising, especially with soft thresholding [26J, has been widely employed with 

MFL signals [27]-[30] to eliminate high-frequency noise. Here, since we are only 

interested in the positions of the major peaks in the derivative, we set all the 

wavelet coefficients corresponding to high-frequency components to zero. This 

eliminates the ambiguous task of determining proper thresholds. 

In the third step, in order to estimate the crack depth, we construct a 

calibration surface. This surface describes the maximum amplitude of the MFL 

signal at the crack as a function of the length and the depth of the crack. Once this 

surface is constructed, the length estimated in the previous step, together with the 

maximum amplitude of the associated MFL signal, are employed to extract the 

crack depth. It is worth noting that the calibration surface is constructed for cracks 

that are parallel to the x-axis. For other crack orientations, we propose an 

appropriate coefficient that adapts the calibration surface. 

We examine the accuracy of the proposed method via simulations based 

on the FEM as well as available experimental MFL data. 

5.2.1 Simulation of MFL Response Using FEM 

A common type of MFL NOT uses permanent magnetic fields induced by 
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powerful magnets which come in close contact with the imaged steel slab [31]. 

Maxwell's equations in a nonlinear permanent magnet system lead to [32]: 

VxVxA=µ0 (J+VxM) (5.1) 

where µ 0 , J and A are the magnetic pem1eability of vacuum, the current density 

and the magnetic vector potential, respectively. The magnetization M is a non­

linear function of B = V x A . Therefore, equation (5.1) is solved iteratively. 

A nonlinear stmctura1 FEM solver (Maxwell v. 11.1. l [33]) is used for 

simulating the three-dimensional (3-D) magnetic field around and inside a surface 

crack in a steel slab. Fig. 5.3 shows the model geometry. Steel_ I 0 I 0 is selected 

from the simulator's library as the material type for the steel slab. 

In order to decrease the computational time and stilI maintain good 

accuracy, the steel slab is magnetized using two parallel magnets as shown in Fig. 

5.3. Such a magnetizing setup is much simpler than the real magnetizer [31] but it 

meets the purpose of inducing parallel field lines along the y axis. NDFe35 is 

selected as the magnet material. It magnetizes the steel plate with a coercivity 

such that the operating point is in the knee area of the B-H curve for Steel_ 1010. 

This is desirable because it leads to the maximum SNR for obtaining the leakage 

crack signal [32]. 

We note that the FEM simulations do not match the absolute values of the 

magnetic field distribution obtained through measurements. However, they match 

reasonably well the normalized field distributions. 
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x 

Steel Slab 

(a) 

\ 
\, y 

' 
(b) 

Fig. 5.3. 3-D view of the simulated model in Maxwell v. 11.1.1: (a) structure, (b) 
FEM mesh on the surface of the metal slab with enforced refinement of elements 
in the region around the crack. 

Some additional boundary conditions are set to enforce the magnetic field 

inside the metal to be parallel to the y-axis. These boundary conditions are: (a) 

zero normal component of the magnetic field to all faces of the magnetizers 

except the faces which are parallel to the x-z plane; (b) zero tangential 

components of the magnetic field at the faces of the magnetizers which are 

parallel to the x-z plane; ( c) zero n01mal component of the magnetic field at the 

faces of the steel which are parallel to the y-z plane. 
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5.2.2 Direct Method for Estimation of Orientation 

We assume that only the H
1 

field component can be measured. We 

integrate HY along a line L(B) which is within the imaged area and is titled at an 

angle e with respect to the x-axis as (Fig. 5 .4 ): 

f(B) = f H .vdL. (5.2) 
L(B) 

We refer to f(B) as the B-line integral. We evaluate f(B) for all angles 

0 ~ e~ 180° ( ~() = r) and solve the optimization problem: 

()* = arg max f(B) . (5.3) 
(j 

The validity and the accuracy of our technique are tested with data 

acquired through simulations. This is because all available measurements are 

associated with nearly B = Q° orientations. Figs. 5.5(a) to 5.7(a) show the MFL 

signal distributions in the x-y plane monitored at a lift-off distance ( <5 in Fig. 5.1) 

of 3.5 mm above the metal surface for cracks with l = 25 mm, d = 2.2 mm, and 

actual orientations of B = 0°, 6Q° , and 85° . The noise in the simulations is of 

numerical nature and it is not representative of the noise level in the measurement 

system. However, noise is always present in the measurements as well. Its sources 

relate to physical factors such as surface roughness, magnitude of the 

magnetization vector, local degradation of the magnetic properties of steel, etc. 

Thus, it is important to investigate the influence of noise on the estimation of the 

crack orientation, especially in the case of cracks oriented along the magnetizing 
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field Ho because this is the case of vanishingly small leakage field. As we observe 

from Figs. 5.5(a) to 5.7(a), the SNR decreases with increasing e due to the 

decreasing leakage field. 

It is also clear that the maximum of the HY leakage field component 

follows the crack. This implies that the B-line integral attains a maximum value 

when the line L(B) tracks the crack mouth. 

Figs. 5.5(b) to 5.7(b) show the variation of the corresponding B-line 

integrals. As predicted, the angle at which the B-line integral is maximum 

coincides with the actual orientation of the crack. The accuracy of the orientation 

estimation is practically independent of the crack length and depth and the results 

for other cracks are very similar to the ones shown in Figs. 5.5 to 5.7. 

Table 5 .1 summarizes the results of the estimation of the orientation B* 

for a range of actual orientations e =ff' to 85'· . We observe that the estimation 

errors are less than 9° when the actual orientation is in the range of (j = Q° to 70". 

The estimation suffers larger errors (between 9° and lT ) when the actual 

orientation is in the range of B= 70° to 80°. The estimation results are unreliable 

for actual orientations of more than 80°. ft is clear that the accuracy of the 

estimated orientation decreases for larger angles (f. The reason is that the SNR of 

the MFL signal is the highest when the crack is perpendicular to the applied fi eld 

Ho ( B = 0°) and it decreases as B tends to 90° due to the decreasing leakage 

field. 
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5.2.3 Direct Method for Estimation of Length 

ln order to estimate the crack length, we employ the directional derivative 

of the magnetic field along the crack. We use the estimated orientation of the 

crack in the previous step to monitor the MFL signal along the crack. The position 

of the peaks in this derivative gives a proper approximation of the stai1 and end 

points of the crack. 

This method can be applied directly to low-noise signals. However, since 

the derivative approach could be sensitive to noise in different measurement 

setups or different crack orientations, we propose a de-noising algorithm based on 

the wavelet decomposition to discern the desired major peaks in the derivatives 

from the spurious ones. 

5.2.3.J De-noising the Derivatives ofMFL Response 

Both simulated and experimental MFL responses may suffer from high­

frequency noise such that their derivatives contain a large number of peaks, which 

are much sharper than the peaks of interest at the two ends of the crack. 

Therefore, we utilize wavelet de-noising [26]-[30] to reduce these spurious peaks. 

The derivative of the MFL response monitored along the crack is decomposed at 

level 3, using a Coiflet wavelet. After setting all the wavelet coefficients 

corresponding to the details to zero, we reconstruct the signal again. The 

reconstructed signal does not contain spurious peaks and possesses only a positive 

and a negative peak at the two ends of the crack. 
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Fig. 5.4. Schematicofthe B-lineintegrationof H v along L(()). 
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Fig. 5.5. (a) Simulated 2-D MFL signal (normalized) for a crack with I= 25 mm, 

d = 2.2 mm, and () = O'' , (b) the variation of the B-line integral. 
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Fig. 5.6. (a) Simulated 2-D MFL signal (normalized) for a crack with I = 25 mm, 

d = 2.2 mm, and () = 60°, (b) the variation of the B-Iine integral. 
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26 ,--------i------1-------;------1 
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(a) (b) 
Fig. 5.7. (a) Simulated 2-D MFL signal (nonnalized) for a crack with I= 25 mm, 

d = 2.2 mm, and () = 85°, (b) the variation of the e-line integral. 
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d = 2.2 mm, and () = 0°: (a) simulation, (b) measurement. 
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Fig. 5.10. Nom1alized MFL response and its de1ivative for a crack with I = 50 

mm, d = 2.2 mm, and e= O'' : (a) simulation, (b) measurement. 

TABLE 5.1 
ESTIMATION OF 0RrENTATION FOR SIMULATED MFL SIGNALS FOR A CRACK 

WITH L = 25 MM AND D = 2.2 MM 

Actual angle B (degree) Estimated Angle e· (degree) 

-0 
"'O 
§ 

TABLE5.2 


ESTIMATION OF LENGTH USING D ERIVATIVE APPROACH ( () = 0° ) 


Crack parameters 
(mm) 

Estimated length 

/*(mm) 
with simulation 

Estimated length 

/*(mm) 
with measurement 

d = 1.2 , I = 13 15.6 12.6 
d = 2.2, I = 13 15.4 16 
d = 3.3 , I = 13 15.6 10.4 
d = l.2 , I = 25 25.4 22 
d = 2.2, ! = 25 24.2 21 
d = 3.3 , I = 25 25.8 32 
d = 1.2, I = 50 50.6 56 
d = 2.2, I = 50 51 62 
d = 3.3, I = 50 50 56 
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5.2.3.2 Results ofthe Length Estimation 

Figs. 5.8 to 5.10 show the MFL responses and their corresponding 

derivatives for three measured cracks along the x-axis ( B= 0° ). Here, we should 

mention that the detection area of the Hall sensor is 3 mm x 4 mm. In general, the 

area of the Hall sensor affects the resolution ability of the measurement setup and 

it has some low-pass filtering effect on the MFL signal. Thus, we expect the 

largest errors in the length estimation to occur for the shortest cracks. Figs. 5.8 to 

5.10 also show the same plots obtained from FEM simulations. Here, both the 

measured and the simulated MFL signals do not require de-noising because of the 

high SNR. 

The small discontinuities· in the derivatives are due to the spatial sampling 

rate of the measured signal which is 1.5 mm. We have monitored the simulated 

signals with the same sampling rate. 

Table 5.2 summarizes the length estimation results for both simulations 

and measurements for some sample cracks. In both cases, the estimation errors are 

below 30 percent. 

We investigate the robustness of the direct length estimation method for 

different crack orientations. Figs. 5.11 to 5.13 show the spatial derivative of the 

simulated MFL signals along the cracks with I = 25 mm, d = 2.2 mm, and actual 

orientations of e = 20°, 60°, and 80°. Here, we deal with noisy derivatives and 

employ the de-noising algorithm. Table 5.3 summa1izes the results for the length 

estimation. These results show that length estimation could be achieved with good 
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accuracy for orientations in the range from O'' to 75°. For orientations above 80°, 

the SNR is not large enough and the desired peaks in the derivative could not be 

discerned from the spurious ones. We next investigate the effect of the lift-off 

distance o on the accuracy of the proposed length estimation method. Table 5.4 

summarizes the results for length estimation with different lift-off distances. The 

results confom the robustness of the length estimation method to variations of the 

lift-off distance. 

5.2.4 Direct Method for Estimation of Depth 

In order to estimate the crack depth directly, we use a calibration surface, 

which describes the maximum of the MFL response with respect to the length and 

depth of the crack. The maximum amplitude of the MFL response is considered 

after subtracting the background signal [34]. 

We construct this surface using measurement results for a sample set of 9 

artificially manufactured cracks and defining four quadrant sub-surfaces. The 

calibration surface is then used to estimate the depth of all other measured cracks 

having their length estimated from the proposed method and the maximum 

amplitude of their MFL response. 

Table 5.5 shows the parameters for the 9 cracks used to constmct the 

calibration sub-surfaces with length and depth values of all combinations of l = 

13, 25, 50 mm and d = 1.2, 2.2, ·3.3 mm. Each sub-surface element is described by 

4 cracks using linear inter/extrapolation. Table 5.6 shows the cracks that are used 

to define the sub-surfaces in each quadrant. The parameters of the corresponding 
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four cracks are used to describe the sub-surface. We use the following 2-D 

inter/extrapolation fonnula to evaluate the sub-surface Mat any land d: 

M(l,d) =A ·I +B·d +C·l ·d +D. (5.4) 

A, B, C, and D are constants which are dete1mined from the system of four 

equations written for the four cracks defining the vertices of the sub-surface [35]. 

Fig. 5.14 shows the constructed normalized calibration surface for the 9 measured 

cracks . 
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Fig. 5.11. Derivative of the simulated MFL signals (normalized) for a crack with I 
= 25 mm, d = 2.2 mm, and()= 20°. 
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Fig. 5.12. De1ivative of the simulated MFL signals (normalized) for a crack with I 
= 25 mm, d = 2.2 mm, and e= 60'' . 
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Fig. 5.13. Derivative of the simulated MFL signals (nonnalized) for a crack with l 
= 25 mm, d= 2.2 mm, and() =80°. 

TABLE5.3 

ESTIMATION OF LENGTH FOR A CRACK WITH L = 25 MM, D = 2.2 MM, AND 


DIFFERENT ORIENTATIONS 


Actual angle () (degree) Estimated length /* (mm) 

-0.4 , _______,__ ______ L_ -- _L___ _ ----~________ j ______ 

TABLE5.4 

ESTIMATlON OF LENGTH FOR A CRACK WITH l = 25 MM AND D = 2.2 MM SCANNED 


AT DIFFERENT LIFT-OFF DrSTANCES 


Lift-off distance 8 (mm) Estimated length r (mm) 
0.5 	 28 

28 
2.5 	 28 
4 27 
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Once we construct the calibration sub-surfaces, the length estimated from 

the previously discussed method together with the maximum of the measured 

signal is used to obtain an estimation of the depth for each newly measured crack. 

Generally, an optimization procedure can be employed for this purpose. However, 

formula ( 5 .4) allows for a direct computation of the depth from the estimated 

length and the maximum of the MFL signal: 

M-A·f*-D
d*=---- (5.5)

B+C·f* 

where M is the maximum of the signal; r is the estimated crack length; and A~ 

B, C, and D are the computed constants of the subsurface whose parameter region 

contains r and whose magnitude region contains M. 

5.2.4.1 Results for the Depth Estimation 

Table 5.7 summarizes the results for the depth estimation of the same 9 

measured cracks which were used to construct the calibration surface. Column 2 

shows the results when the calibration surface employs all 9 cracks and thus 

consists of 4 surface elements. We observe that there are errors in the depth 

estimation despite the fact that the estimated cracks coincide with the nodes of the 

calibration surface. This is because the calibration surface is constructed using the 

known (true) length Tand depth d of the cracks while the estimated depth d" 1s 

obtained from the estimated length r where, generally, r * T. 

We investigated the extrapolation capability of the calibration surface by 

ignoring some of the available crack data and using these cracks as if they were 
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newly measured cracks whose parameters fall outside of the range of the 

calibration surface. The highest errors occur in the case of cracks of depth d = l .2 

mm. This corresponds to extrapolation from known cracks with depths of 2.2 mm 

and 3 J mm toward smaller crack depths for which we assume the data are not 

available. In this case, the highest estimation error is 70% for the crack with L= 13 

mm and d = I .2 mm. On the other hand, when we ignore calibration for larger 

depths, the estimation errors are still lower than 28%. Thus, our depth estimations 

are fairly accurate when extrapolating the calibration surface for deeper cracks. 

When we ignore calibration points of intermediate depths (d = 2.2 mm), the 

interpolation leads to depth estimation errors lower than I 9%. 

5.2.4.2 Con:ection ofCalibration Surface at Different Crack Orientations 

The calibration surface in Fig. 5.14 is provided for the case where the 

orientation of the crack is perpendicular to the external applied field ( () = O~ ). 

However, when the crack has any other orientation, the amplitude of the MFL 

signal weakens and the provided calibration surface needs to be corrected. We 

propose a simple technique similar to [36] to take into account this change in 

amplitude. As Fig. 5. I 5 shows, when the crack has a non-zero orientation, the 

projection of the applied magnetic field Ho on an axis perpendicular to the crack 

(y' inFig.5.15)is: 

H(i =H0 cose. (5.6) 
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TABLE 5.5 

PARAMETERS OF THE MEASURED CRACKS 


Crack No. Length~ I (mm) Depth, d (mm) 
Crack I 13 1.2 
Crack 2 13 2.2 
Crack 3 13 3.3 
Crack 4 25 1.2 
Crack 5 25 2.2 
Crack 6 25 3.3 
Crack 7 50 1.2 
Crack 8 50 2.2 
Crack 9 50 3.3 

"O 
~ 
::l Crack6 

I~ : ) 
. ·~~.,,,eo.5 4-c~ k7 Crack5<-+- rac Cr~b-.._.,

1 

0 f 

Fig. 5.14. Normalized calibration surface for the measured cracks. 

TABLE5.6 

MEASURED CRACKS USED TO CONSTRUCT THE CALIBRATION SURFACE fN THE 


DESIRED REGIONS 


E 
::l 

.§ 
~ 
~ 

I (mm) 

Crack No. in Table 5.5 Parameter Region 
1, 2, 4, 5 I ::;; 25 mm , d ~ 2.2 mm 

2, 3, 5, 6 I ~ 25 mm , d :=:: 2.2 mm 

5,6,8,9 I :=:: 25 mm , d z 2.2 mm 

4, 5, 7, 8 l z 25 mm , d -s:; 2.2 mm 
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y 

Ho 
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x ' 

x 

(a) (b) 

Fig. 5.15. (a) Crack with orientation of zero ( e= O~ ); (b) illustration of finding the 

correction factor for a crack with non-zero orientation ( e"* 0° ). 
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Fig. 5.16. Comparison of the correction factors computed from simulation of 
cracks with sample orientations with cosine values. 

Thus, we can predict that the maximum amplitude of the crack signal changes 

with the same coefficient cos(). Therefore, the calibration surface constructed for 

cracks with e=ff is corrected using the factor cos B. Fig. 5.16 shows the 

comparison of the correction factors computed from simulation of cracks with 

sample orientations and the cos() values. 
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TABLE5.7 

DEPTH ESTIMATION WHEN CAUBRATING WITH ALL CRACKS AND WHEN 


lGNORfNG CALIBRATJON FOR SOME DEPTHS 


Crack 
parameters 

(mm) 

d= l.2, I=13 

d =2.2, /= 13 

d =3.3, /= 13 

Calibration 
with all 
cracks 

d* Enor 
(mm) (%) 

1.21 0.8 

2.28 3 

3.31 0.3 

Ignoring 
calibration 

for 
d=l.2 mm 

d* Enor 
(mm) (%) 

0.35 70 

2.28 3.6 

3.31 0.3 

Ignoring 
calibration 

for 
d=2.2 mm 
d* Error 

(mm) (%) 

1.21 0.8 

2.6 
18. l 

8 

3.3 0 

Ignoring 
calibration 

for 
d=3.3 mm 

d* Error 
(mm) (%) 

1.21 0.8 

2.24 1.8 

2.5 24 

d =I .2, 1=25 1.3 8 1.25 4.1 1.38 15 1.37 14.16 

d=2.2, 1=25 2.11 4 2.09 5 2.22 0.9 2.11 4 

d =3.3, /=25 2.42 26 2.42 26.6 2.8 15 2.39 27.57 

d = 1.2, 1=50 1.15 4.1 0.48 60 1.13 5.8 1.15 4.1 

d =2.2, /=50 1.85 15 1.61 26.81 2.03 7.72 1.85 15.9 

d =3.3, !=50 2.86 13 2.86 13.33 2.96 10.3 2.6 21.21 

5.3 	 SPACE MAPPING OPTIMIZATION FOR DEFECT 

CHARACTERIZATION 

The availability of the forward models based on FEM simulations [ 1 ]-[3] 

and the analytical fommlas [4][7] prompts us to employ space mapping (SM) 

optimization in the defect parameter estimation from MFL data. SM exploits in an 

iterative manner two models: an expensive or "fine" model, which is very 

accurate but expensive or time-consuming, and the so called "coarse" model, 
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which is less accurate but cheaper or faster to evaluate [37]-[40]. Provided that the 

misalignment between the fine and coarse model is not severe, SM-based 

algorithms typically provide excellent results after only a few evaluations of the 

fine model. They are far more efficient than the direct optimization of the fine 

model alone. The fine model data is utilized in the SM algorithm to update the 

coarse model iteratively during the optimization process and to create the so­

called surrogate model. Thus, SM optimization allows us to benefit from the 

accuracy of the FEM simulations as a fine model and the speed of the analytical 

formulas as a coarse model. Based on this scheme, one can significantly reduce 

the CPU time necessary to characte1ize the defect parameters. 

Here, defect characterization using SM-based optimization is performed 

for two common types of defects in pipelines- rectangular and cylind1ical defects. 

The results of the parameter estimation for some sample defects demonstrate the 

efficiency of the SM-based optimization as a reliable and fast inversion method, 

especially in comparison with classical methods performing direct optimization of 

the FEM model. 

Fig. 5. l 7(a) shows the MFL setup for the detection and evaluation of a 

rectangular crack with length/, width w, and depth d. Fig. 5. l 7(b) shows a similar 

illustration of a cylindrical defect with radius R and depth D. fn this work, we 

monitor the y-component of the magnetic field as the MFL response. 
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Fig. 5.17. Dipolar representation of defect: (a) rectangular, (b) cylindrical. 

5.3. t Analytical Models to Predict MFL Response 

In all analytical expressions for the MFL signal [ 4 ]-[7], it is assumed that 

the crack is filled with homogeneously distributed magnetic dipoles, i.e., that the 

surface density of the magnetic charge has a constant value along the crack walls. 
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Edwards and Palmer [4] presented analytical solutions for the leakage 

field of a surface-breaking crack as a function of the applied magnetic field 

strength, the pe1meability and the crack dimensions. Also, they approximated the 

MFL response for a semi-elliptical smface-breaking cavity by an equivalent 

rectangular slot with constant polarity a-s , positive poles on one face ( a-s=+a) 

and negative poles on the other ( a-s= -a-). Then, the differential charge element 

dp in a position (x,y,z) possesses a charge proportional to its area [4] 

(5.7) 


The magnetic field H is calculated at all observation points by integrating 

the magnetic field due to all charge elements dp: 

d 
H= JJ _P, ·r (5.8)

4nr'
{x,z)eS 

where S is the cylindrical surface of the crack wall and r is the distance vector 

from the point of integration to the point of observation. 

Similar to the previous analytical expressions for surface-breaking cracks, 

a dipolar magnetic charge model has been developed for cylindrical pit defects 

[5]. As shown in Fig. 5. l 7(b), half of the cylinder wall develops positive magnetic 

charge density +a- while the other half has negative charge density -a-. The 

angle B is measured from the positive x-axis to an element of magnetic charge dp. 

The differential element dp has coordinates (RcosB, RsinB, z) and a charge 

proportional to its area, 
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(5.9) 


The magnetic field H is calculated using the same integral as in (5.8) but 

over a cylindrical wall S. 

It has been shown that the simplifying assumptions made in deriving the 

analytical expressions, especially neglecting the local variations in the 

magnetization and the permeability around the crack mouth, lead to errors in 

calculating the leakage field. This indicates that the distribution of the magnetic 

dipoles a- along the crack depth are in fact not constant [5][7]. 

5.3.2 Space Mapping Optimization 

Space mapping is a recognized engineering optimization methodology that 

encompasses a number of efficient approaches [37]-[ 40]. The main idea behind 

SM is that the direct optimization of an accurate but computationally expensive 

high fidelity or "fine" model of interest is replaced by the iterative optimization 

and updating of a so-called "coarse" model (less accurate but much cheaper to 

evaluate). An example of a fine model would be a device analyzed using an 

electromagnetic simulator; the coarse model might be a circuit equivalent of the 

device analyzed with a conventional circuit simulator. Provided that the 

misalignment between the fine and coarse models is not significant, SM-based 

algorithms typically provide excellent results after only a few evaluations of the 

fine model. In contrast, direct optimization typically requires dozens or hundreds 

of evaluations and often fails to provide acceptable results. 
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Let Rr: Xf ~ Rm denote the response vector of the fine model of a given 

device, where X.tc;;; R11 Our goal is to solve • 

x ;. = arg min U(R/x)) (5.10) 
X E.·\' 1 

where U : Rm~ R is a given objective function. In many engineering problems, 

we are concerned with the so-called minimax objective function: if we denote the 

fine model response components by Rt= [Rn ... R.t:mf, the lower specification 

vector by R1 = [R1. 1 • • • R1.m] r, and the upper specification vector by 

Ru= [Ru.I ... R11.m]r, then we require that R_t:; ~ Ru.i for iEfu and Rfi ~Ru for iE/1, 

where ft, !11 c {I, 2, ... , m}. The minimax objective function is given by 

U(Rl) =min fmax(Rr.i -Ru.i ), max(R/.i - R0 )) . (5.11)l 1E f u . IE / 1 · 

fn some problems, U can be defined by a nonn, i.e., 

U(Rf) =II Rf -Rspec II (5.12) 

where Rspec = [Rspec.1 ... Rspec.mf is the target response. 

We consider the fine model to be expensive to compute and solving (5.10) 

by direct optimization to be impractical. Instead, we use surrogate models, i.e., 

models that are supposed to be good local representations of the fine model and 

computationally cheap, hence suitable for iterative optimization. According to the 

SM approach, the surrogate is built based on the coarse model as well as some 

auxiliary mappings. The mapping parameters are adjusted during the so-called 

parameter extraction process in order to reduce misalignment between the fine 

model and the surrogate. The process of updating the surrogate model is 
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perfonned iteratively usmg the fine model data accumulated during the 

optimization process. We consider an optimization algorithm that generates a 

sequence of points xu>, i = 0, 1, 2, ... , and a family of surrogate models R.Y), so 

that 

x (i ... I ) = argminU(R;i) (x)). (5.13) 
x 

Let Re : X.l ~ Rm denote the response vector of the coarse model that 

describes the same object as the fine model but is less accurate and much faster to 

evaluate. Let i{ be a generic SM surrogate model, i.e., the coarse model 

composed with suitable SM transfonnations. At iteration i, the surrogate model 

R~U) is defined as 

(5.14) 


where 

p<i) = arg min 'i w. II R .(x(k»-.R (x<k> ,p) II (5.15)
p ~k""O 1.k j s 

is a vector of model parameters and wi.k are weighting factors. Typically, we put 

w i.k = 1 for all i and k. 

A variety of SM surrogate models is available [40][41]. One of the most 

popular approaches is the so-called input SM [37], in which the generic SM 

su1TOgate model takes the f01m Rs(x,p) = Rs(x,B,c) = Rc(B·x+c). Another 

popular approach is the so-called output SM where the surrogate model is defined 

as Rs(x,p)= Rs(x,d)= R, (x)+d, where dis a correction tenn accounting for 

the difference between the fine and coarse model responses at iteration i, so that 
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Ji) = RJxU)) - Rc(x(i)). In other words, this output SM ensures zero-order 

consistency between the fine model and the surrogate [ 42]. In practice, basic 

mappings are often combined together in order to create more involved surrogate 

models. Fig. 5.18 illustrates the combination of the input and output space 

mapping approaches. 

The choice of SM surrogate type is normally problem dependent. Some 

methods of assessing the surrogate model as well as the techniques for automatic 

selection of the surrogate model for a given optimization problem can be found in 

[43][44]. In many cases, including this paper, a suitable model can be found using 

the following approach: (i) start with the simplest model (e.g., shift-based input 

space mapping with c being the only parameter, (ii) perfonn parameter extraction, 

(iii) check the matching between the surrogate and the fine model, (iv) if the 

matching is not sufficient (which can be examined visually by observing model 

responses), add degrees of freedom and go back to (ii). The model verification 

may be performed at the starting point so that no extra fine model evaluations are 

necessary. Also, over-flexibility of the smTogate model should be avoided 

because it normally degrades its generalization capabilities [ 44]. 

Typically, the starting point x(O) of the SM optimization algorithm is a 

coarse model optimal solution, i.e., x<0
) = arg min {x : U(Rc(x))}. 

The SM optimization algorithm flow can be described as follows: 

Step I Choose the proper coarse model as well as space 

mapping surrogate type. Seti = 0. 
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Step 2 Evaluate the fine model to find Rjxu>). 

Step 3 Obtain the surrogate model R/i) using (5.14) and 

(5.15). 

Step 4 Given x(i) and R.Y\ obtain x(i+ l) using (5.13). 

Step 5 If the termination condition is not satisfied go to 

Step 2; else, terminate the algorithm. 

design 

_P_a_ra_m_e_te_r_s________«~~~------------------R_1..~ 
x ~ response 

r·················;~·~1i~iu..i~-~~~············································~·~~·~;··········· · 1 

l: mg mapping :l R s(x)= 

l coarse RcCBx+c) ~ Rc(Bx+c)+d 

L.. ······· .·········h:··~·°.:.:1.··································+·d·········.J'°sponse 
input mapping output mapping 

parameters parameters 

Fig. 5.18. Fine model and the space mapping surrogate based on input and output 
SM. 

Step 3 is the parameter extraction and it plays a crucial role in establishing the 

Sllfrogate model. Usually, the algorithm is terminated when convergence 1s 

obtained or when the user-defined maximum number of iterations is exceeded. 

5.3.3 Inversion Procedure Based on SM Optimization 

In this work, we estimate the shape parameters of rectangular and 

cylindrical defects using SM-based optimization. In case of crack-like rectangular 

defects, we assume that the width of the crack is very small compared to its length 

and depth such that the variation of the MFL signal with the width is negligible. 
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Therefore, the inversion problem is a two-variable optimization problem for the 

length I and the depth d, i.e., x = [/ d{ In the case of cylindrical defects, the 

parameters of interest are the radius R and the depth D. The inversion problem is 

again a two-variable optimization problem, i.e., x = [R D( Fig. 5.19 illustrates 

the flowchart of the SM-based optimization for estimating the parameters of 

interest. FEM simulations serve as the fine models and the analytical fonnulas 

given by (5.7)-(5.9) implemented in Matlab [45] serve as the coarse model. We 

use the SMF system (46][47] to perform the SM optimization. 

The termination condition for the SM algorithm has the following fo1m: 

llxu+ 1i _x(i lll 

-"---11-,,-,,-1--'- < c5 (5.16) 


11x ·11 

where II· II is the lrnonn, xu), i = 0, I, ... , is the sequence of solutions produced by 

the SM algorithm, and <5 is a small user-defined constant. 

5.3.4 Results of Defect Parameter Estimation Using SM Optimization 

Results of various simulation tests are presented here to assess the 

accuracy and the computational efficiency of the proposed inversion technique 

based on SM optimization. For this purpose, two rectangular cracks and two 

cylindrical pits are examined. Tables 5.8 and 5.9 show the parameter values of 

these defects. The target MFL responses for all cases are the y-component 

distributions of the magnetic field monitored at a distance of 3.5 mm above the 

surface of the metal. These are produced using FEM simulations. We assume that 

the search regions for the parameter values are restricted within the following 
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ranges: (a) for rectangular cracks, 5 mm~ l ~ 65 mm and 0.1mmsds4.5 mm; 

and (b) for cylindrical pits, 0.5 mm s R s 10 mm and 0.5 mm ~ D s 4.5 mm . 

At i=O, choose initial solution x(OJ 


It is typically the optimal point for the 

coarse model. 


Create R.~U) using the responses of Re 
and Rf for the cunent point xU) in 

parameter extraction process to compute 
p(i) as described in (5.14) and (5.15) 

Optimize the constructed 
surrogate model RsU) to 
obtain next point x{i+ I) 

i=i+ 1 
Evaluate Rf at x(i+ I) 

No 

Final solution: xU) 

Fig. 5.19. Flowchart of space mapping optimization. 
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TABLE5.8 

LENGTH AND DEPTH FOR THE RECTANGULAR CRACKS 


Crack name Length, l (mm) Depth, d (mm) 
Crackl 15 2.5 
Crack2 35 1.5 

TABLE 5.9 

RADIUS AND DEPTH FOR THE CYLINDRICAL PITS 


Pit name Radius, R (mm) Depth, D (mm) 
Pitl 3 4 
Pit2 5 2 

It should be noted that the pe1formance of SM algorithms depends on the 

similarity between the fine model and the coarse model, which can be expressed 

in rigorous mathematical te1ms (e.g., [41]). Unfortunately, it is difficult to verify 

whether this similarity is sufficient or not for a given problem because of the lack 

of fine model data. Therefore, it is beneficial to ensure as good alignment between 

the coarse and fine models as much as possible beforehand. In our case, as the 

maximum amplitudes of the MFL distributions obtained from the coarse and the 

fine models are substantially different, we use a scaling surface to align them. 

The surface describes the coefficient which multiplies the coarse model 

response to match the corresponding fine model response within the search 

region. We construct this surface using the coarse and fine model responses for a 

set of 5 sample defects and defining four quadrant sub-surfaces. These points are 

selected so that they roughly cover the whole 2-D parameter space of interest. Fig. 

5 .20 shows the construction of the scaling su1face from 4 quadrant sub-surfaces 
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x3 

x4 

x, 

G) 

8
Lx, xt 

(a) 

--------------' 

(b) 

(c) 
Fig. 5.20. (a) Constructing the scaling surface from four quadrant smfaces and 5 
points (defects). (b) Illustration of scaling surface for rectangular cracks. (c) 
Illustration of scaling surface for cylindrical pits. 
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TABLE 5.10 

CRACKS (POINTS) USED TO DEFfNE 4 SUB-SURFACES TN FIG. 5.20. 


Region No Defect vertex No. Parameter Region 

L 1, 2, 5 X1 
> I < 2 
- Xi , X z - X z 

2 2,3,5 > I > 2
Xi - X1 ' X 2 - X 2 

3 3,4, 5 < L > 2
Xi - X1 ' X2 - X 2 

4 1, 4, 5 < I < 2 
X1 - X1 ' X 2 - X 2 

1 2 3 4 5(I , 2, 3, and 4) defined by 5 defects (points), x , x , x , x , and x • Each sub­

surface is defined by 3 points and linear interpolation/extrapolation formula. 

Table 5.10 shows the cracks that are used to define the 4 sub-surfaces in Fig. 5.20. 

We use the following 2-D inter/extrapolation formula to evaluate the sub-surface 

Matanyx: 

(5.17) 


where A, B, and C are constants computed using the corresponding 3 points 

defining this sub-surface. For rectangular cracks, the following points (cracks) are 

1 2 3used to construct the scaling surface: x = [30 1f, x = [50 2.5f, x = [30 4]r, 

x 4 
= [ 10 2.5f, and x 5 

= [30 2.5( The sample points in the case of cylind1ical pits 

1 2 3 4 5are: x = [5 1f, x = [8 2.5f, x = [5 4f, x = [2 2.5f, and x = [5 2.5( Figs. 

5.20 (b) and (c) illustrate the constmcted scaling surfaces based on the mentioned 

points for two types of defects . Once we have the scaling surface M(x) , we use 

the scaling factor at each x to adjust the level of the coarse model response to that 

of the fine model. It should be noted that the described scaling method has been 

chosen as a trade-off between the accuracy of the scaling and the computational 
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cost of extra fine model evaluations required to implement the scaling. More 

accurate scaling (e.g., with a quadratic regression model) would require more fine 

model data, whereas 5 points together with a piece-wise linear approximation is 

sufficient for our purposes . The location of the points is not critical. 

We mention that the local alignment between the fine model and the 

surrogate can also be ensmed using an output SM as explained in Section 5.3.2. 

Unfortunately, when the scaling sutiaces are left out and the output SM is used 

instead, the algorithm is not able to find satisfactory solutions. The reason is that 

the output SM sun-ogate "transfers" the residual (i.e., the difference between the 

fine and coarse model at the current iteration point) to the new sun-ogate model 

optimum, which may be misleading if the overall alignment between the fine and 

coarse models is too poor, as is the case when the scaling surfaces are not used. 

Prior to starting the SM optimization, the optimal solution of the 

con-esponding coarse model is computed. In particular, the coarse models are 

directly optimized using the sequential quadratic programming (SQP) method in 

Matlab's optimization toolbox. We examined the optimal points, X e*, obtained 

from direct optimizations of the coarse models when starting from different initial 

points . The results demonstrated that the optimization algorithms converge to 

unique solutions for all investigated defects which are [17.38 3.53]7, [34.2 2.46]7, 

[4.28 2.50] 7, and [ 6.07 1. 70] r for Crack 1, Crack2, Pit1 , and Pit2, respectively. A 

quantitative comparison of the inversion results from the direct optimization of 

the coarse model is given in Table 5.11, where the mean relative en-or (MRE) is 
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defined as: 

(5.18) 

Here, x and x denote the actual and solution points, respectively. 

The SM optimization is performed using the input SM surrogate model of 

the fom1 R)x, p) = Rs(x,c) = Rc(x +c) with the vector c obtained through the 

parameter extraction process (5.15). This particular model has been chosen 

because it provides sufficient matching with the fine model; Thus, there is no 

need to exploit more involved models. We use the tem1ination condition (5. J 6) 

with <5 equal to 0.0 I. 

Table 5.11 summarizes the optimization results. The SM initial points, 

which are the optimal points of the coarse models, are denoted as x;. The table 

also shows the MRE for the coarse model (column 3) and the MRE for the fine 

model (last column). It is observed that the SM optimization converges to the 

solution after few fine model evaluations. The solutions for Crack I, Crack2, Pitl, 

and Pit2 are [15.13 2.48f, [35.11 l.53f, [3.09 3.73f, and [5.01 l.99f, which 

show MRE values of 0.8, 1.1, 6, and 1.2, respectively, when compared to the 

actual parameter values. These errors demonstrate significant improvement in the 

parameter estimation when compared with the MRE values obtained from the 

coarse model optimal points. 

Fig. 5.22 compares the target MFL responses with the MFL responses 

obtained at the optimal points of the coarse models, i.e . ·<, and the MFL 
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responses obtained at the SM optimal points, i.e. xl, for all investigated defects. 

In order to confirm the efficiency of the SM optimization in getting fast 

and acemate results, it is compared with direct optimization of the fine modeI. We 

choose (30 3f and (4 2.5f as the initial points for Crack1 and Pitl, respectively. 

The solutions via direct optimization of the fine model using SQP converges after 

I000 r- ---- ------- ,----------------, ----------:-·---- - ------- - ----- ---: 500 1~--~---~ ,- -- -----.:::::.=- ~,-----=--=--~ - ----· · 	 ~...::;:/..~-~itia1-P~i~!1 : --e- At optimal point 
, -____ __________~ .; ~ :· 800 ---------------------- --

Targ~!__ --1 
-- 400 -- ----- --:·----- Tar-~_______ 

1 

i 

-, 
i 

I 	 I 

- - I00 '---------·_____,_____:______; 
4 -4 -2 0 2 4 

Distance along crack (cm) Distance along crack (cm) 

(a) 	 (b) 
800 ,-----,--- -----;- r---:===--"=j' 400 ,---------,-------------.---=----, 
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(c) (d) 
Fig. 5.21. Comparison of the target MFL response with MFL response obtained at 

the initial point x;, i.e. coarse model optimal point, for: (a) Crackl, c) Crack.2; 

and comparison of the target MFL response with MFL response obtained at the 

SM optimal point xf for: (b) Crack I, (d) Crack.2. 
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Fig. 5.22. Compa1ison of the target MFL response with MFL response obtained at 

the initial point x;, i.e. coarse model optimal point, for: (a) Pit 1, (c) Pit2; and 

comparison of the target MFL response with MFL response obtained at the SM 

optimal point x1 for: (b) Pitl, (d) Pit2. 

43 and 39 fine model evaluations for Crack l and Pitl, respectively. The solutions 

found with the termination condition of (5.16) with o= 0.01 are (25.9 1.65{ and 

[4.29 2.66f, respectively. The co1Tesponding values of MRE are 53 and 38, 

respectively. These large errors demonstrate that the direct optimization is trapped 

in local minima in both cases, which are not the best solutions available. In 

contrast, SM optimization actually converges to the tiue solutions with the final 
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result being of much smaller MRE. Also, these results indicate that the direct 

optimization of the fine model is far more computationally expensive than the SM 

optimization. 

TABLE 5.11 

INVERSION RESULTS FOR SM 0PTIMIZAT10N OF lNVESTIGATED DEFECTS 


OptimalInitial No of Fine MRE forMRE No of SM
Defect point Model point 

for ( x ;. ) Iterations X.r
( x; ) Evaluations ( x1 ) 

[17.38] 
3.53 

[15.13]Crackl 29 6 7 0.8 
2.48 

[34.2] [35.11]Crack2 2.46 33 6 7 I. I 
1.53 

[4.13] [3.11]Pit I 2.62 36 7 8 6 
3.66 

[6.07] [5.00]Pit2 1.70 18 3 4 1.2 
1.95 

It should be noted that a single FEM simulation takes about I hour of CPU 

time and 1.2 GB of memory using a 3.2 GHz Pentium 4 processor. This means 

that the direct optimization of the fine model requires in excess of 40 hours of 

CPU time. The direct optimization of the coarse model is very fast and takes just a 

few seconds, however, the resulting solutions are not acceptable in te1ms of 

accuracy (typical MRE is about 30). Besides, 5 fine model evaluations (i.e., about 

5 hours of the CPU time) are required to perform the coarse model scaling. On the 

other hand, SM optimization gives excellent results (typical MRE about 1) and 
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requires only about 7 hours on average. This confinns that SM optimization is an 

efficient method of performing the inversion procedure in defect characterization. 

5.4 SUMMARY 

In this chapter, first we developed and validated a procedure to estimate 

surface breaking-crack parameters, i.e., orientation, length, and depth, from 

single-component magnetic field measurements. The procedure consists of the 

following consecutive steps: estimation of orientation, estimation of length, and 

estimation of depth. Then, we presented a SM optimization methodology to 

estimate defect parameters from MFL data. The proposed methodology was tested 

and verified for two common types of defects, rectangular cracks and cylindrical 

pits. The results demonstrated that there is a dramatic reduction in the number of 

fine model evaluations and therefore CPU time when using SM optimization 

instead of direct fine model optimization. Also, the results show that the proposed 

fast inversion technique features much improved accuracy, especially when 

compared to the results obtained using the analytical models. 
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CHAPTER6 

CONCLUSION AND FUTURE WORK 

In this thesis, we presented solutions of several inverse problems in the 

electromagnetics and microwave area. The applications included microwave 

imaging for breast cancer detection and MFL technique for defect 

characterization in metallic structures. The inverse problems related to the former 

application included: UWB antenna design and image reconstruction for breast 

tumor detection, while for the latter application inverse problems were related to 

defect shape's parameter estimation. Here, we describe separately the conclusions 

and future work related to each application. 

6.1 	 ANTENNA DESIGN FOR BREAST IMAGING 

In this thesis, a novel UWB TEM horn antenna placed in a dielectric 

medium was proposed for microwave imaging in breast cancer detection. The 

outer surface of the antenna was covered by copper sheets and a microwave 

absorbing sheet. The design was accomplished through full-wave simulation and 

then experimentally tuned for best impedance match. Simulated and experimental 

results confirm that the following design requirements are met. (1) The antenna 

does not need to be immersed in a coupling liquid. (2) The near-field power is 
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directed entirely toward the tissue through the front aperture of the antenna. (3) 

Excellent isolation from external electromagnetic interference (EMI) is achieved. 

(4) Good impedance match in the UWB frequency range is achieved. ( 5) The 

power density distribution over the antenna aperture is fairly uniform. ( 6) The 

investigated fidelity and group velocity of the antenna demonstrates good 

performance of the antenna for both frequency and time-domain (radar-based) 

measurements. This antenna enables the development of practical imaging 

systems which will be easy to maintain in a clinical environment. Such systems 

will allow for convenient and fast sanitation of the equipment after a patient is 

examined. Furthermore, the specifications stated in (2) and (3) are crucial for the 

sensitivity and the EMI immunity of the microwave breast imaging system that 

have not been properly addressed in previously reported work. 

Future work for this antenna may include modifications to enhance its 

efficiency and further reduce its aperture size. In the current design, a relatively 

large proportion of the power is radiated via the small apertures on the top copper 

shielding sheet which is absorbed by microwave absorbing sheet. This is the main 

reason for the reduced efficiency. An attempt could be made to decrease the size 

of these apertures while maintaining the UWB impedance match for the antenna. 

6.2 APERTURE RASTER SCANNING FOR MICROWAVE IMAGING 

In this thesis, we presented an aperture raster scanning setup to test our 

novel antenna in both measurements and simulations. The scanning setup clearly 
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benefits from the excellent near-field directivity of the proposed antenna. Strong 

scatterers inside a homogeneous dielectric body were detected both in simulations 

and measurements. The detection of weak and strong scatterers in a 

heterogeneous breast model was also examined and the results are encouraging. A 

blind de-convolution technique was applied to improve the image quality. 

Overall, the simulation and experimental results confirm the capability of the 

planar raster scanning setup with the proposed antennas to provide high-quality 

images through near-field microwave measurements. 

The advantages of the proposed system include: ( 1) an UWB antenna with 

reduced aperture size, which enables aperture raster scanning in the UWB; (2) 

elimination of the liquid coupling medium, which simplifies the maintenance and 

sanitation and reduces the power loss; (3) fast blind de-convolution algorithm to 

de-blur the images. 

It is worth noting that in the examples considered here, the separation 

distance between the two antenna apertures (object thickness) was 3 cm. This 

distance may look unrealistic but has been chosen only as a proof of concept. In 

simulations, this distance was selected to expedite acquisition of the 2-D scanning 

results. With this current tissue thickness, each simulation takes at least 2 hours on 

a Pentium 4 with 16 GB of RAM. For a 2-D scan with 20 steps along each 

direction, more than 800 hours of simulation are required. Although we used 

parallel simulations on several machines, the simulation time is still very large. In 

the measurements, this tissue thickness has been chosen to ensure that the 
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response due to the tumor is higher than the noise floor of VNA. In reality, tissue 

thicknesses will be closer to 10 cm. Thus, the expected signal levels will be much 

lower and the acquisition system must have larger dynamic range with sufficient 

SNR. We envision that using low-noise amplifiers will boost the SNR at the 

receiving side in conjunction with proper suppression of all electromagnetic 

interferences. 

It is possible to further improve the quality of the acquired images while 

retaining real-time performance by: (i) using chirp-pulse signals similarly to 

chirp-pulse computed tomography [1], (ii) using holography-based shape 

identification [2], (iii) employing sensitivity-based detection [3], (iv) applying a 

complex de-blurring algorithm for improved image quality, (v) reducing the ill­

posedness of the blind deconvolution algorithm by combining the de-blurring 

processes at all frequencies with the goal of reaching a common de-blurred image 

instead ofobtaining individual de-blurred images at each frequency, (vi) obtaining 

the PSF from the measurement of a point-like scatterer (like in [ 1]) instead of 

simulation, and (vii) investigating the images obtained from the measurement of 

the cross-polarized coupling between the antennas. 

6.3 	MICROWAVE HOLOGRAPHY FOR NEAR-FIELD IMAGING 

In this thesis, 2-D and 3-D holographic microwave imaging techniques 

were proposed using the data recorded by two antennas scanning two separate 

rectangular parallel apertures on both sides of a target. 
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In the 2-D technique, although the method uses only single-frequency 

measurements, the target can be localized along the range and high-quality images 

are obtained in the cross-range at the target's range location. The limitation of the 

2-D technique is that the target should be sufficiently thin along the range 

direction and it should lie in a plane, which is parallel to the apertures scanned by 

the two antennas. The proposed method is verified through the range localization 

and the 2-D image reconstruction of predetermined simulated targets. The results 

demonstrate that the method is robust to noise and can precisely find the location 

of the target and can provide high-quality 2D images. 

In the 3-D technique, the data is acquired using a similar setup as in the 2­

D technique but wideband data is recorded at each position. The reconstruction 

algorithm is based on the Fourier-transform and a least-square solution. This 

direct inversion algorithm is indeed fast and can perform in real time. The 

incident field due to the transmitting antenna is simulated or measured on the 

reconstruction planes prior to the data acquisition. As long as the criterion for the 

first-order Born approximation is fulfilled and the distance between the 2D 

images along the range is more than the range-resolution limit, high-quality 

artifact-free images of the targets are created in 3-D. For the examples shown in 

this thesis, the technique is capable of providing high-quality images even with 5 

sampling frequencies. It shows excellent robustness to noise. 

These methods have several advantages compared to existing holography 

techniques. (1) No assumption is made about the incident field. This makes the 
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algorithms applicable to near-field imaging where the target is close to the 

antenna and the spherical assumption for the illuminating wave is not valid. (2) 

The techniques are very robust to noise. They are capable of producing images 

from very noisy data with almost the same quality as the images produced from 

noiseless data. (3) The techniques allow for the reconstruction of targets not only 

from the reflection S-parameters but also from the transmission S-parameters 

which is appropriate for the case of transmission measurements. (4) The 

techniques can in principle be applied to heterogeneous media where the spatial 

distribution of the dielectric properties in the inspected region varies rapidly in 

comparison with the wavelength. Further developments in this direction are 

particularly important in medical imaging. (5) In 2-D holography, the target is 

localized in the range direction by making use of the reflection coefficients of the 

two antennas. The accuracy of this localization is dependent on the sampling rate 

along the range when the incident field data is acquired. 

The proposed techniques facilitates robust, reliable, and fast near-field 

microwave imaging of dielectric bodies with possible application in biomedical 

imaging. Such applications will be the subject of future research. This involves 

three modifications: (1) the targets will be immersed in strongly heterogeneous 

lossy medium, (2) the frequency range should preferably be in the FCC approved 

UWB (from 3.6 to 10.1 GHz), and (3) the acquired data quality must be improved 

by complex de-blurring. Further, since we need to record the incident field on the 

target planes, a preliminary knowledge about which field component is the 
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dominant one on the plane of the target for each specific type of transmitting 

antenna is crucial. Otherwise, the algorithm could be extended to use all three 

components of the incident field on the target planes. Also, since the techniques 

rely on calibration data, a good knowledge of the background medium is required 

in achieving high-quality images. 

To further improve the accuracy of these holographic image reconstruction 

techniques, it is possible to obtain the Green's function related to the wave 

scattered at each point on the target planes and received by the receiver 

numerically. For this purpose, one option is to move an infinitesimal x-polarized 

source on reconstruction planes and compute its response at the receiving dipole 

antenna for all the points on the reconstruction planes and at all the frequencies. 

Using reciprocity principle, for each sampling position, the infinitesimal x­

polarized source can be at the origin of the aperture planes while the receiver 

dipole antenna can be on the reconstruction planes. We can consider the latter 

case but to avoid a large number of simulations, we can extract the x-component 

of the electric field on the reconstruction planes from a single simulation instead 

of computing the responses received by the x-polarized dipole antenna moving on 

the reconstruction planes. 

Furthermore, to apply these holographic imaging techniques to breast 

cancer imaging, the center frequency of operation could be lowered significantly 

due to the decrease of the wavelength inside the breast tissue. For example, for a 

background medium (tissue) with permittivity of 25, the operating frequency can 
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be 7 GHz instead of 35 GHz for the examples presented in this thesis for which 

the background medium is air. 

6.4 	DEFECT CHARACTERIZATION USING MFL TECHNIQUE 

We developed and validated a procedure to estimate surface breaking 

crack parameters, i.e., orientation, length, and depth, from single-component 

magnetic field measurements. The procedure consists of the following 

consecutive steps: estimation of orientation, estimation of length, and estimation 

of depth. The direct methods for estimation of orientation and length are fast and 

robust with respect to various lift-off distances. However, these estimations 

become increasingly unreliable when the crack is oriented along the magnetizing 

field. The results for the direct depth estimation demonstrate that when the 

calibration surface employs cracks whose parameters span all possible values, we 

can obtain accurate estimates. We observe that extrapolation toward larger crack 

depths is reliable as it yields estimate errors below 28%. 

In another work, we presented a space mapping optimization method to 

estimate defect parameters from MFL data. The proposed methodology was tested 

and verified for two common types of defects, rectangular cracks and cylindrical 

pits. The results demonstrated that there is a dramatic reduction in the number of 

fme model evaluations and therefore CPU time when using space mapping 

optimization instead of direct fme model optimization. Also, the results show that 

the proposed fast inversion technique features much improved accuracy, 
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especially when compared to the results obtained using the analytical models. 

Here, we have used simulated MFL signals as the target responses. In 

practice, a measured MFL response may be degraded by mechanical and 

electronic noise. This may lead to misalignment between fine model and actual 

measurements. Proper de-noising of the measured signal has to be employed prior 

to solving the inverse problem. Also, uncertainties in factors such as the B-H 

curve of the steel pipe, the lift-off distance of the magnetic sensor, the intensity of 

the excitation, etc., have to be considered. Such considerations would amount to 

an additional step in the inversion problem where the FEM simulations are 

aligned with the measured signal. From our experience, excellent alignment 

between FEM simulation and MFL measurements could be achieved with a 

simple multiplication of the whole data set by a single scaling (or calibration) 

factor. It takes into account the differences in the excitation sources employed in 

reality and in the simulations. 

Furthermore, the described coarse models based on the analytical formulas 

are available only for specific types of defects. For arbitrary shape defects, other 

coarse models like a lightly-trained neural network or a discretization of the 

defect shape into small canonical shapes with known coarse models could be 

used. This indicates that solving arbitrary shape defects is more involved. 

Further developments of our SM optimization methodology for defect 

characterization has been carried out in our group and has been presented in 

[4][7]. In [4], a procedure to estimate the shape of the opening and the depth 
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profile of an arbitrary three-dimensional (3-D) defect has been proposed. In this 

procedure, the Canny edge detection algorithm is used to estimate the shape of the 

defect opening. Then SM methodology is employed to approximate the defect 

depth profile efficiently. In [5]-[7], an approach has been proposed to estimate the 

characteristics of multiple narrow-opening cracks. The number, locations, 

orientations, and lengths of the cracks are the objective of the inversion process. 

The proposed procedure provides a reliable estimation of crack parameters in two 

separate consecutive steps. In the first step, the Canny edge detection algorithm is 

used to estimate the number, locations, orientations and lengths of the cracks. 

Then, an inversion procedure based on SM is used in order to estimate the crack 

depths efficiently. 
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Appendix A. Formulation of the Inverse Scattering Problem 

The Maxwell's equations in a time-harmonic regime assuming only electric current 

excitation J are 

V x E = - jWJloH (A.1) 

VxH = jwD+J (A.2) 

where µ0 and m are the permeability of the medium and the angular frequency, respectively. By 

taking the curl of both sides of {A. l) and combining that with (A.2), we obtain the vector 

Helmholtz equation 

(A.3) 

where k2 =w2µ 0 s - jwµ0a and & and a are the complex permittivity and conductivity of the 

medium, respectively. 

Now, we consider two scenarios: 1) the target is not present and 2) the target is present. 

For these two cases {A.3) is written as: 

(A.4) 

(A.5) 

where Einc and Etot are electric fields for the cases without and with the target, respectively, and 

kb and ks are the complex wavenumbers in the investigated region for the cases without and 

with the target, respectively. Subtracting {A.4) from (A.5) and doing simplifications lead to 

VxVxEsc -k2Esc =-(k
s 
-k )Etot (A.6)s b 
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The general form solution for (A.6) is 0 

Esc(r) = f fJG(r,r') ·Etot(r')(k
8
(r')-k

0 
)dr' (A.7) 

v 

where Vis the target volume and G(r, r') is the dyadic Green's function. 

In (A. 7), the total field Etot inside the target can be approximated by the incident field 

(field in the same region when the target is not present), i.e., Etot ~ Einc. This is known as the 

linear Born approximation for the weak or small scatterers 0. Therefore, (A.7) is approximated 

as: 

Esc(r) = ffJG(r,r')·Einc(r')(k
8
(r')-k0 )dr' (A.8) 

v 
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