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Abstract

*Connected Vehicle (CV)* is a motorized vehicle that can communicate with its interior and exterior surroundings. Connected Vehicle focuses on localized vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) to support safety, mobility and environmental applications.

In this work, a simulation framework is presented. The framework quantifies Connected Vehicle performance in a forward collision warning situation. The simulation framework evaluates the performance using a vehicular traffic simulator with data from an intersection in Toronto, ON Canada. Various communication methodologies are evaluated at different Connected Vehicle market penetration rates. While DSRC is an interference limited communication methodology and visible light communications is a line-of-sight communication, the combination of both is evaluated to quantify the vehicular network safety performance in terms of time to collision. The performance of DSRC in a vehicular network is quantified in an interference dominant environment and the VLC performance in the vehicular network is evaluated at different weather conditions. In a specific vehicular traffic situation namely forward collision warning, this research quantified the VLC performance improvement in vehicular network safety to be 11% in addition to DSRC.
This work concludes with the simulation and prototyping of camera communications for vehicular applications. Specifically, this thesis presents multiple input / multiple output camera communications link utilizing a luminary array as a transmitter and two orthogonal low cost rolling shutter cameras as a receiver with the purpose of increasing the achievable data rate with one camera.

This work has demonstrated that there is at most a doubling in the data rate using two cameras over a single one. This data rate increase is achievable using a specific camera setup namely orthogonal cameras.
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Chapter 1

Introduction

According to the World Health Organization (WHO), every year from 2004 to 2009 1.2 million people lost their lives in traffic accidents and 20 – 50 million suffer from serious traffic related injuries world wide. In the same study, more people in the age group 15 – 29 die from traffic accidents than HIV/AIDS [11]. A different study [12] projects an increase in road traffic accidents death to reach 2.1 million in 2030.

Since the second industrial revolution in the 19th century with the first gasoline vehicle manufactured in 1886, motor vehicles have not stopped evolving. Multiple sensors can be found in modern day cars. For example driver fatigue detection sensor, tire pressure sensor and wheel speed sensor. An exhaustive list of automotive sensors is presented in [13]. A recent study [14] expects that the number of sensors in the car will rise from the current average of 60 - 100 sensors to 200 sensors by 2020.

The term Connected Vehicle (CV) is used interchangeably in the literature as intra-vehicle connectivity or inter-vehicle connectivity. In this thesis, Connected Vehicle is defined as a motorized vehicle that can communicate with its external surroundings, to other CVs, or to infrastructure. The term Connected Vehicle can be
used for a broad range of vehicles starting with a vehicle that can perform simple
driver assistant task up to a fully autonomous vehicle.

CVs have the potential to positively impact tens of millions of people. The Google
Self-Driving car has driven 1,268,108 miles in the autonomous mode [15]. Since the
start of the project in 2009 until October 2015 Google Self-Driving car had 12 minor
accidents and the self driving car was never the cause of the accident [15]. The Google
self driving car uses radar sensors, cameras and lasers to perform autonomously and
detect objects in all directions.

Automobile manufactures started to implement separate features that will assist
the driver and they are a step closer to the fully autonomous car namely lane departure
warning, parking assistant, traffic jam assistant and lane control assistant. Volvo
promised its customers 100 autonomous vehicles by 2017 [16]. On October, 2015
Toyota announced a car that can drive independently from the highway entrance to
the exit [17]. In the same month Tesla Motors announced auto pilot software update
as an incremental improvement to self-driving technology utilizing pre-installed 12
long-range ultrasonic sensors, forward radar and forward looking camera [18].

Moreover, government mandates on CVs have expedited its deployment. The
European Commission proposed to implement an eCall system in cars by April 2018.
In such a system, cars will be able to automatically establish a telephone link in case
of emergency, such as in a collision [19]. Similarly General Motors developed a similar
system named OnStar, in this system there is a emergency automatic crash response
[20].

In the United States (US), the Department of Transportation (DOT) and Na-
tional Highway Traffic Safety Administration (NHTSA) announced a mandate for
car manufacturers to enable car communication for light vehicles, the agency believes that having such mandate will facilitate development of vehicle safety applications for example to reduce intersection crashes which are the deadliest among the US drivers [21].

Also the US states of Nevada, California, Michigan, North Dakota, Tennessee and Florida have passed laws to permit testing autonomous vehicles on public roads [22]. In Canada, starting January 2016 Ontario allowed self-driving cars for testing on public roads [23].

Intelligent Transportation Systems (ITS) are applications that utilize information and communication technologies to inform users and to allow them to coordinate the use of transport network (e.g. traffic signal control, intelligent traffic scheduling and fleet management). CVs cooperate and coordinate together to enable different applications for road safety (e.g., lane departure warning when the vehicle starts to leave its lane, and cooperative lane merging by informing vehicles in range during the lane change process) thus it is an enabler technology for ITS [24].

Equipping CVs with wireless connectivity will improve safety on the road. CVs aim to avoid the accident before it happens. Avoiding accidents is the best way to eliminate injuries and fatalities thus make the roads safer [25],[26].

CVs promise to improve traffic management [27]. There are multiple causes for today’s traffic congestion namely accidents, construction work, weather conditions and increases in traffic volume. Traffic congestion results in environmental as well as economic losses [28]. CV promises traffic management improvement in terms of trip time. In [29], researchers have found vehicle speed increase from 67 km/h to 88 km/h in a traffic queue of 60 vehicles in 2000 meters utilizing a congestion control
algorithm.

The percentage of CVs traveling on the road is predicted to increase from 10% to 90% by 2020 [30]. Various research institutions are working on achieving this goal, for example in [31], the authors developed a WiFi enabled vehicle that communicate with multiple stations simultaneously exploiting basestation diversity to eliminate disruptions due to handoff in a network of 10 WiFi stations and using 40 km/h speed vehicle.

An online vehicle diagnostic system is presented in [32], where the location of the vehicle is obtained through GPS (Global Positioning System). The engine information is interfaced using the vehicle on-board diagnostic (OBD), this real time data is transmitted on 3G network.

CVs share their sensor information [33] (e.g., speed and acceleration sensors) with other Connected Vehicles in it is proximity as well as CVs which are multiple hops away to create a small ad hoc network without the need of infrastructure [14]. The shared information informs the CV with any possible “unsafe” situation for example vehicle running red light, thus improve road safety by utilizing different applications such as collision detection and lane changing.

Securing the CV shared information is crucial [34],[35]. Research has shown the ability to relay radio signal from the vehicle key to the vehicle itself without compromising its security [36]. Others managed to access tire pressure monitoring system to set false low tire pressure warning [37]. Two hackers spent one year working on hacking Jeep SUV they managed to remotely shutdown the engine while the car is being driven on the highway [38].

CVs have been a focus for the research industry for a long time [39], mainly how
to establish a reliable wireless communication link between vehicles [40]. One of the CV challenge is to overcome the communication environment in urban situations where a line-of-sight (LOS) link doesn’t always exist [41]. Accurate modeling of the propagation channel environment is vital to be able to design a reliable vehicular communication system.

In the next sections of this chapter the suggested communication technologies for the Connected Vehicle application (DSRC-VLC-CamComm) are introduced. Finally, this chapter concludes with the thesis organization and contributions.

1.1 Dedicated Short Range Communications

Dedicated short range communications (DSRC), is a wireless radio technology designed for data transfer in vehicular communications. In 1999 the Federal Communications Commission (FCC) authorized the use of a 75 MHz of spectrum from 5.85 to 5.925 GHz known commercially as 5.9 GHz DSRC band to be utilized for vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications in the United States. Similar DSRC bands exist in Europe (5.855 GHz to 5.925 GHz) and in Japan (5.77 GHz to 5.85 GHz).

The DSRC spectrum in North America is divided into 7 channels with 10 MHz bandwidth for each and 5MHz reserved as a guard band as shown in Figure 1.1. These channels are divided into one control channel (CCH) (channel number 178) and six service channels (SCHs) (Ch 172, Ch 174, Ch 176, Ch 180, Ch 182, Ch 184). There is an option to combine Ch 172, Ch 174 and Ch 180, Ch 182 into two 20 MHz channels namely Ch 175, Ch 181 respectively. High priority short messages or management data are transmitted on the CCH (Ch 178). Two channels (Ch 172, Ch
Figure 1.1: DSRC spectrum channels with corresponding allowed channel power [1][2].

184) are reserved for safety-related applications. The rest of the channels can be used for non-safety communications. Table 1.1 depicts the maximum allowed transmitted power for every channel in North America.

The standard specifications of the DSRC are included in IEEE 802.11p [42] for the physical layer (PHY) and Media Access Control Layer (MAC) layers and the upper layers in the protocol are included in the IEEE 1609 standard [43]. A significant amount of research has been done to define the DSRC link [44] and to also improve the performance of the PHY and MAC layer, namely the packet latency [45].

In [44], narrow band propagation measurements in the 5.9 GHz band to characterize Doppler spread and coherence time in realistic suburban Pittsburgh, Pennsylvania driving conditions. Earlier measurements (1994) [46] centered at the 900 MHz frequency carrier also to characterize the Doppler spread. The Doppler spread was also
Table 1.1: DSRC channel power limitations in North America [1] [2]

<table>
<thead>
<tr>
<th>Channel Number</th>
<th>Frequency GHZ</th>
<th>Maximum Power(dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>172</td>
<td>5.855 — 5.865</td>
<td>33.0</td>
</tr>
<tr>
<td>174</td>
<td>5.865 — 5.875</td>
<td>33.0</td>
</tr>
<tr>
<td>175</td>
<td>5.865 — 5.885</td>
<td>23.0</td>
</tr>
<tr>
<td>176</td>
<td>5.875 — 5.885</td>
<td>33.0</td>
</tr>
<tr>
<td>178</td>
<td>5.885 — 5.895</td>
<td>44.8</td>
</tr>
<tr>
<td>180</td>
<td>5.895 — 5.905</td>
<td>23.0</td>
</tr>
<tr>
<td>181</td>
<td>5.895 — 5.905</td>
<td>23.0</td>
</tr>
<tr>
<td>182</td>
<td>5.905 — 5.915</td>
<td>23.0</td>
</tr>
<tr>
<td>184</td>
<td>5.915 — 5.925</td>
<td>40.0</td>
</tr>
</tbody>
</table>

measured at center frequency 2.4 GHz [47]. The vehicular wireless channel models in the literature are valid only for specific vehicular scenario (urban, rural, highway and airport) [48],[49]. Where every vehicular scenario is defined by different vehicular traffic density thus Doppler spread values [50].

In [51] the authors measured and modeled a doubly selective channel which is selective in both time and frequency domain, where a selective channel is a channel that degrade the signal components (in time or frequency) with different values. Also in [52] provides analytical expressions for the Doppler spectrum in a mobile radio channel in the presence of multi-path scattering.

More research has been done to examine the usage of the DSRC technology in realistic environments. The simulation model in [53] consists of three vehicles equipped with DSRC units. The results are based on 4 hours drive on highway and 3 hours drive on a test track. The experimental data collected shows 91% packet delivery ratio (PDR) in the highway environment for distances less than 100 m.

The impact of interference on DSRC is quantified in [54] by introducing a jammer to simulate multiple cars interfering with the desired signal to help designing the
setup under heavy channel load. A Different interference mitigation approach is introduced in [55] utilizing a key feature namely “Adjustable Message Frequency”. The transmission frequency adapts based on the traffic conditions to avoid overloading the communication channel in the dense traffic scenario. An 80% packet reception rate is noticed at 50 meters with vehicle density of 100 cars per km road.

A simulation setup of a 50 vehicles is presented in [56], with vehicle speed 70 mile/hr, inter-vehicle spacing of 32 meters and driver reaction time is assumed to be 1.5 seconds. The number of vehicles involved in a chain collision is quantified with and without the deployment of a DSRC system with latency 0.1 seconds. The authors claim that they can prevent the collision of the third vehicle in the chain collision using the DSRC system. A 100% of the vehicles will be involved in chain collision if the inter-vehicle spacing is less than 9.6 m at speed of 70 mile/hr regardless of the collision avoidance scheme used.

The DSRC physical layer uses orthogonal frequency division multiplexing (OFDM) which is very similar as the one used in other popular wireless communication channels (e.g. IEEE 802.11a/g standard). Research has shown that the DSRC PHY layer is suitable for low latency safety messages [57]. A few challenges remain, namely when the LOS path is blocked or the channel is experiencing high delay, the communication quality will be degraded and packets might be dropped.

Once a dangerous situation is identified by a CV for example a vehicle running red light, the DSRC MAC layer broadcasts safety message to all CVs in the range of the dangerous situation. This message requires a highly reliable channel with low latency. A probability of reception failure is defined as probability a targeted receiver fails to receive a safety message within a given time delay. The DSRC MAC performance
is quantified using probability of reception failure metric (i.e. message doesn’t reach it’s destination) in [58], with value of 1/10 for packet repetition higher than 20 times due to the collisions between the broadcasted packets.

The collision probability is decreased in conventional transmission using handshaking signals by having “request to send” and “clear to send” signals before the actual transmission, such a technique is not used with broadcasted messages. Time division multiple access (TDMA) is another way to control the channel access where every vehicle has its own time slot where it listens to the channel or transmit its data. Different MAC layer research has been done relying on the TDMA structure to guarantee the quality of service [59], [45].

1.2 Visible Light Communication

Visible light communication (VLC) is a data communication method using a light source. The idea lies in turning a light source on/off and use it to transmit data. Visible light communication is not a new technology, it has been around for hundreds of years in different forms. It was utilized many years ago in light houses using Morse coded light [60].

Visible light communications is considered to be another form of data transmission using existing infrastructure by modulating light, typically the transmitter is a light emitting diode (LED) and the receiver is a photodiode or image sensors. The use of visible light for communication is motivated by recent developments in LED technology that are leading the way toward their full adoption as a replacement for incandescent and fluorescent lighting [61].

The Visible Light Communications Consortium (VLCC) was started in Japan
in November 2003 to fulfill the aim of developing VLC technologies leading to VLC standards. VLC technology was also evaluated in Europe in the Home Gigabit Access project (OMEGA) started in January 2008, designed to deliver 1 Gigabit/second (Gbps) of internet data by utilizing indoor lighting [62].

The IEEE 802.15.7 standard defines the physical (PHY) and media access control (MAC) layers for optical wireless communications using visible light. The performance of illumination due to modulation is quantified in the standard. The standard supports different data rates from 11 kbps to 96 Mbps for indoor and outdoor applications [63]. The mobility of the visible link, noise and interference from ambient light is also discussed in the standard.

Flicker is a fast change in the brightness of light. The IEEE 802.15.7 standard also complies with the eye safety regulations imposed by IEEE PAR 1789, which regulates the amount flicker LED and avoid any health risks [64]. The IEEE 802.15.7 standard is not the only visible light communication standard available, there are some Japanese standards led by Japan Electronics and Information Technology Industries Association (JEITA) [65],[66].

White light phosphor LEDs are most commonly used in the commercial LED light fixtures [67]. The modulation bandwidth of the white light phosphor LEDs is limited to 2 MHz [68]. In project OMEGA, the bandwidth was increased to 12 MHz [62] by detecting only the blue component of the phosphor LEDs.

For a given bandwidth, bandwidth efficient modulation schemes can be also used to increase the achievable data rate for example pulse amplitude modulation (PAM) or orthogonal frequency division multiplexing, those efficient modulation schemes can be of a great interest in the VLC channel. The signal to noise ratio (SNR) in the
VLC channel is typically in excess of 60 dB electrical which allows the receiver to detect multiple amplitude levels in a signal [69].

Another way to increase the bandwidth efficiency is by generating the white light by using the red-green-blue (RGB) LEDs. Then each color can be modulated separately, such that data is sent on every color wavelength separately in what known as color shift keying [70]. Independent modulation of the colors might create different color than white or changeable light intensity over time [71], [72].

There are various applications that may benefit from the deployment of visible light communication, namely tracking and location based services, for communication where radio frequency is not allowed for example in hospitals and for vehicle to vehicle communication [73].

**Location Based Services and Tracking**

Bytelight is considered one of the leaders in this area they patented an indoor localization system using LED [74]. The technology relies on the light directionality to provide the user their location and also tracks them if required. The system can provide location specific services or advertisement to the user. The receiver utilizes a rolling shutter camera (defined in section 2.3) to detect the frequency of the transmitted light pulses, where the information is encoded in the frequency of the light pulses.

**Radio Frequency (RF) Free Areas**

Hospitals and petrochemical production facilities that requires a radio frequency free environment. On going project is happening in Japan that aims to introduce VLC in
the hospitals [75].

**Vehicular Communication**

Vehicular communication is the main application in this thesis, where vehicles can communicate with each other via either the headlights or the tail lights to warn other vehicles around regarding any sudden stops. A luxury A8 vehicle from Audi was the first vehicle in the market to adopt LED headlamps in 2008 [76].

The emitted light from the LED carries the vehicle information in a wireless medium. The light intensity of the transmitter restricts the transmission range. Literature explored different receiver approaches in the VLC system, namely photodiode receiver, high-speed camera and mobile-phone cameras. In [77] the authors analyze the optical channel behavior in real world vehicular environment settings utilizing off-the-shelf scooter tail light as a transmitter and photodiode as receiver. A complete scooter prototype was developed in [78] to quantize the packet reception rate at different locations during a scooter overtaking scenario. The first packet received by the overtaken scooter happens when the overtaking scooter is 3 meters ahead and more than one second before it intercept the overtaken scooter path.

Performance evaluation of VLC link in an outdoor vehicular environment is examined in [79] utilizing a proprietary test platform the authors show that the VLC link is resilient to sunlight noise under normal operating conditions (less than 100 meters).

Utilizing existing LED lighting in the vehicle tail light or head light, researchers in [80] presented an automobile positioning scheme. The presented scheme provides the driver with vehicle position relative to the surroundings with no cooperation between
different vehicles other than the source transmitting the positioning waveform and the receiver receives the waveform using a photo-detector.

A hardware implementation of infrastructure-to-vehicle visible light communication system for road safety is presented in [81] utilizing LED array as a transmitter and photodetector as a receiver. The authors quantify the system bit error rate and the packet error rate. In this research the authors claims an SNR value of 8 to 10 dB to achieve reliable data reception.

The background noise performance as a function of the time of the day is quantified to be 20 dB between the early morning and peak afternoon in [82]. Utilizing a two lens receiver with a selective combining approach to combine the signals received from the two lens, the coverage range and the received information were found to be limited by the noise value through different times during the day.

A receiver structure was proposed in [83] with a wide-angle camera, narrow-angle camera and photodiode. The bit error rate of the same receiver was quantified in [84] to be $10^{-7}$ at a date-rate of 2 Mbps in a daytime outdoor environment over 40 meters.

The effect of multi-path delay for VLC channels in a vehicular environment at vehicle speed of 1–5 km/h is quantified in [85]. The number of multi-path components is assumed to be 6 with 20 nsec delay, and the BER is quantified in a simulation environment.

The VLC link budget analysis is quantified both analytically and experimentally in [86]. The link budget and bit error rate (BER) were evaluated on a transmitter-receiver horizontal separation distance of 5 to 80 meters where the receiver is a photodetector. BER value is approximated to be $10^{-10}$ at transmitter-receiver separation
distance of 28 meters at a data rate of 4 Mbps assuming dominated input current noise level of $2 \, pA/\sqrt{Hz}$.

A hybrid visible light and radio frequency communication system was introduced in [87]. The utilized RF technology is Code Division Multiple Access (CDMA). The VLC signal is used to transmit a location based CDMA code to be used to demodulate the RF signal when the VLC signal is not available.

A bit error rate of $10^{-9}$ was achieved over a communication distance of 20 meters in daytime outdoor environment using vehicle existing Controller Area Network (CAN) as a transmitter and photo detector as a receiver [88].

1.3 Camera Communications (CamComm)

National Highway Traffic Safety Administration (NHTSA) issued a final rule requiring rear visibility technology in all new light vehicles (under 10,000 pounds) by May 2018 [89]. The vehicle cameras help the driver detecting objects that do not appear in the rear view mirror for example children. More camera usage is possible, aided by software pattern recognition detecting the speed limit signs and warn the driver whenever the speed limit change, detecting driver fatigue warning with closed eyes or dropped head. Dash cameras to record evidence in case of vehicle crashes as well as for driver leisure taking selfie pictures as in Mini Copper vehicles by integrating GoPro cameras [90]. Also Ford vehicles (S-Max and Galaxy) have a front facing split camera that enables the driver to see objects on blind junctions [91].

Camera Communications (CamCom), is defined as the usage of the cameras for communications, where the camera image sensor is used for data reception. Camera communications utilizes a commonly used visible light sensor which is the mobile
phone camera. The transmitter in a camera communication system could be an LED or an LED display which is modulated to transmit information.

There are two types of camera image scanning, a global shutter camera is a camera that captures the scene details all at the same time. A rolling shutter camera is an imaging receiver which time sequentially expose each row of pixels per frame. The cameras architecture are described in more detail in Section 2.3.

Line of sight marketing is a method to advertise products in the proximity of the targeted audience. The distance range of the targeted users varies depending on the line of sight marketing technology used. For example “QR Code” is one form of line of sight marketing were the targeted users are few cm’s away from the QR code pattern. The range of the targeted users by the line of sight marketing can be extended using CamCom [92]. The data transmitted on a CamCom system similar to the same data embedded in QR Code pattern, for example product website and product sale locations. To control the LEDs the system should allow dimming, which can be performed using pulse width modulation [63].

CamCom is also utilized for vehicular communications, the success rate of locating the transmitter is found to be 96% in [93] utilizing a high speed camera as a receiver. The receiver finding algorithm [93] relies on differences between the current frame and pervious frames to locate the transmitter in the image.

1.3.1 Multiple Input Multiple Output Camera Communications (MIMO CamCom)

Multiple research groups carried out research work for vehicle communications using visible light communication technology. Different approaches were evaluated, some
researchers adopted the single element photo detector receiver approach [94]. In [95] the authors observed a packet error rate of $10^{-5}$ in outdoor bright sunlight environment at transmitter-receiver distance of 10 meters with a data rate link of 20 kbps.

A different receiver approach using high speed camera is evaluated in [96]. In [97], a bit error rate of $10^{-4}$ is observed at 35 meters away from the transmitter, using a 1000 fps camera and $16 \times 16$ LED transmitter array.

In [98], the authors discussed the concept of the optical MIMO using imaging and non-imaging receivers, receiver alignment issues are discussed and evaluated assuming an alignment free receiver architecture. The imaging receiver hardware limitation specifically readout time is not quantified, which could be is a limiting factor especially to achieve the claimed high data rate 48 Mbps for $2 \times 2$ LED array ($60 \times 60$) per array.

A camera image sensor receiver with a hypothetical sampling rate 1 MHz which does not exist in the market yet and multiple array of LEDs as a transmitter are used to achieve visual MIMO communication [99]. In the same study an experimental video was captured at frame rate of 60 fps and the vehicle driving with 25 km/h.

A rolling shutter camera was utilized in [100] to subsample the image, where the transmission frequency of the source is 120 Hz for logic zero and 105 Hz for logic one so that every bit duration is 1/15 seconds i.e. every bit is represented by two samples using iPhone 4 camera at 30 fps. A modulation method namely undersampled Frequency shift ON-OFF Keying (UFSOOK) modulation is defined in [101].

A data rate of 10 Mbps is claimed in [102], [103] utilizing special CMOS image sensor with hardware accelerators fabricated specifically for optical communication as a receiver and $10 \times 10$ LED achieving average packet arrival rate of 91% over 5
second transmission in an experimental vehicle with a maximum speed of 25 km/h, where a successful packet is being received when the receiver is able to detect the preamble and the postamble (end of transmission).

1.4 Thesis Organization and Contributions

The remaining parts of this thesis are organized as follows. Chapter 2 presents the essential background necessary to understand the thesis. In Chapter 3, the DSRC radio frequency channel is explained and modeled. The bit error rate performance of DSRC is quantified based on experimental fading channel measurements which are measured and modeled in [9] and is integrated into a vehicle network traffic simulator (will be described in Section 3) [104] to evaluate the safety of the traffic network in terms of collision warning reduction. Similarly in Chapter 4, the visible light communication channel link is modeled and then integrated into the same traffic model to evaluate the safety of the traffic network in terms of collision warnings.

MIMO camera communication is another way to overcome slow data rate problem. Since the transmitter may consist of multiple LEDs, independently modulating each LED with different data stream which creates a multiple input multiple output system (MIMO) adding system performance gains which can be utilized to either improve the system error rate or increase the data rate.

Chapter 5 demonstrates a new approach to MIMO camera communication where data is transmitted by independently modulated multiple LEDs and is received by two inexpensive rolling shutter cameras. The cameras are orthogonal on each other to guarantee independent data samples. Finally Chapter 6 concludes the thesis and future work to be investigated.
The thesis contributions lies in modeling the dedicated short range communications channel to evaluate the link quality performance and joint collaboration between myself and my colleague Mr Genders (McMaster Civil Engineering department) in integrating that channel model into vehicle traffic simulator. With my colleague Mr Genders contribution to this work in producing a statistical results and analysis to quantify the effect of DSRC channel model on vehicular traffic network.

Furthermore, the visible light communication channel is also modeled for vehicular environment and added into the same vehicle traffic simulator. Again with my contribution is developing the communication channel model and my colleague Mr Genders in producing the statistical results and analysis for different market penetration ratio.

Finally, a new methodology to increase the maximum achievable data rate using rolling shutter camera as a receiver and multiple LEDs as transmitter is proposed. An increase of at most double in the achievable data rate using two orthogonal rolling shutter cameras as receivers and $2^i \times 2^i$ LEDs organized in a square matrix compared with the usage of the same transmitter and only one rolling shutter camera as a receiver. This data rate increase is achievable only utilizing a novel receiver architecture which enables a new paradigm shift in the camera communications systems compared with the previous literature.
Chapter 2

Background

In this chapter the fundamentals necessary to understand the work done in this thesis are presented. The chapter discusses the basic knowledge of radio frequency communication, channel effects on RF wireless signals and various methods to overcome such effects. Then the basics of visible light measurement units that quantifies light nature. Finally camera imaging technologies and fundamentals are presented.

2.1 Radio Frequency

Radio frequency (RF) is an electromagnetic wave that propagates through a medium and have frequency that ranges from 3 Hz to 300 GHz. Market development in the recent years demanded devices wireless connection for a broad range of products starting from phone calls to remotely controlled houses [105], that lead to a congested interfered air medium. The remaining part of this section will address radio frequency multiple access. Then the RF channel characteristics is discussed. Finally an example of channel coding namely Reed Solomon coding is presented.
2.1.1 Radio Frequency Channel Characteristics

The characteristics of the wireless signal when it travels from the transmitter antenna to the receiver antenna need to be carefully modeled. The received signal strength depends on the distance between the transmitter and the receiver and the path the signal traveled in for example was it line-of-sight path / non-line-of-sight path or fixed/mobile link.

The received signal is defined as

\[ y(t) = h(t, \tau) \ast x(t) + n(t) \]  \hspace{1cm} (2.1)

where \( x(t) \) is the transmitted signal, \( h(t, \tau) \) is the random channel impulse response and \( n(t) \) is the noise.

The received signal undergoes different effects namely the path-loss, shadowing and multi-path. \textit{Path-Loss} is the loss in the transmitter signal power where the transmitted signal energy attenuates as it spread in a spherical way. This loss is proportional to the transmitter-receiver distance. Friss equation is a simple mathematical way to represent the relation between the wireless received signal power and the transmitted signal power. The equation was derived in 1945 by Harald Friss [106].

\textit{Shadowing} also affects the transmitted radio signal. It occurs when the propagation path between the transmitter and receiver is obstructed causing signal power loss. Shadowing arises due to various reasons namely when the transmitted signal is scattered or diffracted causing signal power loss. Also when the transmitted signal is reflected, portion of the signal power is absorbed on the reflection surface causing signal power loss. Figure 2.1 depicts an illustration of a transmitted radio signal from the transmitter to the receiver that faces shadowing due to diffraction and reflection.
from building surfaces.

Figure 2.1: An illustration for a transmitted radio frequency wave, the transmitted signal experience shadowing due to diffraction and reflection from building surfaces.

Figure 2.2 depicts the multi-path signal phenomena, each reflected signal takes random path which results in different amplitude and phase for the received replicas. Depending on the received signal phase and magnitude the received replicas can add together constructively or destructively.

Coherence bandwidth is defined as the bandwidth over which the channel frequency response is considered constant. The multi-path causes a signal fading, this fading is characterized into flat and frequency selective fading. A flat fading occurs when the signal bandwidth is less than the coherence bandwidth of the channel and frequency selective fading occurs when the signal bandwidth is more than the coherence bandwidth [107].
Figure 2.2: An illustration for a radio frequency transmitted signal multi-path, different signal replicas arriving at the receiver from different paths.
The channel effects described previously affects the transmitted signal causing signal losses. The channel impulse response defined in equation 2.1 is given by

\[ h(t, \tau) = \sum_{i=1}^{N} L_i(t, \tau)z_i(t, \tau)\delta(t - \tau_i) \] (2.2)

where \( N \) is the number of multi-path components, \( L_i(t, \tau) \) is the path-loss for the \( i^{th} \) multi-path component, \( z_i(t, \tau) \) is random variable drawn from a fading random distribution and \( \tau_i \) is the \( i^{th} \) multi-path excess delay.

One way to overcome this signal loss is channel coding. In the next section, Reed Solomon Coding is introduced.

### 2.1.2 Reed Solomon Coding

In order to overcome the channel limitations presented in Section 2.1, added redundancy on the transmitted data is needed to be able to recover the original transmitted message, one way to add such redundancy is channel coding. The channel code used in this thesis is Reed Solomon code.

In this thesis Reed Solomon code is used as a digital fountain code [108]. Despite existence of other digital fountain codes for example Raptor codes [109], LT codes [110], Reed Solomon is used due to its widespread use.

Data recovery or in other words, error correcting codes has various classifications namely block codes and convolutional codes. Reed Solomon code is a block code. The transmitted message is divided into a sequence of data blocks before getting transmitted on the channel medium. Each data block then have parity information appended to it to create a code word. Reed Solomon code is generally used as a systematic code such that the data is transmitted as is and then appending the
parity check bits at the end of the block.

One of the important features in the Reed Solomon code is that it is a linear code such that if two code words are added together the results is also a code word, another feature is that cycling shifting of one code word also produces another code word, in other words, they are linear cyclic codes.

The code error correction ability is determined based on the code parameters, affecting the implementation complexity as well. A Reed Solomon code is characterized by two parameters $n, k$ where $k$ is the number of the information symbols in the codeword and $n$ is the block length in symbols with an upper bound $2^m - 1$ where $m$ is the number of bits in one symbol.

The code is able to correct $t$ symbol errors and $2t$ symbol erasures. where $t = (n - k)/2$ for $n - k$ even and $t = (n - k - 1)/2$ for $n - k$ odd.

The syndrome values indicate an occurrence of an error as they are not zero values. Serval decoding algorithms utilizes the syndrome values to detect the location of the error and correct it namely Euclid’s Algorithm [111], Berlekamp-Massey Algorithm [112] and Peterson-Gorenstein-Zierler Algorithm [113].

2.2 Visible Light Characteristics

Visible light is a form of electromagnetic energy traveling in the space. Visible light has a wavelength ($\lambda$) of 400 to 700 nm. Incoherent light sources electromagnetic waves interfere with each other and get directionally polarized and bend when it passes an edge. In radiometric properties, the light is considered as a ray traveling in a straight line where optical components such as lenses and mirrors can redirect those rays in different predefined paths. The rest of this section will describe in detail the visible
light measurement units as well as the visible light wave properties.

2.2.1 Radiometric and Photometric

The fundamental unit of power measurement is the watt, defined as the rate of energy (joule) per second. The optical power is function of number of photons and the energy of every photon as well as the rate of photon arrival. Photon energy is quantified as 

\[ Q = \frac{hc}{\lambda} \text{ joules} \]

where \( h \) is planck constant = \( 6.623 \times 10^{-34} \) and \( c \) is the speed of light \( \approx 3 \times 10^8 \) and \( \lambda \) is the light wave length.

Measuring the light as it is perceived by the human eye is defined as photometry. In photometry the equivalent of the Watt is the Lumen (lm), which is defined as the weighted power to match the eye response of a standard observer. The human eye normalized sensitivity to different light wavelength is \( L(\lambda) \) [114]. The Lumen is given by

\[ \Phi_L = K_w \int_{\lambda=380}^{\lambda=780} P(\lambda)L(\lambda)d\lambda \]  

where \( P(\lambda) \) is the light source spectral power density and \( K_w \) is the maximum luminous efficacy (lumen/watt).

The human eye can see flux of approximately 10 photons per second at a wave length of 555 nm, which is equivalent to radiant power of \( 3.58 \times 10^{-18} \) watts. Similarly the eye can see minimum flux of 214 and 126 photons per second at 450 and 650 nm respectively [3].

Steradian is considered one of the key concepts to understand the relationship between different measurements. Figure 2.3 shows the definition of the steradian angle, it is defined as the solid angle which have its vertex at the center of the sphere and it cuts the sphere in a surface area equal to the square of the radius of the
sphere, a sphere contains $4\pi$ steradians. The solid angle of the cone $\phi$ in steradians is
$\phi = A/r^2$, where $A$ is the area of the portion of a spherical surface subtended by the cone and $r$ is the sphere radius.

However in most of the radiometric measurements, an accurate representation of the spherical area is not necessary to convert between units, and the flat area can be used as an approximation for the spherical area for small solid angle $\leq 0.03$ which gives an error of $1\%$ [3].

Radiometric power is measured in radiant flux which is defined as the rate of energy (in joules) per second which is Watts. Photopic flux is defined as lumens which is filtered to match the eye response. Luminous flux, 1 lm (lumen) = $1.464 \times 10^{-3}$ Watts at 555 nm.

Irradiance is the measurement of the flux density defined in Watts/m$^2$ and illuminance is the measure of flux per unit spherical surface area (Figure 2.3), visible flux density in lux.
2.2.2 Light Properties

**Reflection**

Figure 2.4 depicts an incident light hitting a reflecting surface. The light rays reflect back following the law of reflection. The incident angle (angle between the normal to the surface and the incident ray) is equal to the reflected angle (angle between the reflected light and the normal to the surface) Figure 2.4. Another form of light reflection namely diffuse reflection occurs when incident light hits a rough surface, the reflected light rays reflect in all angles.

**Refraction**

Snell’s Law explains refraction, when a light passes two different mediums with different refractive indexes, light rays experience a change in their velocity and their direction bends. The factor that governs this phenomena is the incident angle and the refractive indexes of the two mediums.
2.3 Rolling Shutter and Global Shutter Cameras

There are two different ways for image scanning. The first one where the camera take an image of the whole scene all at once as if its frozen, known as global shutter. The whole frame is read once all together. It is known to be the most accurate representation of the motion especially in the fast motion events because the captured image is a frozen scene captured at specific time instant [115].

However, to increase the frame rate, each row in the image is exposed to the light independently as an image scanning mechanism known as rolling shutter. Figure 2.5 depicts the rolling shutter image scanning algorithm such that each line in the image is scanned at different time with offset ($\Delta t$) of the readout time for each line [116].

Figure 2.5: Left: Diagram demonstrating rolling shutter time delay ($\Delta t$) between each row of pixels in an image. Right: Diagram showing no delay between row of pixel in an image utilizing global shutter camera.
2.3.1 Stereo Vision

*Stereo Vision*, is the science of recovering of a 3D image data using two 2D images of the same scene captured from two different points, those two images could be obtained from multiple cameras or from one moving camera.

The 3D recovery is done using triangulation principle, where the location of the point in 3D is determined by the projection of the point in the camera’s image plane, provided that the relative position between the cameras is defined.

Figure 2.6 depicts an example of sample object (e.g., a maple leaf) and two cameras are capturing the image of the scene. The cameras are placed with distance $b$ apart from each other. The resultant images for camera 1 and camera 2 are shifted in the horizontal axis with respect to each other [117]. The object is located at $x_1$ and $x_2$ in the captured images respectively. From the ray theorem of geometry [118] the shift in the resultant captured images in the horizontal axis ($x_1 - x_2$) is quantified as follows

$$x_1 - x_2 = \frac{f \times b}{d} \quad (2.4)$$

where $f$ is the cameras focal length, $b$ is the cameras horizontal separation distance and $d$ is the object distance from the cameras image plane. In this setup the cameras are aligned such that their optical axes are parallel thus results in image on the second camera is shifted to the right (i.e. $x_1 > x_2$).

2.4 Conclusions

This chapter presents the fundamentals required to understand the thesis. In this chapter the fundamentals of radio frequency are presented, different methods of radio
Figure 2.6: An illustration of stereo vision concept using a maple leaf object located at distance $d$ away from two cameras, the two cameras are located on the same horizontal plane with a separation distance $b$. 
frequency multiple access are introduced. The radio frequency channel characteristics namely shadowing, path-loss and multi-path are described. Furthermore an example of channel coding (Reed Solomon coding) to overcome the wireless channel effects is also introduced.

The visible light have a unique characteristics that combine between wave and particle properties. The measurement units that quantify both the wave and particle properties of the light are introduced in this chapter as well as the conversion between those units.

The chapter concludes with introducing different camera imaging scanning algorithms namely rolling shutter and global shutter. The timing diagrams in the rolling shutter and global shutter case are discussed. Finally, the stereo vision concept in cameras is introduced.
Chapter 3

Dedicated Short Range Communications

This chapter quantifies the impact of communication degradation in a vehicle-to-vehicle (V2V), forward collision warning (FCW) application (see Figure 3.1). A dedicated short range communication (DSRC) channel model is used where path-loss, penetration-loss and interference are quantified. A section of Toronto, Ontario, Canada is modeled in a traffic micro-simulator to evaluate the effects of the channel model on V2V communication. Various market penetrations of Connected Vehicles are simulated using two communication models; the first an ideal channel and the second a DSRC channel which quantifies the impact of channel impairments. The purpose of the forward collision warning application is to warn the driver of an imminent collision with the leading vehicle. The surrogate safety measure of improved Time to Collision is used as a metric to evaluate the effectiveness of the forward collision warning.

A collaborative effort between myself and Wade Genders was utilized to produce
the results in this chapter and chapter 4. In this chapter my contribution is the wireless communication channel model and Wade Genders contribution is the vehicular traffic simulator, similarly in chapter 4. Where my contributions lies in section 3.1.1 and section 3.2 and my colleague Wade Genders contributions are in section 3.1.2 and section 3.2.

Connected Vehicles seek to improve current transportation methods through the integration of computing technologies, which aims to improve the safety, mobility and environmental impacts of transportation via real-time data sharing between vehicles and infrastructure. In this chapter Connected Vehicles are considered with dedicated short-range communications (DSRC) to facilitate wireless communications from vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I).

Although many improvements have been made in an effort to improve vehicle safety, accidents and fatalities still occur. Rear-end collisions are one of the most common forms of accidents [119]. Connected Vehicle can offer forward collision warning (FCW) via V2V communication to prevent these incidents from occurring.

The remainder of this chapter is organized as follows. Section 3.1.1 presents the DSRC channel model and section 3.1.2 presents the traffic simulator. Performance
results are presented in section 3.2 and the chapter concludes in section 3.3.

3.1 System Model

3.1.1 Dedicated Short Range Communications Model

Dedicated short range communications are primarily allocated for vehicle safety applications, particularly in Connected Vehicles. Despite the desirable features of the DSRC for safety applications its use in dense urban environments face important limitation caused by interference as the received DSRC radio signals are corrupted by reflections, scattering and absorption by the objects located in the transmission path.

The channel effects namely path-loss and multi-path fading can be divided into two categories: large scale fading and small scale fading. Path-loss inherent to radio propagation is a fundamental form of large scale fading. Penetration-loss is another form of large scale fading which occurs when there is a large obstacle, such as another vehicle or building, in the propagation path causing major absorptive losses, a more detailed description of channel effects is presented in section 2.1.

Table 3.1 lists typical values for the physical layer parameters of a DSRC system using orthogonal frequency-division multiplexing (OFDM), where information is transmitted on multiple orthogonal frequency channels to overcome channel fading [1].

The large scale path loss factor, $L_{FS}$, in an urban environment can be modeled as [120]
Table 3.1: DSRC OFDM Parameters [1]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Band</td>
<td>5.9GHz</td>
</tr>
<tr>
<td>Channel Bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Supported Data Rate</td>
<td>3, 4, 5, 6, 9, 12, 18, 24 and 27</td>
</tr>
<tr>
<td>Modulation</td>
<td>BPSK, QPSK, 16QAM and 64QAM</td>
</tr>
<tr>
<td>Channel Coding</td>
<td>Convolutional Coding, Rate 1/2, 2/3, 3/4</td>
</tr>
<tr>
<td>Data Subcarriers</td>
<td>48</td>
</tr>
<tr>
<td>Pilot Subcarriers</td>
<td>4</td>
</tr>
<tr>
<td>FFT size</td>
<td>64</td>
</tr>
<tr>
<td>FFT Interval</td>
<td>6.4μS</td>
</tr>
<tr>
<td>Subcarrier Spacing</td>
<td>156.25KHz</td>
</tr>
<tr>
<td>CP Interval</td>
<td>1.6μS</td>
</tr>
<tr>
<td>OFDM Symbol Interval</td>
<td>8μS</td>
</tr>
</tbody>
</table>

\[
L_{FS} = \begin{cases} 
20 \log \frac{\lambda}{4\pi d}, & d \leq d_0 \\
20 \log \frac{\lambda}{4\pi d_0} - 10n_0 \log \frac{d}{d_0}, & d_0 \leq d \leq d_1 \\
20 \log \frac{\lambda}{4\pi d_0} - 10n_0 \log \frac{d_1}{d_0} - 10n_1 \log \frac{d}{d_1}, & d > d_1 
\end{cases} 
\tag{3.1}
\]

where \(\lambda\) is the wavelength, \(d_0, d_1, n_0, n_1\) are path-loss parameters defined as \(d_0 = 15\) m, \(d_1 = 1000\) m and \(n_0 = n_1 = 4\) in non line of sight dense urban environment [120].

In an urban environment, typical outer wall penetration loss for high rise buildings is \(L_{ow} = 1.93\) dB and the inner wall penetration is \(L_{iw} = 1.75\) dB [121]. In this work, all buildings are modeled under the assumption of having an inner wall every 4 meters.

Small scale fading consists of multi-path fading which arises from the reception of multiple copies of the transmitted signal due to reflections in the environment [107]. These delayed and attenuated receptions (channel taps) result in a random time-varying fading loss in the channel.

The multi-path fading is modeled following the study of Sen and Matolak [9] which
used curve fitting of numerical measurements to create probabilistic models. In [9], the number of multi-path channel taps are determined by the maximum root mean square delay spread (RMS-DS) and then the average energies of each multi-path tap are found by averaging over power delay profiles (PDPs). Only those tap samples for which relative energy is above the threshold (25 dB below the main tap) are considered. The probability density function (PDF) of the $n^{th}$ tap random variable $z_n$ is modeled by a Weibull probabilistic fading model

$$f(z_n; \Lambda, k) = \frac{k}{\Lambda^k} z_n^{k-1} \exp \left[ - \left( \frac{z_n}{\Lambda} \right)^k \right]$$  \hspace{1cm} (3.2)

where $k$ is a shape factor that determines fading severity, $\Lambda = \sqrt{E(z_n^2)/\Gamma(2/k)}$ is a scale parameter and $\Gamma$ is the gamma function. This fading distribution is utilized in the channel effect as random variable drawn from the probabilistic distribution as discussed earlier in equation 2.2.

Figure 3.2 depicts an on/off two state Markov chain, where the reception of a signal from a certain multi-path (channel tap) at a certain time is modeled as Markov chain with transition probability parameters stated in Table 3.2.
Table 3.2: Channel Models for 10MHz Channels in Urban outdoor Antenna [9, Tbl.V]

<table>
<thead>
<tr>
<th>Tap Index (n)</th>
<th>Energy (Eₙ)</th>
<th>Weibull k</th>
<th>P₀₀</th>
<th>P₁₁</th>
<th>P₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.88</td>
<td>3.19</td>
<td>NA</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.08</td>
<td>1.61</td>
<td>0.2717</td>
<td>0.9150</td>
<td>0.8956</td>
</tr>
<tr>
<td>2</td>
<td>0.03</td>
<td>1.63</td>
<td>0.4401</td>
<td>0.8171</td>
<td>0.7538</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>1.73</td>
<td>0.5571</td>
<td>0.7488</td>
<td>0.6382</td>
</tr>
</tbody>
</table>

The channel is given by

\[ h(\tau_n, t) = \sum_{n=0}^{n=3} E_n \times P_1 \times z_n \times L_{FS_n} \times L_{ow_n} L_{iw_n} \times \delta(t - \tau_n) \quad (3.3) \]

where, \( n \) is the multi-path tap index, \( E_n \) is the tap energy as defined in table 3.2, \( P_1 \) is the tap steady-state probability defined in table 3.2. \( L_{FS_n}, L_{ow_n} \) and \( L_{iw_n} \) are the path loss for tap number \( n \), outer wall penetration loss and inner wall penetration loss respectively. The multi-path tap delay \( \tau_n \) CDF is quantified in [9, Fig. 2] by utilizing channel measurements for 6000 power delay profiles. The root-mean-square delay spread mean is 125.8 nsec [9, Tbl. II]. In this thesis \( \tau_n = n \times 100 \) nsec. A random variable \( z_n \) is drawn from Weibull probabilistic fading model (equation 3.2) for tap number \( n \) with it’s corresponding \( k \) value.

**Interference**

Interference from neighboring vehicles is also a major source of degradation in the DSRC channel. In the DSRC channel model used in this work interference sources within 100 meter range from the receiver are considered. Interference is modeled as noise which is independent from the signal of interest and Gaussian distributed. The interference is also dependent on how the six available DSRC OFDM channels are assigned to users in the network. In this work, the DSRC performance is quantified
in two scenarios. In the first scenario, a random scheduler assigns channels randomly amongst users that are in range. The second scenario uses a partitioning scheduler is an optimistic assignment to ensure that the five strongest interferes are assigned to disjoint channels.

The optimistic DSRC channel performance is integrated into the vehicular traffic simulator to model the communication between every communicating vehicles with an aim to quantify the performance of forward collision warning.

In this chapter, Connected Vehicle V2V communication is modeled at a frequency of 10 Hz [122] to meet latency requirements, exchanging data which is used as input to the FCW algorithm. A leading vehicle transmits a data packet consisting of its current position, direction and speed to all Connected Vehicles within range. The complete DSRC channel model consisting of OFDM modulation, channel realization and detection is implemented to determine if the packet transmission between vehicles is successful. The DSRC channel model in this study is updated at a frequency of 1 Hz. The FCW will attempt to activate at a frequency of 1 Hz. If a following vehicle successfully receives at least 1 of the 10 packets, the FCW algorithm is executed.

3.1.2 Vehicular Traffic Model

In order to quantify the effect of the communication channel model in vehicular environment two different approaches are possible, the first approach is implementing a large scale infrastructure to allow testing of Connected Vehicles in a realistic large scale environment this approach was adopted by University of Michigan by building 32-acre city to allow testing of Connected Vehicles in a realistic, controlled and safe environment [123].
In this thesis we adopt the less expensive second approach which is the computer simulations, in collaboration with McMaster Civil Engineering department, namely Dr. Saiedeh Razavi and Wade Genders. This section is my colleague Wade Genders contribution to this work.

The microscopic traffic simulation software Paramics [124] was used to conduct simulations for this research. The microsimulation software simulates each vehicle as an independent entity attempting to create a larger traffic network. The likelihood of a collision is quantified in a safety measure metric. The Time-to-Collision (TTC) (equation 3.4) developed by [125] is used in this thesis as a safety measure metric to quantify the likelihood of a rear-end collision to occur.

\[
TTC = \frac{d_{LF}}{V_F - V_L}
\]

where \(d_{LF}\) is the distance between leading and following vehicle, \(V_F\) is the velocity of following vehicle and \(V_L\) is the velocity of leading vehicle. A driver reaction time threshold of 1.5 seconds is assumed and a rear-end collision is declared if the \(TTC\) is less than the threshold.

A part of Toronto, Ontario Canada was replicated in Paramics for simulation Figure 3.3. A data survey from Transportation Tomorrow Survey [126] was utilized to model the traffic demand for every road. The traffic demand matrices were modeled by representing the number of vehicles entering the vehicular traffic network starting in an origin point and ending in destination. In order to model traffic congestion, the traffic demand matrices were decreased by 35%. The simulation time is 1 hour and 15 minutes, where the first 15 minutes are used to populate the vehicular traffic network.
Figure 3.3: Map of the traffic network, Yonge & Shepppard, Toronto, Ontario, Canada, used in this work (near 43°45'41.4"N 79°24'39.1"W). Simulation area is 2 km × 2 km [4].
The forward collision warning algorithm calculates the time collision ($TTC$) between a following Connected Vehicle (receiver) and a leading Connected Vehicle (transmitter). A FCW is issued to the driver if the computed $TTC$ value is less than 3.0 seconds (FCW threshold). The FCW threshold used in this thesis is a more conservative threshold than the one used in the United States National Highway Traffic Safety Administration (4.0 seconds) [127]. In this research it is assumed that the driver will deceleration once FCW is issued.

There are different variables that affect the Connected Vehicle deceleration rate namely the vehicle speed at the instant of issuing the FCW and the distance available to decelerate. Research have shown that deceleration rates range from 0.28 - 4.9 m/s$^2$ [128][129][130]. In this thesis it is assumed once a Connected Vehicle receives a FCW the Connected Vehicle / driver will decelerate at a rate of 3.0 m/s$^2$.

### 3.2 Performance Results

In this section the simulation results for the model discussed in section 3.1 are presented. The performance is evaluated for every transmitter-receiver pair throughout an hour simulation by transmitting $10^5$ OFDM symbols per each transmitter-receiver pair, calculating the bit error rate (BER) for every Tx-Rx pair and then calculating the cumulative distribution function (CDF) curves. The BER performance under different Connected Vehicle market penetration ratios namely 10%, 50%, and 100% is quantified and presented in Figure 3.4. At a 10% market penetration using the partitioning scheduler increases the percentage of vehicles achieving BER less than $10^{-3}$ from 40% to 70%. For 100% market penetration the same percentage increased from 5% to 15%. For the remainder of the chapter, the partitioning scheduler is used
Figure 3.4: DSRC BER CDF performance using random and partitioning schedulers for Connected Vehicle market penetrations of 10, 50 and 100%.

to model the interference present in the DSRC channel model.

To assess the impact of the Connected Vehicle FCW on traffic safety, TTC values are calculated for every vehicle, every second of the simulation. Simulations with a higher number of critical TTC events (0 s < TTC < 1.5 s) indicate more instances of potential collisions.

My colleague Wade Genders carried out a vehicular traffic simulations which was tested under 5 different initial conditions, with market penetrations of 0, 5, 20, 40 and 60 % Connected Vehicles using the developed DSRC channel model. The simulation is then rerun without the DSRC channel model and all V2V communications attempted are successful. The results are then partitioned into two categories: ideal and realistic V2V DSRC. Twenty five simulation iterations are completed for each communication category and Connected Vehicle
market penetration. Each simulation iteration is assigned a random seed value, which introduces an element of simulation randomness. Different seed values control simulation aspects such as when vehicles are released into the network, ensuring no two simulations are the same.

Connected Vehicle FCW algorithm execute at a frequency of 1 Hz, but the V2V DSRC attempts to communicate at 10 Hz. For the FCW to be triggered, at least one of the ten V2V DSRC packets must be successfully received at the destination. The total number of FCW issued are the instances where at least one V2V DSRC was successfully transmitted from the leading vehicle to the following vehicle and the calculated $TTC$ was below the FCW threshold.

Considering that as the market penetration of Connected Vehicles increases, a larger proportion of vehicles are transmitting RF signals, i.e. higher interference and packet loss. Packet loss at high market penetration implies that many potential FCWs are not issued because the V2V communication is unsuccessful. If a following vehicle does not receive at least 1 data packet from the leading vehicle, the following vehicle’s FCW algorithm cannot execute.

Recall, the safety measure $TTC$ was used as a criteria to evaluate the potential for a rear end collision. Define a critical TTC event as the the event that $(0 \text{ s} < TTC < 1.5 \text{ s})$. Additionally, let $NTTC$ denote the number of such events that occur during the simulation time. A larger $NTTC$ implies more instances of a possible collision between following and leading vehicles. As a baseline, define $NTTC_c$ as the number of critical TTC events recorded when the market penetration is 0%. Wade Genders provided the statistics of the control group determined over 60 simulation
Table 3.3: Control Simulation Statistics (Wade Genders contribution)

<table>
<thead>
<tr>
<th>Connected Vehicle Market Penetration (%)</th>
<th>Critical TTC Observations ($\mu, \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(3529.7, 107.89)</td>
</tr>
</tbody>
</table>

runs in Table 3.3. Define the normalized number of critical TTC events, $\eta$ as

$$
\eta = \frac{NTTC_x}{NTTC_c}
$$

where $NTTC_x$ is the mean critical $TTC$ observations at market penetration $X\%$.

My colleague Wade Genders defines $\eta$ as a metric of FCW effectiveness.

At high market penetrations of CVs, $\eta$ of the DSRC channel model simulations is higher (i.e. more high probability instances of rear-end collisions) compared to the simulations where the ideal model is used (Figure 3.5). This indicates that many instances that would have issued a FCW from a following vehicle did not occur due to unsuccessful communication.

The simulation results provided by Wade Genders showed that when an ideal channel model is used (i.e., all V2V DSRC communications are successful), an 33% reduction in $\eta$ can be observed at 60% market penetration of Connected Vehicles. At the same market penetration, when considering the DSRC channel model, the $\eta$ decreases by approximately 22% from the ideal control case.

At market penetrations above 40%, the difference in means accelerates as the market penetration increases. At Connected Vehicle market penetrations of 20% and below, DSRC performance does not degrade. However, above 40%, V2V DSRC suffers.
Figure 3.5: Variation of $\eta$ over Connected Vehicle market penetration. This figure is my colleague Wade Genders contribution based on the DSRC channel model as input to the vehicular traffic simulator.
3.3 Conclusion

Connected Vehicles have the potential to improve transportation safety, mobility and sustainability through information sharing. Wireless communication via V2V DSRC can potentially benefit many Connected Vehicle applications, but understanding its limitations is important to optimizing its use.

Many critical TTC situations involving a leading and following vehicle did not receive a FCW due to lost V2V DSRC packets. The potential improvements in mitigating rear-end collisions are large, as when simulating a perfect channel, an 33% reduction in rear-end collisions was observed. Visible light communications (VLC) is a potential candidate communication technology which can succeed when DSRC performance degrades, retaining successful communication probability at high market penetrations. VLC will be studied in tandem with DSRC in the next chapter.
Chapter 4

Visible Light Communication

4.1 Introduction

This chapter illustrates the visible light communication channel model. In the vehicle to vehicle communication model the vehicle ahead receives light from the LOS component of the vehicle behind as well as the reflections from the road. The vehicle low beam headlamp radiation beam pattern is modeled, line-of-sight component and the reflections from the ground. Different weather conditions clear, rain, fog and snow are also considered. Similarly as in Chapter 3, this chapter is a collaborative work between myself and Wade Genders where my contribution is the visible light communication model and Wade contribution is the vehicular traffic model statistics. The visible light communication model is utilized in the Toronto downtown vehicle network simulator to quantify the safety in the vehicular network.
4.2 Visible Light Communications Channel Model

Visible light communications combines illumination and communication functions using commercially available visible light LEDs [131]. In this study, V2V VLC model in [6] is considered and combined with the DSRC model of Chapter 3 to assess the impact of different individual or hybrid communication methods on the V2V-based forward collision warning.

This section illustrates the visible light communication channel model. The basic scenario for the V2V communications occurs where the following vehicle receives light from the line-of-sight (LOS) component of the vehicle ahead as well as the reflections from the road surface, Figure 3.1 depicts the forward collision warning scenario. The vehicle tail-light radiation beam pattern is modeled including line-of-sight component and the reflections from the ground. Different weather conditions including clear sky and low visibility weather are also modeled.

The VLC transmitter will typically consist of an LED illuminator in the tail-light of a vehicle. A market-weighted report measures the the luminous intensity (cd) \( I(\alpha, \beta) \) for different vehicles manufacturers and then averages those patterns according to the top 90% USA vehicles sales is presented in [5]. In this work a scaled down market-weighted low-beam headlamp pattern [5] is used to model the emission pattern of the tail-light. The emitted optical power is scaled by a half to correspond to a tail-light emission [132].

Figure 4.1 depicts the 50% percentile of the low-beam headlight beam pattern with a lamp mounting height: 0.66 m and a lamp separation 1.20 m [5].

The received power is given by:
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Figure 4.1: Isocandela ($I(\alpha, \beta)$) of the road surface from a pair of low beam headlamp luminous intensities at the 50th percentile, lamp height 0.66 m lamp separation 1.2m (Figure plotted using data obtained from [5]).
\[ P_r = P_{LOS} + P_{NLOS} \] (4.1)

where \( P_{LOS} \) is the received power due to the line of sight component and \( P_{NLOS} \) is the received power due to road surface reflections. The power received from road surface reflections can be blocked using a “space filter” installed on the photo-diode receiver.

Figure 4.2 depicts the framework for VLC calculations, where \( I(\alpha, \beta) \) is the luminous intensity (cd), \( \alpha \) and \( \beta \) are the horizontal and vertical angle with respect to the headlamp axis respectively. The received signal consists of line-of-sight component and non line of sight component and noise.

The LOS component \( P_{LOS} \) is calculated from the following equation.

\[
P_{LOS} = \begin{cases} 
I_{LOS}(\alpha, \beta) \frac{\cos(\theta_{LOS})}{LER \times r^2 A_r} & \theta_{LOS} \leq \Psi \\
0 & \theta_{LOS} \geq \Psi \end{cases}
\] (4.2)

Where \( r \) is the distance between the tail-light and the car behind, \( \theta_{LOS} \) is the angle between the detector surface normal and the LOS incident direction, \( A_r \) is the detector area (see Figure 4.2) and \( \Psi \) is the field-of-view of the photo detector. In this channel model, the low-beam headlight is accurately modeled before it is scaled down to mimic the tail-light. The use of a high power phosphor-coated white LED with luminous efficacy of radiation (LER) 250.3 lm/W[6] is assumed.

The non-line of sight component (NLOS) is more computationally expensive to calculate (Figure 4.2) [133]. The NLOS component is calculated by dividing the road distance between with the two cars into many small patches (denoted \( dS \) Figure 4.2) and treating each patch as a secondary emitter[6]. The total reflected light power
from the road surface is then calculated at the receiver. Consider a given patch \( dS \) illustrated in Figure 4.2 then calculate the reflected light power from the road surface.

Repeatedly applying LOS model (Eq. 4.2) over patches \( dS \) to calculate the radiant flux received at the road integral square is given by:

\[
dP_{\text{NLOS}} = \frac{I_{\text{NLOS}}(\alpha, \beta) \cos \theta_{\text{NLOS}}}{\text{LER} \times d_T^2} dS \quad (4.3)
\]

Where \( \theta_{\text{NLOS}} \) is the angle between the road surface patch \( dS \) normal and the NLOS incident direction and \( d_T \) is the distance between the tail-light transmitter and the road surface patch Figure 4.2. The road surface reflectivity \( (\rho) \) is modeled as a first order Lambertian diffuser with diffuse reflectivity \( \rho = 0.4 \) and a reflected radiant intensity \( R(\phi) \):

\[
R(\phi) = \rho \frac{\cos \phi}{\pi} \quad (4.4)
\]

Where \( \phi \) is the polar angle of the scattered light.
And the received optical power from one reflected path at the photodetector located in the car behind is:

\[
dP_{NLOS} = \frac{I_{NLOS}(\alpha, \beta) \cos \theta_{NLOS} A_r \rho \cos \phi \cos \psi}{LER \times \pi d_T^2 (d^2 + h^2)} \ dS
\]  

(4.5)

Where \( h \) is the photodetector height and \( d \) is its distance from the road surface patch (\( dS \)). The total received power from all the illuminated area on the road is given by:

\[
P_{NLOS} = \left\{ \begin{array}{ll}
\sum_int \frac{I_{NLOS}(\alpha, \beta) \cos \theta_{NLOS} A_r \rho \cos \phi \cos \psi}{LER \times \pi d_T^2 (d^2 + h^2)} \ dS & 0 \leq \psi \leq \Psi \\
0 & \psi \geq \Psi
\end{array} \right.
\]  

(4.6)

where the \( P_{NLOS} \) integral is calculated assuming the road surface is a rectangular flat surface with no road surface irregularities. The integration over \( dS \) is bounded by the road surface between the two vehicles and a width of 6 meter.

The noise is modeled as thermal noise and shot noise which originates from background solar radiation and artificial light such as street light, advertising screens. The noise is modeled as additive white Gaussian noise (AWGN) with noise variance (parameters are calculated according to Table 4.1[6]).

\[
\begin{align*}
\sigma^2_{total} &= \sigma^2_{shot} + \sigma^2_{thermal} \\
\sigma^2_{shot} &= 2q\gamma P_rB + 2qI_{bg}I_2B \\
\sigma^2_{thermal} &= \frac{8\pi kT_k}{G} cAI_2 B^2 + \frac{16\pi^2 kT_k \Omega}{g_m} c^2 A^2 I_3 B^3
\end{align*}
\]  

(4.7)
Table 4.1: Visible Light Communication Channel Model Parameters (taken from [6]).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffuse reflectivity</td>
<td>( \rho )</td>
<td>0.4 [134]</td>
</tr>
<tr>
<td>Photo detector area</td>
<td>( A_r )</td>
<td>1 cm(^2)</td>
</tr>
<tr>
<td>Order of Lambertian Diffuser</td>
<td>( m )</td>
<td>1</td>
</tr>
<tr>
<td>Luminous efficacy of radiation</td>
<td>( LER )</td>
<td>250.3 lm/W</td>
</tr>
<tr>
<td>FOV of the PD</td>
<td>( \Psi )</td>
<td>30(^\circ)</td>
</tr>
<tr>
<td>Electronic Charge</td>
<td>( q )</td>
<td>1.6 \times 10^{-19} \text{ C}</td>
</tr>
<tr>
<td>Responsivity of PD</td>
<td>( \gamma )</td>
<td>0.54 \text{ A/W} [135]</td>
</tr>
<tr>
<td>Received background noise current</td>
<td>( I_{bg} )</td>
<td>5100 \text{ \mu A} [135]</td>
</tr>
<tr>
<td>noise bandwidth factor for the background noise</td>
<td>( I_2 )</td>
<td>0.562 [135]</td>
</tr>
<tr>
<td>noise bandwidth factor</td>
<td>( I_3 )</td>
<td>0.0868 [135]</td>
</tr>
<tr>
<td>Boltzmann’s Constant</td>
<td>( k )</td>
<td>1.38 \times 10^{-23} \text{ J/K}</td>
</tr>
<tr>
<td>Absolute temperature</td>
<td>( T_k )</td>
<td>298 K</td>
</tr>
<tr>
<td>Open-loop voltage gain</td>
<td>( G )</td>
<td>10 [135]</td>
</tr>
<tr>
<td>Fixed capacitance of PD per unit area</td>
<td>( c )</td>
<td>112 \text{ pF/cm}^2 [135]</td>
</tr>
<tr>
<td>FET channel noise factor</td>
<td>( \Omega )</td>
<td>1.5 [135]</td>
</tr>
<tr>
<td>FET transconductance</td>
<td>( g_m )</td>
<td>30mS [135]</td>
</tr>
<tr>
<td>System bandwidth</td>
<td>( B )</td>
<td>2 MHz</td>
</tr>
</tbody>
</table>

Weather conditions are represented by an additional path loss of 0 dB/km for clear weather and for foggy weather, studies [136][137] showed its \( \approx 200 \text{ dB/km} \) in low visibility conditions. The channel model is given by [138]

\[
y(t) = \gamma x(t) \ast h(t; Tx, Rx) + n(t)
\]  \( (4.8) \)

where \( y(t) \) is the received signal, \( \gamma \) is the photodetector responsivity with units of \( \text{A/watts} \) (Table 4.1), \( h(t; Tx, Rx) \) is the channel impulse response, \( x(t) \) is an on-off keying (OOK) modulated transmitted optical power in watts (Figure 4.1) and \( n(t) \) is a AWGN noise with zero mean and spectral density given by equation 4.7.

The channel impulse response is given by [138]
\[ h(t; Tx, Rx) = h^{(0)}(t; Tx, Rx) + h^{(1)}(t; Tx, Rx) \] (4.9)

where \( h^{(0)}(t; Tx, Rx) \) is the LOS response between transmitter and the receiver, \( h^{(1)}(t; Tx, Rx) \) is the NLOS impulse response calculated from the LOS component [138] as

\[ h^{(1)}(t; Tx, Rx) = \int_S h^{(0)}(t; Tx, dS) \ast h^{(0)}(t; dS, Rx) dS \] (4.10)

where \( h^{(0)}(t; Tx, dS) \) is the channel impulse response from the transmitter to point \( dS \) and \( h^{(0)}(t; dS, Rx) \) is the channel impulse response from point \( dS \) to the receiver. In this work the road surface is assumed to be a flat surface, such that light reflections from any road surface irregularities (e.g. speed bumps and road holes) are not considered.

The received power is given by [138]

\[ P_r = H(0) \times \frac{I(\alpha, \beta)}{LER} \] (4.11)

where \( H(0) \) is the channel dc gain defined as \( H(0) = \int_{-\infty}^{\infty} h(t; Tx, Rx) dt \) [138].

In order to not reduce the light lifetime, OOK is employed with small modulation depth. Therefore, modulation depth of 20% is employed. The power level in the on time of the lamp is 110% of the nominal lamp power and the off time is 90% of the nominal lamp power. The low-beam head light power is \( \approx 50 \) watts, which draws 4.5 amperes however the tail-light power is \( \approx 25 \) watts, which draws 2.25 amperes. Modulation depth \( \Delta \) of 20% for the tail-light power was chosen based on the currently available power amplifiers that can modulate 450 mA [139]. Increasing the modulation depth \( \Delta \) can improve the results if the appropriate technology is
available in the future.

Define SNR as:

\[
SNR = \frac{(\gamma P_t)^2}{\sigma_{\text{total}}^2} \tag{4.12}
\]

Where \(\gamma\) is the photo detector responsivity and \(\sigma_{\text{total}}^2\) is defined in equation 4.7.

The corresponding bit error rate (BER) [6] is:

\[
BER = Q(\Delta \sqrt{SNR}) \tag{4.13}
\]

Where \(\Delta\) is the modulation depth and \(Q(x)\) is the \(Q\)-function used to calculate the tail probability of the standard Gaussian distribution and its given by

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp\left(-\frac{y^2}{2}\right) dy \tag{4.14}
\]

Figure 4.3 depicts the BER and the packet error rate of 100 byte packet length, at different weather conditions.

### 4.3 Performance Results

In this section the vehicular traffic simulation results for the VLC model presented in section 4.2 are quantified.

Similarly as in Chapter 3 the impact of the CV FCW on traffic safety is assessed. Simulations for different CVs market penetration rate are executed. For each communication model CV market penetration pair, 25 independent vehicular traffic simulation iterations are completed by my colleague Wade Genders.

The simulation results for the hybrid CV in a vehicular traffic network
Figure 4.3: Visible light communication link error performance in different weather conditions
Figure 4.4: Variation of $\eta$ over CV market penetration. The results in this figure is my colleague Wade Genders contribution based on DSRC and VLC channel models as an input to the vehicular traffic simulator.
performed by my colleague Wade Genders is displayed in Figure 4.4. The simulation results of a hybrid CV that is DSRC and VLC enabled is presented in different weather conditions. Research have found that VLC is resilient to weather conditions specifically in the forward collision warning application as the CVs separation distances in this specific scenario is small. Figure 4.5 presents the distance CDF distribution when a FCW is issued, with 70% of the FCW issued at distances below 10 meters. At connected vehicles market penetration ratio higher than 60% the DSRC performance improvement is expected to saturate and the performance of the Hybrid CV to continue to improve beyond the DSRC only case.

At 5% market penetration, there does not exist a difference between DSRC and hybrid $\eta$ means, however at 20%, 40% and 60% the means are significantly different. The DSRC CVs are outperformed (i.e. exhibit a lower $\eta$) by the hybrid DSRC-VLC CVs at market penetrations above 20%. This indicates that there exists a critical market penetration between 5% and 20% where DSRC communication begins to degrade and the hybrid vehicles equipped with VLC V2V capabilities achieve higher communication rates. Hybrid CVs improves the vehicular network safety by 11% at CV market penetration of 60%.

4.4 Conclusion

Introducing visible light communications in vehicular communication has a potential to improve the performance in terms of communications reliability. A comprehensive visible light communication model in a vehicular environment was presented. The BER performance of the VLC model is characterized at different weather conditions. The visible light communication model was integrated in a vehicular traffic simulator.
Figure 4.5: Distance CDF distribution when a FCW is issued. The data used to generate this CDF is obtained from the vehicular traffic simulator by Wade Genders.
to quantify the performance impact in realistic vehicular traffic environment.

Research has found that at market penetrations above 20%, CVs using DSRC communication experience significant communication degradation. This communication degradation leads to higher number of forward collision safety hazards involving a leading and following vehicles did not receive a FCW due to lost DSRC packets. Such an issue can be addressed by a hybrid DSRC-VLC communication method. A hybrid DSRC-VLC based FCW can decrease the total number of critical TTC events by 11% at market penetrations 60%.
Chapter 5

Multiple-Input / Multiple-Output Camera Communication (MIMO CamComm)

5.1 Introduction

Chapter 3 and Chapter 4 quantified communication channel BER performance for DSRC and visible light communication using photodetector as a receiver. The communication channel performance effect on a realistic vehicular traffic network was studied. Camera communication is another form of visible light communication utilizing a camera as a receiver instead of photodetector. Camera communication receiver provides an additional feature of visible light communication on top of imaging. Camera communication is able to spatially separate and process different transmitter sources independently. Multiple LEDs source can be captured in the camera simultaneously.
In this chapter a visible light communication BER performance is quantified using a novel visible light communication receiver architecture, utilizing two low cost rolling shutter cameras. The receiver is capable of at most double the data rate compared with single camera receiver architecture.

Rolling shutter cameras do not expose the entire sensor simultaneously, but exposes different parts of the sensor in different points in time. The camera shutter traveling across the sensor, from top to bottom, exposing each part of the sensor for the same brief amount of time (pixel-line scanning time). But, since the shutter is traveling, the top part of the sensor and the bottom part of the sensor are capturing different moments in time. The total scanning time for each row is the same and the delay between the rows is constant and depends on the camera read-out time, this is quantified in the camera specifications as camera line scanning frequency. A detailed timing diagram for the rolling shutter camera scanning is presented in Section 2.3. Although this behavior might seem undesirable specially in fast changing scenes, however this rolling shutter undesired behavior is utilized to transmit and receive digital data.

Utilizing the camera image sensor spatial diversity, a system data rate performance gain of at most double is achievable compared with the case of using one rolling shutter camera. The system performance gain is achievable for $2^i \times 2^i$ LED array of transmitters and two orthogonal rolling shutter cameras as a receiver. This performance gain is achievable only when the two cameras are organized as follows: the two cameras placed orthogonal to each other and are synchronized, such that at a specific sampling instant one camera scans the rows of the image and the other camera scans the columns of the same image.
In this chapter, the achievable receiving capabilities of the commercial rolling shutter camera is increased without hardware modifications. The reminder of this chapter is organized as follows, Section 5.2 presents the transceiver architecture, Section 5.3 depicts the simulation channel model. Section 5.4 depicts the performance of the system in different simulation setup. Section 5.5 describes the experimental setup. Finally, Section 5.6 concludes the chapter.

## 5.2 Communication System Model and Transceiver Structure

This section describes the communication system model. Two orthogonal rolling shutter cameras are used as the receiver and an array of LEDs as the transmitter. The transmitter is arranged in a square matrix, each LED is an independent transmitter source transmitting independent bit streams.

Figure 5.1 depicts the receiver architecture. The receiver consists of two synchronized rolling shutter cameras orthogonal to each other with a horizontal separation distance. The cameras separation distance results in a horizontal shift in the two images, this shift is called image disparity which could be utilized for stereo vision and localization applications. Image disparity means that there is pixel difference or motion between a pair of stereo image [117]. Image disparity and stereo vision were explained in more details in Section 2.3.1.

The orthogonality between the cameras results in the first camera scanning the first row of the scene, the second camera is scanning the first column of the same scene.
Figure 5.1: MIMO Camera Communication System Model.

Figure 5.2: MIMO Camera Communication Mathematical Model.
Figure 5.2 depicts a mathematical model for the received images from the two cameras. A scene point $P = (X, Y, Z)$ is projected to an image point $p_1 = (x_1, y_1)$ and $p_2 = (x_2, y_2)$ in the two cameras respectively. The two projection centers are $b$ distance away (which is the distance between the two cameras).

The cameras are synchronized in time (with each other and the transmitter) and orthogonal on each other and the optical axes with no tilting. A synchronization preamble is one way to achieve the transmitter receiver synchronization [140]. A periodically repeated idle pattern is continuously transmitted is another form of synchronization [141].

Orthogonal $XYZ$ coordinate system is assumed, focal point (projection center) lies in the $XY$ plane (cameras image plane). The focal length $f$ is the cameras’ focal lengths which defines the $XY$ image plane in the $XYZ$ coordinate system. The $Z$-axis is defined to be the optical axis of the camera and directed at the space of the scene. A camera projects scene point $P(X, Y, Z)$ into image points $p_1, p_2$ on two different cameras respectively.

The $XYZ$ coordinate system origin coincides with the focal point of the first camera. The focal point of the second camera is located at distance $b$ on the $X$ axis $(b, 0, 0)$. Both cameras have the same focal length $f$ with a parallel optical axes. The second camera is $90^\circ$ rotated relative to the first camera thus the scanning in the second camera happens on the $y$-axis unlike the first camera where scanning happens on the $x$-axis.
From the ray theorem of geometry [118] and assuming a focal point equal projection center and optical axis coincide with Z-axis, therefore

\[ p_1 = (x_1, y_1) = \left( \frac{fX}{Z}, \frac{fY}{Z} \right) \]
\[ p_2 = (x_2, y_2) = \left( \frac{f(X - b)}{Z}, \frac{fY}{Z} \right) \]  

(5.1)

The point in the images are sampled at time \( t_1 \) and \( t_2 \) respectively. While the first camera is scanning on \( Y \)-axis direction for a point \( p_1 = (x_1, y_1) \) is sampled at \( t_1 = \Delta t \times y_1 \) where \( \Delta t \) is the camera line scanning frequency. The second camera is scanning on the \( X \)-axis direction, for a point \( p_2 = (x_2, y_2) \) sampled at \( t_2 = \Delta t \times x_2 \) since \( y_1 = y_2 \) therefore for any point on the second image where \( x_2 \neq y_2 \) there is a corresponding point on the first image sampled at different time instant.

Every sampling instant, each camera samples \( 2^i \) LEDs with an output of \( 2^i \) bits from each camera. The achievable data rate is at most doubled for every LED by using the second orthogonal camera with at most total system gain of \( 200 \times 2^i \times 2^i \% \) for an \( 2^i \times 2^i \% \) LED array compared with when using only one camera as a receiver.

Figure 5.3 depicts the transceiver block diagram, where the MIMO transceiver can be used for transmit multiplicity to improve the bit error rate performance (reliability) or for multiplexing to increase the transmitted data rate. A serial data stream is encoded then converted to parallel stream using serial to parallel converter with parallel output of \( 2^i \times 2^i \) unique streams those streams are mapped to \( 2^i \times 2^i \) LED transmitters. The receiver is two orthogonal synchronized rolling shutter cameras taking pictures of the same scene at the same time. The captured images are sampled, and an optimum detection threshold is applied on the sampled data. Utilizing de-mapper and error correction decoder data is received.
The rest of this section describes in detail the proposed transceiver architecture and the channel model.

### 5.2.1 Transmitter

The transmitter starts the data transmission message then it encapsulate the raw data using Reed Solomon coding to overcome the erasure channel effect. Figure 5.4 depicts an example for a blinking LED in an image taken by a rolling shutter camera to illustrate erasure channel concept. The LED transmits continuously during the entire image scanning time, however the camera receives data from the LED during the scanning time of the LED and all the data sent during $T_1$ and $T_3$ time slots are erased. The data erasure percentage is equal to the LED height in the image with respect to the entire image height or in other words the LED scanning time to the total image scanning time ($\frac{T_2}{T_1 + T_2 + T_3}$).
The transmitter is assumed to be an array of LEDs arranged in square matrix. Every LED is modulated using ON OFF keying (OOK), this is a simple visible light communication modulation form. The LEDs are turned on and off depending on the transmitted data where when the LED is on, its a logical transmitted one and when the LED is off its logic zero. Extinction ratio is defined as ratio between power level of logic zero to the power level of logic zero.

\[
\text{Extinction ratio } \% = \frac{\text{logic 0 power level}}{\text{logic 1 power level}} \quad (5.2)
\]

While the modulation is named ON-OFF keying, the “off” state can be not completely off but only light intensity (extinction ratio \%) which is a system design parameter Figure 5.5. In both the experiment and simulation work in this thesis extinction ratio is 0%.

A camera system is a two-dimensional system, where the input light intensity to
the camera is defined as a two dimensional function \( f_1(x, y) \) and the output image light intensity is governed by \( f_2(x, y) \). The relationship between the input and output is

\[
f_2(x, y) = \int_{-\infty}^{\infty} h(x, y; x', y') f_1(x', y') \, dx' \, dy',
\]

(5.3)

where \( h(x, y; x', y') \) is the camera spatial impulse response which represents the effect of the input at point \((x', y')\) on the output at the point \((x, y)\) also known as point-spread function.

Figure 5.6 depicts an object placed in a plane at distance \(d_1\) from the camera lens and the image is formed at \(d_2\) from the lens. The illumination field at the object is \(U_1(x_1, y_1)\) using Frensel diffraction [7] the light field before the lens is given by

\[
U_2(x_2, y_2) = \frac{i \exp(-i k d_1)}{\lambda d_1} \int_{-\infty}^{\infty} U_1(x_1, y_1) \exp\left(-\frac{ik}{2d_1}\left((x_2 - x_1)^2 + (y_2 - y_1)^2\right)\right) dx_1 \, dy_1
\]

(5.4)

where \(\lambda\) is the light wave length and the \(k\) is the wave number given by \(2\pi/\lambda\) and
For a lens with transmittance \[ t(x, y) = P(x, y) \exp \left( \frac{ik(x^2 + y^2)}{2f} \right) \] (5.5)

where \( f \) is the lens focal length and \( P(x, y) \) is called the pupil function and it is the function responsible for the amplitude change in the incident light therefore the light field immediately after the lens is

\[
U_2(x_2, y_2) = \int \int \frac{i \exp(-ikd_1)}{d_1 \lambda} P(x_2, y_2) \exp \left( \frac{ik}{2f} (x_2^2 + y_2^2) \right) U_1(x_1, y_1) \exp \left( - \frac{ik}{2d_1} ((x_2 - x_1)^2 + (y_2 - y_1)^2) \right) \, dx_1 \, dy_1
\] (5.6)

And the light field on the image plane [7] is given by
The intensity observed in the image is the modulus square of equation 5.7 [7]. Due to the complexity of equation 5.7, in this thesis the camera captured LED brightness pattern is modeled as a raised cosine. The raised cosine parameters are obtained utilizing Point Grey Flea3 1.3 MP Mono USB3 camera measurements. A picture of the transmitter LED was captured and then a raised cosine pulse was fitted on the captured image. Figure 5.7 depicts the LED raised cosine pattern \((RC_{x,y})\), in this model, the raised cosine roll-off factor is considered \(\beta = 1/3\), where \(x, y\) are the image coordinates. \(RC(x, y)\) is given by

\[
RC(x, y) = \begin{cases} 
1, & |x| \leq \frac{1-\beta}{2} & \text{& } |y| \leq \frac{1-\beta}{2} \\
\frac{1}{2}(1 + \cos\left(\frac{\pi}{\beta}(|x| - \frac{1-\beta}{2})\right)) \times \frac{1}{2}(1 + \cos\left(\frac{\pi}{\beta}(|y| - \frac{1-\beta}{2})\right)), & \frac{1-\beta}{2} < |x| \leq \frac{1+\beta}{2} & \text{& } \frac{1-\beta}{2} < |y| \leq \frac{1+\beta}{2} \\
\frac{1-\beta}{2} & \text{otherwise}
\end{cases}
\]
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Figure 5.7: LED Raised Cosine Model Pattern ($RC(x, y)$) with roll-off factor $\beta = 1/3$.

### 5.3 Channel Model

Figure 5.8 depicts the camera channel model used in the simulations [8]. The camera digital sensor converts the photons hitting the pixel to a digital number through multiple steps. The camera exposes the sensor to the light for a certain duration of time named exposure time, after this exposure time certain number of photons hit the pixel of area $A$, a fraction of those photons creates electrons. This fraction is quantum efficiency ($QE(\lambda)$) and it is defined by

$$QE(\lambda) = \frac{\mu_{\text{electrons}}}{\mu_{\text{photons}}}$$  \hspace{1cm} (5.9)

Where $QE(\lambda)$ is the camera quantum efficiency at the incident light wavelength $\lambda$, $\mu_{\text{electrons}}$ is the number of the generated electrons in the pixel, and $\mu_{\text{photons}}$ is the number of photons hitting the pixel during a time of $t_{\text{exposure}}$ seconds. The number of electrons $\mu_{\text{electrons}}$ is random and has a Poisson distribution with mean $\eta\mu_{\text{photons}}$. 
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The mean number of photons hitting the pixel $\mu_{\text{photons}}$ [8] is given by

$$\mu_{\text{photons}} = \frac{AEt_{\text{exposure}}}{hc/\lambda} \quad (5.10)$$

Where $E$ is the irradiance on the sensor surface in $W/m^2$, $h = 6.62 \times 10^{-34}$ is Planck’s constant and $c = 3 \times 10^8$ is speed of light.

Figure 5.10 depicts the brightness of one LED as received by the camera at different distances, the curve is calculated using practical measurements of a commercial philips light bulb (Philips Rebel LED lightbulb-6 LED round) at multiple operating distances and the rest of the curve is calculated using inverse square law where the light intensity is proportional to the inverse of square of the travelled distance. The lux measurements are compared against the simulated lux values in Figure 5.9 for a maximum distance of 0.6 meters due to lab distance constrains.

The value of irradiance in lm units is converted to watts unit by division by the conversion factor of 683 at operating light wave length $\lambda = 525$ nm [142], a more detailed description of radiometric and photometric units is discussed in Section 2.2.1.

The noise is modeled as signal independent and signal depended noise, the signal

Figure 5.8: Physical and Mathematical model of a single Camera Pixel [8].
Figure 5.9: Measured LED lux brightness vs distance.
Figure 5.10: Simulated LED lux brightness (lm) vs distance (meters).
Table 5.1: Camera parameters obtained from Point Grey Flea3 1.3 MP Mono USB3 camera specification document [10].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel Area</td>
<td>(3.63um)$^2$</td>
</tr>
<tr>
<td>Exposure</td>
<td>1/120 seconds</td>
</tr>
<tr>
<td>Operating light wavelength ($\lambda$)</td>
<td>525 nm</td>
</tr>
<tr>
<td>Quantum efficiency $QE$ at $\lambda = 525$nm</td>
<td>77%</td>
</tr>
<tr>
<td>$\sigma_d^2$</td>
<td>6$^2$</td>
</tr>
<tr>
<td>Gain ($K$)</td>
<td>3.7037</td>
</tr>
</tbody>
</table>

Independent noise is divided into $\sigma_q^2$ and $\sigma_d^2$. The quantization noise is uniformly distributed with a variance of $\sigma_q^2 = 1/12DN^2$ [117] ($DN$ is a dimensionless unit for count) and normally distributed dark noise with variance $\sigma_d^2$. The dark current noise (or read noise) occurs due to the energy arises in the sensor and the surrounding electronics [8], during the camera operation time random electrons are created that fall into the sensor wells which are detected and converted into signal without photons hitting the sensor.

And the signal dependent noise variance is $(K \times QE \times \mu_p)^2$, where $K$ is the camera sensor gain. The $SNR$ is defined as

$$SNR(\mu_p) = \frac{\text{mean number of useful electrons}}{\text{mean number of noisy electrons}} = \frac{K \times QE \times \mu_p}{\sqrt{\sigma_d^2 + \sigma_q^2 + (K \times QE \times \mu_p)}}$$ (5.11)

Figure 5.11 depicts the SNR versus distance is calculated based on the table 5.1, the utilized transmitter LED brightness level saturate the camera sensor well on distances less than 1 meter resulting in the maximum achievable SNR (41.9 dB) by the Point Grey Flea3 1.3 MP Mono USB3 camera.

The total accumulated charge on the camera sensor is the sum of Poisson random
Figure 5.11: Rolling Shutter camera pixel SNR versus transmitter-receiver distance.
variable (the desired signal) and the independent random variables (noise), where the mean of total accumulated charge is given by

\[ \mu = K \times QE \times \mu_{\text{photons}} \] (5.12)

and all the noise variances adds up [8] therefore the variance of the received signal is given by

\[ \sigma^2 = K^2(QE \times \mu_{\text{photons}} + \sigma_q^2) + \sigma_d^2 \] (5.13)

The camera receiver detector measure the total charge and compares it to a predefined optimum threshold \( \vartheta \). To calculate the optimum threshold, the mean of the received signal is considered in case of a transmitted bit 0 and 1 respectively

\[ \mu_0 = 0 \]
\[ \mu_1 = K \times QE \times \mu_p \] (5.14)

And the variance is

\[ \sigma_0^2 = \sigma_q^2 + K^2 \sigma_d^2 \]
\[ \sigma_1^2 = \sigma_q^2 + K^2 \sigma_d^2 + K^2 \times QE \times \mu_p \] (5.15)

When bit 0 is transmitted, the received signal have dark noise component this signal is quantized in later stage in the receiver thus adding quantization noise component to \( \sigma_0^2 \).
The Poisson distribution of the received signal with variance $\sigma^2_{\text{Poisson}} = K^2 \times QE \times \mu_p$ and mean of $\lambda_{\text{Poisson}} = K^2 \times QE \times \mu_p$ can be approximated to a Gaussian distribution for sufficiently large $\mu_{\text{photons}}$ [143].

The optimum threshold $\vartheta$ is designed by intersecting two Gaussian distributions with means $\mu_0, \mu_1$ and variances $\sigma^2_0, \sigma^2_1$, as known by Maximum likelihood decoding [107].

The bit error when the transmitted bit is zero ($p_0$) is the integral of the Gaussian distribution of the $\sigma^2_0$ variance from $\vartheta$ to $\infty$ and the bit error when the transmitted bit is one ($p_1$) is the integral of the Gaussian distribution of variance $\sigma^2_1$ from $-\infty$ to $\vartheta$. The optimum threshold minimizes $BER = \frac{1}{2}(p_0 + p_1)$.

The OOK modulation bit error rate is approximated as $BER \approx Q(\zeta)$ [144] as shown in Figure 5.12, where $Q$ function is defined in equation 4.14. The BER is calculated assuming an optimum-threshold receiver where

$$\zeta = \frac{\mu_1 - \mu_0}{\sigma_0 + \sigma_1}$$

(5.16)

The LED size in the image is governed by the original physical parameters of the LED as well as the maximum desired system operating distance. The LED size in the image is governed by lens maker equation

$$h_i = \frac{fh_o}{d_o - f}$$

(5.17)

where $h_i$ is the height of the object in the image, $f$ is the lens focal length, $h_o$ is the object size and $d_o$ is the distance of the object from the camera. The number of the stripes depends on the ratio between the LED blinking frequency and the camera
Figure 5.12: OOK modulated light bit error rate versus distance utilizing an LED with brightness depicted in Figure 5.10.
line scanning frequency as well as the LED image size. For example if this ratio is 5 that means that the width of every stripe is 5 pixels and depends on the LED height in the image then how many stripes are observed in one LED image.

5.3.1 Receiver

The camera image sensor achieves interference free communication in case of multi LEDs transmission, provided that the received LEDs are spaced in the received image without the need to complicated protocol stack unlike radio frequency communication.

In this work, camera communication data rate improvement utilizing inexpensive cameras and commercial LEDs is evaluated. The receiver consists of two synchronized rolling shutter cameras orthogonal to each other, such that when the first camera is scanning the first row the second camera is scanning the first column.

The receiver algorithm is simple, the camera starts by capturing a series of frames / video then assuming the usage of the image processing techniques to acquire and locate the LED and estimate its size. The receiver extracts a part of the image that contains the LED and start the decoding process. Figure 5.13 depicts the decoding process. Optimum threshold is utilized, a continuous bit sequence is converted into a single value by down sampling the data according to the bit stripe width. Received bits are collected in a symbol form. If the correctly acquired received data symbols are at least equal to \( k \) then Reed Solomon decoder is employed otherwise more frames are required to successfully decode the transmitted message.
The design of the system coding rate is very crucial and it depends on the system channel. Reed Solomon code as a digital fountain code [108]. In a digital fountain code the transmitted data is recoverable once the receiver successfully receives at least the same amount of transmitted symbols. In this thesis, it is assumed that the receiver is able to locate the LEDs in the received images. However in practice, the location of the LED in the image can be obtained by subtracting consecutive frames to locate the modulated LEDs [97]. A different approach to locate the LEDs is discussed in [145] by using simple feature object detection.

The Reed Solomon code design parameters are $m, n, k$, where $m$ is the symbol size, $k$ is the number of data symbols being encoded, and $n$ is the total number of code symbols in the encoded block with a maximum value $2^m - 1$ For the most conventional R-S $(n, k)$ code.

The design of the RS coding rate depends on multiple factors namely: the LED
physical dimensions, the camera scanning line frequency, the LED blinking frequency, the maximum desired system operating distance and system latency.

The system is designed such that at least one symbol is correctly received for each LED every frame. Designing $m$ depends on the maximum number of continuously received bits for every LED in one image, such that at least one symbol is received correctly with no bit erasures. The number of received bits for every LED varies depending on how the camera captures the LED in the image, namely the LED size in the image and how many stripes are there in the LED image.

The design of the Reed Solomon $k$ value will affect the system latency, such that the decoder will start decoding once it correctly receives at least $k$ symbols.

### 5.4 Simulation Results

The simulation setup consists of two orthogonal cameras models taking two images and sample them. The first camera capture an image of the LED transmitters, sample them horizontally. The second camera captures the image of the same scene at the same time but with 90° rotation, sampling on the rotated direction as well.

Table 5.2 presents the simulation parameters used in the simulator. The maximum image obtained from the two cameras is $640 \times 640$ pixels with LED blinking frequency 13.075 KHz. The utilized LED transmitter physical parameters have a 3 cm diffuser in-front of every LED and separation distance of 1 cm between the LED.

Figures 5.14 and 5.15 depict a $2 \times 2$ LED transmitter as it captured by the two camera receiver at different distances, while transmitting a sequence of all ones and ones-zeros sequence respectively. The yellow line in the image represents the actual image boundaries while the maximum size of the image is still displayed to show the
Table 5.2: MIMO CamComm Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image Dimensions</td>
<td>$640 \times 640$ pixels</td>
</tr>
<tr>
<td>Line Scanning Frequency</td>
<td>$1/130750.6$ seconds</td>
</tr>
<tr>
<td>LED Blinking Frequency</td>
<td>$1/13075$ seconds</td>
</tr>
<tr>
<td>LED Diffuser Size</td>
<td>3 cms</td>
</tr>
<tr>
<td>LED Spacing</td>
<td>1 cm</td>
</tr>
<tr>
<td>Cameras separation distance</td>
<td>5 cm</td>
</tr>
<tr>
<td>Focal Length</td>
<td>5.3 mm</td>
</tr>
</tbody>
</table>

relative size at different distances. The figures show how the LED transmitter scales relative to the big image at different distances. The size of the transmitter LED, as well as the separation distances between them scales according to the lens maker equation (eq. 5.17).

In the simulation setup it's assumed that the camera processes the image frames and start scanning the new scene with no gap in the scanning time before start scanning the next frame. However in real life cameras, the camera will be processing the previous image before start scanning the new one which results in timing gap between the time stamp of frame start scanning Figure 5.16.

The LED location in the image changes according to the lens maker equation. This location is translated into different samples in time, which means receiving different parts of the code words as the distance change.

A 100 independent Monte Carlo simulation with different seed for each Monte Carlo trial was executed to quantify the simulation performance.

Figure 5.17 depicts the data rate for every LED source utilizing one camera as a receiver. The capacity is defined as the total number of received non erased bits. The
Figure 5.14: Simulated Image of $2 \times 2$ LED transmitter at distance of 60 cms, with all ones data sequence transmitted.

Figure 5.15: Simulated Image of $2 \times 2$ LED transmitter at distance of 45 cms, with ones-zeros data sequence transmitted.
Figure 5.16: Camera Timing Diagram.
capacity is computed as follows

\[
\text{Capacity} = \frac{h_i}{\text{LED Blinking Frequency/Line Scanning Frequency}}
\]  

\hspace{1cm} (5.18)

where \(h_i\) is the LED size in the image in pixels units (defined in equation 5.17 in meters), LED Blinking Frequency and Line Scanning Frequency are given by table 5.2.

Various Reed Solomon coding rate was explored and the achievable data rate was quantified. For Reed Solomon Coding rate of 9/15 it utilize the non erased received bits in the most efficient way achieving the capacity value.

Figure 5.18 depicts the number of received bits at the MIMO CamComm receiver (2 cameras). The curves are normalized for every LED transmitter, in other words the received number of bits using one LED as a transmitter and two cameras as a receiver is 45 bits per-frame at transmitter-receiver inter-distance of 0.2 utilizing Reed Solomon code with coding rate of (9/15). A per LED data rate improvement of 200% is achieved thus enables system performance gain of at most double for an LED transmitter of \(2^i \times 2^i\) LEDs

5.5 Experimental Setup

In this section the setup used to validate the idea is presented. The commercially available LEDs (Philips Rebel LED lightbulb (6 LEDs round)) is utilized. The hardware for the transmitter was designed and implemented by Warren Pawlikowski. This included modifying the bulb, making the driving circuitry and interfacing the microcontroller boards.
Figure 5.17: Simulated data rates for $2 \times 2$ LED transmitter for 4 bits symbol size for different RS coding rates using only one camera as a receiver.
Figure 5.18: Simulated data rates for $2 \times 2$ LED transmitter for 4 bits symbol size for different RS coding rates using two cameras as a receiver.
The setup consists of a commercial light bulb where LED is independently driven and controlled by different output pin from the Teensy 3.1 board. In the setup a $2 \times 2$ LEDs are utilized independently modulated from 4 different data sources. Figure 5.20 presents the assignment of the LED in the transmitted data frame, the top LED is sampled first in time and it represents the start frame delimiter (SFD) the middle 4 LEDs represent the useful data transmitted. The last sampled LED the one in the bottom of the image represents the End Frame Delimiter (EFD).

The SFD and EFD are using in the experiment setup for accurate synchronization between the transmitter LED luminary. A pre-determined pattern is sent on both the SFD and EFD LEDs and when the receiver detect the start and the end of the transmitted frame.

Figure 5.19 shows the experimental lab set-up, a rolling shutter camera is pointed
Figure 5.20: Luminary Architecture with LED assignment
directly in-front of the LEDs. The LED is modulated using a Teensy 3.1 controller and repeatedly transmit a data sequence. The LED transmitter is in focus 40 cms away from the camera. The location of the LEDs in the commercial Phillips bulb are not altered, approximately 1.1 cm diffuser and 1 cm spacing between the LEDs. The camera takes sequence of pictures/video which is processed by Matlab to successfully decode the transmitted data.

The experimental data results show a performance of data received from 4 data LEDs at distance of 40 cms over a duration of 2775 frames is 77700 bits with 0/77700 wrong bits, at a camera frame rate of 120 fps and the data rate of 3360 bps, with a per LED data rate of 840 bps. A capacity of 960 bps per LED is predicated by the simulator. The capacity is observed at 40 cms and at LED transmitter dimensions of 1.1 cm LED diffuser and 1 cm spacing. This experimental setup could be scaled up to be usable in connected vehicle applications with required operating distances of approximately 10 meters by utilizing different camera magnification and LED diffuser size. An example of the payload data to be transmitted between the vehicles is speed, engine revolution, brake status and turning signals [78].

Doubling the data rate is possible utilizing an orthogonal synchronized camera placed next to the first camera, taking an orthogonal video of the same scene at the same time with the LED sampled at different time instants leading to double of the data rate (eq: 5.1). Due to limited equipments this was only quantified using one camera.
5.6 Conclusion

This research found that there is a potential data rate gain of at most double is compared with one camera as a receiver case. This gain is achievable by utilizing two orthogonal rolling shutter cameras and commercial LEDs. This data rate gain claim was supported by a mathematical explanation as well as simulation results.

Using the single rolling shutter camera gives us \(2^i\) bits every sample instant using the same \(2^i \times 2^i\) array of LEDs transmitters however the two rolling shutter cameras gives \(2^{i+1}\) bits for every sampling instant using the same transmitter. The percentage gain the in data rate is \(200 \times 2^i \times 2^{10}\%\) compared with when using only one camera as a receiver.

Future work include quantifying the impact of non perfectly orthogonal cameras in the receiver. Also relative receiver transmitter movement due to vehicle vibrations. As well as including more experimental measurements at different transmitter-receiver inter-distance. Using a secondary camera to capture LEDs and quantifying the data rate claimed in the simulation set-up.
Chapter 6

Concluding Remarks and Future Directions

6.1 Conclusion

Connected vehicles have the potential to improve transportation safety, mobility and sustainability through information sharing. Wireless communication via V2V DSRC can potentially benefit many connected vehicle applications, but understanding its limitations is important to optimizing its use. This research have found that at connected vehicle market penetrations above 40%, V2V DSRC performance degrades sharply. Many critical TTC situations involving a leading and following vehicle did not receive a FCW due to lost V2V DSRC packets. The potential improvements in mitigating rear-end collisions are large, as when simulating a perfect channel, an 33% reduction in rear-end collisions was observed. Other V2V communication methods that do not suffer when market penetrations increase should be the focus of future research. Visible light communications (VLC) is a potential candidate communication
technology which can succeed when DSRC performance degrades, retaining successful communication probability at high market penetrations. VLC is used in tandem with DSRC to improve the communication reliability in high market penetration rate. VLC improves the rear end collision warning with 11% compared with DSRC only scenario at Connected Vehicle market penetration of 60%.

MIMO camera communications is also quantified in this work. An improvement of double the data rate is observed using two orthogonal synchronized cameras compared with one camera. A practical prototype is utilized to quantify the rolling shutter camera performance as visible light communication receiver. Practical measurements show a raw bit error rate of 0% measured at 40 cms over 2775 frames.

6.2 Future Directions

In Chapter 3 and 4 DSRC and VLC channel models are integrated in vehicular traffic simulator. Future directions includes adding more channel impairments to improve the channel model reliability. Specifically in the DSRC channel model detailed modeling of the interference channel instead of adding the interference as an additive white gaussian noise. Including DSRC MAC layer functionalities to improve the performance is also future direction.

For the VLC channel model presented in chapter 4 the BER was quantified for a scaled down version of low beam headlight pattern a future direction includes quantifying the BER performance for different lights in the vehicle, namely turn signal light and number plate light. Exploring an active system for example a LIDAR and compare it’s performance with the visible light communication system.

Similar to University of Michigan driverless city where the university built a large
scale driverless city to quantify the impact Connected Vehicles in large scale realistic environment. A smaller test-bed could be utilized to evaluate the performance of the Connected Vehicles in specific realistic scenarios in collaboration with existing McMaster University automotive research center. A simple scenario of forward collision warning system could be an example.

In Chapter 5, a simulation setup was presented to quantify the camera communication data-rate performance. Future directions include simulating relative camera to the transmitter orientation as well as exploring a more accurate modeling of the LED pattern in the image.

In Chapter 5, a proof of concept experiment that enables rolling shutter camera as a receiver and commercial LED as a transmitter was presented. A synchronization between the transmitter and the receiver was achieved using 2 LEDs as a start-of-frame and end-of-frame. Future directions include exploring hardware triggered synchronization between the camera and the Arduino board to improve the reliability of the synchronization. Utilizing the camera communication setup for vehicle localization purpose. Furthermore, adding different impairments in the experimental camera setup namely non perfectly orthogonal cameras in the receiver as well as relative displacement between transmitter and receiver due to vehicle motion and different weather conditions.
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