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In this thesis we examine a generalized notion of 

ordinary two dimensional affine and projective geometries 

The first six chapters deal very generally with coordin­

atization methods for these geometries and a direct con­

struction of the analytic model for the affine case. 

The last two chapters are concerned with a discussion of 

these structures viewed as topological geometries. 
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Introduction 

Each subsection is usually prefixed with a brief 

discussion concerning content and motivation. Hence we 

shall restrict ourselves to general considerations here. 

Our basic desire is to examine objects known as Hjelmslev 

planes. These were introduced by J. Hjelmslev in the late 

twentiesj but from a modern point of view, this discussion 

was initiated in 1954 by w. KlingenbCJrg [cf. (Kl], Qc2] 

and (E3~ The subject has go.ined much appeal and has 

been studied extensively, especially by B. Artmann and 

D. 	 Drake. 

To a geometer, a Hjelmslev plane can be thought of 

as a geometry where more than one line may pass through 

two distinct points. To an algebraist , a Hjelmslev plane 

is to an ordinary plane, as a local ring is to a division 

ring. 

Chapter one introduces the affine and pYojective 

Hjelmslev plan~s and considers certain groups of mappings 

associated with each. 

Chapter two summarizes known algebraic results 

which we shall employ later. The definition of a local 

monoid 	 is new. 

In Chapters three and four we deal with a general­
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, ...... 

__ ization of the results of E. Art in [cf. [A~Jwhich was 

initiated by Klingenberg in 1954 [cf. lK~J and continued 

by Li..ineburg in 1962. Gf. [L~ Liineburg,however, was 
,,,.

more interested in generalizing the results of Andre for 

ordinary planes (.cf. [Al~ We reprove some of Liineburg's 

and Klingenberg's results in the Art in setting uiilizing 

dilatations which Art in employed in 1958 in (A2] and 

Luneburg in 1962 in (Ll1· 
Our main concern in Chapter five is motivating 

and then constructing the analytic model of an affine 

H-plane. In LKlj , Klingenberg constructed. the projective 

model but not the affine one directly. We shall discuss 

this problem in the preliminary comments for Section 5.3. 

Chapter. six introduces the ternary field of a 

Hjelmslev plane. A very detailed introduction to this 

generalization is found in Section 6.1. The results of 

this section are used extensively in Chapter eight. 

Again except for a few results in Section (7.3), 

the material on Q-connectedness and some additional 

results in Section (7.2), Chapter seven is a compilation 

of known results in topology. We shall ~mploy them in 

Chapter eight. 

Lastly Chapter eight commences a study of topol­

ogical Hjelmslev planes. The works of H. Salzmann 

Gf. [s1J , U;2] and [$3~ are the primary source which 

motivates the results in this chapter. We obtain general­



izations of the fact each ordinary topological affine or 

projective plane is connected or totally disconnected. 

Finally, we consider the topological properties of the 

group of translations and the ring of trace preserving 

endomorphisms of an affine H-plane, which, to my knowledge, 

has not been done for the ordinary case. 

(viii) 



Notation 

The following is a compilation of notational 

usage within the thesis, which is not described inter­

nally. 

The complement of a subset A of a set X is uritten, 

X'-A or 0: A. The not a ti on A ~ B denotes A is strictly 

contained in B. 

With regards to an equivalence relation 0 on a set 

X,· the equivalence class containing the point x is 

written [.rJ, [x] 6 or x. xey means (x, y)ce and x;fy is 

its negation. X/6 is the set of all equivalence classes. 

If f and g are two functions, f g will designate 

their' composition. 

(ix) 



CHAPTER 1 

§1.1. Affine Hjelmslev Planes 

Defj:ni ti on (1.1.1). < JP , ;/:. , I, II > is 

called an incide}1ce structure with paralle~ism iff 

(a) fP and ~ are sets. 

(h) I C IP :x X . 

(c) I\ C X X d::: is an equivalence relation. 

II is called parallelis~. 

The elements of ~ are called points and are 

denoted by P, Q, R, • . • • • The elements of X arc 

called lines and are denoted by 1, m, n •••• ( R,, m) d\ 

is written t 11 m and is read '1 is parallel to m~ 

(P, i)cI is written PI1 and reads 'p lies on t'. 

P.l1 means (P, t)¢I and 1-W'm means (1, m)¢ II. 

Definition (1.1.2). P, QI1, m means P, QI~ and 

P, Qim. 

gl\h = {PIPE IP such that P lg, h}. 

gV h = {P!PcfP such that Pig or Pih}. 

Pigvh means Pig or Pih. 

- 1 -
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If A is a subset of rP and te: ;;t:. , then 

A A 	 9.. = {PI Pi::A and PI R.} • 

!Al 	 is the cardinality of the set A. 

Definition (1.1. 3). Let P,. Qe: IP and 9.., me: X , 

where < 1P , ~ , I, I\> is an incidence str·ucture 

with parallelism. 

(a) 	 (P, Q) ~iP iff there exist R., me: ';A , R. I m, such 

that P, QI9.., m. 

If (P, Q)e:ofP we w1·i te PoTP Q and say·' 
P and Q are neighbouring points. 

(b) 	 (t, m)e:o~ iff for every PI9.. there exists a 

Qim such that Pop Q l and for every Qim there 

existt;a PU. such that QofP P. 

If (R,, m) e:o cX' , write toct' m and say .t and · 

m are neighbouring lines. 

means (P, Q) ¢011' and 9..¢'J: m means 

Definition (1.1.4 )_. [11] ae = < 1P , ';!:. , r , n> 

is called an affine Hjelmslev .Plane or d.ffi1l,~ H-.f>lane 
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iff the following axioms are satisfied. 

(Al) 	 For any two points P and Q, there exists t£~ 

such that P, Qii. 

The symbol PQ means P¢tp Q and PQ is the unique 

line through P and Q. 

(A2) 	 There exist three points {Pl, Pz, P3} such that 

p.p.¢~ p.pk' i # j f: k ~ i • i' j , k = 1 ' 2 , 3 . 
1 J 1 	 ' 

(A3) 	 o fr' is a transitive relation on 1P • 

(A4) 	 If Pig, h, then gp~ h iff lg A hi = 1. 

(AS) 	 If g0~ h; Pop Q; P, Rig; and Q, Rih; then 

RofP P, Q. 

(A6) 	 If gooe h; j ¢ce g; Plg,j; ancl Qih,j: then Pol? Q. 

ct.(A7) 	 If g 11 h; PI j , g; and g~J; then "¢h and there 
,._ J /' 


exists Q such that Qih, j . 


(A8) 	 For every PE rP and for every tE: ~ J there 

exists a unique line h£~ such that Pih and 111 h. 

Clearly if oW is a transitive relation on 

· IP then o~ is a transitive relation on ~ . 

From now on assume we are dealing with an affine H-plane of • 
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d? will be called £Toper iff ow is not the 
. 

identity rel a ti on on rr If ~ is proper, clearly of. is 

also different from the identity relation on t 5 cf. (AZ). 

Definition (1.1.5). We define the map L: \? xJ'.: + !, , 
where L(P, 1) is the unique line through P parallel to 1. 

Notation: We will write PoQ for Po~.Q and tom 


for to/?. m. {P = Q} oR means P = Q and QoR. 


Lemma (1.1.1). [Ll1 

Pc i? such that PI!.(1) · For every tc ~ 

(2) 	 For every Pc ii? there exist 


PI .2., m. 


Proof: (1) From (AZ) there exists Rc{P 1 , P2 , P3} 

such that Rt!. Let it be P1 . Define m = L(P1 ,1). Since 

P1P3¢P1P2 , then P 1 P 3~m or P1P2¢m by (A3). Suppose P1P3¢m. 

Then PiIP1P3 , m; and m ff 1 implies 1¢P1P3 and there exists 

Qlt, P1P3 by (A7). A similar argument holds for P1P2¢m. 

(2) From (A2) it follows that there exist 

i, j; i y! h such that P¢Pi, Pj , where Pi, Pj £{P1 , P2 , P3}. 

Let i = 1, j = 2. Define 11 = PP1 and = PP 2 . Choose12 


13 such that P, P3I1 3 b! (Al). If 11 r 12 , then we are 


fin. i shed . I f = then t 3 :f J othe rw i s e 
11 £ 2 , t 1 P1 , P2 , 


P3It3 . Contradiction. 




s 


Corollary. oW and od: are equivalence relations. 

Proof: :rt suffices to show this for o\P , as the 

other follows immediately from it. o';f? is reflexive 

by Lemma (1. 1. 1) . It i.s clearly symmetric, and is tran­

sitive by (A3). 

Lemma_Q_.1.2). The following. are ~uivalent. 

(1) (AS) and (A3) • 

(2) If PoQ ~d R¢P, then R¢Q ~ld PRoQR. 

Proof: (1) =~ (21_: PoQ and R¢P implies 

R¢Q by (A3). If PR¢QR, then P, RIPR; Q, ~IQR; and 

PoQ implies RoP, Q by (AS). Contradiction. 

(2)~(1): (A3) is obvious. To show 

(AS), let PoQ; P, Rig; Q2Rih; and g¢h. If R~P, then 

PoQ implies R¢Q and {PR= g} o {QR= h}. Contradiction. 

Similarly we may show RoQ. 

Notation: (AS)* will denote condition (2) 

of Lemma (l.1,2). 

Lemma ( 1 . 1 . 3) • 

(1) If g 11 h, then g /\ h = ~ or g = h. 

(2) If g/\h = f', or goh, then the-re exists j such that 

j IJ h, jog and j I\ g Y, 1'.. -
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Proof: (1) This is an immediate consequence of 

(A8). 

(2) Assume g,.. h = ~ or goh. Choose 

Pig by Lemma (1.1.1). Let j = L(P, h) by (AS). Hence 

g,... j F ¢. Then jog, otherwise. j¢g; Pij ,g; j 11 h 

imply that gph and g /\ h .; ~ by (A7) • Contrad ic ti on. 

Definition (1.1. 6) (a) IT == < W , t.. , I,\\> 

is called an affine plane iff the following axioms 

hold~ 

(Al)° 	For any two distinct points P, Q, there exists 

a unique line through P and Q. 

(A2)° 	For each pair (P, 1), there exists a unique 

line m such that Pim and m \\1. 

(A3) 0 	 There exist 3 non-collinear points. 

(b) TI = < t? , t. , I , I l > 

is called an ordinary affine f!.ane iff TI is an affine 

plane such that 9., II m is equivalent to t = m or t,. m "' $:1. 

The next remark assures us that every ordinary 

affine plane is an affine H-plane and indicates the 

reason for (A7). 

Remark (1 .1 .1 )_. Let rt be an a ffine plane. 

The following ate equivalent. 
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(1) IT is an ordinary affine plane. 

( 2) If P = g ,._ j ; j .; g; and g U h: then j :} h and 


j"hp,0. 


Proof: (l)==i>(2): Let P = g ./\ j ; j :f g ; and 


g II h. · 


Claim. j # h and j" h -f f', 

. Suppose j = h. Then j ff g and j f g imply J A g = fl 

by Definition (1.l.6)(b). Contradiction. 

Next suppose j "h = f}. Then j II h by Definition 


(l.l.6)(b). But gllh and hence jl\g since ll is 


transitive. Hence, since j f g, j ~ g = ~. Contradiction. 


(2)=2/(1): If .tllm, then 1t..m = f' 

or 1 =mis an immediate consequence of (A2) 0 
• Now 

suppos<;! t,.. m = f; or t = m. If .t = m, then t ll m sin.cc 

11 is reflexive. If t" m = .0 choose PI.~: hence P.)111. Such' } 

a p exists by (Al)O-(A3)0 and (2); cf. Lemma (1.1.1)(1). 

Let n = L(P, m). 

Claim. n = .t. 


If this is false, then t rf. n; P = t" n; and n I\ m imply 

that t :f m and t,.. m :f: f5 by (2). Contradiction. Hence 

n = 1 and so ml/ t. 

Corollary. Every ordinary ~ffin~ £1.an~ is an 

affine H-plane where ot.. _an~ ow ar~ the identj_!y relations 
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on 't and 1P respectivelY-· 

Notation. From now on in this section;{P1 , 

P2 , P3}will be the points of (AZ) and P±. = PiPJ·. 
'·J 

Lemma (1.1 ..!2_. !f (i, j, k) is a permutation 

of {1, 2, 3}~ then P1 ¢X for every XIpjk. 

Proof. If this is false, then there exists 

X such that XIpJ·k and XoP1·• Then p· A~.Jk~.:' 1 k and P1·oX 

imply PkoPi by (AS). Contradiction. 

Lemma (1 .1. ~l.. For ev,ery Pt: 1? thert: exist 

i, j;i f' j, SU_f_!} that PPi ¢PPj . 

Proof: Case (1): 

. t {­f__.£!_ some l:i) c l , 2, 3}. 

Then 

Since Pi¢Pj, we may 

by Lemma (1.1. 4) , Pk¢X 

assume P¢Pi. Hence PPi 

for every XI pi. , k f i, 

= 

j 

P·l . 
J 

• 

J 
and kE{l, 2, 3}. Thus PPk¢ {pi. = PPi}. 

J 

Case (3): Pt'Pi., for i, j£{1, 2, 3}. 
J 

Without loss of generality we may assume P¢P1 , P2• 

We consider two possibilities: (i) PoP3 and (ii) P¢P3 • 

(i) If PoP3 , then P3¢P1 implies P3P1oPP 1 by (AS)* and 

P3¢P2 implies P3PzoPPz by (AS)*. Since P1P3¢P3P2 it 

follows by (A3) that PP1¢PP 2. 
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(ii) Assume P¢P3 • If our claim is false, then 

PP1oPP 2oPP3 . We then show PP1o11,P 2 and PP101P3 by 

contradiction. If PP1¢P1P2 , then PP1oPP 2 implies 

P1oP 2 by (A6). Contradiction. Similarly PP1¢P1P3 
implies that P1oP3 . Thus by (A3), P1P2oP1P3 . 

Contradiction. Hence our claim is true. 

Lemma (1 .... 1-~ (>). For each 9..e: ~ , ther~. exists 

Pe:{P1 , P2 , P3} such that P¢X for eve.!_Y XIt. 

Proof: Suppose our lemma is false. Then there 

exist Q1 , Q1It such that QioPi; i = 1, 2, 3. Now 

choose SI.L By Lemma (1.1.5)/.Chere exist j, k such that 

SPj¢SPk. Now PjoQj and S¢Pj imp~ that SQjoSPj by 

(AS)*. Similarly SQkoSPk. But SQk = SQj, and hence 

SPjoSPk by (A3). Contradiction. 

Lew~a_(!.~~· Lll] If g I\ h; Pig; Q, Rih; 

PoQ; and Q¢R, !]1en goh. 

Proof: PoQ and Q¢R imply RPoRQ by (AS)*. 

Leth= QR and j =RP. Hence joh and Rij, h. Thus by 

(A7), jog and by (A3), goh. 

Lemma (1.1.8). Let P.
l 

= g.
1 

" j ; i = 1, 2. Let .. 
Qig1 sue~ tha!_ Q¢P1 ~n~ g 1 \l g 2 . The following are then 

eqivalent. 
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(1) P1oP 2 • 

(2) glog2. 

Proof: (1)=)(2): If P1oP 2 , then Q¢P1 
implies g1og 2 by Lemma (1.1.7). 

(2)=9(1): If g1 og 2 , then by 

(A4 ) , j ¢ g i ; i = 1 , 2 • We ob ta in P1o P 2 .by (A6 ) • 

Lemma (1.1. 9) [Ll] For each .9.e: C:.. , there 

exist P, Qit such tha! P¢Q. 

Proof: We choose PI.9. by Lemma (1.1.1) (1). 

Then by Lemma (l.1.6) there exists S such that 

S¢X for each XIt • Define j = PS. Then j¢t and 

j,.. .9. = P by the choice of S and (A4). By Lemma (1.1. 6), 

there exists R such that R¢Y ·for each Yij. Define 

h ~ L(R, j). Then by (A7), h¢1 and there exists Q 

such that Q = hAi. By the choice of R, h¢j. Hence 

by Lemma (1.1.8), P¢Q. 

Lemma (1.1.10) (11} Let g 1 \\ g 2 . Then the 

foll·owing are equivalent. 

Proof: This follows immediately from 

Lemmas (1.1.7) and (1.1.9). 
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Lemma (1.1.11). Let P. 
- - l 

= g
1
. A j ; i = 1, 2, 

such that g 1 lJ g2. Then the following ~ equivalent. 

(1) glog2. 

(2) P1oP 2 . 

Proof: This is an immediate consequence of 

Lemmas (1.1.8) and (1.1.9). 

Lemma (1.1.12). LLi} For every P, the~~ 

exist ti; i = 1, 2, 3tsuc~ th~~ PY.ti and £i¢tj; 

i 'I j; i, j = 1, 2, 3. 

Proof: By Lemma (1.1.5), we may assume without 

loss of generality that PP1¢PP2 . 

Claim. 

If I\ PzoP p
i ' 

then since PP 1¢PPi, it follows 

that PoPj_; i 2,by (A6). Contradiction.= 1 ' 

Define j = L (P, PlP2). Then by (A7), j¢PPi; 

i = 1, 2. Hence j, PP1 and PP 2 are our desired lines. 

Definition (1.1.6). A St , is called a 

pencil of lines iff Ais an equivalence class with 

respect to \\ . Ag = {£IR.£ t... and R.1\ g}. 

Remark (1.1. 2). Let A1 and Az be two pencils 

and t 1EA1. If t 1¢t2 for every t 2e\ 2 , then t 1 "' t 2 -:} Ii 

for each t 2e:!t2 . 
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Proof: Suppose this is false. Then there 

exists 
N 
t 2eA 2 such that t 1 A 

IV = ~. Hence by Lemmat 2 
~ 

(1.1.3)(2), there exists t
, 
2EA 2 such that t 2ot1 . 

Contradiction. 

Conditions (3) and (4) of the next lemma are 

due to Luneburg. 

Lemma (~l.13). Let A1 and A2 be two pencil!?. 

The following ~re eq~ivalent. 

R-1012. 


(2) There exist 
---~- ---­

9,. EA. 
l l 

' 
' 

1 = I , 2.>~cJ~ that £1 I\ 1 2 = Y'. 

(3) There exist 9,· i:;A. ;
l 1 

i r: 1 ' 2)~h that t 1ot 2 . 

(4) For each-­t 1 eA1 , there exists £2c:.A 2--- --­ sue~ _!hat £lo£2. 

Proof: (1)='>(2). Take any pair {1 1 , t 2} 

such that tic:.Ai, i = I, 2. If £1 "' = f5 we are finished.12 

If 1101 2 ,then by Lemma (1.1.6) J there exists P 

such that P¢X, xr11v 12. Define j = L(P, 11). Clearly 

j f and j 09-1 , 9- 2 by the choice of P. 'Then j ll 1 1t 1 

and hence j 11. = ~ by Lemma (1.1. 3) (1) ..11 

Claim. j>..1 2 =~. 

If j A t 2 :/ ¢, then since j¢1 2 and j \\ 11 , we 

have 11 /\ 9- 2 ~~and 11¢ 12 by (A7). Contradiction. 
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(2) -=/(3). Let R.J El1.1 such that R. 1 " = ~.t 2 

Then by Lemma (1.1.3)(2), there exists jllR.1 such that 

jot 2 • Since jEA and t EA 2 , (3) is satisfied.
1 2

(3) ~>(il. Assume there exist 1.EA. such that 
1 l 

Claim. For each t EA there exists. t eA1 1 2 2 

such that t 1ot 2 . If this is false, then there exists 

t 1 EA1 such that t 1 ~t 2 for each t 2eA • Then by Remark2 

(1.1.2), t 1 A t i ~for each t tA 2 . Thus) in particular)2 2

t 1 At2 1 f1 and t 1¢.e. 2 . But t 1 {l £ 1 . Hence by (A7), 

t 1 A t 2 # ~ and i 1¢t2 . Contradiction. 

(4)=)(1)_. Take any pair {t1 , t 2} such that 

tiEAi, i = 1, 2. Then there exists t 2 such that 

t 2ot1 and t 2EA2 . If 11¢2 2 and 21 1\ x. 2 :f /1, then by 

(A7), ti A t 2 #~and t 1¢t2 . Contradiction. Thus 

t 1o.e. 2 or £ 1 "' t 2 = fJ. 

Definition (1 .1. 7) . Let .1\ and A2 be two 

pencils. Then \oA Az iff one of the conditions of 

Lemma (1.1.13) holds. There is no danger of ambiguity 

if we write o for oA • 
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Lemma (1.1.14). The following are true. 

(2) 	 oA is an equivalence relation~ {AIA is a pencil 

of lines}. 

Proof: (1) The first part is just the negatiori 

of condition (1) of Lemma (1.1.13) and the second is 

(A4) • 

(2) This is an immediate consequence 

of conditions (3) &nd (4) of Lemma (1.1.13). 

Corollary. £.or any two pe~ A1 , A2 , there 

~xis t~ A3 ~~ch that A3¢1\, A2 • 

Proof: Let g. e:A. i = 1 , 2. Hence A = ---- 1 1 gi 

i .. 2. Take Pig1 . Then there exist
Ai; 1' j 1 ' 52 

such that Pij l, j 2 ; g1¢j1, j 2; and 51¢j2 by Lemma (1.1.12). 

Thus g 1¢ji and g1..hi '/ ¢; i = 1, 2. Hence by (1) 

of the Lemma A ¢/1. ; i = 1, 2. Similarly !\. ¢A .• 
g1 Ji J1 J2 

Since oA is an equivalence relation, we have 

A. ¢A or A. ¢A • Thus A. ¢A , A or A. ¢A , A • 
J1 Rz Jz gz J1 gl gz Jz ~01 gz 

Notation. For each Pe:1J? P = {QjQe:T? and QoP}. 

Definition (1.1.8) [LJ~e is a uniform affine 

H-plane iff goh; Pig, h; Qig; and PoQ imply Qlh. 

Equivalently, goh · and Pig, h imply PA.g = PAh. 
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Remark (1 .1. 5) . If ~e is a proper affine 

H-plane, that is, op is not the identity relation on 

tP , then IP/\ ti > 1 if PIL 

Proof: Since ~ is proper there exists 

Q such that Q ~ P and Q oP. If Q IR., we are finished. 

Suppose Q -1"".L By Lemma (1.1.12), we may choose m 

such that Pim, m¢.t and Q Im. Thus m ~ L(Q , m). 

PoQ then implies moL(Q , m) by Lemma (1.1.10). By 

(A7), there exists S such that S ~ L(Q , m) At and P p S. 

By Lemma (1.1.11), PoS. Thus IP,..tj > 1. 

Definition (1.1.9). Define an incidence structure 

on P as follows. · Jep = <P, 't, p, Ip> where 

R. I\ PE ~ p iff .te: t. , and QIPR. I\ p iff QoP and QI .e,. 

The next theorem characterizes proper uniform 

affine H-planes. 

Theorem_ (1 .1 .1). [11j The following are equi­
-~ 

valent: 

(1) 612 is ~ proper uniform affine-H-plan!:_. 

(2) Each ~ p is· an ordinary affine E._lane for every Pe:-:W 

Proof·: (1) =)(2): We show ~ p s:_tisfies 

Definition (l.1.S).(A1) 0 • Let Q ~ R: Q, REP such that 

Q, Rig, h. By (A4), goh. Then by uniformity gAP = hAP. 

(A2) o. Let Qe:P and gAPE: f p · 

By (AS), there exists h such that hl\ g and Qih. Lemma 



16 

(1 ..1.3)(1), implies that h/\g = fj and hence (hAJ')A (gAP) = J'. 

More~ver QIPP A h. We must show h 1.. P is unique. Suppose 

(f;.. P)A (r;AP) = ~ and QipfAP. Choose Rig AP and hence 

RoQ. Since h lj g; Rig; and Qih, we have hog by Lemma 

(1.1.10). Now we claim that foh and hence by uniformity, 

fAP = hAP. Suppose f~h. Since Qif, hand gl\ h, there 

exis ts S such that S .,. g,,._ f by (A7) • Then (fAJ>)f\ (gAP) m 

~ implies that R¢S. Because hog, it follows that QoS 

by Lemma (1.1.11). Hence R¢Q. Contradiction. 

(A3) 0 • By Lemma (1.1.12) there exist 


such that Pit . and t.¢.2..; i ~ j; i, j = 1, 2, 3. By

1 1 J 


Remark (1.1.3), there exist T . such that T. ~ P, T.oP 

1 1 1 

and T . I .2.. ; i = 1 , 2 , 3 • Clearly {T1 , T2 , r 3} satisfy
1 1 


(A3) o. 


(2)~(1)_: Let be an ordinary affine piane~ p 

for each P. Take PoQ; goh; P, Qig; and Pih. (A4) 

implies that there exists R, R 'f p, such that Rig, h. 

If R¢P, then g = h and hence Qih. If RoP, then by 

(Al) o, gAP = hAQ. Thus Qih. It follows that 'e is 

·uniform. (A3) 0 clea~ly implies that (ft is proper. 
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§1.2. Homomorphisms of Affine-H-Planes 

Definition (1. 2.1). Let ~ 1 and ~ 2 be two 

affine-H-planes, such that ~ i = < ~ i' ~ i' Ii, \(i>; 

= 1, 2. 

(a) 	 f = (¢, 111): ~ 1~-e? 2 is a homo~!_phism ~ 

J? 1 ~nto ~ if f the following conditions hold:2 


Cl.) A.: -rl"<>. :J)) 
 are functions.'i' 1•1i,t' -'P It 2 and tjJ : 

(ii) PI 1 t implies that ¢(P)I 21/J(~). 

(iii) t 1 Hi.t 2 implies that 1/J(t)U 2ipcr(n). 

Notation. For the sake of convenience we shall 

write I and 'ii for ho th Ii and Ii.~ ;i = 1, 2, 
J.· 

in the above definition uniess ambiguity arises. 

Similarly, we shc:ll put L foT L.;i=l,2; cf. Definition (1.1.5).


1 

(b) 	 f = (¢, l/J): ~( 1 -)~~ 2 is a epimorphism iff both 

¢ and l/J are surjective. 

(c) f = (¢ ,l/J): ~'( ->£ 2 is a rn.onomorphism iff both1


¢ and·~ are injective. 


(d) f~ (¢ ,iJi): £ 1~~ is an isomorphism iff f is a2 

monomorphism and an epimorphism. If 6e 1 ~ 2 ,111 

then f = (¢, tP) is called an a.utomorphism. 

- 17 ­
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Notation. di?. 1 ~ ~ 2 means that ae 1 and 


~ are isomorphic.
2 

Lemma (1. 2 .1) • \_Ll1 Let IT = < ~ , l. , I, U> 

with the property that_ for each t ti:! , the~ exist 

P, Q such that P, QIR. and P¢Q. Define It* = < ~ , ~ 0 , 

I*, II *> as follows~ R.*E cJ:. * i ff there ~.!!!. R.£ !:. 
such that R.* = {PIPIR.}j 

PI*!* iff Pt:t*•
' 

R.* ll*m* iff t \\ m. 

Then IT* is an incidence. structure with parallel i::;m such 

that TI*~ IT. 

Proof: IT* is obviously an incidence structure 

with parallelism. Define f = (~ ,ljl): Il+TI* by 

ct>: =t1> ->- =¥? is the identity map. 

w: f. + i *such that \JJ(t) "" ~~. 

Clearly f is anepimorphism and ct> is injective.We show 

w is injective.suppose !JJ(R.) = ip(m) or {PIPIR.} = 

{PjPim}. Let P, QI! such that P¢Q, by assumption. 

http:injective.We
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Then P, Qirn. Hence ~ = PQ = m. Hence f is an isomer­

phism. 

Remark (1.2.1). Since an H-plane has the 

property of Lemma (1.2.1), we may assume from now on 

that t_ ~ P(1? ) = the power set of q-.p • That is, 

t£ /:.. is the set {P!Pit}. 

Lemma (1.2.2). Let g, he f.. ·rhen there 

exists a bijective g+h with the property 
--·--~,-

SoR lfJ ¢(S)o~(R). 

Proof: Consider Ag and 1h. By the corollary 

of Lemma (1.1.14), there exist A.¢1t, Ah. By Lemma
J g 

(1.1.14)(1), j¢g, hand j"g f: 1' ;': j"h. T>ef:lne 

¢: g+h by ¢(S) = L(S, j)A h. Because of (A4), ~is 

clearly a function from g1 into h since L(S, j)¢h 

and L(S, j)A h ~~by (A7). Similarly X: h+g>defined 

by X(R) = L(R, j) "g>is also a function. Clearly 

¢ X = X ¢ = the identity map and so ¢ is bijective. 

Finilly if S, Rig, then SoR iff L(S, j)oL(S, j) iff 

¢(S)o¢(~) follows from Lemma (1.1.11). 

ality. 
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Lemma (1.2.3). Let gE. t . Then there exist 

map l/I: ·Ag-..j with the proper_!=y. for h, fe;A g, hof 

iff iti(h)oip(f). 

Proof: Such a P and j exist by Lemma (1.1.12). 

Define l/I: ,\g+j by l/I (h) u h /;. j. l/I is a function since 

P = gi;aj implies by (A7) and (A4) that lhAjj :: 1. 

Clearly X: j+Ag defined by X(S) = L(S, g) is also a 

function. Moreover simple calculation shows $ X m 

XAi,JJ =the identity map. Hence 1jJ is bijective. 

From Lemma (1.1.11), we have h1of2 iff l/l(h)ol/l(f). 

Proof: This is an immediate consequence of the 

Lemma and the corollary of Lemma (1. 2. 2). 

Lemma (1.2.4J... 

be a homoElorphis~. The following statement~ §!_re true. 

(1) If ip is injectivethen PoQ implies <t>(P)o¢(Q). 

(2) ijJ(L(P, i)) = L(¢(P), lJJ(.l)). 

(3) If P¢Q and ¢(P)¢~(Q), then ijJ(PQ) = ~(P)¢(Q). 

'(4) 	 If \ci)¢/l.iµ(m)' an~ Ai</J\1 , thel} lJJ(R.) ,,..;.tP(m) = 

<t>(i1..m). 
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Proof: (1) Let PoQ Thus there exist t 1 , t 2c.t 

such that ~ t 2 and P,·Qit1 , t 2 • Since f is a homo­t 1 

morphism ¢(P), ~(Q)Il/1(1 1 ), l/l(t2). Because$ is injective 

l/l(t1) ~ l/1(1 2). Hence ¢(P)o¢(Q). 

(2l Since f is a homomorphism, w(t)l\ 

f(L(f, 1)) and 4>(P)IiJ;(L(P,!)). Hence by (AS), $(L(P,&)) = 

L ( 4> (P) , l/I ( t) ) . 

(3) Let P¢Q and <P(P)¢<1>(Q). Since f is 

a homomorphism, ¢(P), ¢(Q)I1/J(PQ). Thus l/l(PQ) = 4>(P)¢(Q). 

ii_)_ Let J\l/J(t)¢Aip(m) and A1¢Am. By 

Lemma (1.1.14)(1) there exist P and Q such that Q = 
l/l(t) A 1/J(m) and P = 9.," m. Since f is a homomorphism, 

Pit, m implies ¢(P)Il/J(1), 1/J(m). Thus ¢(P) = Q or 

4> (t" m) == l/J (t),.. w(m). 

Theorem (1.'2.1). Let f = (4>, tP): ~ ->Je 21

be a homomorphism. The following ~ then eg,uiva~. 

(1) PI! iff ¢(P)I~(t). 

(2} f is ~-·~onomorphism. 

(3) l/I is injective. 

Proof: (1) =)(2). We show ¢ is injective. 


Assume ¢(P) = ¢(Q) and P ~ Q. Choose tc t such that 
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Pit, but Q.r't. Now ¢(P) = ¢(Q)IijJ(t), because f is a 

homomorphism. This implies that Qlt by (1). Contra­

diction. Similarly if ¢(!) = ~(m) and t ~ m, there 

exists P, PH.} such that P-?'m. Then ¢(P)IiJ;(t). But 

$(£) = 1/;(m) and hence Pit by (1). Contradiction. 

(2)-=/(3). Obvious. 

(3)=)(1). Suppose '!' is injective. We must show 

~(P)Io/(t) implies PI!. Suppose PI!. Then t ~ L(P,t). 

Sinceirisinjcctive1/J(t) :f iJ!(L(P,t). But 1/;(L(P,t)) :-: 

L(¢(P);i)l(t)) by Lemma (1.2.4)(2). ·Thus t/1(2) l\L(¢(P), 

1/.1(2)) = 0 hy Lemma (1.1.3)(1). However, 9(P)I$(t), 

L(<f>(P), $(!)). Contradiction. 

Lemma (1. 2. 5). The follo'~~ng ~ ~when f n 

(¢) 	 l/J): o? 1-+ iR 2 is ~ homomorphism. 

(1) 	_!i ¢ is :;uricctive and i!J is injectiv~, then_ i.µ(2) "' 

{¢(P)!Prt}. 
(2) 	 !i_ <f> is ~urjective and \i is injective, then 9-om !._mplj,E_~_ 

l/J(t)otlJ(m). 

Proof: (1) Since f is a homomorphism, 

{$(P)IPit} S. iJ!(.9-). Now we show the reverse inclusion. 

Let RI~(2). Since¢ is onto theTe exists P such that 

<f>(P) = R. 

Claim. PI.9-. 
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If this is false, then Pit. Define m = L(P,t). 

Hence m ft. Since 1/J is injective $(m) ~ ip(t). But 

ip(m) = ijJ(L(P,t)) = L(¢(P), 1/J(t)) by (2) of Lemma (1.2.4), 

and so 1/J (m) \\ 1/J U). By Lemma (1.1.3) (1), 1/J(m) A 1/J (t) = 

~. But R = ¢(P)I~(t), 1/J(m). Contradiction. 

(1) 	ft>11ovJs trc~1' (i) ani\ th~ dcfi11.iito/\ of Of. 
Lemma (1.2.6). Let f = (<;b, l/J): !<. 1 -,.~ be2 

a monomorphism. Then tll miff t[J(t)ll ip(m). 

Proof: If .tnrn, then ip(i)l[ l/J(m) by definition. 

Conversely suppose 1/J(t)tlwCm). Without loss of general­

ity i 'f m and hence since iJi is injective lJl{t) :f iJ!(m). 

Thus 1/J(£)A,t/J(m) = fj. It follows that t1.m - 9), by 

Theorem (l.2.1) (1). Now assume t~(m. Since R,,...m ... ~, 

there exists j such that j l\ m, jot and j;.t ;$ ~ by Lemma 

(1.1.3)(2). Since t•~m, it follows that j 'ft. Thus 

1/!(j) :/ 1/J(t), 1/J(j)l\'IJ(m) and 1/J(j)l\t!J(R,) :/' ¢. But 1/J(t)!l ip(m) 

and hence 1/J(t) \\ 1/J(j). Thus 1/J(t) r, ljJ(j) ~ f'. Contradi~ion: 
Remark.. If (¢, 1/J) is an isomorphism, then (¢- 1 ,1/J ) is a 

homomorphism; cf. Definition (1.2.1), Theorem (1.2.1) and 
Lemma (1. 2. 6). 

Theorem (1.2.2). Let f = (¢, 1/J): ~ 1-+ £. 2 

be ~homomorphism. Th~ following are equivalent. 

(1) f is ~ isomorphism_. 

(2) ¢ is suriective and ip is injective. 

Proof: (1)~(2). Obvious. 

(2)~(1). By Theorem (1.2.1), cp is injective. 
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Now to show$ is onto, choose t 2£ f 2 . Then choose 

P 2 , Q2ri such that P2¢Q2 • Since ~ is onto there exist 

P1 and Q1 such that ¢(P1) = P2 and ¢(Q1) = Q2 . By 

Lemma (1.2.4)(1), P1¢Q1 . Define = P1 and £1 £ {:.11 Q1 

Then by Lemma (1.2.4), ~(1 1 ) ~ w(P1Q1) = ~(P 1 )¢(Q1 ) = 

R, 2 • 

Definition (1.2.2). Let~? be an affine H-plane 

= { f If is an automorphism of ?/? } . 

Notation: For convenience, let f£Autdt be 

f = (f' f) . 

Theorem (1.2.3). AutJl is a grou.P. under 

functional composition. 

Proof: Clearly if f, gE AutaB. , then fg £ 

Aut~l. For if PI1, then g(P)Ig(l) and so fg(P)I lg(!). 

Similarly tll m implies fg(!) H fg(m). Since composition 

is associative and the identity map is the unit it is 

enough to show f-l € Autci€ for each f EAut'~ .J . 

where f-l = (f- 1 , f- 1). 

Let f£ Aut~e; By Theorem (1.2.1), Pit 

iff f(P)If(t), and tllm iff f(t)ll f(m) by Lemma (1.2.6). 
-1Hence f £ Au~o~, 

Definition (1.2.3). I,!/> is 

defined as follows. JR = {P!P is an equivalence class 
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with respect to olP }. 'J.. = {tit is an equivalence 

class with respect to o~ }· Pri iff there exist S and 
d.. • 

m such that SoP, mot and Sim.Equivalently PI! iff there exist S sue 

that SI! and SoP. t \i; iff i = m or 'i /\ m = f1. 

-Lemma (1. 2. 7) . Let ~ = <lP , ~ , I,\\> br. 

as in the above definition. 

hold. 

( 1 ) I f 11\\ 1 2 , t hen i 1 \\ t 2 . 

(2) 

(3) 

If t 1 Atz-= ~,then °i1 \\F2 . 

- ­ -
t 1 I\ 12 iff ther~ ex~st m1 , m2 such that m1o£1 , 

mzo12 and ml\\ mz. 

Proof: (1) Let l1ll t2· We assume tl" 12 t- 11 

and show 11 - tz- Let PI 11.-.R.2· Hence there exist 

s. such that SioP and S. I 1. ; i = 2 . Thus1 ' s1os 21 1 1 

(2) Let t 1 A. = ~. By Lemma (1.1.3)(2),1 2 

there exists m such that mot1 and m \\ t 2 . By (1), 

iii Ll i'z- But m= i'l. Hence i'l ll i2. 
-(3) Assume 11 .-. =~or t 1 = 1 2 .1 2 

Thus 11 ,., 1 2 =fl or 1101 2 . By Lemma (1.1.3)(2), there 

e~ists m such that m1o 11 and m1 U t 2 . Let = 12 .m2 
Then m1 and m2 satisfy the conditions. Conversely if 
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-
m1ot 1 , m2o.e. 2 and m1 H m2 , then by (1) m1 l\m 2 and so 

~ii i2. 

Lemma (1.2.8). £ is an incidence structure 

with parallelism. 

Proof: \\ is clearly reflexive and symmetric 

hy Lemma (1.2.7)(3) and the facto and Hare equivalence 

relations. Now let i 1 \\ i l\ "i 3 . We must show i 1 \l t 3 •2 -Without loss of generality we may assume £1 A =12 
-

t 2 " = 0 such that 'f =J t 3 • Thus £1 " ­t 3 t 1 t 2 t 2 

.e. 2 At3 - ~. By Lemma (1.1.3)(2) there exist j 1 , j 3 

such that j 1ot1 , j 1t t 2 , j 3ot3 and j 3 ti t 2.. If t 1 1\ = 1 £ 3 

0~ then t 1 r\ t 2 by Lemma (1. 2. 7) (2). If there exists 

P such that Pit1 ,t 3 , then>since j 1ot1 and j 3ot 3 lthere 

exist Xiiji; i = 1, 3)such that x1 , X3oP. Hence 

x1ox3 . But j 1 \\ j 3 and thus by Lemma (1.1.10), j 1oj 3 . 

Thus = = t 3 .t 1 j 1 = j 3 

The next two theorems of Liineburg establish 

the fundamental relationships between affine If-planes 

and.ordinary affine planes. 

Theorem (1. 2 .4). [Ll] ~2 is ~ordinary_ affine 

~~· Moreover X = (X~ , Xt. ) : ~ -> ~ defined Ex_ X-rp (P) = 

p and x~ (t) = t is ~ ~pimorphism with the properties 
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(i) x(P) = xCQ) iff PoQ.
'lP ~ -­

(ii) X:. ( t) = x 1.. (m) if f R. om • 

(iii) !i t"m = t1, then Xi (t)\lx't (m). 

Proof: We verify the axioms of Definition 

(1.1.6). 

(Al) o. Let pl f: Pz. Hence P1¢P2. Clearly 

-
Pl, P2IP1P2 . We must show -P1 P2 is unique. Let pl, 

P 2 I~. Then there exist x1 , x such that x1oP 1 , x1 rm,2 

x oP 2 and x2 rm. Since P ¢P 2 , it follows that x1¢x 2 .2 1

Thus m = x1x2 . Now by (AS)*, P1P2oP 2X1 and X1X2oP 2X1 ." 

Thus {t = P1P2}o{X1x2 = m}. Hence 1 = m. 

From (AS) there 

exists m such that Pim and mH9,. Hence pfmand mii i 
by Lemma (1. 2. 7) (1). We must show m is unique. Let 

tE: 'f. ·such that Pit and t ll I. Since II is an equivalence 

relation by Lemma (1.2.8), tllm. But Pit, mand hence 

(A3) 0 
. Let {P1 , P2 , P3} be the points of (A2). 

- - - 0Then {P1 , P2 , P3 } satisfy (A3) . 

Now clearly PIR. implies Pit. Also x. 1H t 2 

implies x(t1 ) \\ x(t 2) by Lemma (l.2.7)(1). Thus X 

is a homomorphism. Clearly x is an epimorphism. 

Properties (i) and (ii) follow from the definition of x 
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and property (iii) is just Lemma (1.2.7)(2). 

Notation: Throughout this thesis, X = (X~ ,X~) 

will refer to the map of Theorem (1.2.4). 

be an incidence 

structure with p_arall~lism. The following ~ thel!_ 

equivalent. 

Theo1"em (1. 2. 5) . [Ll] 

(1) i£ is an affine H-plane. 

(2) 	 ~i( satisfies axioms (Al), (A4) and (A8) and thE'._re 

exists an 9rdinary affine plane Fie and ~ epimor­

phism x = Cx w ,x "3..): ~~ -> oe with the properties 

(i) xCP) = xCQ) iff PoQ. 

(ii) x(t) = x(m) iff tom. -(iii) If £"'m =~'then X(£)\\x(m). 

Proof. (1)==)(2). This is just Theorem (1.2.4). 

(2) =?(l). We must ve-rify axioms (A2), 

(A3), (AS), (A6) and (A7). Since Xis a homomorphism, 

we may use the properties in Lemma (1.2.4). 

(A2L· By (A2) 0 
, there exist th~ee non-collinear 

points {)? (Pi) I i = 1, 2, 3} since x~ is onto. 

Claim. {P 1 ~ P2 , P3} satisfy (A2). By (i), 

x lP (P2) # x ~ (Pj) iff P1¢Pj i :f: j. Also {x~ (PiPj) = 

Xfr(Pi)xwCPj)} 1 {x:wCPi)x~(Pk) = x£ (PiPk)}iff 
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Next we show (AS)* in place of (A3) and (AS). 

(cf . Lemma (1 • 1 . 2) ) • 

(AS)-:: Let PoQ and Q¢R. Hence xw (P) = xw (Q) t­

X~CR) and so P¢R by (i). Thus x ~(PR) = xlP(P)x 'W (R) 

= X W (Q)x1P (R) == x t (QR). Hence PRoQR by (ii). 

(A6). Let ~oh; j¢g; Pig, j; and Qih, j. 

Then X;t(h) = Xi_(g) f: xt(j), by (ii). Also P = g"j 

and Q = h "j by (A3) and (A4) •. Moreover, x I? (P) = 

X~ (g) "X "&,. (j) and X i:p(Q) = X"i:. (h) "X(R (j). Thus 

X IP (P) ::: XG. (g)" X t (j) = X °t... (h) I\ X ~ (j) = X1P (Q). 

Hence PoQ by (i). 

(A7). Let g¢j; g" j :f. $:3; and gll h. Then 

xt (g) ~ x~ ~j), xt. (g) A xc, (j) :f. f1 and xt. (g)fl xt (h). 

Hence X1.. (g),.,J(x I.. (j). If hog, then x·f:.. (h) = X t_ (j) 

and thus X'f(g)i\x~(h). Contradiction. r: h~j = .0, 

then X J: (h) l\ X -S,. (j) by (iii). Hence Xt_ (g)I{ X~ (j). 

Contradiction. Hence h¢j and h" j -:f fl. 



.§1.3. Projective_Hjelmslev Planes 

Definition (1.3.1). (KlJ ~ = <4? , J:. , I> 

is a .:e.!?jectivt: Hj._elmslev plane or projective H-plane 

iff the following axioms are satisfied. 

(P~l For every P, Qr 1P , there exists 9..c ~ such that 


P, QIL 


(P2l_ 	For every 9.,, ms ~ there exists Pe: l? such that 


Pit, m. 


We define Po:rp Q iff there exist t, me t 
9.. # m,such that P, QI9.., m and tof m iff there exist PlO 

6P, P ¥ Q,such that P, QI!, m. P¢ Q and 1¢~ m 
mean that PolPQ and.to~ m_r:s~ectivefy are faJ.'~e. PQ has 

the sarne meaning as in Def1n1t1on (1.1.3). We note that 
the definition of tom differs from that of Definition (1.1.3). 

(P3) 	 The1·e exist four points {pl' Pz, P3, P4} such that 


P.¢P. and P.P.¢P.Pk; i 'f j ;' k f i. i' j ' k :: 


1 J 1 J 1 ' 

I , 2 , 3, 4. 


(P4) 	 If P 1 t, m, n such that 9..om and m¢n, then 9..¢n. 

If 9..ou; y1;6n; Pim, n and QI 9.., n, then PoQ.~ 

(P6) 	 If PoO· 0¢R; Q, RH.; and P, Rim, then 9..om.
'' 

- 30 	­
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Clearly a projective· H-plane is an ordinary 

projective plane iff o1P and ot are the identity 

relations on 1P and f:. respectively. A projective H­

plane also has a dual structure just as in the ordinary 

case. 

Definition (1. 3. 2). Let (t. = < \P , t_ I> 

he a Projective H-plane. For each PE: IP , <Pp = 

<.e.IPit} is called the pencil of lines through P. 

= < -w I*> where 1P * ::: ? * =~* * ' t~ * ' t. ' a::. 
'0{¢>pl Pc W } and 9, I *ct> p iff PU. is called the dual of Cl\. 

It is obvious that~~ *is also a projective 

H-plane. Thus_ any theorem concerning points and 1 ines 

has a dual statement in terms of lines and points. 

We now state some results, due to Klingenberg 0 

We omit the proofs, as they follow along the same 

lines as the analogous theorems for affine II-planes. 

Theorem (1.3.1). [Kl] Let~ b<:_aprojective 

..p(1) For c,a.ch 9..£ "' , there exist 

(2) 0 iP and ~ eguivalencc relations.b£ 

(3) (;( = I> defined by<JP ' ,£ ' ' 
p E:)P iff p is an equivalence class of OTP J 

---"' 

iff R. is an equivalent 
ce 

class of O'-.£>- -- -- ,,., 
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PI! iff there exists R, m such.that RoP, mot 

and Rim
1 

is an ordinary projective plane. 

( 4) The map x ::: Cx l'P , Xe; ) : C{ -+ ~ defined ..!?.Y. 

X rP (P) = P and X '* (9,) = "i is a epimorphsim 

with the properties
.--­ -

(a) x JP (P) = XTP (Q) iff PoQ. 

(b) x ~ (1) = x~ (m) 2:ii tom. 

Notation: Let x1 : 1~1/0 be Xp restricted to 1, 

for any 1£ ~ • 
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Lemma (1.3.1). (fu~ Let {P1 , P2 , P3} he 

three points such that P.¢P.; i ~ j, and P.P.¢P -Pk; 
~~- ~~~- -~- -~- l J ~- l J 1

i ~ j ~ k 1 i~ i, j, k = 1, 2, 3. Let pk= PiPj 

where (i, j, k) is_ ~ permutation of {1, 2, 3}. Cl earl~ 

such noints exist ~.X. (P3). Then we have: 

°'Ti'( 1 ) For each Pc "l'i'.I , there ex i s t s g £ { p 1 , p 2 , p 3} such 

that Sig -~mplie:;_ P¢S. 

( 2 ) 	 ~u a11 y , £.~_:_~ch t c: ~ , there_ ex i s t s P£ { P1 , P2 , P3} 

su~~ _!:hat Pik implies k¢.L ~~ for any such P, 

P¢S for each Sit. 

Proof: (1) Suppose there exist andR1 R2 

such that R Ip1 , PoR1 , R2rp 2 and PoR2 .1 

Claims. (i) R1oR2 . 

(ii) R1oP ... .') 
(iii) R oP and PoP3.2	 3 

(i) This follows since R1 and are hothR2 

neighbouring points of P. 

(ii) If R1¢P 3 then from (i) and (P6) we have 

R2P3oR1P3 .or p 1op 2 . Contradiction. 

(iii) This follows immediately from (i) and (ii). 

We now show that p3 is our desired line. Let R3Ip3 . 

We must show R3~P. If R3oP, then P1¢R3 , for otherwise 

that P1oP3 . Contradiction. 
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p3oPP1 . Hence p 2op 3 . Contradiction. 

(2) The 1st part follows by duality. Now suppose 

the second part is false. Then there exists S such that 

SI! and PoS. Choose RI! such that R¢S by Theorem (1.3.1)(1). 

Then R¢S and PoS imply PRoSR by (P6). But 1 =SR. 

Contradiction. 

, then there----­
exists Qt: +P s~ch !hat P¢Q and Q¢S for each SIR.. 

PToof. 

satisfying (P3). By the Lem~a there exists 


such that R¢X for eac:h XIP. Let R = for instance.
pl' 

Then applyinr; the Lemma again, there exists Qt:{P2, P3, P4} 

such that Q¢X for each XIL Since Q¢R it follows that 

P¢Q or P¢R. and this is our desired point.
J 

the fol lowing_ 

(1) tom. 

(2) 

(3) 

For 

Fo1· 

each QI 1, 

each Pim, 

there exists Pim such--- ­
\, 

there exists qrin; ;;_u0-

~hat PoQ. 

that PoQ. 

Proof: We first show (1) is equivalent to (2). 
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(1) =>C 2). Let tom. Take QI L Choose 

- ---gt¢Q-	 such that g¢£ by the dual of Theorem (1. 3. I) (1). 

Hence Q = g A R.. Then R.om and t¢g imply there exists 

P such that P = m"' g and PoQ by (PS). 

(2) =-/(1). Let RIR., m. Now by Theorem (1.3.1) (1) 

there exists Q such that QIR. and Q¢R. By (2) there 

exists P such that Pim and PoQ. By (PS), PRoQR or 

moL 

Clearly in the same fashion we may show (1) is 

equivalent to (3) and hence our Lemma is proved. 

Remark (1.3.1). If J(, is an affine H-plane, 

then in the above lemma, (1) is equivalent to 

(2) and (3) con. 6 in frL 

Lemma (1. 3. 3). .!i R.., me: i , then there ~xis ts 

R such that for each ke:\DR, k¢R. and k¢rn. Moreover 

R¢X for each XI R. v m. 

Proof. We consider two cases. 

Case (1): R..om. 

By Lemma (1.3.1)(2), there exists R such that 

ke:¢R implies k~R... Since torn, 1¢m is also true. 

Case (2): R..¢m. 


By the dual of Theorem (1.3.1)(1), there exists 
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-{t1 , t 2 , t 3} such that ti¢tj; i r; j; i, j = 1, 2, 3. 

Now there exists t€{ti, t 2 , t 3} such that t¢t, m. 

For suppose t 101. Then t 2 , t 3¢1. If t 2om, then t 3-m. 

Hence choose t£¢A such that t¢1, m. By Lemma 


(1.3.2), there exists. B such that B¢S for each Sit 


artd RI!. Choose C such that Cit an~ C¢A. 


Claim. {A, B, C} satisfy the conditions of 


Lemma (1.3.1). 


By choice A¢B¢C¢A. Also by choice 1¢t or 

AB¢AC. We must show BC¢1, t. Suppose BCot. Then t¢1 

implies AoR by (PS). Contradiction. Similarly BCo1 

implies the contradiction, AoC. Hence by Lemma (1.3.1)(2), 

C fulfils the demands of the lemma. 

Definition (1.3.3). For each 1£~ , define 


E(1) = {Pl there exis~mE l such that mot and Pim}. 


and ?£. (!) = <~f (t), t. (!),I , ll> where 


~ (t) =:W' r (1), t (1) = {m "' ~ (t) Ime f:. } , 

m ":W (t) H n ,.:W (t) iff there exist~P such that PU,, 


m, n and Pim A 1f (t) iff Pim and PE 1-P (t). 


Remark (1.3.2). r(t) = {Plthere existSQ such 

that QoP and Qit}. 
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Proof: Let {P!there existsQ such that QoP 

and QI!}= T. From Lemma (1.3.2), it immediately 

follows that E(t) S T. Conversely let PET. Hence 

there exists Q, QoP, such that QI!. Suppose P~E(t). 

Then for each te:ct>p, t¢t. It fol lows from Lemma 

(1.3.1)(2), that P¢S for each Sit. Contradiction. 

Lemma (1.3.4). Let te: t_ Then we have 

(1) If Pe:E (t) and Xs l"f> (9..), then P¢X. 

(2) .!i_ mot, then r(m) = r(t). 

(3) m ,.. 1? (t) = ¢ iff mot. 

Proof: (l)han immediate consequence of Remark 

(1.3.2). 

(2) This follows immediately from 

Lemma (1.3.2). 

(3) If tom, then rn ,.. \? (t) = fj because 

of (2). 

Conversely suppose t¢m. Then hy Lemma (1.3.2), there 

exists P such that Pim and P¢S for each SI!. Hence 

P e:m /\ 1P (t ) . 

Theorem (1.3.2). [Kl) Let tJ:. be a projective 

H-plane. Then for each te: t , (£. (t) is an affine H-plane. 

Proof: We must show <R. (£) satisfies (Al) to 
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(A8). (Ai) follows from (Pi), i = 1, 2, 3.(A3) follows 

from Theorem (1.3.1)(2). For the rest of the proof, 

1let g ::: g A 1? (9_) • 

(A4). Let g',.. h' F ~. Put XIg', h'. Then 

g'~h' iff g¢~. For, clearly g¢h implies g'¢h'. Con­

versely if g'¢h' there exists Qig' such that Q¢S 

for each Sih'. Thus by Lemma (1.3.4)(1)~ Q¢S for each 

Slh. Hence g'¢h' iff g~h iff gl\ h = X. 

(AS) and (A6) follow easily frwm (P6) and 

(PS) • 

(A7) . Let g' 11 h I; Plg It j I ; and g I ¢j I • 

From (A4), p = g'A j I • We show h¢j. If hoj, then h = j . 

Hence p :: g =h,.g. Now g 1 1\ h' implies there existsj " 
-- -R such that Rig, h, L Hence R = g,.. h = p or PoR. 

But by Lemma (1.3.4) (1) 1 P¢R. Thus h¢j and soh'¢j '. 

Let S = h" j. We must show s{r (1), and hence h'" j' ~ 

~. Assume Se:I(l). Then there exists m, mo1 1 such that 

Sim. Hence S = i Ah. But RI.t, h. Hence Ros. Since 

P¢R, it follows that PRoPS or jog. Contradiction. 

(AB)_. Let Pe: if>Ct) and g'e: cf..(!). Then there 

exists T, such that T = g~ 1, by Lemma (1.3.4)(3). 

Then P¢T. Let m = PT. Hence m' \\ g' and Pim' . To show 

m'is unique,let t'll g' and Pit'. Then from the properties 



38 

of Lemma (1.3.4), g~ m = tA g = T, and hence m =PT= t. 



§1.4. Projectivities of Pr~jective H-planes 

In this section, we generalize a result found 

in Pl on page 9. 

De fin~ t ion · ( 1._ 4 • 1 ) • Le t t , me: ~ . s6 R i s 

call e<l a per spec tivi ty_ with centre R from 9, to m iff 

kept, m for each ke:cpR and cpR: t+m is the mapping cpR(P) = 

PR I\ m. 

<PR is defined since ~r_ Lemma (1.3.3), R<j>X for 

each XLt v m. r-.foreover <PR is clearly a bijective map who~--- . -· ----- - . 
R -1 R -1 inv er s e i s (cf> ) : m+9, , ( cp ) ( Q) = QR /\ L 

Lemma (1.4.1). For anr._ two lines 1, m, there 

exists ~ perspectivity cpR: 9,+m. 

Proof: This is an immediate consequence of 

Lemma (1.3.3). 

Lemma (1.4.2). Each perspectivity ~R: !+m 

has the property XoY iff cpR(X)o¢R(Y). 

- 39 ­
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Proof: Let XoY. By (PS), RXoRY. From the 

choice of R, we have RX¢rn. Hence RX" mo RY" m or 

•R(X)o<t>R(Y). Since (<PR)-l is essentially the same as 

<PR, structurally, we also have <j>R('t)o<PR(Y). wh:i.ch implies 

XoY. 

Definition (1.4.2). <f>:l+m is called a proj~_ct-

ivity of_ order n iff <fl is a finite chain. of n perspcctivities 

{~ . } 1: whe r e "' . : 1 . 1+ t . , i = 1 , • • • , n . .+. : 1+m1 i= 1 ~l 1- 1 ~ 

is called a projectivity iff ¢> is a projectivity of 

order n for some n. 

PJ(t) = {¢j<P: 1+1, is a projectivity}. 

PJ(l/o) = {¢!¢: t/o+l/o, is a projectivity} 

where l/o = {PIPii}. 

Remark (1.4.1). Each projectivity has the 

property XoY iff ¢(X)o¢(Y). 

Proof: This is an immediate consequence of 

Definition (1.4.2) and Lemma (1.4.2) .. 

Theorem (1.4.1). The following are true. 

(A) 	 PJ (1) is ~ group under composition, foE_ each 9.£ f. . 

(B) 	 The map h: PJ(9..)-?PJ(l/o), defined~ h(¢) = ~ 

such that ¢(P) = -¢(P), !_~a onto group homomorphism. 

-Moreover, x 9.. ocp = <t>ox l' for each ¢ £PJ (.9..) • 

(C) 	 The kernel of h = K(l) = {<t>l<PCP)oP, for each PI1}. 

Hence PJ(l)/K(.9..) ~ PJ(.9../o). 
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Proof: (A) PJ(t) is clearly closed under 

composition and is associative. Since each perspectivity 

is (1 - 1) onto, so is each projectivity. Finally if 

R¢X for each XIl, then ~R = the identity map. 

(B) ¢ is well defined>since if Pi, P2I1, 

P1oP 2 , then ¢(P1 )o<t>(P 2), and so ¢CP ) = <t>(P 2).1

R 
Let ¢ =(cj> n By induction on n, 

R 

and some easy computations, it follows that h(~ n 


R R
(q; n ¢ 

1 )~ Hence h(¢)c'PJ(t/o). Since 

s s R1= (<!> n ct> ct> m .... 

by the ahove remark, it follows that h is a_homomor-
R R 

phism. his onto, since if ct>=(¢ n ¢ ~E:PJ(l/o), 

then R.tt. 1v 9,. and hence R.¢X for each XIt.v t. 1 ,1 1- 1 R. 1 i 1+ 

i = 1, ... , n. Thus ¢ 1 E:PJ(1), i = 1, ... , n. It 
R R 

then. follows that(ct> n <fl 
1~PJ(l) and 

R R R R 
,1 (.+. n .+. 1) =(.+. n .+. 1). p· ( )()1 ~ ~ ~ ~ 1na11y, ¢ P =x1 

x.1 Cct>(P)) = dl(P) = ¢CP) ={¢ xR)CP). 

(C) This follows by some easy calculations and a 

well known theorem from group theory. 
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Definition (1.4.3). Let Ghea group of auto­

morphisms on a set X. Let ~ be an equivalence relation 

on X. G is n-ply-~ransitive with respect !o e iff for 

each pair of n-tuples, (a1 , ... , an), (b1 , ... , bn) 

of X, such that ai ff.aj; hi'efbjj it- j ~ i, J -· 1, .. ., n, 

there exists gcG such that g(ai) =bi, 1 = 1, ... , n. 

Let A, B, CH.. 

anc!_ A', B', C'I£.', sucl}_ that A¢.B¢C¢A ~n£. A'¢R'¢C'¢A'. 

Then there exists~ projectivity]\9£ order < 4 such 

that A(A) = A ' , A ( B) = B ' and A ( C) =• C ' • 

Proof: We consider two cases, each with three subcases. 

Case~_jl): t¢t'. 

_QA)~ A= A'. This implies that B¢B' and 

C¢C'. For suppose BoB'. Then A'¢B' implies A'B'oA'B. 

Since A= A', we obtain 1'ot. Contradiction. Similarly 

c¢c'. 

Claim (1). (a) BB'¢1,t' and CC'¢t,t'. 

(b) 	 BB I ¢CC I • 

(a) 	 If BB'ot, then t~Q.' implies that t,. t'ot',., BB'. 

Hence A'oB'. Contradiction. The rest of (a) 

follows similarly. 
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(b) 	 If BB'oCC', then BB'¢1, by (a). It follows that 

BB'~ loCC'A 1 and so BoC. Contradic~ion. 

In view of Claim (1) (b) 
! 
we may define S = BB" A CC'. 

Claim (2)_. (a) S¢B, B'. 

(b) 	 s¢x, for each XI 1" 1' . 

(a) 	 If SoB, then B~C implies BCoSC or loCC'. Contradiction 

to Claim (l)(a). Similarly S¢B'. 

(b) Suppose there exists X, XI!, such that SoX. Since 

S~B, we have SBoXB or BB'o1. Contradiction to Claim 

(l)(a). Similarly if there exists X, XI!', such that 

SoX, then BB'o!', which again contradicts Claim (l)(a). 

5The perspectivity ¢ : l+l' then satisfies the 

claim of the lemma. 

(IR): A¢A'. Since 1¢1', we have AA'¢1' 

(>r AA' ¢L Without loss of generality let us assume 

AA' ¢9.' • Then 1et P = 1 A R.' • Thus A¢P, for otherwise 

Ar/JA' implies AA'oA'P or AA'ol'. Now choose a.e:q>A such 

t:ha t a¢AA' , AB. Hence a~A' B' • Otherwise, a A 1011\l' 

or AoP. Contradiction. Choose s1IAA' such that 

s1¢A, A'. 

Claim (4). s1¢x, for each XIl'v a. 

If there exists XI!' such that s 1ox, then 

s 1 ~A' implies S1A1 0XA' or AA'ol'. Contradiction. 
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Also if s1ox, XIa, then AA'¢a implies AoS1 . Contradiction. 
s 	 s 

Thus we may define ¢ 1 : t'~a. Clearly ¢ 1 (A') =A. 

Claim ( s) • (a) B¢X for each XI a and C\6X 

for each XIa. 
s 	 s

1(b) cf> 	 (B')¢B and <P 
1 (C')¢C. 

s s 
(c) B~ 1 (B')¢C¢ 1(C'). 

(a) If there exists X, XIa, such that BoX, then 

a¢1 implies AoB. Contradiction. Similarly if there 

exists X, XIa such that CoX, then AoC. 

s1 
(b) This follows immediately from (a), since~ (B'), 

s 	 .1
4> (C' ) I a. 

s s 
(c) 	Suppose B 4> 

1 (B')oC¢ 1 (C'). Since 1¢a, it follows 

s s s 
that 	B¢ 1 (B')¢a or B~ 1 (B')¢1. If B¢ 1 (B')¢a, then 

sl sl 
,~ (B')ocp (C'). Hence B'oC' by Remark (1.4.1). Contra­

s 
diction. Similarly if B¢ 1 (B')¢1, then BoC. Contradiction. 
Thus (c) is provea. 

In view of Claim ( 5) , we may define 
s s 	 s 

c,) 2 = B<P 1 (BI) /\ C<f; 1 (CI) • Let = Bet> 1 (BI) andjl 


s 

= C¢> 1 (CI) •ml 

Claim (6). 

If s2oB, then B¢C implies tos 2c and so tom1 . Then 
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s1--cxsH.' implies 1 /\ cxoml" a. r; us Ao¢ (CI). Since 

s s s 
(~ 1)-l(A) =A' and (~ 1 )-l~ 1 (C') = C' we have A'oC' 


by Remark (1.4.1). Contradiction. Similarly s 2¢c. 


s s s 

Now suppose s2o¢ 1 (C'). Since B'¢C', ¢ 1 (B')¢¢ 1 (C') 

sl
and so s 2¢ (C')oa. Thus m oa . Then i¢a implies

1


that l" ao! " m j and so AoC. Contradiction. Similarly 


s1 s2o¢ (C') implies the cofitradiction AoB. 

Claim (7). (a) j 1 ¢m 1 ~ 

(b) s2¢x for each XIR. v a. 

(a) If j 1om1 , then since £¢a, j 1 , m1¢1 or j 1 , m1¢cx . 

If j 1 , m1¢ a, then BoC. If j 1 , m1¢a, then 

s s 
• 1 (B')o¢ 1 (C'). In both cases we obtain·a contradiction, 

s s 

since B¢C, and¢ 1 (B')¢¢ 1 (C') by Claim (6). 


(b) If there exists X, XI!, such that s2ox, then s2¢B 


by Claim (6), implies s2BoBX or j 1011 . By (a), j 1¢m1 

and hence j_1 " m1o! /\ m1 . Thus s2oc. Contradiction. 


If there exists X, XIa, such that s2ox, then since 


s1 s1 sl 
s2¢¢ (B'), by.Claim (6), we have s 2¢ (B')oY¢ (B'). 

Hence j 1oa. Since j 1¢m1 , it follows that j 1 ,... moa. A m1 and 
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s1 

so s2o<t> (C'). Contradiction. 

Thus, in view of Claim (7), we may refine 

the per~~~ctivity ~ 
s2 : t~a It easily follows ~bnt 

s 
4> 2 (A) = A; 

t-+i I • Hence 

s 
A(A) = (¢ l)-l (A) = A'; A(B) 

•and A(C) =(Q51 )- 1 (~ 51 cc 1 )) = c I 

_(IC)~ AoA' but A-4A' • Choose a£~B such that 

1:x¢t ,t'. Let A", C"Ia such that B¢A", C" and A"¢C". 

Apply (IA) to (B, A, C) and (B, A", C") • Hence 

there exists A1 : t-+a such that A1 (B) = B, A1 (A) =A" 

and A1 (C) = C". Now A"</JA'; for if A'oA", then AoA' 

implies AoA". But A"¢R, and so A"BoAB. Thus toa. 

Contradicti.on. Thus we may apply (IB) to (A', R1
, C') 

and (A", B, C"), to obtain A2 : a~t' such that 

A (A") = A', A (B) = B' and A (C') = C'. Hence2 2 2 

A = A2oA 1 is our desired projectivity. 

Case (II): £ot'. Choose a£<f>A such that «ft. 

(IIA2~ A"" A'. 

Choose T, such that T¢X, for each Xliva by Lemma (1.3.3). 

Then define B" = a A TB and C" = a. 11. TC, which exist by 

the choice of T. Apply (IA) to (A, B, C) and (A, B", C") 

http:Contradicti.on
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to obtain A1 : £.+ex such that 11. (A) = A, A1 (B) = B"1 

and A1 (C) = C". We must show A¢B"¢C"¢A, however, to 

use (IA). Now since B¢C, then A1 (B)¢A 2 (C) and so 

B"¢C". Also A¢B, C, implies A (A)¢A (B), A (c), and
1 1 1 

so Ar/J, R", C". Again by (IA), there exists A2 : cx+Q.' 

such that A2 (AJ =A, A2 (B") = B' and A2 (C
11 

) = C'. 
Thus A = A2.A1 is our desired projectivity. 

(IIB). A¢A'. Choose A."' such that A"¢X for 

each XI t. Define ex = BA". By the choice of A", A"¢A 

and cx¢t. Choose C"Io. such that C"¢A", B. Apply (IA) 

to (A , B , C) and (A" , B , C" ) to ob ta in A : R. +a such1 

that A1 (A) =A", A1 (B) = B, and A1 (C) = C". Now since 

£oR.', A"¢X for each XI1'. Thus in particuiar A"¢A'. 

Also cx¢1'. Thus by (IB) there exists A2 : cx+i' such 

that A2 (A") =A', A2 (B) = B' and A2 (C") = C'. Hence 

A = A2oA 1 is our desired projectivity. 

(IIC). AoA' but A f A'. We choose A", a 

and C" as in (IIB). Then we use (IA) and (IC) to 

obtain our desired projectivity as in (IIB). 

Corollary. P.J(i)is tri P.lz-transitive ~ 

respect ~· o~, for .each R.£ ;!: . 



CHAPTER 2 

Algebraic Prerequisites 

In this section we list, for convenience, algebraic 

results we will quote later. We shall give 

proofs only when the result is new. 

2.1. Monoids. 

Definiti.on (2.1.1). (a) A pair (M,·) is called 

a monoid iff M is a set,• is an associative binary 

operation and there exists lEM such that x•l = 

l•x = x for each xEM. 1 is called the unit of M, and 
is uniquely determined by this property.-we write xy for x.y. 

(b) y is a ~ of ~ 

monoid M iff xy = yx = y for each xeM. 

If M has a zero, it is clearly unique. 

(c) S is a submonoid of 

M iff S•S ~-·s and lES. 

(d) S is a right (left) ideal 

of Miff SM SS (MS SS). Sis called an ideal iff S 

is both a left and right ideal. S is called a proper 

ideal iff S # M• or equivalently liS. 
' 

- 4 8 -

http:Definiti.on
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(e) S is called a rn&ximal left (right) ideal 

or a maximal ideal iff (i) S is proper. 

(ii) If I is a left {right) ideal 

or an ideal such that S S I ~ M, then I = S or I = M. 

(f) If M is a mono id, M* = {m j there exists ~EM such that 

srn = ms = lj 

is called the set of units. Clearly for each m£M 

there exists iltrriD3t one s such that sm = rr.s = 1. If 

-1 ms= srn 	 = 1, we write s = m • 

M* is clearly a group. 

Lemma (2.1.1). Let M be a rnonoid and {I } I 
~- -- - ~-. a a£ 

a family of left (right) ideals £!. ideals. Then 

u J and n J are both left (right) ideals or 
a a -- a a -- --- - ---- -­

ideals. 

Lemma (2 .1. 2)_. Let M be a monoid. Then cverv 

proper left (right) ideal £!, ideal is contained in a 

:maximal left (right) ideal ~ id<:!al. 

Definition (2.1.2). Mis called a local monoid 

iff M has &'tinique maximal ideal. 

The notion does not appear in the literature, 

I believe, hut"it parallels the concept of a local ring. 

Lemma (2 .1. 3). Let M be a mono id and tTl = <CM*.---·­
!f 'l"rt is ~ ideal, then M is~ ~ocal monoid and -rn. is 
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its unique maximal ideal. 

Proof: Since -rrl. is an ideal and 1 ~In., there 

exists a maximal ideal J such that lTl S J. Bence 

maximal ideals exist . 

Claim. If J is any maximal ideal, then J =1'1"< 

We show J £ lTl If this is false there exists x, 

xe:J \ '111. • Hence xe:M* and so 1 = xx - l e:JM S. J ~ Contra­

diction. Thus J ~IR S M and so J ="lTt. 

Definition (2.1.3). Let Mand L be monoids 

f: M+L is a monoid homomorphism iff 

(ii) f(l) = 1. 

Lemma (2.1.4). Let f: M+L be a monoid homo­

morphism. Then (1) f [M*J ~ L*. ~n fact -1
f(m ) "" 

-1
f (m) • 

(2) If S is a submonoid of Mt, then 

f[Sj:...is a submonoid of L. 

(3) Ker f' = {m If (m) = 1} 

is a submonoid of M. 

(4) f IM*: M*+L* is a group homomorphism. 

We next introduce the concept of ~n-ary-

8lgebra, which is just a special universal algebra. 

The next result on universal algebras in general can be 
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found in Gra tzer' s book, [Gl .J . 

Definition (2.1.4); The pair (K, T) is called(Jn 

n~ary-algehra iff K is a set _and T is a map from 

Kn into K. S is a sub-algebra iff rr._sn] S S. 

Clearly a monoid is a 2-ary-algebra. 

Definition (2.1.5). Let A= (K, T) be an. 

n-ary-algebra. Q ~ K x. K is a congruence_ £E_ A. 

iff: 

(i) Q is an equivalence relation_; 

(ii) If aiQ bi, i = 1, ... , n, then T(41, ... , an) g 

T(h 1 , ... , bn). Let t_x] = {yj(x, y)E: fJ }. 

Lemma (2 .1. S). Let 9 be ~ congruence ~ ~ 

n-ary ..algebra A. = (K, T). Then A I e = (K/ g , T
0 

) 

is als~ ~nn-arr.-algebra with operations defined by 

If ,{, is ~- mono id, then the unit of A / e is [1] . 

Definition. f: (K, T)->(L, H) is ·ar. n-ary-algebra 

~omomorphism iff f(T(a 1 , .•. , an))= H(f(a 1), ... , f(an)). 

Lemma (2.1 •.6). Let f:). =-(K, T)-'> f == (L, H) 
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be an n-~-algebra homomorphism. Define a Q fb 

iff f(a) = f(b). Then 9f is a congruence and 

A I e f ~ fl.A] 

Corollary. If f: M+L is a monoid homomorphism, 

then M* /Ker (f) n M* ~ f \.M*] . 

Proof: This follows from the lemma and Lemma 

(2.1.4) (4). 

Terminology: We give the definition of a uni­

versal algebra from [Gl] for later use. 

A universal algebraic type is a family A = 

C\:t)ci£I of ordinal numbers. ·An algebra of type >.. is a 

pair (A, f), where A is a set and f = (fa)a£I is a family 

of maps f : A-->A. 
a 

Each fa is called a \:~ -an:-operation_. If >..a = O, 

then AO = {¢} and usually one writes a = £0 (¢) for f 0 . 

For example, in a group G, the unit, e, is a 0-ary opera­

tion. 



---

2.2. Local Rings 

The following results are taken from Lambek 1 [LO]. 

Throughout this section L is an associative ring with 

0 :/ 1. 

Definition (2.2.1). Let L be an associative 

ring such that 0 r 1. 

(a) h£:L is a left (right) sided .zero divisor 

iff there exists meL, rn ~ 0, such that mh = 0 (hm = 0). 

(b) hcL is left (right)_ invertible iff there 

exists m~L such that mh = l(hm = 1) of Le 

U ·(u.) Ls the~ of left_ (right) invertihle elements. 

h is called a unit of L iff h is both right and left 

invertihle. U is the set of units. 

(c) T is a left (right) ideal of L iff 
~~ ---~,~~ -~~ 

(i) I + I =: I. 

(ii) LIS I (IL~ I). 

I is an ideal iff it is both a right and left ideal. 


I is a prop"eT left (right) ideal or ideal i ff I =I L,; Le.-> 


i ff l~ I. 


. 
(d) I is a maximal left (right) ideal iff 

(i) I is a proper idealj 

-53 ­
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(ii) If J is a left (right) ideal or ideal such 

that I S: J S L, then J = I or J = L. 

Notation: 	 D+ = set of right-sided zero divisors. 

D = set of left-sided zero divisors. 

Do = D+nD _. 

= set of non-right invertible clements.TC+ 


T( = set.of non-left invertible elements. 


11 :: set of non-units. 


Lemma (2.2.1). The following are~· 

(1) 	U = U+t~U- and -n_· =T( + ~ 11. _. 
(2) 	 For every proper left (right) ideal I, I c T( _(I ~TI+). 

Hence for every_ proper ideal I, I <;. T1. • 

(3) D S 1( 	+; D+ S.lt _and D S-rt .
0 

Definition (2.2.2). J(L) = n R, (Risa maximal 

ri~ht ideal) , is cal 1ed the Jacobson radical of L. 

Theorem (2.2.1). The following~~~· 

(1) .J(L) = {rll - rstTI+ for~ scL}. 

(2) J(L) is a proper idea~. 

(3) J(L) is the largest ideal K such that for each 

rcK, 1 - r is~ ~nit. 

(4) 	 J(L) = n M, (M is ~maximal left ideal) 

for each scL}. 
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The next theorem is state~but not proved, 

in Lamhek's bo6k. We shall exhibit a proof here and 

use it to derive some additional results: 
./ 

ct. LLo])p.lS . 

Theorem (2.2.2). The following are equivalent. 

(1) L/J(L) is ~ divi..:<;_ion ring. 

(2) L has a unique maximal right ideal.--- -- --- --- ---.-­
(3) Thci:_~ exists ~ P.!oper ideal I such that -fl S I. 

(4) ll is ~proper idea!._. 

(5) For each he:L, either h~TL or 1 - ht Tl 

Proof. (1) '"'"') (2J... We show for every maximal 

right ideal, R, R = J(L). If this is false, there exists 

a maximal right ideal R such that J (L) .~ R. Hence 

we may choose xe:R' J (L). Thus x + J (L) :J J (L). Since 

L/J(L) is a division ring, there exists y such that 

xy + J(L) == 1 + J(L). Thus 1 - xye:J(L) ~ R. But 

xye:RL ~ R and so le:R. Contradiction. 

(2) =?(3). Let R be the unique maximal ri,ght 

ideal. Hence R = J (L). 

Claim. R is a maximal left ideal. Let I he a- ---- __..,..._ .__..... 

left ideal such that R ~ I~ H. Then there exists 

xe:I'- R = I' J(L). Hence by Theo-cem (2.2.1) (4), there 

exists-·y e:L such that 1 - yxe: Tl _. 

http:LLo])p.lS
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Claim. 	 1 - yxe:: ll +· 

If this is false, then 1 - yxi TI +· Hence there 

exists ue::L such that (1 - yx)u = 1 or 1 - u = (-yx)u. 

We now claim that Uf n +. If ue:: ll.. +, then uL is a 

proper right ideal. Hence ue::uH SR. Thus 1 - u = 

(-yx)ue::LR S R. This implies le::R. Contradiction. 

Therefore there exists VEL such that uv ~ 1. It follows 

that 

v = l•v 	= ((1 - yx)u)v =( 1 - y:x:)(uv) 

= 1 - yx. 

Thus u(l - yx) = uv = 1 which implies 1 - yxe:: 11. 

Contradiction. 

From the claim it foliows that (1 - yx)L is a 

proper right ideal and hence (1 - yx)e::(l - yx)L S R ~ I. 

But yxe::LI ~I. Hence lEI and so I = L. Hence Risa 

unique maximal left ideal also. 

Next we show 1l S J (L). Since J (L) is a proper 

ideal by Theorem (2.2.1)(2), our result will be proved. 

Let xe:: ll . Then xe: 11 + or xe: 11. Hence xH is a 

proper right ideal and xH S J(L) or Hx is a proper left 

ideal and Hx ~ J(L). In both cases, xe::J(H). 
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(3) =">(4). Let I be a proper ideal such that 

(l S. I. If 11. ~ I, then there exists XE:! '-It . 

Hence xeU and so 1 = xx- 1cIH S. I. Contradiction. 

( 4) .,.__..,,...., ( 5 )_. Let T( be a proper ideal. Suppose 

there exists hEL such that he f(. and 1 - he It . Then 

lcll. Contradiction. 

(5)=>(6). This follows easily since 11 + S Tt.. 

( 6) --'? (1 ) . Assume condition ( 6) •. 

Claim. (i) Tt c. J(L) and so J(¥) = -Y-t +·+ ­

(ii)11 _ S J (L) and so -n - = J (L). 

Let XE Tl +. Then xyc ll + for each yEL. By ( 6) , 

1 - xy~ T{_ + for each yeL. Hence xeJ (L) by Theorem 

(2.2.1)(1). To show TI_ SJ(L) it is enough, in view 

1of Theorem (2. 2 .1) ( 4) , to show for each hEL, h~ 1( _ or 

1 - ht )-l -. 
Let hc:L. By ( 6) , hf ll. + o~ 1 - hi l1 . 

+ 

Suppose 1 - h{:: l(. +· Then there exists uE.L such that 

(1 - h) u = 1. Hence 1 - u = - hu. We now show ut n +. 

If ue11 +'then UEJ(L) by (i). Hence -hu = 1 - ucJ(L) 

and so leJ(L). Contradiction. Hence there exists v 

such that uv = 1. Thus v = 1 v = (1 h)u v = (1 h)(uv) = 

1 - h. Therefore u (1 - h) = uv "' 1 and so 1 - hf 11 _. 
Similarly h~ n + implies ht 1( It follows that h~ t( 
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or 1 - h\: n Now we show (1). Leth+ J(L) # J(L), 


and so h~J(H). By Theorem (2.2.1) parts (1) and (4), 


and the above claims, there exists y1 such that 1 - xy1E1l + = 


J(L) and there exists Yz such that 1 - y2xE11. _ = J(L). 


Hence xy + J(L) = 1 + J(L) = y 2x + J(L). Therefore
1 

L/J(L) is a division ring. 

Definition (~.2.3). Lis called a loca!_ ring 

iff one of the conditions of Theorem (2.2.2) ·is satisfied. 

Th.~ nut theorem is a consequence of Theorem 

(~.2.2). Since it is not explicitly stated in~O] J 

we prove it here. 

Theorem (2.2.3). The following statements are 

true. 

(1) L is local !.!£11 i:~ ~ unique maximal ideal. 

(2) If Lis loca1 -n. + = Tt. _ =11 = J(L).1 

(3) If· L is local, L/-n is ~ div~_s.!~ ring. 

Proof: (1) If Tl. is a unique maximal ideal, 

then Lis local by condition (4) of Theorem (2.2.2). 

Now let L be a local~ By condition (4) of Theorem (2.2.2), 

fl is a proper ideal. Let -ni. be any maximal ideal. By 

t~mma (2. 2 .1) (2), Ti\~Tl Since Tl is a proper ideal 

cind iT\ is maximal, l11 =11. . Thus Tl is a unique maximal 

ideal. 

(2) Let L be local. From (6) ....-;:)(!),of 
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Theorem (2.2.2), 11 +=Tl_= J(L). Thus since Tl= 

Tt + u fl _, we have our desired result. 

(3) This follows from (2) and condition (1) of 

Theorem (2.2.2). 



CHAPTER 3 

Dilatations of Affine H-Planes 

In this section we quote some results fyom LLU, 
as well as adding some new ones. We wiil include 

proofs of theorems from l_L11 only when the proof as well 

as the statement of the theorem is to be used later in 

this thesis, or when we have a new or improved proof. 

Notation: A will denote a pencil henceforth. 

3.1. Dilatations 

Definition (3.1.1). Let~ = <1? .p 'I.\\>' q..., 

be an affine II-plane. A function CJ: 1P -> 1( is called 
? a a a dilatation iff for each gE ~ , if P, Qig, then P IL(Q ,g), 

. IV 0
where for any XE ll x is the image of X under Ci • 

Definition (3.1.2). Let~ be an affin~ H­

plane. 

PE 1\> 
For each 

Clearly i and Op, for any p, are dilatations. 

Throughout this chapter we are dealing exclusively with 

an affine H-plane Cf?. We next prove an elementary 

60 
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lemma, which was never explicitly stated in [L~, even 

though it was used there. 

Lemma (3 .1 .1) . The ~al lowing ~ ~~· 

(1) 	 If a is a dilatation and s1os2, then S~os~· 
-1(2) 	 If a is a dilatation with an inverse a , then 

cr-l is also a dilatation. 

Proof: (1) Let s1os 2 . Then there exist g, h, 

g # h, such that s 1 , s 2rg, h. Since a is a dilatation, 
(J (J (J 	 ,..,, (J

SI 	 IL(Sz, g), L(Sz, h). Let g = L(Sz, g) and 
1-.J CJ 	 (V rJ 
h = L(S 2 , h). Then g 1- h, otherwise g II h and 

a a = ~. Contradiction. Thus s1 , s2 Ig, h and 

Case (1) ! 9.1tQ.2. Then since (J is surjective there 

exist Pl, p2 such that p~
1 

= Q.; i 
1 

= 1, 2. Also P1¢P2 

by (1) . Since a is a dilatation, P1P2l\Q1Qz and so 

-1 -1 
P = Oa IL(Q0 

)1 -1 2 g . 

Case (2)! Q1~2 . Choose Q3Ig such that 

Q3¢Qi: i = 1, 2. Then there exist , as in Case (1), 


P1 , P2 , P3 such that P 3 ~P1 , P2 and P~ =Qi; i = 1, 2, 3. 


Thtls by Case (1), P1P3UQ1Q3 and P2P3llQ 2Q3. Rut 
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cr-1 
and so {Q1 g) • 

Remark (3.1.1). Assume R. = PQ and S¢X for each 

XI1. Then SP¢SQ. 

Proof: If SPoSQ, then since t¢SP, by the 

choice of S, it follows that PoQ by (A6). Contradiction. 

Remark (3.1.2). Assume 1 = PQ; S¢X for each 

XI1; and RoM for sbme MI1, where R is any point. Then 

R¢X for each XIPS or R¢X for each XIQS. 

Proof. Assume our claim is false. Then there 

exists X, XIPS,such that XoR and there exists Y, YIQS 

such that YoR. Thus XoY. Since PS¢QS by Remark (3 .1 .1 ),, 

it follows that So X, Y by (A6). Since RoX, it follows 

that Ros. But RoM. Hence SoM for MI1. Contradiction. 

The next theorem determines in its proof the 

structure o·r a dilatation. 

Theorem (3.1.1). [Ll]. Every dilation a is 

uniquely determined by its action ~ ~ two points 

P, Q such that P0Q. 



------

63 

Proof: Let R be any point such that R # P, Q. 

Let 9. = PQ. 

Case (1): R¢X for each XI9.. Hence R¢P, Q. 

Define g =PR and h =QR. By Remark (3.1.1), g~h. 

From Lemma (1.1.14), Ag¢Ah. Now define g = L(P
(J 

, g) 
(J

and h = L(Q , h). Hence Ag¢Ah and so there exists S 

such.that S = g,. h. Since <J is a dilatation, R
0 r g, h. 

(J

Thus R = S. 

Case (2) ~ There exists M such that RoM. 

Choose S such that S¢X for every XIt, by Lemma (1.1.6). 

From Remark (3.1.1) and Remark (3.1.2), R¢X for each 

XIPS or R¢X for each XIOS. Then we may apply Case (1) 

to P and S or Q and S to find T such that r 0 = R. 

Theorem (3.1.2) [t11. Let cr be a dilatation and 

P¢Q. 

(1) If Pcr ¢Qcr, then cr is bi iective.-- - '"---­

Proof: We shall not prove (1). We will deal with 

(2) as it t~. here Lemma (3.1.1) was used, even though it 

,,.,,as no t men ti onecl in [L11 . I f ( 2) i s fa 1 s e , then there 

exists S such that P<J¢d1
• By Lemma (3.1.1)(1), P¢S. 

-1Thus by (1) and Lemma · (3 .1.1) (2), cr has an inverse cr , 
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which is a dilatation. Then °aoQ
0 

implies by Lemma 
-1 -1

0(3.1.1)(1) that {P = (Pa)a }o{(Q0 
) = Q}. Contra­

diction. 

From the above theorem we prove the following 

additional corollaries. 

Corollary (1). Let a be a dilatation such that 

P~Q. Th~- following_ ~ then ~uivalent. 

(1) p 
a¢0a .. 

(2) a is bijective.
' ,_ ~ 

(2) =/(3). 

a a
( 3) :=::::.)(1) . Suppose P oQ . By (2) of 

a a a
the theorem, P oS for each S. Choose R, R¢P . Since 

a is onto, there exists S such that S
a = R. Thus 

a a
S ¢P . Contradiction. 

a a
Coi:_ollary (2). If a is not surjective then s1os for each2 

Proof: This follows from Corollary (1) and 

part (2) of the theorem. 

Definition (3.1.3). Let a be a dilatation. Then 

(1) g is called a trace of a iff g 
0 S g. 
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(2) 	a is called degenerate if fa is not surjective. 

Otherwise CJ is called ~-de.generate. 

Remark (3.1.3). \.Ll]. Let CJ be a dilatation. 

g is a trace of a iff there exists P, Pig, such that 

a 
p lg. 

Theorem (3.1.3). [LD. Let a be a dilatation. 

Then 

(1) 	 If g and h ~ tra.ces of CJ, and P = g A h, then 

P is ~ fixed point of a. 

(2) 	_!i each 1 ine of ~~ is a trace of a, then a = i. 

(3) 	 P is a fixed point of CJ iff all lines through P are 

traces of cr. 

Lemma (3.1.2). Let o, a dilatation, have no 

Proof: Suppose Ag¢Ah. Then by Lemma (1.1.14) 

there exists X = g.J\ h. Hence by Theorem (3.1.3) (1), 

X is a fixed point. Contradiction. 

Thearem (3.1.4). [uj. If a dilatation o- has 

no fixed points, then a is ~-degenerate. 

Proof: Assume ais degenerate. By Corollary 

(2) 	 of Theorem (3.1.2); ~os0 for all pairs s1 , s2 ..2 
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Choose P and Q such that P0 ¢Q. Hence P0 oQ0 and so 

Qcr¢Q. Let g = QQ 0 
• · By Lemma (1.1.12), there exists 
a

h, h¢g, such that Q Ih. Thus Ag~/\h. 
Now choose R, 

I (J
Rih such that R~P , by Lemma (1.1.9). Since 

(J (J 
::;:R oP we have R¢R

0 
• Let j RR

0 
• Next we show hoj. 

For if this were false, then h¢j and RcroQ0 
\Nolt! d i·nr Iy 

RoR
(J 

by (AS). Contradiction. Thus by Lemma (1.1.13), 

/\hoAj. Also by Lemma (3.1.2), /\go/\j. Hence AgoAh. 

Contradiction. 

Theorem (3.1.5). If o is degenerate with~ fixed 

~nt P, then there exists P1 , P1 f P, P1oP such that 

p; = P. 

Proof: Without loss of generality we may assume 

a ~ op. Now choose Q such that Q¢P. By Corollary (2) 

of Theorem (3.1.2), PoS
(J 

for each S. Choose X such that 

X9ST for each TIPQ by Lemma (1.1.6). Define gl = PQ 

..and hl PX . Then XCi IPX by Theorem (3.1.3)(3). By the 

choice of X, g1¢h1· Since Pig1 , hl, it follows by 

Lemma (1.1.14) that A ¢Ah . Since PoQ0 , there exist 
gl 1 

g 1 , g 2 ; g .,f. g 2 , g 1og such that P, o0 rg 1 , g • Similarly1 2 2 

PoX implies the existence of h1 , h 2 ~ h1 # h2 , h1oh 2 

such that P, ~ 
CJ 

Ih1 , h2 . Hence Ah oAh and A oA by
I 2 gl g2 

Lemma (1.1.13). Thus Ah¢/\ . Define h = L(X, h2)
2 g2 
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and g = L(Q, g2). Hence Ah¢Ag. Thus there exists 

P1 , P = h" g. P r P1 otherwise h 2 = h1.= h; Contra­1 

diction. Moreover P~IL(Xcr, h), L(Qd, g). Hence L(X0 
, h) = 

CJ 	 dh 2 and L(Q 	 , g) = g 2 . Thus == = P. FinallyP1 h2 A g2 
Pop For if this werA not so then~= 0 by Theorem (3.1.1).1 	 . ..,.. ' p 

Contradiction. 

Notation. 	 D = the set of dilatations. 

M = set of degenerate dilatations. 

DP= {a!acD such that Pa= P}. 

0'.16'2 
If a 1 , ~ 2£D, we write for their composition P = 

(12 Cil 
(P 	 ) • 

Theor<:_m ( 3 ~_!:__.__~. The f o 11 owing ~ true. 

(l) D is ~ local monoid with M ~ i~~ unique maximal ideal, 

un~er func_tiona_~ composition. M = U MP • 

p 


(2) 	 DP ~2 ~ .!_9ca1 monoid ~ith a zero element op, and Mp 

its unique ~naximal ide~. 

(3) MP = {alacDP sue~ that PoQ0 for all Q}. 

(4) If P¢Q, .:.~en Dpn DQ = {i}. 

Proof: (1) Let cr 1 , a 2cD. Take P, Qig. Then 
(12 Oz Oz 

OzED implies p IL(Q , g). Let g2 = L(Q 'g). Then 

er 1 ED implies 
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ala2 a2 al a2 al 	 ala2 
P = (P ) I{ L ( Q . = L(Q 'g)}. 

Hence a a	 e:D • Also ie:D and so Dis a monoid.
1 2 1 

To show D is local we invoke L.ernma (2.1.3). 

Since D* = M, we show 7-.f is an ideal. Let a 1£M and a 2e:D. 
al al 

Choose p' 	Q, such that P¢Q. Since ale: M, P oQ by 

Corollary 	(2) of Theorem (3.1.2). By Lemma (3.1.1)(1), 

a a 2a a 2aa1 a 2 1 
a 2 	 1(P ) o(Q ) . Thus P oQ and so a 2a 1e:M hy 

Corollary (1) of Theorem (3.1.2). Thus M is a left 

ideal. Since a1 EM, (Pcr2)alo(Q 2) 1 by Corollary (2) of 
ala2 ala2

Theorem (3.1.2). Hence P oQ or a 1a 2e:M. Hence M is a 

right ideal, and thus an ideal. 

Clearly Theorem (3.1.4) implies M"" Pe:VMP. 

(2) Clearly DP is a submonoid of D. Since M is an 

ideal and DP is a sub monoid we obtain that Mp is an ideal 

as follows~ 

op is a zero element since for each ae:Dp, and each Q, 

ap = p, 
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(3) follows from Corollary (2) of Theorem (3.1.2) 

and (4) follows from Theorem (3.1.2). 

The next theorem wa$ proved essentially by 

Lune burg for .J (T ,-er) type planes, which we wil 1 men­

tion later. We give a different proof in our context. 

Th~:e~~--~~J.. · If ~~ is uni~or2!!., then 

M~ ={op} for ~ad~ P. [cf. Definition (1.1.8)1 

Proof. Let a 1 , a 2 e~p· Hence by Corollary (2) 
(J • 

of Theorem (3.1.2), PoQ 1 for· each O; i = 1, 2. 

Now choose g1 , g 2 , g1¢g 2 such that Pig1 , g2 

by Lemma (1.1.12). Select Piigi such that P¢P 1 ; 

i .. l , 2' by Lemma (1.1.9). Thus g . = PP . ; i = 1 , 2 . 
1 1a. 

Define Q. ::.: P. 1, i = 2. Thus Po 0 . and Q.Ig.;1 ' 1 l ' 1 1 l 

i = 2. Now P0P 2 and Q1oP implies PP 2oP 2o1 by1 ' 

(AS)*. Define 11 = P2Q1 and = L(Q 2 , 1 ). Thus1 2 1 

11og 2 . Since g1¢g 2 , it follows that t 1¢g 1 . 

(J2(Jl
Since P0P1 , it suffices to show P1 - P by 

Theorem (3.1.1). Now we have 
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it follows from (A7) that t 2og 2 . Since a 2 £M~, 

0'2 °2
Q1 o {P 2 = Q2} by Corollary (2) of Theorem (3.1.2). 

a2 a2 
Then t 2og 2 ; Q2rt 2 , g2 ; rt 2 ; and Q2oQ1 implyQ1 

cr 2 
Ig 2 by uniformity. Thus we haveo1 



§3.2. Translations 

Definition (3.2.1). [Ll) Let aeD. Then 

(1) 	 a is called a qu~si-translation iff a has no fixed 

points or a = i. 

(2) 	 a is called translation iff (i) a is a quasi­

translation, (ii) If g is a trace of a and hl\ g, 

then h is a trace of a 

Notation. D* = D' M. 

Y = <f1r is a quasi-translation}: 

T ~{TIT is a translation}, 
We note that D* is a group. 

(3) 	 A is called a ~irect~on of T iff A is a pencil of 

traces of T. 

DT = {A!A is a direction of T} - {Aglg is a trace of T}. 

TA= {T!TET such that AEDT}. 

The next theorem of Klingenberg's is proved 

in a sl1g~~ly different manner, as we shall use the 

actual structure of the proof later on. 

Tl}_<::_~rem __ (3.2.l). [K2] Each n:T is un~quely_ 

determ_ine<l_ hy_ its action on one point_ P. 

- 71 ­
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TProof. Let g be any line such that P, P lg. 

Let Q be any point, O ~ P. Take h any line such that 

'P, Oih. 

Case (1): h¢g. Since 'Pig, h, we have Ag¢Ah. 

Thus A ¢A Since TED, QTIL(PT, h).
L(Q,g) L(P ,h) 

Because g is a trace of T, TET, it follows that L(Q, g) 

is a trace of T and hence QTIL(Q, g). Thus by Lemma 

( 1 • 1 . 14) , QT = L ( Q , g) .i\ L (P T , h) . 

Cas~D_~ h()g_. By definition, there exists Y, 

Yig such that YoQ. By Lemma (1.1.10), goL(Q, g). 

Choose R such that R¢X for each XIg. Since goL(Q, g), 

R¢X for each XIL(Q, g), and so L(R, g)¢L(Q, g). By 

Lemma (1.1.10), Q¢X for each XIL(R, g). Thus 

QR¢L(R, g) (I). 

Now since g is a trace of T, L(R, g) is one also and 

hence RTIL(R, g). 

By the choice of R, 

RP¢g (II). 

Applying Case (1) to (II), we may determine RT from 
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P and PT. Applying Case (1) to (I) we may determine 

QT from Rand RT. 

Definition (3.2.2). Let G be a group and T ~ G. 

T is called a normal subset of G iff gTg-l = T for each 

ge:G. 

The· next theorem)except for parts (2) and (5), 

is due to L°unehurg in lLl} . 

Theorem (3. 2-_· 2). The following ar~ true. 

(1) 	T is a normal subset of n~~ . 
"'.:J IV 1v-l ,..,

(2) !i_ 	'l e:T, then T e:T. 

D:,,";(3) T is a normal subset of and D 	 for --·--·-- T = D -1 
C1 TO 


each TEl and ae:D*. 


(4) T 	 is a normal subset of D*.A - -	 ---- -­
(5) If 	TCT, ti'J.cn T-lcT and D = D -1.--· 	 T 

T 

Proof: We prove only (2) and (S). 

-1 
(2) 	 If PT = P, then p = PT. Hence T = i 

-1and so T = 	i. 

(5) From (2), Te:T. However, 

T-lT
P, pTlg iff p ' pTig 

and 
-1 -1 -1 

pTT pTP, PT lg if f 	 Ig. 
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Thus T and T-l have the same traces. Therefore D = 
"[' 

-1
D 

"['· 
-1 , and so T e:T. 

Comment (3.2.ll. It is not known, in general, 

whether Tor "'' Tare groups. From Theorem (3.2.2), 

we see that T has all the properties of a group except 

it is not closed under its binary operation. Of 

course for ordinary affine planes T = 
IV 

T and T is a group 

(cf. ~~). We shall see later that there exist planes 

such that 
rJ 

T "'r T. 

Defini~ion (3.2.3). 

(1) 
~ 
N = {~!~Et such that PoPT 

~ 
for each P}, is called 

,., 
the set of neighbour qu~~--tra~slations. N = N"T 

is cal led ~he ~et_ £_~ ~ighhour translations. 

(2) 	D is the set of dilat_at:_ions of ~ . 

T is the set of translations of (JG • 

Theorem (3.2.3)_.' De.E:ine the !11ap ¢: D-+ D by 

¢(a) = a where (P)'CT = -;a-: Then ¢ ~s a mono id ~~non~~EE.!~i.-~!.1.~ 
and Ker ¢ • {a!QoQ0 for each Q}. Moreover 

-a ·x
tP 

Proof: We first show that 	a is a function. 
· cr aLet P = Q and so PoQ. (3.1.1)(1), P oQ. 

-·... 
P0 	 = q0Thus (P) 0 = = (Q)a. 
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Claim. crED. Let P1 , P2It. Hence there exist 

Y1 , Y2 such that Yiit and YioPi; i = 1, 2. Since 

ocD, Y1IL(Y 2 , t). Because x is a homomorphism, then 

using the results of Lemma (1.2.4), we obtain 

- -= L((Pz)cr, £). 

Hence oe::D. 

Next we show ¢ 1s a monoid homomorphism. It 

is enough to show cr"l (j"2 ::: Ci 1a2 and i is the identity map 

of D. But for any P, 

......... --­era - - - ­cr1°2 °2 crl = ccr)a2)a1(P) 1 2 = p = (P ) = 

a a 
= (P) 1 2 

and-. 
a·. --.­

(P) i = "P1 = -p. 

_., -Next we have cre::Ker ¢ iff ~(a) = i iff (Q)O' = Q for 
-

all Q, if f Q0 "•D for all Q iff QaoQ for all Q. 


Finally for any P, 
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Corollary. (a) D/0 ¢ ~ <t> [n]. 

(b) Ker ¢ n D* is ~_normal 

subgroup _of D~= and D* /Ker ¢ " D* ~ ¢ [n*J . 

Proof: (a) This follows from the corollary 

of Lemma (2.1.6). 

(h) This follows from the first isomor­

phism theorem of group theory and Lemma (2.1.4)(4). 

Lemma (3. 2 ·.l1· [K2] Th~ follo_:ving are true_. 

(1) N = {T!T£T and there ~xis~~ P such that PoPT}. 

c2) ¢ [r-1 s r. 

Lemma_ (3. 2. 2) . 

Proof: Let g be a trace of¥ ana hl! g. Let 
v 

v T N
Qih. Choose h such that Q. Q Ih. Thus h is a trace of 

"' ">I'Tandsoh!lg. Hence h = h since Qih, h. Thus h is 

a trace of 'T. 

Lemma (3.2.3). Let Te:T. The following are 

~~iva~e~. 

(1) T~N. 

(2) If h and g are traces of T, then h)\ g.-- --·--- -­
(3) InT I = 1. 
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Proof: (1)~""?(2). Let T~N. Hence by 

Lemma (3.2.1)(1), P¢PT for each P. Leth and g be 

traces of T. Thus there exist P and Q such that 

"" g = ppT and h = QQT. Define 
~ 

h = L(Q, g). Then h is 

a T-trace and so QT Ih. Thus h = QQT and so hll g. 

(2) =) (3). Obvious. 

(3)=:';>(1). Suppose TEN. Hence there 

exists P such that PoPT. Thus there exist g1 , g2 , 

~ g2 ; g1og2 )such that P, PTig1 , g2 . Now andg1 g1 g2 

are traces, hut g 1J.t'g 2 . Hence A f A and so ID I > 1. 
, gl g2 T 

Lemma (3.2.3). Let ~ be uniform. Let TEN 

and A£D . Then A£D iff AoA. 
T -- T -­

lo.I ,.., 

Proof: If AED , then by Lemma (3.1.2), AoA. 
T 

Conversely, assume AoA. Let gEA and gEA, such that 
..,. 

Pig, g. Since AoA and gAi ~ ~' it follows that goi by 

Lemma (1.1.13). Since g is a trace of T, P
T 

Ig. Also 

PoPT since T£N. Thus PoPT; go~; Pig, i and PTig 

imply PT I""g by uni. f ornn. ty. Hence g is a T-trace and so 

AED~. 

Corollary. (1) Let le be uniform and TEN. 

·rf g is ~ !_~ of T and hog or h1. g = p), then h is a 

trace of T 
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Cor~~.!_ary. (2) If l< is uniform and A1oA 2 , 

then T n N = T n N. 
Al Az 


Proof: This follows easily from the lemma. 


Definition (3.2.4). An affine H-plane tK is 

called a T-plane iff T is a group. 

Theorem O. 2. 4). [K2] Let (/( be a T-~ne. 

Then 

(1) T is ~ no_rrn~ su!?_group of n:". 

(2) TA i~ ~ no~ma~ subgroup of T. 
"'d r--J(3) N is a ~mal subgroup of T an.Q_ TIN=- PL!_ e 

Moreover suppose the~~ exis~ A1 , A2 , A1¢A 2 such that 

TA." ct.N 'f >1; i = 1, 2. Then Tis .clbelian. 
l 

We end this section with two technical lemmas 

we shall use later. 

Proof: Let TETA n TA . Then Al, AzEDT. 
1 2 

Thus by L~mma (3.1.2), A1oA 2 . Contradiction. 



79 

Lemma (3.2.5). Assume the congitions of 

Theorem (3.2.5). Furtherm:ore let A1oA 2 ; TiE:TA.; 
1 

Pigi; and giEAi; i = 1, 2. Then there exists T 3fN, 

where D = {A 3} lcf. Lemma (3.2.3)] .with the proper­
T3 L 

ties 

(a) A3¢A 1 , A2' 

(b) I f g1 3 i s a trace o f T 1 T 3 , the~ g13¢g1 , g 2 . 

Proof: By our assumptions there exist two 

pencils A and "'A such that A¢A" and TA 11 <CN 'f f) t TX n a:N. 
• 	 rJ

Since A1oA 2 , one of/\. and A, say A3 , has the property 

A 3~A 1 , 11. 2 . Choose T 3e:TA "O: N. Hence D 
T33 

It is clear that (a) is satisfied. We show (b) next, 

recalling by Theorem (3.2.5) that T is abelian. 

Assume (b) is false. Hence there exists g13 , 

a trace of T 1 T ;such that g13og 2 or g13og1 . Let g13og 2 .3

Let g3 be a trace of T 3 through P. 
T 

Define h = L(P, g13 ) and j = L(P 1 , g3 ). 

Claims. (1) hog 2 . 


T T 

(2) (P 1) 3Ij. 

(3) 	 j¢gl. 
T T 

( 4) P 3 Irh. 
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(1) Suppose h¢g 2 . Hence Pih, g 2 and g 3 I( h 

imply g31 ogz by (A2). Contradiction. 

(2) Since j Hg 3 , then j is a trace of T 3 through 
Tl 

P 

Hence 
T T 

(P 1 ) 3 Ij. 

(3) 	 Since {AJ. = A3}¢{A1 =A }, by (a), we have
gl 

j 1¢g1 by Lemma (1.1.14). 

(4) 	 h is a tTace of TlT3 through P. Since T is abelian 

our result follows. 

T T T 
Then hog 2 ; j0gi; P 3 1 Ij, h; and P 1Ij, g1 

imply that 

T3T} Tl T3 Tl 
{P = (P ) }oP by (A6). 

Hence T3EN hy Lemma (3.2.1). Contradiction. Hence 

g13¢g 2 . Similarly g13¢g1 . 



--
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CHAPTER 4 

Minor Desarguesian Planes 

§4 .1. A brief Discussion of J(T, (3) typ~~ planes. 

In [tl], Li.ineburg defines an incidence structure 

with parallelism, J(T, @),where T is a group and ~is a 

set of subgroups(called components); as follows: 

Points are. the elements of T; lines are the right cosets 

of the components; incidence is given by inclusion; 

lines are taken to be parallel iff they are cosets of 

the same components. L~neburg then proved the following 

theorems in (111 . 

Theorem (4.1.1). (t1j J(T,~) is an affine H­

plane ~-ff _!:he fol lowing conditions hold• 

(1) The components cc_>ver T. 

(2) !_i A, Be:~ such that A ,... B - 1 ' then T = AB. 

(3) There exist A, BE:~ wit~ A n B = 1. 

(4) The set N = {-re:Tj-rol} is a normal subgroup_ of T. 

(5) !_i Ae:@, then A J 4 N 
--~ . 

( 6) If A fl B "' 1, then N = NA rt NB. 

(7) If A r. B r l, then NA = NB. 

- 81 ­
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Definition (4.1.1). Let J(T, ~)be an affine H­

-r*plane. For each TET, define T*: T-+T by o = crT 

for each crcT. Clearly the set T* = {T*l-re:T} is the set 

of quasi-translations of J(T, €3) [cf. Definition (3.2.tTI 

It easily follows that f: T+T* defined by f (-r) = T* 

is a group i somorphism. 

Remark (4.1.1). T* is a transitive group and 

each T* is 13nigue.JJ:" determined by its action on 1. 

Proof. Let -r 1 , TzET . Next consider 
-1 

(T 2-r 1 )*. This clearly maps Tl onto T 2 . Moreover 
. T* 

the last part follows since (1) = T for each TET. 

Notation. If J(T, ~) is an affine H-plane.> 

then let T(J) be its set of translations. 

We then obtain the following important result. 

Theo_Tem Ci.:~31· [t1] If ~ is ~ T-plane_ such 

that Tis~ transitive group, then Tis abelian_; and 

there exists ~collection ~of subgroups of T such that 

~ ':: J (T ', ~). Moreover if J (Ts ~) is an affine H-nlanE'., 

then T(J) = p·: iff T is abelian_. 

We pr·ove the fol lowing corollary. 

forollary. If J(T, @J is_ an affine H-plane, 

then the following are_ equivalent. 

http:13nigue.JJ
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(1) T(J) is a-­transitive grouE· 

(2) T(J) = T*. 

(3) T is abelian. 

Proof: (l)-:::-J>C2l. We first show T ~ T(J). 

Since T ( ,T) i s t rans it ive , for each x £ T , 1et ·r. . be the x 

unique translation mapping 1 to x. The uniqueness of 

TX follows from Theorem (3.2.1). Define g: r~T(J) 

by g(X) - TX. Clearly T = x* from Remark (4.1.1).x 

g is (1 - 1) and onto from the uniqueness of T and the x 

transitivity of T(J) respectively. To show g is a 

homomorohism it is enough to show TxTy = Txy" Now 

t TX TX T T * 
(1) Y = (1 ) Y = x Y = xY = xy, and hence TxTy = 


txy· Thus T = T(J). Ftom the theorem T(J) is abelian. 


Hence T is abelian and thus also from the theorem, 


T* = T(.J). 


(2)'=°>(_3)_. Since T(J) = T* and T* is transitive 

by Remark (4.1.1), T(J) is transitive, and hence abelian 

by the theorem. Hence as in (1 J-..:::.;>(2), T (.J) = T and 

so T is abelian. 

(3)_.;~>(!]_. This follows from the theorem. 



§4.2. The ring of trace preserving homomorphisms 

of a minor Desarguesian affine H-plane 

Definition (4. 2 .1) . [K2] (f is called a 111.inor Des argues ian 

affine H-plane iff it satisfies the axiom 

(A9): T is ~ tran~_itive grc_~mp. If "6? is minor 

Desarguesian we say it is a M.D. plane.· Llineburg 

calls l1linor Dcsarguesian planes, -translation E~nes. 

He studied their structure, in the form of J(T, TI) 

planes, in view of Theorem (4.2.1), just as Andre 

did in [Al] for ordinary nlanes. 

We shall however proceed in the manner of 


Artin in lA2J, in the general geometric form. 


Notation: If~ satisfies (A9), and Tis the 


unique translation taking P to Q, we write T = Tpq· 


Lemma (4.2.1). [K2) Let~ be a M.D. plan_~· 


Then <P [r] = T and T/N ·~ T. 


Proof: From the Corollary of Lemma (3.2.1)> 

<f> ( T]S T. Conversely, if 1,.E:T, then !. is uniquely 


determined by its action on any point P. Let O = (P)t. 


By (A9) , there exists T£T such that T = Since 


- 84 ­
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-
(P)T = (PT) = Q = (P)L, 

-it follows that T = T-. 
The last part follows from the first and 

Theorem (3.2.4)(3). 

Now let us recall some results from grouo 


theory. 


Theorem (4. 2 .1) . Let G be an abe l_ian gr~u-~. L P.-t 

A and B be subgroups such that An B "" 1 and G ""' AB. 

The~, (a) Everr element of G ha~ ~ unique represcnt~­

tion as a prodll:ct~ of an clement of P and an element of 

Q. 

(h) G/A ~ B. 

Definition (4.2.2). Let.G be a group. Then 


G = AG B iff (i) A and B are subgroups of G. 


(ii) G = AB. 

(iii) Ar. B = 1. 

(iv) Each element has a unique represen­

tation as a product of elements of A and B. 

B~ Theorem (4.2.1), (iv) is obviously redundant; if G is Abelian. 

Theorem (4.2.2). Let ~ be 2-_ M.D. Elane. Then 

(1) There exist A1¢A 2 such that Tf!.t'1<LN 'I ~;"'1' "'2' 1 
i = 2 • Hence T is ahelian.1 ' 

(2) If A ¢1t 
2 

, then T = TA G') T~ •1 1 I 2 



86 

Proof: (1) We invoke Theorem (3.2.5). Select 

any pointP. Choose g1 , such that Pig1 , g2 andg2 

g1¢g 2 . Take Qiigi· such that gi = PQi; i = 1, 2. 

By (A9)' Ti = TPQ. exists; and TiEN since P¢Qi~ i = 1, 2. 
1 

It follows th~t A ¢A and TA n N 1 ~; i = 1, 2. 
gl 	 g2 g.

1 

(2) From Lemma (3.2.4), TA n = 1. 
1 

Now we must show T s TA •TA . 
1 2 

Let TET such that T ~ i. By (A9), let 

T = Tpo· Choose and as in (1). Define =g1 g2 h1 

L(Q, g 1) and h2 ~ L(P, g 2). Since A ¢A , we have 
gl g2 

Ah ¢Ah and hence there exists T such that T = h1 A h2 . 
1 2 

Define Tl = TPT and Tz = TTQ' Then TiETA.; i = 1, 2Jand 
1 

T = 	TlTz• 

(3) Choose A such ihat A¢A 1 , A2 

by the corollary to Lemma (1.1.14). By (2) and (b) 

of Theorem (4.2.1), T/A1 ~TA u T/Az· 

Definition (4.2.3). Let~ be a M.D. plane. 

6: T~T is a trace preserving endomorphism iff 

(i) o is a group endomorphism of T. 

(ii) 	DT ~ DT6 for each TET, where To is the image of 

T under 6. Let H be the set of these endomorphisms. 
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Theorem (4.2.4). (K2] If~ is~ M.D. plane, 

then H is a ring with unit in the following manner: 

j T1 = T for each TET.J is the unit of H; 

0; TO = i for each TET is the zero of H.)-----­

is a rinUineburg, then showed for .J (T, €?) 

an cl DP is isomorphic to H. The proof proceeds 

beautifully, due to the fact the group of quasi-

translations, T*, coincides with the group of transla­

tions, which is not true in general. We shall generalize 

Artin's proof of this fact, in his setting. Then we 

obtain much nicer proofs of the properties of k, obtained 

by Klingenberg in {K2}, as well as see more clearly 

how each dilatation is related to a unique trace pre­

serving endomorphism. 

Definition (4.2.3). Let TL he the set of non­

uni ts of Ji.~ 

Before we prove the main result of this section 

we require the following technical lemma. 

Lemma (4.2.2). Let crEDp and Q any point such that 
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P¢Q. Let Q(J 	 = R and g = PO Further let T = Tps-- - ' 

and 1 he a T-trace through P such that 1¢g. Then O·T = 

(T psu) (J • 

Proof: From Theorem (3.1.1), it suffices to 

show the two dilatations map p and Q identically. Now 

p<10T = 

It remains to show th~y coincide on Q. By Case (1) 

of the proof of Theorem (3.1.l), we have, since g¢1, 

T CJ 

(R) PS = L(S0 
, g)A L(R, 1). (I) 

Leth= L(S, g) and m = L(Q, 1). Hence h¢m. Thus by 

Case 	 (1) of the proof of Theorem (3.2.1), we have 

, QT ;. h "m. 

Now (QT)crI{L(Scr, h) "" L(Sa, g) , L(Qcr, m) = L(R, .t)}. 

Thus by (I), we have 

T CJ T CJ 
= (R) PS = (Qcr) PS 

Theorem (4. 2. 5). Let J:!. be a M. D. pla11_2 ~ P 
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an1· point. Then (I). For each cdf there exists a unique_ CJ 

such that (i) aEDp~ 

(1·1·) (TpS)fJ = f h TTPS<J __QI eac_ TPSE . 

Let a(c) he~ uniqu~ dilatation. 

_,_____is a monoid isomorphism. 

Proof: (I). We first show the uniqueness of a. 

Let a have properties (i) and (ii). Select any point Q. 

Pa p d Qa -- pTPQ<J -- p(TPQ)O h" h .. d dThen = an w ic 1s in epen.ent 

of a. Now we show the existence of a. 

""'llD.De fine cr: ·\ Now 

er = p ( T pp) 0= 1. <J 
P1• P p = = P. To show aEDp,take S, M such 

athat s, Mig. Since g is a trace of L(M , g) is·cMS' 
ca TMS trace through !--10" • Thus L (Mer, g) is a TMS trace 

0 

through Mer Hence (Ma)TMS IL(M0 
, g). But 

TC 1'0 TO 0 0 
U·1CY) MS :: (P PM) MS p TMS 

•T PM= 

c c 
p ("rMSTPM) TPS 

:: = p = Scr. 

Therefore SerIL(M0 
, g). Property (ii) is easily satisfied 
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since 

(II) •pis a functibn by (1). To show <PP is a 

monoid homomorphism, it is enough to show a(6 1 ) cr(o 2 ) = 

a(o 162) and cr(l) ~ i. 

Clearly a(o 1), a(o 2)EDP. Thus from the uniqueness of 

(I), a(o )a(o ) == o(o o ). Finally T~~l) = T~s = Tps1 2 1 2

implies Sa(l) = S for any S, and so cr(l) = i. 

Claim (1). <Pp is injective. Now let cr(o ) = cr(o ).1 2

ol . . 62 
Then TPS = Tp5a(c 1) = Tp5a(o 2) = TPS for each s. Hence 

02 
= T for each TET and so o1 = c2 . Therefore ¢p is 

(1 - 1). 

Choose Q 

such that Q¢P. Let Qcr = R and g = PQ. Define o: T->-T 

0 

Claim (2.). ~p is surjective. 

by Tps = Tpsa~ for each 

D o. 
T 
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1 Thus we obtainT PT. ; = 1 ' 2. 
1 

= Tps such that s 
and 

(I) 

T 
i•1 

•T = Tp\' such that M 
PTcr PTcr 

2 1 

Since T is abelian we also obtain 

= Tps such that S 

(II) = T 0-T • 
PT l 

2 

T aT 
T PTcr PT1 .cr 

= (T 1) 1 = T22 

Hence it suffices to show (A) a Tz = (T )cr or 
PTcr

2 
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Case (1): At least one of Ti has ~ trace gi 

through P such that g.¢g; i = 1, 2. 
---- 1 

If g1¢g, then by Lemma (4.2.2), (A) is satisfied. 

If g1¢g, then similarly (B) is satisfied. 

Case __Ql: giog; i = 2. Thus A oA · i = 2)1' 	 g. g' 1' 
1 

and 	so A oA By Lemma (3.2.5), there exists T3tN such 
gl 	 g2 

through P; and is a trace of T3T 1 through P such thatg31 

g31¢g1 , g2 . Since giog and g3 , g31 ¢gi; i = 1, 2, it 

follows that g3,g31¢g. Then applying Case (1), we obtain 

0 0 -(1) 	 (T 3T 1) T 2 = ((T3ll)T2) 0 since g31¢g. 

0 0(2) 	 T3(TlT2) = T3(T1T2) 
0 since g5¢g. 

0 00(3) 	 (T3Tl) = T T since g3¢g.3 1 

Hence we finally obtain, using (3), (1) and (2) 

0 0 0 0 0 0 
T3T 1T.2 = (T3Tl)T2 


. 0 0 

= (T 3 T 1) T 2 

0= ((T3Tl)T2) 
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pl(b) Let J\e:D . Take he:J\ 	 such that Pih. Define T = 

and 	so PTih. To show J\e:D 
0 

, it is enough to show 
"[' c;.0 c cpl' Ih. Now t - l"PT = 1' implies pl' = Tcr. But 

PTcr 

T<1I{L(P0
, h) = L(P, h) = h}. 

Thus we have finally shown that oe:H and clearly 

•pCo) = a. To complete the proof we see from Lemma 

(2.4.1)(1) and the fact ~Pis an isomorphism, that 

oe: fl iff a(o)e:Mp. 

The following corollaries, except for (1) and (2) 

are theorems from (K2]. We exhibit new proofs using the 

above theorem. The assumptions for the corollaries are 

the same as for the theorem. 

Corol l~ry (1) . [K2) !i_ach oe:H is imigue ly deter­

mined~ its action on one T, T~N. 

Proof: Take P any point. Let Q =PT. Thus 

""' P¢Q since Now choose oe:H such that 

...•t = TpR· Then by the theorem, there exist 
,._/ N 

~nd ()' = cr(o) with properties (i) and (ii). Thus 
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"" 	 JV
0 0TiQ = T ~ = TPR" Thus q = q and ~ince P¢Q, 


AJ PQ ..,. 

a= a by Theorem (3.1.1). Because •pis injective 

,..,, 

cS = cS. 


Corollary ( 2) • If TfN and M:H, then 


To
(a) 	 = 1 implies a = o. 
TO T{J(b) = implies 0 = 8 . 

Proof: (a) follows from Corollary (1) and 

(b) 	 from (a). 

Corollary (3). N° S. N for each ~£ T(. . 

Proof: Let oe: I(.. . Hence there exists ae:Mp 

0
such that TPS = T cr· Let Tpse:N and so PoS. By Lemma 

a PS 
(3.1.1) (1), PoS and consequently T .e::N. 

PS0 

Corollary (4). Let odL The following are 

equivalent. 

(1) 	There exi~ t, TfN, such that T
cS e:N. 

(2) 	 T0 SN. 

(3) 	 oe: 11 · 

Proof: (1)~)(2). Let T, T~N be chosen such 

that T 
0e:N. Let TPQ and so P¢Q. Then there exists 

0 0ae:Dp such that TPS = TPSa Now let TPQ = TPRe:N and so 

Qa = R and PoR. Hence ae:MP. Let TPS be any translation. 
aSince cre:MP, PoS , by (2) of Theorem (3.1,2) and so 

TPS = t e: N. 
PS0 

0 
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( 2 ) ~( 3) . Ass um e T0 S N . Let cr = cr ( 6 ) . Take 
0

Tpq4N and so P¢Q. Then T~Q = TPQ(JEN. Put Q = R. 

Hence PoR. Thus by Theorem (3.1.2), Corollary (2), 

cH:MP and hence oE 11. . 

Corollary (5). If oe: ~ , there exists T. r; .N.J 

0
T f i, such that -r = i. 

Proof: Let oETl and hence cr = cr(o)e:MP. By 

Theorem (3.1.5), there exists P1 , ~ P, P1oP suchP1 
that p(J = P. Then T It: Tpp (' i and TEN. Finally1 1t5 
T = T = Tpp = 1. 

PPa 
1 

Corollary (6). H is ~- local ring. 

Proof: Since •p is a monoid isomorphism, and DP 

is a local monoid, with maximal ideal Mp, by Theorem 

(3.1.6)(2), it fol lows that I{ H S.11. and H I\. '":.it 

Now we show fl + 11. s. rt. Take 0, t;,E Tt . By 

·corollary ( 4) , T
0 S1l and Tt;, S. it. Hence 

(Tf+t;, S T 0 •T 0 ~ n 2 s n and so o + ~E -rt by 

Corollary (4). 

We complete this chapter with the following 

result. Parfs (i) and (ii) are essentially the devices 

used to prove Theorem (4.1.2). 

Notation. If G is a group, End G is the 

set of endomorphisms of G. 
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For a fixed P, {PT/Tt:T} = 1P , since T is transitive on rP 
Theorem (4.2.6). Let~ be~ M.D. plane ~nd -P 

a fixed point. Then, (i) · 1P is ~ group 

under the following multiplication: 

-+-T, defined ~ 

T,is ~group isomorphism with.inverse f; 1 de. f iJ1 I'd 
-1

f p 

TPX = X. 


(iii) 	DPS End 1P .. 

¢-1.(iv) p . Dp+H has the form, 

<P -1 -1 
p (a) = fpafP , for each aeDP. 

Proof: (i) This follows immediately from the fact 

T is a group. 

(ii) We need only show fp is a homomorphism, 

and clearly 

T T 

f (P 1 2) = 
p 

(iii) 	Let at:Dp. Then we have 

T T 
TP(P 1 2)0' 

= p 	 ~ (A) 
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o(<1) o(a) (B)
= Tl 't'z • 

Combining (A) and (B),we obtain 

T T Tlb(cr) t" o2 (cr) 

(P 1 2) cr = p 


l' l' 
TP(P l a TP(P 2)cr= p ) • p 

Hence cr£End TP 
l' ()' • 

PS 

But 

= To(cr)
PS . 



CHAPTER S 

Desarguesian Affine H-planes 

In \..K21, this discussion was initiated without 

the concept of a dilatation. We shall employ dilatations 

and continue it in the fashion of Artin. 

§5.1. Desa~guesian affine H-planes 

Definition (S.1.1), We define the following 

axioms. 

(Al 0) . If D c. 
Tl 

D ,
Tz 

T 
1 
fN, then there exists oe:H 

such that Tf = T2 . 

(AlO)(P:~). For each collinear triple (PQR) such that 

P¢Q and P¢R, there exists cre:DP such that Qcr = R. 

(AlO)(P:O). For each collinear triple (PQR), P¢Q, 
0PoR, there exists cre:Dp such that q = R. 

(AlO)JP). For each collinear triple (PQR) such that 

P¢Q, there exists cre:Dp such that Q0 = R. 

Notation: If (AlO)(P) is valid, let a= 

a (_PQR] he the unique dilatation mapping P to P and Q to R. 

- 98 ­



---- -- --- --

99 

Comment (S.1.1). (AlO) is a generalization of 

Artin's axiom 4h and (AlO)(P) of Artin's axiom 4hP. Gf. 
\.A2JJ Klingenberg, in l,K2] , de fined (Al 0) without the 

stipulation t 1 ~N. However this is sufficient and, in 

view of Corollary (1) to Theorem (4.2.5), quite natural. 

(1) (AlO). 

(2) (Al 0) (P) hold_:?_ for_ ever.z: P. 

(3) For ~ac~ set {P, Q, R, SIP¢Q and there exi~ m, 

R, Sim,such that mlf PQ} there exists crcD such that 

P0 0= R an~ Q = S. 

( 4) Thcr~ ex_is ts P0 such that for each set 

{Po, Q, R, SIP 0¢Q ~nd there exists _, R,m· Sim,such 

t ha_! rn II PQ} , there exists ocD such that Pa ::: R---- 0 

and Q0 = S. 

Proof: (1 )=-~(2). Take (PQR) such that P¢Q. 

Define = TPQ and Tz = TPR' Thus 1 1EN. Since P, Qt 1 
and R are collinear, D ~ D . (Al 0) then implies

Tl Tz 
6there exists ocH such that = From Theorem Tl T 2 • 

(4.2.S), let a = o (o). Hence ocDP and Sa = p TPS 
Thus 

6 6 
pTPQ Tl T2Qa = = p = p = R. 



10 (I 

(2)=~.V(3). Select {P, Q, R, S} such that P¢Q 

and there exists m; R, Sim)such that mll PQ. Define 
-1 

T = TpR and sT = T. Hence 

-1 -1 
{T = 5T }I{L(RT m) = L(P, m) = £}. 

Thus there exists a = a [PQT] Define 
IV 
a= Ta. This is 

our desired dilatation since 

,... 
pO = pTO' = (PO')T= pT R"' 

and 

N 
Q(J = QTO' (Qcr) T = TT= = R. 

( 3 )-.::~(4) • Obvious. 

Let DT c: D such that T1 ~N. Let 
1 Tz 

Since 

D c D , we have T IP r • By (AlO) (P), there exists2 0 1Tl - Tz 

-1 hDefine 6 = <Pp (a); t us a= cr(o); 
0 

cf. Theorem (4.2.5~ Then clearly we have 

0 
Tp T 

0 1 
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Corollary. (AlO) (P:o) holds iff D"C ~ DT 
- 1 2 

sucl_:_ that Ti iN, t 2e:N implies there ex is ts oe: Tt such 

Proof: The results follows from Corollary (4) 

of Theorem (4.2.5) and the above theorem. 

Definition (5.1.2). Let le be a M.D. plane. 

~ is called a D~_:;arguesia~ plane or !!_:_plan~ iff one 

of the conditions of Theorem (5.1.1) holds. 

Lemma (5.1.1). Let ~ ~ ~ D-plane. Then 

cf> : D+D is onto and D/9 = D. [cf. Theorem (3.2.3)1. 
cf> 

Proof: Let oe:D. If o = Op for some P, then 

cf>(Op) = OP. Hence we may assume o is non-degenerate. 

- - 0 ­Choose P1 , P2 such that P1 # P2 . Let (Pi) =Qi; 

i = 1, 2. Since oe:TI*, ij1 ~ Q2 and ~ 1~ 2 U 6162 . By 

Lemma (1.2.7)(3), there exist m1 , m2 , m1011 , m201 2 

such that m1Um2 . Thus there exist x1 , x2 ; x1 , x2 rm1 , 

such that x1oP and X2oP 2 . Hence x1¢x 2 . Also there 

exist Y1 , Y2 : Y1 , Y2rm 2 such that Y1-0Q and Y2oo 2 .1 
Now consider {X 1 , x2 , Y1 , Y2}. Clearly x ¢x 2 and1
Y1 , Y2rm 2 such that m2 (1 x1x2. 

Ry condition (3) of Theorem (5.1.1), there 

exists crED such that X~ = Y1 and X~ = Y2 . We next show 
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- -Now (P.) 0 = cX:) a = x~ = y. = 0 ..., i = 1' 2.
1 l 1 1 'l 

Hence the result follows from Theorem (3.1.1). The last 

statement is a consequence of Theorem (3.2.3). 

Corollary. 

and 

The next result, was proved by in· [11] for Desargues ian 

J(T, ~) structures. We will present a proof in our 

context. 

Theorem (S.1.2). Let de be~ M.D. ~l:_~ne 

with ·(Al 0) (P: 0). The_ fol 1 owing conditions -~re ~ivalent. 

(1) ~ is uniform. 

(2) M~ = {OP} for each P. 

(3) Tl 2 = { 0 }. 

Proof: From Theorem (4.2.S), it follows that 

(2) and (3) are equivalent. From Theorem (3.1.7), 

(1)::::9(2). It remains only to show (2)-:2;>(1). Let 

Q2Ig 2 , 12 ; g201 2 , Pig 2 ; and PoQ 2 . We must prove PI1 2. 
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By the Corollary of Lemma (1.1.14), there exists 


A such that Ag ¢Ag and Pig1 . Thus P = g1 " 
, AR. ' g2
gl 1 2 2 

and s = gl " t 2 exists. Choose r 2rg 2 such that P¢P 2 ; 

define R.1 = L(P 2 , 9.. 2) . Then At ¢At and so Q1 = tl /\ gl. 
1 2 

Select P1 , P1Ig, such that P1¢P. Since t 2og 2 and 1i¢g 2 ; 

= 1, 2>then by (A7), t 1og 2 . Thus g1¢g 2 implies 

g1¢1 1 . However, g1¢g 2; t 1og 2; Pig 1 , g 2 ; and q111 1 , g1 , 

implv PoQ1 by (A6). Let a. = a. (PP.Q.]; i = 1, 2;
J 1 1 1 l 

which exist by (AlO)(P:O). Moreover oi£Mp, by Corollary 

(1) of Theorem (3.1.2). Hence by (2), o 2o1 =Op and 

thus 

Dembowski, in [nil, remarks that'"£ is Desarg­

uesian iff His transitive on TA for each A. The following 

remark shows this is a hasty generalization of Artin's 

axiom 4b, which is exactly what Dembowski quoted. 

Remark (5.1.1). Let~ be a M,n, plane. 

The following are equivalent: 

(1) £ is an ordinary DesarRuesian affine plane. 

(2) H is transitive on TA for each ~. 
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Proof: (1) ='> (2) . Th is fol lows immediately 

from Theorem (5.1.1). 

(2)==-7(1). It is enough to show N = {i}. 

Suppose there exists T 'f i. 

for some A. (2) then implies there exists oEH such 


o o No c. N
that = -r 1 . But then = -r 2E - , by Corollary (3)-r 2 T1 


of Theorem (4.2.S). Contradiction. // 


The next result is, in a sense, a converse of 


Theorem (3.1.S). 


Theorem (S.1.2). Let '£ be. an affine H-~ne 

with (AlO)(P:O). Then if sl f= 	 Sz, s1os2 , there exist 

er er
p and crEMp, er 1 op, ·such that sl = S2. 

Proof: Choose g such that s1, s 2Ig. Take p such 

that P¢X for each XIg. De fine h = PS1 and f = PS 2 . NoL.J .h.of; 

Pih, f · S Ih· s If; and s os 2 imply
otherwise ' 1 ' 2 1 

Po~1 , s 2 by (A6). Contradiction. Now hof implies 

there exists R, Rf P, such that Rih, f. By definition, 

PoR. Thus by (AlO)(P:O), there exists a= er[rs1yUEMp . 

. cr r Op since P f R. 

Claim. 
(J = R. Define g = L(R, g).s2 

By the choice of P, h¢g. Hence g¢h hy (A7) and so 
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g¢f. Thus R = gh f. But aEMp implies 

L(R, g) = g},{L (P, j) = f}. 

Hence a = R. IIs2 

The following two corollaries were proved in 

lK21 where £ was a M.D. plane with (AlO) •. 

Corollary [K21 . For each T r i, TEN, ther~ 

exists OE/{, cS # 0, such that To = i, if iJ? is a 

M.D. nlane with (AlO)(P:O). 

Proof: Let T r i; where TEN. Choose any 

point S and put Sz = s1
T . Then T 'f i, T = TS S EN1 1 2 

implies s1os2 and s1 r s2 . By the theorem there exist 

panda, DEMp,such thats~= s~ and a.,. op. Put 
-1

cS = $p (cr) and hence cr = a(cS). Thus cS f: 0, since 

er f: Op. Then 

Hence To = To = i. 
S1S2 

Corollary (2). [K2] . !.f )Z is a M. O. plane 
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with (AlO) (P:O), then n = n0 • [cf. Definition (2.2.1)]. 

Proof: In any ring, n £.11 . We show the
0 

converse. Let oe: -n . By Corollary (5) of Theorem 
0(4. 2. 5), there exists TEN , Ttl,such that -r = i. 

l'J

Select TtN such that DT SDT. Then by the Corollary to 

Theorem (S.1.1), there exists pe:H such that 
..... ~ 
T = T. 

Then since TfN, 

implies oP = 0 by Corollary (2) to Theorem (4.2.5). 

Hence OED+. Now ~ 0 EN6 S N by Corollary (3) of Theorem 
, . IV 0 ../. .(4.2.5). !'1oreover T r 1, in view of Corollary (1) to 

Theorem (4.2.5). By Corollary (1), there exists ~ETl 

~ F 0 such that i = (¥ 0 )~ = T~ 0 . Hence ~o = 0 and so 

oED • Thus oe:D+~ D_ = D. II 

It would be nice to know whether or not the 

various systems of axioms are independent. For ordinary 

affine planes we know A(lO)(P) implies (A9) but (AlO) 

does not. I tried to show (AlO)(P) implies (A9), but 
f'.J 

I had to assume T = T. However, for J(T, TI) type 

planes, this .result is meaningless in view of the 

Corollary to Theorem (4.1.2). 

Remark (5~1.2). The following are equivalent. 
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(I) 	Every line 1 has three points s1 , s2 , s3 such that 

S1¢S2¢S3¢Sl. 

(2) 	 There exists 1 with three points s1 , s2 , s such3 


that s1¢s 2¢s3¢s1 . 


Proof: This is an immediate consequence of 

Lemma (1.2.2). 

Remark (5.1.3). If T = fV
T, then T is a group. 

Proof: From Comment (3.1.1), it suffices 
IV 

to show T lS closed under composition. Let Tl, T2£T = T. 
-1 

T2 Tl
If TlT2 has a fixed point p then p = p Hence by 

Theorem (3.2.1), T2 = Tl 
-1 

OT T2Tl = i. Thus T1T 2£T. 

Theorem (5.1.3). Let£ be an affine H-Pl.9-ne 

with T = NT. Also there exis~ 1, and s1 , s2 , s3r1 such 

that s1¢s 2¢s ¢s • Then (AlO) (P) imnl ies £ is a3	 1 

M.D. nlane. 

Proof: By Remark (5.1.3), T is a group. 

It suffices to prove (A9) for P¢Q. For it PoQ, choose 

R, R¢P, Q. Then since T is a group, TPQ = TPR. T RQ. 

Now let g = PQ. Let RI g such that R,6P¢Q¢R. 

By (AlO)(R), there exists O' 1 == a [RPQ] e: Df{. 

Now 	 choose T such that T¢X for each XIg. Let 
CJ 

Tl= S; 1 =PT and h ~RT. Then S I{L(R, RT) = h}. 
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Define j = L(T, g) and k = L(Q, !). By the choice of 

T, j 1 g, g¢1 and so Ag¢A1 . Hence Aj¢Ak. Let M = jA k. 

Since P¢T and a 1eDR, it follows by Corollary (2) to 
CJ . a 

Theorem (3.1.2) that P 1¢T 1 , or equivalently, Q¢S. 

Let a = TQ. 

Claims. (a) a¢g, t, k. 

(b) T¢M. 

(a) From the choice of T, a¢g. If ao!, then a¢~; 

PI!, g; and Qia, g implies PoQ by (A6). Contradiction. 

Since k \\ 1, a¢k follows from (A7). 

(b) Sunpose ToM. Then a¢k; T, Ola; and M, Qlk imply 

QoT, by (AS). Contradiction. 

Now de fine CJ 2 = cr (QSMJ by (AlO) (O). Define 
IV 

a= a 2a • Clearly P0 = Q. We need only show aeT.1 
0Suppose there exists X such that x ~ X. 

Claims-.. (a) If x, Pir, then XIg. 

(b) If x, Tin, then XI j . 

(a) Let X, Pir. Then X0 IL(Pcr, r),or.equivalently, 

XIL(O, r). Then XIr, L(Q, r) implies r = L(Q, r). 

Since P¢Q, r = PQ and so XIg. 

(b) The proof is the same as (a) usin~ the facts that 

Ta = M and T¢M. 
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Hence XIg, j. But f ~ j and g ll j. Contradiction. 

Hence cH: ""T. 
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5.2. Coordinates in Desarguesian Affine H-planes 

We shall assume dE> is Desarguesian throughout 

this section. Klingenberg coordinatized the plane in 

[K2], generalizing the methods of Artin. We shall 

introduce coordinates for lines and divide the lines 

into two kinds. We shall then study the interaction of 

the two line kinds and this will motivate us in our 

construction of an analytic model of a Desarguesian affine 

H-plane. 

Theorem (S.2.1). [K2] Let -r.e:TA " CL N; 
-- 1 JI•

1 

i = 1, 2. Then for each -re:T there exist o, Be:H such 

o Bthat -r = 1"11"2· 

Proof: Take -re:T. By (2) of Theorem (4.2.2), 

there exists a unique representation of -r such that 

Now DT. S.. D-r . and -r 1 f.N. Hence by (Al 0) and 
1 1 

Corollary (2) to Theorem (4.2.S), there exists a unique 

0. 
o.e:H such that -r. 1 = l = 1, 2. Hence -r

1 1 

- 110 ­



111 

is a unique representation. // 

The next result is never stated explicitly in 

[Kz], but seems to be unconsciously employed, as in 

Theorem (S.2.2). 

Lemma (S.2.1). Let Tl and T be as i~ Theorem2 
(5.2.1). Let "[ = he the uni.que representation of 

T. The following are equivalent. 

(1) -rtN. 

(2) a~ "1l. or Bi Tl 

Proof: (1)=)>(2). Suppose a, Be: TC.. . Thus 

a B
T = T1 T 2e:N.N '=:.. N by Corollary (3) of Theorem (4.2.5). 

Contradiction. 

(2)~1). Suppose TEN. Without loss 
-1 

~

of generality, assume a.~ Tl Define T = Ta Then 

(I) 


-1 -1 
But 1' =Ta e:Ncx S N, by Corollary (3) of Theorem (4.2.S). 

Choose T 3{~ such that D1' S Di. By (AlO), there exists 

~ JI h h T0 
3 

IV 

3 s. 
3

). d ,.,,. . f 11uE sue t at = 1'. ince 1' tN an Te:N, it o ows 

that oe:ll bY. Corollary (4) of Theorem (4.2.5). Now 

Tl. = D0 by Corollary (2) of Theorem (5.1.2). Hence 

oe:n0 and so there exists z ~ 0, ze:H such that 
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zo = 0. (II) 

By Theorem (S.2.1), there exist unique x, y£H such 


Then we obtain from (I) 


(III) 

From (III), since T has a unique representation, we have 


ox = 1. Combining this with (II) we obtain 


O = zo = (zo)x === z(ox) = z.1 = z. 

Contradiction. 

Introduction of Coordinates, 

Let {O, X, Y} be choosen as in (A2). Define 


Tl = Tox and T2 ~ Toy· Let Al = Aox and A2 = Aoy·' 


Since OpX, 0¢Y and OX" OY = 0, we have TifN; i = 1, 2, 


and A1¢A 2. We then apply Theorem (S.2.1). Let P be 


any point. Then Top = T~T~ such that a and B are. unique. 


We associate P with (a,B). Conversely if a, BEH, define 


· T = T~T~ and P = OT. Then TOP= T = T~T~ and hence 

Pis associated with (a,B). 

Definition (S.2.1). For every point P, the elements 

a., s. 
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obtained above are called its coordinates. {O, X, Y} 

is called a coordinate system. OX is the X-axis and 

OY is the Y-axis. For convenience, we write P = (a,S). 

Throughout this section {O, X, Y} is a fixed 

coordinate system. Clearly 0 = (0, 0), X = (1, 0) 

and Y = (O, 1). 

In view of the remark preceding Lemma (S.2.1), 

we shall include a proof of the following theorem. 

Our proof is more direct than Klingenberg's. 

Theorem (S. 2. 2). [K2] Let P = (o, B) and Q ·­

(a, y). The fo_llowing are equivalent. 

(1) PoQ. 

( 2) 0 - a' 8 - ye: n . 

Proof: {1):==2(2). Let PoQ. Select a 

T1 -tracefthrough P and a T 2 -trace~through Q. Since 

A1¢Az, A9.¢Am and hence there exists R = 9.,... m. Then 

Tl Tz 
(PP R) and (QQ R) are both collinear triples. Now 

9.~m; R, Pii; R, Qim; and PoQ implj Ro_P, Q by (A6). 



114 


By Lemma (S.2.1), o - a, B - y£ Tl. • 

(2)~(1). Assume o - a, 8 - y£ TL Then 

0 -a.0 - a, B - , Y£ 11 , then -r 1 
TS-y e:N by Corollary (3)

' 2 
of Theorem (4.2.5). 

Hence we obtain~ 

Hence QoP. II 

Again in the next theorem we give a slightly more 

direct proof. 

Theorem (5. 2. 3) . [K21 Let 9, be any 1 ine and 

fP = (e, d)!It. Choose -r = T~T~e:N such that l is a 

T- trace through P. Then 9, "" {(ta + c. , tb + d) I td-I}. 

Proof. Let QIL Thus DT 
c.- D and TfN. Hence 

TPQ 


there exists te:H such that Tt Thus
= Tpq• 
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Hence Q = (ta+ c, tb + d). 


ConverselyJlet Q = (ta+ c, tb + 4). Then 


Thus 

Now since t is a T-trace, t is a Tt-trace and hence 

t 
{PT = Q}IL 

Definition (5.2.2). If tis any line and T = 

T1
aTb 

2EN has t as a T-trace through P, where P = (c, d), then 

{(ta + c, th + d} I te::HJ is the unique 1 ine. through P 

with direction T, and we call it t(T, P). 
~ 

Remark (5.2.1). If P = (a, h) and Q = (c, d) 

such that P¢Q, then PQ = t(T, P) such that T~-aT~-b = T. 

Proof: P¢Q implies a - c ·e::Jt or b - d¢ T( 

Hence by Lemma (5.2.1), TtN. Then t(T, P) defines a 

line containing P and Q, by Theorem (S.2.3). Since 

P¢Q, PQ = t(T, P). 

Definition (5.2.3). t is called a line of the 

.,.first kind iff t [m' nJ I = {(tm + n, t)lte::H and me:: It } . 

t is called a line of the second kind if f 

t = [m, n) 11 = {(t, tm + n)lte::H}. 
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Theorem (5.2.4). !or every line 1 there exists 

m, ne:H such that 1 : [m, n]I or ~' n1rI· Conversely 

given m, ne:H, there exists ~ line 1 such that 1 = [m, nl I 

or 1 = [m, n] I I . 

a hJ.Proof: Let 1 = l(T, P) such that T = T1T2fN 

and P = (c, d). Since TqN, a4 T{ or h411 by Lemma (S.2.1). 

1If af11. ·then 1 = [a- 1 b, d - ca- b]Ii. If ae:ll 

-1 c. Tl r, -1 . d -1 1 · then ht: fl and so b ae:H 11 - Therefore t =Lb a, c - . b aJ I. 

Now choose m, ne:H. . If me: 11. , define P .. - (0, n) 

1 m · and T = T 1T 2• TfN since 1¢11 by Lemma (5.2.1). Hence 

i(T, P) = [m, nJrI· If me:11 , define P = (0, n) and 

1 m · [T =T 1T 2 . Consequently i(P, T) = m, n]II' Also if 

"" ffi 1 IV cQ = (n, O) and T = T1T 2 , then !(Q, T) = m, 

Corollary (1). If tis~ line through 0, then 

1 = (m, o] 1 or l_m, o]II' 

a b ,..,Corollary (2). If 't = T such that a¢ 11.. ,1 T 2 
1t(X, T) = [a-lb, - a- b]II' In particular 

ox = [o, o] I 1 . li ae: 11 then i(X, T) = Lh- 1a, l] I' 

Corollary (3). If T = T~T~ and a~/L then 

t(Y, T) = [a~ 1 b, l~II' If ae:Tl ,then i(Y, T) = 

[b- 1 a·, -b -lal I. In particular, OY = [o, oJ I. 

Theorem (S.2.5). (KU. If a, be:l1 then 

ae:bH or be:aH. 
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Proof: Let P = (a, b). Hence there exists 

~such that P, Oit. By Corollary (1) of Theorem (S.2.4), 

R. = 	 [m, o] 1 or [m, o] 11 and our result then follows. 

Notation. [m, n] refers to an arbitrary line 

whose kind is not stipulated. 

Theorem 	 (S.2.6). The following.are true. 
1( 1 ) 	 [m , n] I " (u , v] 1 I = ( ( vm + n) (1 - urn) - , (nu + v) 

(1 - mn)- 1). Hence [m, n] ¢[u, v] 11 and [m, n] 1 ,... [u, v] 111

,. ¢ . 

(2) 	 If [m, n] "[u, v} ~ ¢, the~1 [m, n1 and (u, vJ are 

of the same kind _and m - ue: Tl . 

Proof: (1) By definition, me: Tt . Hence 

ume:H "TI S. 1l and mu Ell H <:.. 1t. Since H-is local, 

1 - ume: it and 1 - mu~Tl by Theorem (2.2.2). Let 

P ~ (x , y). Then 

PI (m, n) (u, v] I I 
ljl

I\ 

. ...zy 

X = y m + n and y = xu ~ v 


i 
x(-1 - um) = vm + n and Y(l - mn) = nu + v 

A 

-!!, 
X: (vm + n)(l - um)-l and Y = (nu+ v)(l - mn)- 1 . 

(2). By (1), the lines must be of the 
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same kind. If both are of the first kind then m, ncl1 

Hence m - u cTl If we have (m, n]II and ~, v] II, and 

m - u ~TI , define 

x = (v - n)(m - u)-l and y ~ xm + n. 

Then P = (x, y)If!:n, n] 11 ,. [u, v] 1I. Contradiction. 

Theorem (S.2.7). The following are ~quivalent. 

( 1) { tin ' n] I I ,.. (u' vJI I l = 1 . 

(2) m - ufT1 . 

Proof: (1)-·:£'.(2). Let P = (Cl, o) = [m, I\ ~,v) II.nJ 11 

Then b is the unique solution of the equation 

x (m - u) = v - n. (I) 

If rn ·- UC \l then since 11 = Do, there exists to # 0 

such that t 0 (rn - n) = o. Define -b = b + to, 
b t h since to -f 0. Then we obtain 

"' b(rn - u) = h(rn - u) + t 0(rn - u) = v - n + O = v - n. 

'\I 

Hence b ~bis a solution of (I). Contradiction. 

(2)=)(1). Let m - mt Tl Then we 

have P = (x, y)I[m, n] 11 ,.,[u, iff x(rn u) = v - nv1 11 
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iff x = (v - n)(m - u)- 1 . Then it follows that 

1[m, n] II 11. [u, v] II = ((v - n) (m - u)- , (v - n) (m - u)- 1 
m + n). 

Corollary . ..!i [m, n]II"- Cu, v]II r/ 0, then 

[m, n] 11 o~, v] 11 iff m - ut:{{ 

Theorem (5.2.8). The following are equivalent. 

( 1 ) 	 [ m , n] o [u , v1 . 
(2) 	 [m, n] and l_u, v) are of the same kind and m - u, 

n - VE: T{ 

Proof: (1)-9(2). By (1) of Theorem (S.2.6), 

both lines are of the same kind. 

Cas_e (1): Both 1 ines are of the secon<l kind. 

Hence by Theorem (S.2.7), rn - ut:11. . We must show 

n - ve: 11. . Now P = (O, n)I[m, n] 11 . Hence there 

exists Q = (a, b)I(u, v1 II such that QoP 1 or equivalently, 

rb = au + v and n - b, at: 1\. Hence au ETl H ~ 1<. 

Thus 

n - b = n - au - v = ( n - v) - au£ T( . 

Hence n - VE 1{ . 

Case (2): Both lines are of the first kind. 

By definition m, UE 11 Hence m - UE \1. . We show 

n - ve:Cl in the same fashion as we did for Case (1), 

utilizing the point (n, O)I[m, nJ 1 . 
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(2)==-y(l). Consider the case where both lines 

are of the second kind. Let P = (a, b) I [m, nJ 11 and 

so b = am + n. Define X = (n - V) + a and y • XU + V. 

Clearly Q = (x, u)I \ii, vJ 11 . We must show QoP. Now 

x - a = n - v£ -n 
and 

~,, - y = am + n - [{ (n - v) + a}u + v] 
= am + n - (n - v)u au - v 

= acm u) + (n - v)(l - u) 

£H 11. + \l H <;. TL + -ll C: l"l 

Thus PoQ. Similarly for each QI(u, v] there exists11 , 

PI[m, n] 11 such that PoQ. Hence [u, v] 11o(m, n] 11 . 

A similar argument works for lines of the first kind. 

Corollary (1). g [m, n] 1 " (u, v] 1 r ~'then 
[m, n) 1o[u, v] 1 . 

Proof: By definition, m, u£l1 and hence 

m - u£ c{ Now hy our assumption there exists P, 

P = (a , ·b) 'I-[m , n1 I ,.. \l.i , v] 1 . Then 

a·= bm + n =bu+ v. 

Thus we obtain 

v - n = b Cm - u) EH IL c. -rl 
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Corollary (2). 

or 

\[m, nJr [u, v11\ > 1. 

Proof: This follows immediately. from Corollary (1) 

and (A3). 

Corollary (3). The. following are equivalent. 

(1) 	\ [m, n] I\ [u, v]} = 1. 

(2) 	[m, n) and [u, v] are of the second kind and m - ufn 
or the lines are of different kinds. 

Proof: This is an immediate consequence of 

Corollary (2), Theorem (S.2.6)(1) and Theorem (S.2.7). 

Corollary (4). If both lines [m, n] and [u, v] 

are of the same kind and m - ui::: 1t , then l(m, nj" [.u, v] I = 0 

or I [m, n1 A ln, v] I > 1. 

Proof: This follows from Corollaries (2) and 

( 3) 	. 

Corollary (5). ·[m, n) is a line of the second 

kind iff A(m,nfAoy· 

Proof: By Corollary (3) 

A ;i A
[m' 	 n; ¢ oY 
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" j [m, n] /\ [o , o] I \ = 1 

~ 
[m, nJ is of the second kind. 

Theorem (5.2.9). The following are equivalent. 

(1) [ m, n] l\ (µ, v] . 

(2) [m, n) and [u, v) are of the same kind and m = u. 

Proof: From Lemma (1.1.3) and ~heorem (5.2.6) 

the lines must be of the same kind. Supµose both are 

_Jn.1 d u 1 bof the first kind. Let Tm = Tl c2 an Tu = T 1 t 2 e 

the di rec t ions o f ( m , n"] and 'Lu , v1 re spec t ive1y • 

By Lemma (5.2.1), Tu' Tm€N. Thus 

By Theorem (5.2.1), this is equivalent to 

tu = m and t = 1 

1C 

m = u. 
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A similar argument holds for lines of the second kind. 



§5.3. T~ Analytic Model of an Affine H-plane 

Let us first give the following definition. 

Definition (5.3.1). [Kl) H is a projective 

Hjelmslev ring or H-ring iff H has the following 

properties. 

(1) H is a local ring with a maximal ideal \1 . 
(2) ti :: Do· 
(3) If a, be: 11 then ae:hH or be:aH.' 
(4) If a, be: 11 then ae::Hb or be:Ha.' 

Klingenberg actually called this an H-ring. 

He then constructed the analytic model of a projective 

H-plane in the following fashion.· 

P(H) = <':tP ,1., I> where 

such that at least one xitl"l i = 0, 1, 2. 

- 124 ­
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such that at least o~e of the uif 71., and P(X0 , x1 , x2) 

I.e.(u 0 , u1 , u 2] iff .r x.u. = o. For each .e.[u0 , u1 , u2], 
£.a 0 1 1 

P(H)(R.) is an affine H-plane by Theorem (l.3.2). Define 

P(H)(t) = A(H: t). 

Dembowski states in [n1J, on page 299,that given 

a projective H-ring, Klingenberg constructed an affine 

H-plane A(H), and then embedded it iri P(H) such that 

A(H) ~ A(H: t) for !, a line of P(H). 

However in [KJ] and [K~ , Klingenberg constructs 

P(H) and then considersA(H: t), when H, in fact, is 

assumed to be commutative. In (K3] , Section 5. 3, page 

20-21, he refers to the construction A(H: t) again. 

He does not construct A(H) directly. 

I shall now proceed to construct A(H) over a 

non-commutative ring which has properties (1), (2) and 

(3) but not property (4). One could not construct 

P(H) over this type of ring as it is property (4) which 

allows one to prove axiom (P2) of a projective H-plane. 

Def~niti~n (5.3.2). His called an affine 

Hjelmslev ring or AH-ring iff the following conditions 

are valid 

(i) H is local with 

(ii) -fl. = n0 
(iii) For every a, 

a 

h£ 11. 

maximal 

, a£bH 

ideal {( 

or be:aH. 

• 
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Comment (S.3.1). Tf His commutative then clearly 

H is projective·H-ring iff H is QA H -ring. However 

if H is not commutative, it is not known if they are 

still equivalent. If they were, there would be no need 

to construct A(H), directly as we could construct P(H) 

and then A(H: £). 

Lemma 	 (5.3.1). Let H be~ AH ~ring. Then 

(1) Tl 	+ = 11. - =1"l . 
(2) D+ 	 • D_ = n0. 

Proof: (1) This follows from Theorem (2.3.2)(2). 

(2) 	 D+S T(_ = n0 :r: D+" D_ c; D+ and so 

:. D+.n0 

Similarly D0 = D_. II 

Construction of the analytic 'l'nodel over H, 

ACH) where H is anA H -ring. 

Define 	A(H) = <~ , 1 , I, 11 > as follows: 

1P = {(a, b) la, bdI}. 

i .~- '£ I v ! I I 

such that 

d:. I = { (m, nlrl me: Tl and ne:H } 

and 
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~II= {(m, xU11fm, ne:H}, 

where 

[m, n] I = {(tm + n, t) lte:H} such that me:ll 

and 

[m, nJir = {(t, tm + n)jte:H}. 

'£ 1 is the set of lines of the first kind. f II is 

the set of 1 ines of the second kind. We write [m, n] e: !, , 
for an arhitrary line. 

In view of Theorem (S.2.9), we finally define 

[m, n] \\ Q;, t] iff both lines are of the same kind and 

Remark (5.3.1). Each line R. has the form 

t = {(ta + c. ' tb + d) Ite:H}, such that afn or b~ Tl . 

Conversely each set of the above form is a line. 

Proof: Obviously (m, n1 I has b = 1 and [.rn' nj II 

has a = 1 . The converse is shown as in Theorem (S.2.4). 

Remark (S.3.2). Let P = (a, b) and Q = (c, d). 

Then P, QI(m, nJ 1 iff n =a - bm and a - c = (b - d)m 

and P, QI (m, nJI I if f n = b am and b - d = (a - c)m. 
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Lemma (S.3.2). A(H) is an incidence structure 

with parallelism satisfying (Al) and (AB). 

~roof: The first part is obvious. Next we 

show, 

(Al). Let P =(a, b) and Q = (c, d). 

Ca~-~-J.!l: a - c4 n or b - d4 l{. . 

Then R. ~ {(t(a - c) +a, t(b - d) + b) ltd-I} is a line 

containing both P and Q, by Remark (5.3.1). 

Case (22_: a - c, b - dET(,. From (iii) of 

Definition (5.3.2), there exists m such that a - c = 1 

(b - d)m
1 

or there exists m2 such that b - d = (a - c)m 2 . 

Define =a - bm1 , "' n1 ab - -1 if m1 £11and = b ­n1 am1 n2 

am 2 if m tTL. Then P, QI(m1 , 1r; P, QI (mi 1
, n11 1 r51 n1

or P, QI(m2 1 , m2] 11 , by Remark (5.3.2). 

Finally, 	we show 

(A8). Let P = (a, b) and t = (m, n1r.. ((m, n)r 1). 

Define t 	 = [m, a - bm) rC[m,b - ant]11 J 

... (m, nJrc~, nJrr) .. 

Clearly, tilt and Pit. Lett= [u, v]\\t and Pit. 

Hence u = m and a = "bu + v Cb = au + v). But a = 
~ 

bm + n (b =am+ -n). Hence v = -n and sot=- t. 

Lemma (S.3.3). (l)[m, n1 1 "[u, v1rr = ((vm + n) 
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(2) If [m, nJ "[u, v] = 0, then m - UE: TI . 

Proof: It is the same as that of Theorem (5.2.6). 

Lemma (5.3.4). Let P = (a, b) and Q = (c, d). 

The following are equivalent. 

(1) PoQ. 

( 2) a - c, b - dE: 'T{ . 

Proof: (1)~ (2). Let PoQ. Hence there exist )J,)JYV..> 

1 'f .m1 , such that P, QU., Tnl. By Lemma (5. 3. 3), the 1ines 

are of the same kind. Let 1 = f..m, n] I and mi = [.s, t] I. 

By Remark (5.3.2) we obtain 

a - c = (b d)m) 


a - c ~ (b d)s. 


Hence (b - d) (m - s) = o. But m - s ' o, for otherwise 

m = s and then t l \ Tl\J, By (A8) , t " 111J = ~. Contradiction. 

Since hy Lemma (S.3.1)(2), D+ • Do, we obtain 

and 

a - c = (b - d)me: 11 H ~ 11 . 

Thus b - d, a - ce:Tt. 

(2)=9(1). Let a - c, b - dE:l\.. Since (Al) is 
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valid hy Lemma (S.3.2), there exists R. = (m, n] such 


that P, QI1. 


Case (1)~ b - d = O. Here we may assume 1 = 

[o, b}rr· Since a - ce:T{ = n0 , there exists 'f ot 0 

such that (a - c)t 0 = o. Define h = [t 0 , b - atolrr· Be­

cause ~ O, h ~ 1 . It clearly follows from Remarkt 0 

(S.3.2) that P, Qih. Hence PoQ. 

Case (2): b - d # O. Suppose 1 = [m, n1r· 

Thus 


n = a - bm and a - c = (b - d)m . (I) 

by Remark (5.3.2). Now b - de: 1l = n0 implies there 

exists t 0 'f o such that (b - d)t 0 = o. Since b - d # 0, 

and D ~ =11 by Lemma (5.3.1), we have t 0e:lZn0 

Because t = (m, n1 I, we have me: Tl and hence m + toe: n +11 

£ 11 Thus we may define h = (m + t 0 , n - btolr· 

h # 1 since to 'f o. Also, by (I), 

· and 

(b - d)(m + t 0) = (h - d)m + (b - d)t 0 

= (b - d)m + 0 = a - c. 
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From Remark (S.3.2), P, Qih. Similarly, if 1 = [m, n") 11 

we may find h ~ 1> such that P, Qih. Hence PoQ. 

Lemma (5.3.S). The following are equivalent. 

(1) I [m, nJrr" [u, v] 11 \ = 1. 

( 2 ) rn - u4 11 . 

Proof: The proof is exactly the same as that 

of Theorem (S.2.7). 

Remark (S.3.3). P = ta, bJ<=:·[m, nJ 1 "'[u, v] I iff 

the following conditions hQld. 

(i) a = bm + n 

(ii) l~ (m - u) = v - n. 

Lemma (S.3.6). If [m, nJr"' [u, v] 1 'f 0, then 

}(m, n1 1 ~ [u, vJ 1 \ > 1. 

Proof: Let P = (a, -P) I [m, nJ I ,.. [u, v] I. By 

Remark (S.3.3), a = bm + n and b(m - u) = v - n. Since 

both lines are of the first kind, m, ue:ll.. and so m - ucTl = 

n0 . Thus there exists ~ 0 such that t 0 (m - u) = o.t 0
"""" ~· ..... ....., ,..,.,

Define b = b + t 0, and a = bm + n. Clearly b t b and 
,.., ,.... 

so lci, b) t (a, b). Now 

.,... 
a 
~ 

= 'bm + n 

and 
"\/'

b(m u) = (b + t 0)(m - u) 

= icm - u) + t 0 (m - u) = b(m - u) = v - n. 
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Hence by Remark (5.3.3), (a, b)I(m, n1 1 I\ [u, v] 1 . 

Thus [ m , n11 " [u, vJ1 > 1 • 

Lemma (S.3.7). The following are equivalen~. 

( 1 ) [ m , n] o [ u , v] . 

(2) Both li~ ~ of the ~~ and m - u, n - ve:l( . 

Proof: Since Theorems (5.2.2), (5.2.6) and 

(5.2.7) are exactly the same as Lemmas (5.3.4), (5.3.3) 

and (S.3.5) respectively, the proof of this Lemma is 

the same as that of Theorem (S.2.8). 

Lemma (S.3.8). Let 1 ={(ta+~, tb + v)!te:H}; 

a¢ TI or b~ ?"{ ; and h = { (tc + ·u, td + v) Ite:H}; cfTl £.!:_ 

b~lt ; ~uch that P = ("u, v)It, h. The following are 

~quivalent. 

(1) t¢h. 

(2) There exists t*e:H such that for each te:H, t*a - tc¢TL 

£.!: t*b - td~ Tt 
OR 

,.., ,.., 
there exists te:H such that for each te:H, tc - tat Tl 

l'V 

or td - tb~T\ . 

Proof: This follows immediately from the 

definition 9f torn and Lemma (5.3.4). 

Lemma (5. 3. 9). Let P, R. and h be chos~ ~ in 

Lemma (5.3.i). The followinK ~equivalent. 
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(l)P=thh. 

(2) t¢m. 

Proof: (1)=9> (2). tet P = Ii" h5 i=-[JTIJtl];-h~[r~sJ. 

Byl~mtnJ 	 (5.3.7) it is sufficient to show the lines are of 

different kinds o:z: m - rfn. . If the lines. are of the 

first kind, then It~ hi > 1 by Lemma (5.3.6). Contra­

diction. Hence we may assume t = f,m, and h = [r, s] 11 •n] 11 

The result then follows from Lemma (S.3.5). 

(2)===9(1). Let t¢m. Without loss of 

generality we may assume, by Lemma (S.3.8)>there exists 

t*EH such that for each tEH 

t*a - tcd n or t*b - tb - td!T(. . (I) 

We must show t" m = P. Let QI!, m. 

Thus 

arid so 

(II) 


Claim. t 1 = o. Without loss of generality 
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let c~Tl. . Then from (I). = t 1ac -1 and sot 2 

(II I)t1 -1 . 
ac d 

From (III), .we obtain 

Hence by (IV), b - ac- 1d£D = D = T{ . Therefore 

t* (b - ac -ld) = t*b - (t*ac- 1)d£HT( S. T{. (V) 

Hence by (I), t*a - (t*ac- 1)c = t*a 

Contradiction. 

Thus = 0, and so Q = (U, V) = P.t 1 

Theorem (S.3.1). A(H) is an affine fl-plane. 

Proof: We invoke Theorem (1.2.5). Now A(H) 

satisfies (Al), and (AS) from Lemma (5.3.2). From 

Lemma (5.3.9), A(H) satisfies (A4). Since His a 

local ring, II/n is a division ring by Theorem (2.2.3) (3). 

Then it is well known that A(H/-n. ) = <1? , "t,_ , I> , 

where 1P = {(a +1l , b +\L la, bdf}; the lines 't are 

of the form [T{, n +-n1 I and lm +1t , n + 11.) II and 
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incidence is inclusion, is an ordinary affine plane. 

(cf. (A2]). 
. . 

Define x: A(H)->A(H/'1.) by 

xCa, b) = Ca +Tl. , b +ll) and xC(m, n]) 

= [m +I{. , n +1"(.] . 

x is clearly an epimorphism. Also by Lemma 

(S.3.4), x((a, b)) = x((c, d)) iff (a +1l , b +11 ) 

= (c + 11 , d +11 ) i ff a .- c , b - de: 11 i ff Po Q • 

From Lemma (S.3.7), xC[m, nJ) = x(l}l, v]) iff (!i1 +TI 

n +17] ==Lu +ll, , v +11.] iff rn - u, n - ve:Tl and 

[rn, n] and l_u, v] are of the same kind iff [rn, nJ olu, v]. 

Finally if [m, n]n(u, v] = f}, then by Lemma (S.3.3)(2), 

m - ue: (l or equival en tly m +Tl = u +Tl . Hence 

{ X ( ( m , n] ) = lm +1t , n +'Tl1J H { ~1 +Tl , v +11] 

= x(u,v)}. 

Theorem (S.3.2). The following are equivalent. 

(1) a is a dilatation of A(H). 

(2) There exists C = (c, i\) and ae:H such that 

(x, y) 0 =(ax+ c, ay +cl). 



136 

Proof: We first show every map of the form 

(x, y)cr = (ax + c: , ay + d ~ is a dilatation. Choose 

t . = [ m , nl 1 and 1et ( x , y) , ( s , t) I l m , n] 1 . 

Claim. (s, t)crIL((x, y)O', [m, n) 1). 

From the proof of Lemma (S.3.2), we obtain 

L((x, y) 0 
, [m, nJ 1) = [m, (ax+ c) - (ay + d)m] 1 

= [m, ';{Jr 

Since (s, t)cr = (as+ c, at+ d) it suffices to show 

as + c = (at + d)m + 
'-I 

n. 

But 

(at + cl) m + n = a tm + dm + ax + c aym - dm 


= a ( t - y) m + ax + c 


= a ( s - x ) + ax + c 


=as+ c. 


The same argument holds for [m, n] 11 . 
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Converselya we show every dilatation a is of this 

form. Let (O, 0) 0 = (C, d) = C.(O, 0)(1, O) = [o, o] 11 . 

Claim. (1, 0) a = (~ ,d) for some ue:H. Since a is 

a dilatation, (1, O)crl{L((c>d), [o, o] 11 ) = [o, d] 11 }. 

Let (1, O)cr = (u, v). Hence v = O.u + d = d. 
Now define a= u - c. Then the map~ defined by ,., 

(x, y)cr = (ax + c., ay + d) is a dilatation. Now 

"" ,..,, 
(0, 0) 0 = C and (1, 0)0' =(a+ c, d) = (u, d). 

tV 

Since (O, O)~(l, 0), it follows that cr = cr , by Theorem 

(3.1.1). 

Notation. cr(a, CJ is the dilatation defined by 

(x, y)cr(a,C) = (ax + c' ay + cl) , where C = ( c , d) • 

Aiso we write, in genera~ 

and ax= a(x, y) = (ax, ay). 

Theorem (S.3.3). Let cr = o(a, C). Then 

(1) a is ·no~-degenerate iff a~Tl . 

(2) a has ~unique fixed point iff 1 - at Tl . 

Proof: (1) Let aff{ . Then clearly a -l = 

cr(a- 1 , C). Conversely, suppose a is non-degenerate. 

Then there exist; o-l such that cr-l = o(b, D). Let 
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1Let D = (p, q). Now o- o 	= i. Thus 

-1 -1 
C1(0, 0) = (O, 0) 0 a = (c, cl) 

= (b c + p' b d + CJ) • 

Hence b c + p ·· 0 and b d + q = 0. (I) 

Then 

-1 	 -1 
00( 1 , 0) = (1 , 0) 0 = (a + c , d ) 0 


= (b (a + c ) + p, b cl + q) 


= (b a + b c + p , b d + q) . 


By (I), this is equal to (ha, 0). Hence 

ba = 1. Thus a~ \l =11 by Lemma (5.3.1) (1). 

(2) Let 1 - a~l1. Define P = (1 - a)- 1c. 
Then 

P0 = a(l - a)- 1c + C = (a(l - a)-l + l)C 

(a(l - a)-l + (1 - a)(l - a)- 1)C 

P is unique since if Q = (1, y) is any fixed point of a, 

then x = ax +c a~d y ~ ay + d. Hence we obtain since 

1 - a~l1 , x = (1 - a)- 1c and y = (1 - a)- 1d. Thus 
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Q = P. 

Conversely, assume cr has a unique fixed point, 

P = (x 0 , y0). Then the equations 

(1 - a)x = c and (1 - a)y = d (I) 

have (x 0 , y0) as their unique solution. 

If 1 - ac: n = then there exists to ~ 0DO 

-
'Y

such that (1 - a)t 0 = o. Define - = XO + to and y0 =x0 
,,.,,, ..,,,.

""'" Yo + t 0. Hence Cxo' Yo) :f Cxo' Yo) • Let p = (x
"V 

0 , YoJ. 

Now 

l'V 

(1 - a) x = (1 a)x + (1 a) t = (1 a)x = c.0 0 0 0 

(1 - a)y"' = (1 - a)y + (1 - a) = (1 = a)y = d.0 0 t 0 0 

,..., 
Hence Pis another solution of (I). Contradiction. 

Thus 1 - afTl. . 

Theorem (S.3.4). Let a= cr(a, C). 

(1) If cr is ~ quas:h_-translation, then 1 - ac: ~ 

(2) !.f_ 1 ·~·· ac: Tt and_ C¢0, then er is ~quasi-translation. 

Proof: (1) This follows immediately from 

Theorem (S.3.3)(2). 

(2) Suppose er has a fixed point P = 
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(x, y) . Then 

x = ax + c and y = ay + d • 

Hence since 1 - aell, 

(1 - a)x =Ce: TIH ~11 and (1 - a)y" = d f\lH S Tt . 

Hence CoO. Contradiction. // 

The next theorem was proved in [K2] for A(H: £.) • 

The proof for A(H) is naturally the same. 

Theorem (5.3.5). T is a translation iff 

there exists C = (c,_ d) such that (x, y)T = (x, y) + 

(c, d). 

Notation. T(C) is the translation, (x, y)T = 

(x, y) + C. 

Corollary. A(H) is ~minor Desarguesian ~_lane. 

Hence T is an abelian transitive group. 

We next give necessarily and sufficient condi­
'V 

tions for T =Tin A(H). 

Theorem (5.3.6). The following are equiv~lent 

in A(H). 
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N 
(1) T = T. 

(2) lill = 1. 

(3) H is a division ring. 

(4) 	A(H) is an ordinary affine plane. 

"' ,.,,
Proof: (1 ):::9 (2) . Since T = T, then T is 

an abelian group by the Corollary to Theorem (5.3.5). 

Suppose 11l I > 1. Then there exists a, a r o,such 

that a e: 11 . Le t b = 1 - a . Hence 1 - b = a E Tl . De fine 

C = (1, 0). Clearly C¢0. Then by Theorem (5.3.4)(2), 
'V ,.., 

a= cr(b, C)e:T. But T = T and so cr(b, C) = T(C). Hence 

b = 1 and so a = 0. Contradiction. 

(2)==o/(3). Obvious. 

(3)==/(4). This is a well known result. 

[cf. [AiJ] . 

(4)=)(1). This is also a result from [A2]. 

Comment (S.3.1). The above theorem is not true 

for an arbitrary Desarguesian H-plane. 

Proof: To see this take ~n A H -ring H such 

that ITt I > 1. We shall see presently that such 

rings exist. Then A(H) is Desargucsian such that 

T r N 

T and not an ordinary affine plane by Theorem 

(S.3.6). By Theorem (4.1.2), there exists J(T, IT) 
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such that A(H) ~ J(T, IT). Thus J(T, TI) is a Desarguesiart 

H-plane but it is not an ordinary affine plane. But 

by the Corollary to Theorem (4.1.2). T(J) = T*. // 

Klingenberg showed in [K2], that A(H: .t) was 

Desarguesian, by proving his variation of axiom (AlO) 

G:f. Comment (5.1.1)]. We next shall show A(H) 

satisfies (AlO)(O). 

Theorem (5.3.7). A(H) is Desa_!guesian. 

Proof: We show A(H) satisfies (AlO)(O). 

Choose three collinear points O, (c1 , d1) and (c 2 , d2), 

such that 0¢(c1 , d1). Hence c 1 ~11 or d 1 fT( . Define 

T .:( c. , d . ) ; i = 1 , 2 • 
l. 1 1 

Case (1) ! Let 

a= cr(a, O). Then 

Define a 

Tcr(a,O) = 
1 (I) 

Ta (a, O) = 
1 

Let a = 
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d di 1 and define a= a(a, 0). Now O(c1 , d1 ) = 
2

r. 1- 1 c- o;i . d- 1 c·· HTlC. -n S1°nce (c I)lnl 1' ~ I' since 1 1 e: - '"' · 2 ' t.1 2 

r[d.l 1 c1 , o] we have c = d <li 1 c • Hence as in Case (1),1 2 2 1


Ta(a,O) = 

1 

Therefore A{H) is Desarguesian. 

We next state a result, shown in [K2) for 

A(H: t), which we shall use later. 

""' Theorem (5.3.8). Let H be the ring of trace 
"'V 

preserving endomorphisms of A(H), with It its unique 

maximal ideal. Then· 

N,... 

(1) 	 6e:H iff there exists ce:H such that 

"' 6 
l ('a , b) = l ( C ~, C ,b) • 


r.;
6
~ 	 N

We write 6 	= 6(c), where t (1, 0) = t(c, 0). 

(2) "' 6(c)e:11 	 iffce:1l. 

~I 	 ~ 

(3) 	 The map f: H+H defined ~ f(o(c)) = c is~ ring 

isomorphism,. 

Corollary. The coordinate division ring ~f 
rJ N 

A(H/I{ ) is 	isomorphic to H/11. . 11 
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We end this section with the following result, 

mentioned in (Dl], without the stipulation that H 

be commutative and quoted as being a result from [Kz] , 
which it, in fact, is not. 

Theorem (5.3.9). If His a commutative AH ­

ring then A(H) may be embedde~ into P (H). 

Proof: Since H is commutative, H is a projective 

H-ring and P (H) can be constructed. Then 0 = (O, 0, 1), 

E = (1, 1 ' 1) ' x = ( 1 ' 0 ' 0) ' ~'l ~ = ( 0, 1 ' 0) and 

pXY = [o' 0' i1 form a coordinate structure for (H) • 

That is E, x, y satisfy axiom (P3). Then let0 ' 

t = [o, 0, 1]. We define 

g: A(H)-'>A(H: t) 

by 

g((a, b)) = (a, b, 1), 

g ( ( m, n] ) = (m , -1 , n)1

and 

g ( (m, nJ 11 ) = (-1, m, n] . 
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This is an isomorphism, and so our Theorem is proved. 

Comment. As mentioned before it is not known 

whether an A.H. ring is necessarily a projective­
tha1: 

H-ring. Thus we cannot say every Desarguesian affine-
A . 

H-plane ca.Q. be embedded in a projective-II-plane. 



§5.4. Examples of H-rings and affine H-planes. 

I. Let H = ~ /pn = integers modulo pn, 

where p is a prime number. This is a projective H-

ring and hence A(H) is an Desarguesian affine H-plane. 

II. We exhibit a uniform Desarguesian affine 

H-plane sue~. that T "I T. The example is from [Lll , 
tV 

but we may show the fact that T ~ T in an easier 

fashion using Theorem (S.3.6). The construction is 

as follows. 

Let D be a division ring. Then define H(D) = 

{(a, b)ja, bED} with the following operations; 

Then H(D)_ __is an A.H. ring with Tl= {(O, y)lyED}. It 

is in fact a projective II-ring. Clearly Tl 2 = 0. 

Thus from Section S.3 and Theorem (S.1.2) A(H(D)) is a . -­
uniform Desarguesian H-plane. Since I Tt I = IDI, 

,.., 
A(H(D)) has T # T provided IDI > 1. Finally H(D) 

- 146 ­



147 

is commutative iff D is commutative. We shall show 


this as it is not mentioned in l_Ll] . 


H(D) is commutative iff (a, b)(c, d) = (c, d)(a, b) 


iff (ac, ad + be) = (ca, cb + da) 


iff ac = ca and ad + be = cb + da for all a, b, c, dED 


iff ac = ca for all a, bsD. 


III. The next example is due to Kleinfeld~ 

and found in lK 3] . 

Let F be a field and a£Aut F • 

Let H(F) ={(a, b)ja, bsF}. 

Addition is defined as in Example (I). Multiplication 

is (a, b)(c, d) = (ac, ad+ bca). 

Then H (F) is a projective II-ring such that 

-n2 = O. Moreover JI(F) is commutative iff a = i. 

IV. We exhibit a non-uniform Desarguesian 

affine II-plane. 

The example is found in [KlJ. 

Let K be a field. K[x) is the ring of polynomials. 

(xn) is the ideal generated by xn. Let Ktx]/(xn) = 

K(n). Let (P] n, where PsK [x) , represent an arbitrary 

-n ( n-1member of K(n). Then 'l = D0 = { a1x +, .. +an_ 1x Jn}' 
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n-1 nsuch that ll 'f 0 but -fl = 0. Thus for n > 2, 


A(K(n)) is a non-uniform Desarguesian H-plane. Again 


K(n) is in fact a projective H-ring. I can find no 


A H -ring which is not a projective H-ring. 




§S.S. The Fundamental Theorem of a Desarguesian affine 

H-plane. 

In this section we generalize a result of Artin's 

in (AZ], for ordinary Desarguesian affine H-planes. 

Throughout this section {O, x0 , Y0} is a fixed coor­

dinate system for a Desarguesian H-plane de . Let 

o = (O, O), = (1, O) and = (O, 1).x0 v0 

Remark (5.5.1). The set of points of a 

Desarguesian H-plane may be regarded ~ a left H­

M
module over the local ring_ H in the obvious manner,

·11.-- -­

namely; 

(a , b) + ( c , d) = (a + c , b + d) and 

a(a, b) = (aa, ab) for each aEH. 

Remark (5.5.2). Take P(a, b) such that P¢0. 

Then QIOP iff Q = tP for some tEH. 

Proof: Since P¢Q, the result follows immediate­

ly from Remark (5.2.1). 

- 149 ­
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Lemma (5.5.1). let P = (a, b) and Q = (c, d). 

Assume (i) P¢0, 

(ii) Q¢X for each XIOP. 

Then P and Q are linearly independent wit~ respect to 

the mod~le structure on the £9ints £f 6e [cf. Remark 

cs.s.1)]. 

Proof: From (i), (ii) and Remark (5.5.2), 

we obtain the relations 

a~Jt or b¢ -n_ (I) 

and for each t 2 H, 

c - ta~\1 or d - tb~""tl . (II) 

Now assume >.. 1P + >.. 2Q = 0. Hence 

(I I I) 

From (I), assume atn . Hence from (III)(a), we 

obtain 

A = -A ca-l
1 2 
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Substituting in III(b)Jw€ obtain 

A2 d - (ca -1 )b = o. (IV) 

-1 c - t a = c - ca a = O.0 

Thus (II) yields d - ca- 1hiTL. Hence from (IV), 

= O. Then III reduces toA2 

Hence (I) implies Al = O. A similar argument applies 

in the case bfll. . Hence P and Q are linearly indepen­

dent. 

Lemma (S.5.2). Let 0, Pig and 0, Qih. If 

g¢h, then P + Q = L(P, h) I\ L(Q, g) . 

Proof: Let T = T(P). Then by Case (1) of 

Theorenf'.(3. 2.1), 

P + Q = QT(P) = L(P, g)A L(Q, g). 

Lemma (5.5.3). Let 0, Pig; 0, Qih; such that 
of a:?. -­

g¢h. Further, let f be ~ automorphism"such that f(O) = 0. 
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Then f (P + Q) = f(P) + f(~) 

Proof: Since f is an automorphism and f (0) = 

O)we have by Lemma (1.2.5)(2), O, f(P)If(g); 0, f(Q)If(h) 

and f(g)¢f(h). Thus by Lemma (5.5.2), we obtain 

f(P) + f(Q) = L(f(P), f(h)) ,..L(f(Q), f(g)). 

By Lemma (1.2.4) and Lemma (5.5.2), we also obtain 

f(P + Q) = f(L(P, h) A L{Q, h)) = f(L(P, h)) A f(L(Q, h)) 

= L(f(P), f(h))l\L(f(Q), f(h)). 

Hence f(P) + f(Q) = f(P + Q). 

Lemma (5.5.4). !.£.Pig, h then th~re exists 

R, R¢X1 for eac~ XIgv h. 

Proof: By Lemma (1.1.12), there exists 

f E<j>p such that f¢g' h. Choose R, RI f, such that 

R¢P. If there exists x, XI fh-such that f;> ox' then since 

g¢f, Ror-- by (A6). Contradiction. Hence R¢X for each 

XIg. Similarly R¢X for each XIh. 

Theorem (5.5.1). Let fEAut ~. The 

following ~equivalent. 
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(1) f(O) = O. 

(2) f(P + Q) = f(P) + f(Q). 

Proof: (2)~(1). f(O) = f(O + 0) = f(O) + 

f(O). Hence f(O) = O. 

(1)=)(2). Let O, Pig and 0, Qih. 

Case (1): g¢h. This follows immediately from 

Lemma (5.5.3). 

Case (2): goh. Choose t such that 0, P + Qit. 

By Lemma (5.5.4), we may select R such th~t R¢X for 

each XIR.v h. Choose m and t such that 0, Rim and 

O, Q + Rit. 

Claim. (i) m¢h, t. 

(ii) g¢t. 

(i) This follows immediately from the choice of R. 

(ii) It suffices to show that Q + R¢X for each XIh, 

since goh. Because by (i), h¢m, it follows from Lemma 

(5.5.2), that 

Q + R "" L (R, h) " L (Q, m) • (I) 

By the choice of R, L(R, h)¢h. But from (I), Q + RIL(R,h). 

Hence by Lemma (1.1.10), Q + R¢X for each Xlh. 
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By applying Case (i) to the three situations of the 

above claim, we obtain 

f (Q + R) = f (Q) + f (R) (a) 

f [CP + Q) + R] = f (P + Q) + f (R) (b) 

f (P + (Q + R] ) = f (P) + f (Q ·+ R) (c). 

Combining (a), (b) and (c), we obtain 

f (P + Q) + f (R) = f ( [P + Q) + R) = f (P + (Q + R)) 

= f(P) + f(Q + R) - f(P) + f(Q) + f(R). 

Hence f(P + Q) = f(P) + f(Q). 

To formulate our main result in algebraic terms 

we need the following definition and two remarks. 

Definition (S.~..:.D..· Aut (t(: 0) = {f!fe:Aut ~ 

such that f(O) = o). Aut H = {~l<P is a ring automor­

phism of H}. fe:G.L. ( ~ : 0) iff fe:Aut and f:W ....~ · 

is an isomorphism with respect to the left H-module 

structure on1P. Then f: -:W + lP is a member of the general 

linear group of this left H-module structure. 
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Remark (5.5.3). \ut Of: O), Aut H and 

G.L. ( ?R : 0) are all groups under functional composi­

tion. 

Proof: Aut £ is a group by Theorem (1.2.3). 

Aut (£ : 0) and G.L. (?,e 0) are easily seen to be a 

subgroup of Aut £.. It is well known that Aut H 

is a group. 

Remark (S.S.4). If PoQ and Q¢0, then P - Q¢0. 

Proof: Let P = (a; b) and Q = (c, d). By 

our assumptions, cfn. or d~ Tl. . P - Q = (a - c, 

b - d). Suppose P - QoO. Then a - c, b - de:11. 

But a, be:Tt. Hence c, ds11 and so QoO. Contradiction. 

We may now state the fundamental theorem. 

Theorem (S.5.2). [Fundamental Theorem] 

(I) If fe:Aut (~: 0), then 

(a) {f(X0), f(Y 0)} is a basis of M. 

(b) There exists ~unique ring isomorphism 

., .. ¢ eAut H ~ that f (aP) = ¢>(a) f (P) for each 

P, P¢0. Moreover f(a, b) = ¢(a)f(X0) + 

¢> (·b) f (Y 0). Let ¢ f denote this unique ring 

isomorphism. 

Leth:. Aut (~ O)~Aut (H) he the map 

h(f) = ~ • 
f 
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(II) 	The map h: Aut. (£ 0)7Aut H is an onto group 

ho.momorphism, whose kernel ·is G.L(&e .. 0) . Hence 

.
Aut ( <,e . O)/G.L. (~ .. 0) 
N 
= Aut H . 

Proof: (I) (a). By the choice of {o, XO, Yo}, 

and Lemma (1.1.4), we obtain o¢x 0 and Y0¢T for each 

TIOX 0 • Since fEAut· ()<' : 0), we have from Lemma 

(1.2.4), 

f(OX	 ) = Of(X ) and f(Y 0)¢T for each TIOf(X 0).0 0

Thus 	 (a) follows from Lemma (5.5.1). 

(b) We first show the uniqueness of~· Suppose 9 
has this property. Then choose P such that f (P) = 

(1, 1). Let (1, 1) = E. Clearly E¢0. Then 

,,,, "" 'V

f(aP) = ¢(a)E = (¢(a), ¢(a)). 

Also 

f(aP) = ¢(a)E = (¢(a), ¢(a)). 

,.., 
Hence ¢(a) =¢(a). 

Now we show the existence of•· Choose P¢0. 

For each aEH, aPIOP. Hence 0¢f(P) and f(aP)IOf(P), 
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and f(aP)IOf(P). By Remark {S.5.2), 

f(aP) = <P(a, P)f(P}. 

Claim (1) . <P (a' P) is independent of the choice 

of P, P¢0. Choose Q, Q¢0. Let h = OQ and g = OP. 

Case ( 1) : g¢h. By (A6) , it follows that 

Q¢X for each XIg. Thus by Lemma (5.5.1)' P and Q 

are independent. 

P + Q = L(P, h)h L(Q, g), by Lemma (5.5.1). 

By Lemma (1.1.10), L(Q, g)¢g, and so P + Q¢X for each 

Xlg, in particular, P + Q¢0. Thus 

<P(a, P)f(P) + ¢(a, Q)f(Q) = f(aP) + f(aQ) 

= f(a(P + Q)) = ¢(a, P + Q)f(P + Q) 

= <P(a, P + Q)f(P) +~(a, P + Q)f(Q). 

Hence we obtain 

¢(a, P) = <P(a, Q) = <P(a, P + Q). 

Case____Ql: goh. Choose R such that R¢X for 
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for each XIg. Since goh, R¢X for each XIh. Choose f 

such that O, Rif. By the choice of R1 f¢g, h. By 

Case (1), we obtain 

•Ca, R) =¢(a, P) and ¢(a, R) =¢(a, Q). 

Hence ¢(a, P) =¢(a, Q). 

Thus we may replace ¢(a, P) by ¢(a) and obtain 

f(aP) - ¢(a)f(P) for each P¢0. 

Similarly, 

f- 1 (aP) = x(a)f- 1 (P) for each P¢0. 

Claim _(2). ¢ is ~ring isomorphism. For each 

ae:H, 

-1 . -1
<Hx(a))X 0 = <P(x(a))f(f (X 0))· = f(x(a)f (X 0)) 

Hence ¢(X(a)) = a. Similarly x(¢(a)) = a. 


Hence ¢ is a (1 - 1) onto map with inverse X· 
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Now choose P such that f(P) = x0• Then 

<P(a + b)X 0 = ¢(a + b)f (P) = f((a + b)P) = f(aP + bP) 


= f(aP) + f(bP) = ¢(a)f(P) + ¢(b)f.(P) 


= [ct>Ca) + ¢(b)Jf(P) = (ct>(a) + <P(b))X 0 • 


Hence <P(a + b) = <P(a) + <P(b). Also 

<P(ab)X 0 = ¢(ab)f(P) = f(abP) = f(a(bP)) 

= ¢(a)f (bP) = <P(a)¢(b)f(P) = ¢(a)¢(b)X0 . 

Hence ¢(ab) ¢(a)¢(h). Thus <Pis a ring isomorphism.s 

Finally.
J 

f((a, b)) = f(ax 0 + bY 0) = f(aX 0) + f(bY 0) 

= ¢(a)f(X 0) + <P(h)f(Y0). 

(II) From (a), his a mapping. To show his 

a homomorphism, it is enough to show <Pf ¢£ = ¢f f · 
1 2 1 2 

Now for P¢0, 

Hence by the uniqueness of (I), <Pf <Pf = <Pf f · 
1 2 1 2 
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To show his onto, choose <f>EAut 'H;. Define 

f: ~ +de? by 

f(P) - <t>(x)f(Xo) + <t>(y)f(Y0), where P = (x, y), 

and 

f([m, n1) = \_<t>(m), <t>Cn)j. 

It is easy to show that fEAut (~ 0). Moreover 

f(aP) = f((ax, ay)) = <f>(ax)f(X0) + ¢(ay)f(Y0) 

= ¢(a)<t>(x)f(X0) + ¢(a)<t>(y)f(Y0) 

= ¢(a)[<t>Cx)f(X0) + ¢(y)f(Y0)~ 
= <f>(a)f(P). 

Hence h(f) = <f>. 

Finally1 fe:Kcr H ~)<i>f = i. Let fe:Ker h .. 

To show fEG.L. (~ : 0), we must prove 

f (aP) = af(P) for all Pe::t' 

Case (1). P¢0. Immediately the definition of 

4> f yields 
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f(aP) = ~f(a)f(P) = af(P). 

Case ·(2)~ PoO. Choose Q¢0. By Remark (S.5.4), 

P - Q¢0. Thus by applying Case (2) to Q and P - Q 

we obtain 

f (aP) = f [a [(P - Q) + ~ = f[a (P - Q) + aQ] 


= f la (P - Q )] + f (aQ) = a f ( P - Q) + a f ( Q) 


= af(P) - af(Q) + af(Q) = af(P). 


Conversely if f~G.L. ( ~ 0), then this yields for 

any P 

f(aP) = af(P). 

But by definition, 

f(aP) = ¢f(a)f(P). 

Hence ~ f = i. 

The last statement of the theorem then follows 

immediately from group theory. 



CHAPTER 6 

The Ternary Ring of an Affine II-plane 

§ 6 .1. Introduction 

The ternary ring of an ordinary projective 

or affine plane was first introduced by M. Hall and 

Skornyakov in [Mi] and (s4]. We will generalize these 

results, which are collected nicely in [BO] . Let 

us first indicate the results for the ordinary case, 

and discuss to what extent they have been generalized. 

Definition (6.1.1). A pair (r, T) is called a 

ternary fieldiff the following properties are valid. 

(TO) rr, T) is a 3-ary ~lgebra~cf. Definition (2.1.4). 

(Tl) There exist two distinct elements of r called 0 and 1. 

{T2) T(a, 0' c) = T(O, b' c) = c-: 

(T3) T(a, 1' 0) = T(1, a'. 0) = a. 

{T4) T(x, m, n) = T(x, m' Il I) has a unique solution
' 

for x ifm#m'. 

(TS) T(a, x, y) = b and T(a', x' y) = b' has a unique 

solution for (x' y) if a ~ a I • 

- 162 ­
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(T6) T(a, m, x) = c has a unique solution for x. 

The first main result was 

Theorem (6.1.1). Let A be an ordinary affine 

plane. Each quadruple of points {0, E, X, Y} such that 

{O, X, Y} ~three non-collinear points and E = L(Y, OX) 

A L(X, OY) determines a ternary ring (Of', T'). 

Conversely) if (r, T) is a ternary ring, then 

A(T) = <1t' , t_ , I> is an ordinary affine plane where 

1P= r x r 
<lhd 

"" = [ { (x' y) Iy = T (x' m' n) }I h1yJ 6 r} L) { {(a' y) Iye:r r) cl f. t}, 

Also, because of (T2), (a1 = {(x, y)lx = T(x, 0, a)}. 

[m, n] 11 = {(x, y)IY = T(x, m, n)} is called a line of 

the second kind and [o, a] I = { (x, y) Ix = 'I' (x, O, a)} 

a line of the first kind. // 

, 
Given (OE,,T) as in Theorem (6.1.1), addition 

and multiplication were defined as follows: 

x + y = T(x, 1, y) and x.y = T(x, y, 0). (6.1.1) 

The relations between the configuration theorems 

of the geometry and the algebraic properties of the t£rnary 

r I et d were then studied extensively .. 
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Klingenberg in [Kl] was the first to consider 

the generalization~of these problems. However, while 
a 

he did define an addition andAmultiplication, he did not 

introduce a ternary ring. It was done as follows £or 
H-ple>ne.s_ 

Let g, g' be chosen such that O = g11. g'. 

Select P1Ig, Piig' such that 0¢P1 , Pi• Define g* = 

L(Pi, g); and ""OP1 • Let a, b, c ... be the elementsg1 

of g. Then let 

= aP'ha 1 

ga = L(a, gl) 


a' = ga Ag' 


g* = L(a, g I)

a 


a* = g~ I\ g*. 


Hence g* =aa* Then taking a> bEOP we definea • 1 

a+ b = OP111.L(b*, ha), 

and (6.1.2). 

Next Klingenberg defined configuration theorems 

inQC11, generalizing the minor Desarguesian and 
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Pappian configurations of ordinary affine planes. 

He did not, or could not, define a configuration 

theorem for the Desarguesian planes. 

In order to state Klingenberg's results, we 


make the next two definitions. 


Definition (6.1.2). A pair (L, +) is called 


a looE_ iff the following conditions are valid: 


(1) 	 L is a set and + is a binary relation. 

(2) 	 There exists Oe:L such that a+O = Ora = a for each 


ae:L. 


(3) 	 Each equation xl + Xz = X3 can be solved uniquely 


for xi, if we are given x.' xk where (i, j k)
' J 

is a permutation of {1' 3}.
2 ' 
We now summarize Klingenberg's results, from [Kl] 

using the notation just introduced after Theorem (6.2.1). 

Definition (6 .1. 3): Let 2'{ be an affine H-plane. 

Choose g, g' such that 0 = g/\ g'. Choose Pig and P'Ig'. 

Define addition, +,and multiplication, ., as in equations 

(6~1.2), page 164. Finally we define 

-rr0 	 = {ajae:OP, such that aoO}, 

= the set of two sided zero divisors of (Op, .).n0 



--
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Theorem (6 .1. 2). Let £. be an affine H-plane. 


Choose 0, P, P' as in Definition (6.1.3). Then 


(1) 	 (OP1 , +) is a loop. 

(2) (i) a.l = 1.a = a. 

(ii) a.O = o.a = o. 
(3) 	 .!_! a¢0, and be:OP1 , then there exist unique x, y 


such that xa = b and ay = b. 


(4) 	 !.£ao0, then there exist b r' 0 a·nd c."/ 0 such 


that ab = 0 and ca = 0. 


(5) 	ll = {a!aoO} is an ideal of (OP1 , +, .) and
0 

Tto = n • That is, 71 0+/( 0<;;1( 0 ,l((OP1 )C1( 0 and
0 

( 0 p1 )/( 0 ~ I( J) • 

Theorem (6.1.2)n<11 Let£ be . minor DesaE.g_­

uesian\:_c~.\r.1),t)e~.·,..;1h~..i t;)1-i.}Then (OP 1 , +, .) has the~­


erties 


(1) 	 (OP1 , +) is an abelian group. 

(2) 	 a(b + c) = ab + ac. 

__ ¢\,.Theorem (6.1.3). Let"'" _be Pappian. 

[c.t.[K1J. bef.~~l-;0,,,, 01iJThen (OP 1 , +, .) is a commutative 

projective H-rin_[ with maximal ideal -rt 0 . 

In [Kl1, coordinates for lines and points 

were then introduced in a Pappian plane. It is not 

known how to construct an affine or projective II­

plane over what one would naturally call an H-ternary­

ring. 

Let 	us recall the following definition from [.\.3]. 
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Definition (6.1.4). (A3] A pair (r, T) is 

called a generalized ternarl ring iff it satisfies 

(TO), (Tl), (TZ), (T3) and (T6) ofl)efinition (6.1.1). 

Artmann,in [A3], has taken a modular lattice 

with a normalized basis of order 3, constructed a 

generalized ternary ring with respect to this basis 

and defined addition and multiplication as in equations 

(6.1.1). By assuming certain related groups of the 

lattice to be transitive in some manner, he builds up 

algebraic properties on: this ring. Then in (A3), (A4)f"r.!:::ii 

Artmann defined the notion of a H-lattice, a special 

type of modular lattice with normalized 3 basis. He 

then showed: 

(A) 	 Every II- lattice, L, determines a uni form projective H-

plane, CR (L) . 

(B) 	 Everi tlriiform projective H-plane determines an H-lattice 

L ( ~ ) • 

(C) 	 Every ordinary projective plane, ~)may be extended 

to a uniform projective H-plane £(~),such that 

- "' ~dt (II) = ~-. 

Finally he studied the structure of the general­

ized ternary ring of LCce (Z)), where~ is an ordinary 

projective-plane. 

In 	this section I will do the following: 
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(A) 	 Introduce a ternary rtng 1n the sense of Artmann 

of an affine I-I-plane. (cf. D.efinition (6.1.3)). 

(B) 	 Define addition and multiplication as in equations 

(6.1.1). 

(C) 	 Coordinatize the points and the lines of £. , 

before introducing any configuration theorems or 

their equivalents, as in [Kl] . 
(D) 	 Investigate more closely the relations between the 

algebraic structure of the ternary ring and the 

configuration theorems. Here we will see the 

basic difficulty in generalizing the construction 

of A(T). 

Our addition and multiplication is structurally 

different than that of Klingenre rg 's [cf. equations 

(6.1.2)] but we shall not exhibit proofs of results 

which are the same as Kl ingenre rg' s, as they are 

essentially the same. In fact we are primarily inter­

ested in applying these results to our next chapter on 

topological affine and projective fl-planes. 
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§ 6. 2. The ternary ring of an affine H-~~ ~ . 

Lem~ (6. 2 .1), Let {O, X, Y} be a coordinate 
~ 

s_ystem of '£ ; that is, {O, X, Y} ~~tisiie~ [~2]. Then; 

(1) 	There exist.'.?_ E = L(Y, OX) 1.. L(X, OY). 

(2) 	 L(Y, OX)¢0X and L(X, OY)¢0Y. Hence E¢S for each 

SI OX v OY. 

Proof: This follows directly from Lemmas (1.1.4), 
' 

(1.1.10) and (1.1.11). 

Notation: Let {O, X, Y} be a coordinate system. 

Then g = OX; h = OY; E = L(X, h)~ L(Y, g). The 

elements of OE are written a, b, c .... , We fix 

{O, X, Y} now throughout this section. 

Lemma (6.2.2). The~ h 2 : OE x OE~f? 
defined by h2((a, b)) = L(a, h) /\ L (b, g) ' is bijective-

with inverse, h;/ (P) = (OE " L (P, h) ' OE ,.. L(P, g)). 
' 

Proof: h 2 and h2 
-1 are defined from Lemma (6.2.1). 

The claim of the Lemma is then easily verified by 

straightforward calculations. 

- 169 ­
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Definition (6.2.1). Let P be any point. 

The coordinates of P with respect to {0, E, X, Y}, 

are x and y,where -1 (P) = (x, y). We write P =h 2 

(x, y) • 

From Lemma (6.2.1), x and y are unique and if 

x, y£0E, then there exist a unique Pell> such that 

p = (x ' y) . 

Remark (6.2.1) •. (A). 0 = (0, O); X = (1, O); 

Y = (0, l); E = (1, l); (B). PIOE iff P = (P, P); 

PIXE iff P = (1, m); PIOY iff P = (0, y); and PIOX 

if f P = (x, 0) • 

Lemma (6.2.3). Let Pi= (ai, bi); i = 1, 2. 

Then the following ~ equivalent. 

(2) a.ob., i = 1, 2. 
1 1 

Proof: (1)~2). Let P1oP 2 . By Lemma 

(1.1.10), L(P 1 , h)oL(P 2 , h) and L(P1 , g)oL(P 2 , g). 

The result then follows from Lemma (1.1.11). 

( 2 )-===p=( 1 ) • Assume a.ob.; i = 1, 2. 
1 1 

Define P = L(P1 , g)A L(P 2 , h). Then b1ob 2 implies 


L(b 1 , h)oL(b 2 , h) by Lemma (1.1.10). By Lemma (1.1.11), 


PoP1 . Similarly a1oa 2 implies PoP 2 . Hence P1oP 2 . 
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Corollar_r. For each 1 such that A 1~Ah, there 

exists a unique_ s = L(0,1) J\XE. 

Definition (6.2.2). (i) XE is called the line 

of sl.opes (ii) 1 is called a line of the second kind 

iff A1¢Ah•· Otherwise 1 is a line of the first kind. 

cY 


Let £. i = set of lines of the ith kind; i = 1, 2. 


____..Lemma (6.2.4). The map 

is bijective with inverse gz 1 defined ~ 

g 21 ( [m , nJ ) = L ( ( O , n) , 0 ( 1 , rn) ) • 

Proof: g 2 and -1 are defined due to Lemmag 2 

(6.2.1) and the Corollary to Lemma (6.2.3). The rest 

is direct calculation. 

Definition (6.2.3). Let 1£ ~ 2 . The coordinates 

of R. are m, n where g 2 (1) = (rn, n]. fcf. Lemma (6.2.4) } 

We wr i t e R. = [m , nl 1I • C1ear1y t " 0 Y = (0 , n) and 

(1, m) = L(O, l)h XE. mis called the slope of 1 

and (0, n) the ¥-intercept. 
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Lemma (6.2.5). Let .ti= [m:i, ni] 11 ; i = 1, 2. 

The following ~2:!. equivalent. (1) m = rn 2 •1 

( 2) [ rn1 ' n11 I I /) [ rn 2' n 2l I I' 

Proof: Let [rn1 , nJ II\\ [rn 2 , n21II. Then 

and so rn1 = rn 2 . 


Conversely> if rn =mi; i = 1, 2, then 


Proof: m1om 2 implies (1, m1)o(l, m2) by Lemma 

(6.2.3). Now 0¢(1, m1). Hence by (AS)*, 

0(1, m1)o0(1, m2). 

Lemma (6.2.6). Let .ti= (mi, nil 11 ; i = 1, 2. 

Then .t1o .t 2 iff m1om 2 and n1on 2 . 

Proof: (1)~(2). Let .t1 o.t 2 • Then 0(1, mi) = 

. [mi, o]; i = 1, 2. By Lemma (6.2.5), [mi, oj H[mi, na; 
= 1, 2. i 
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Thus A(mi,01 oA[m ,0]" Since OI(m 1 , o]" [m 2 , o],
2 

(rn1 , ~ o (rn 2 , o] by Lemma (1.1.13). Since [mi, o] ¢XE; 

i = 1, 2,we have (1, m1)o(l, m2) by (A6). By Lemma 

(6.2.3), m1om 2 . Finally since ti¢0Y; i = 1, 21 and t 1ot 2 , 

(0, n 1 )o(O, n 2) by (A6). Hence n 1on 2 • 

(2)=~(1). Let m1om2 and .n1on2 . Thus by 

Remark (6.2.2), l:m1 , ~ o[m 2 , 0\. Hence Ax, oA1 . By
'J 1 2 

Lemma (1.1.13), t 1ot 2 or t 1 A = ¢. Suppose t 1 ~ =t 2 t 2 

¢. By Lemma (1.1.3), there exists~>U. 3 = L((O, n 2), 

t 1 ) } o t 2 • A1so ( 0 , n1 ) o ( 0 , n 2) • Hence by Lemrn a ( 1 . 1 . 11) , 

t 3ot1 . Hence t 1ot 2 . 

Definition (6.2.4). Define T: OE 3+oE by 

T(x, m, n) =OE.\ L(L((O, n), 0(1, m)) /\ L(x, h), g). 

This is defined since L((O, n), 0(1, m)) = [m, nJrr 

and· h = OY. (OE, T) is called the associated ternary 

ring of ~ ~ith respect to {o, E, x, y}. 

Lemma (6.2.7). p = (x' y) I [m, n] I I iff y = 

T (x, m, n) . 

Proof: Let (x' m, n) be given and t = 

[rn' and PI!. Then x = OE I\ L(P, h) ; y = OE I\ L(P, C7) •
0 •nJrr 

p = t,...L(x, h) and 1 = L((0, n) ' 0 (1' m)). Hence we 

obtain 

y = OE,._ L(L((O, n). 0(1. m)) A L(x_ hL o) = "(' (v m n'\ 
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Lemma (6.2.8). (OE, T) is a generalized ternary 

ring. 

Proof: We verify the axioms of Definition 

(6.1.4). (TO) and (fl) are obviousj le-t E =1, 

(T2) T(a, O, n) =OE" L(L((O, n), g)I\ L(a, h), g) 

·and 

T(O, a, n) = OEA L(L((O, n), 0(1, a))I\ h, g) 


= OE-tL((O, n), g) = n. 


1!_~ T(a, 1, 0) =OE" L(L(O, OE)" L(a, h), g) 


= OE A. L (a, g) = a 

and 

T(l, a, 0) = OE1..L(L(O, 0(1, a)),...EX, g) 

= OE A. L ( ( 1 , a) , g) = a. 

ST6) Take a, m, beOE. Let P = (a, b) and 

t = fin, oJ 11 . Then L(P, R.)1. DY= (0, n) for some n. 

"' L(P, R.) = [m, n] 11 . Thus b = T(a, m, n). Suppose n 
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""
also has the property T(a, m, n) = b. Hence P = (a, b) 

I ( m , IlJ I I . Since (m , n] I I \I [.m , ~) I I , i t f o 11 ow s that 

[m, nl11 = [m, nJrr and so rt= n. 

Theorem (6. 2 .1). o is ~ congruence on (OE, T). 

[c f . D e fin it i on ( 2 • 1 • 5) .J 
Proof: Let x 1 ox 2 ; m1 om 2 , ·and nlon 2 • By 

Lemma (1.1.10), L(x 1 , h)oL(x 2 , h). By Lemmas (6.2.3) 

and (6.2.6), 0(1, m )o0(1, m ) and (O, n )o(O, n 2 )1 2 1

respectively. Define T. = L((O, n.), 0(1, m.))I\ L(x ., h);
1 1 1 1

i = 1, 2. Since 0(1, m1 )o0(1, m2), L((O, n 1 ), 0(1, ~1 ))oL 

((0, n 1 ), 0(1, m2)) by Lemma (1.1.13) .. Let =s1 

L((O, nl), 0(1, mz))A L(xl' h). By (AS) 

tV 
Now let T1 = L((O, nz), 0(1, mz))A L(x 1 , h). Since 

L(x 1 , h)oL(x 2 , h) (A6) yields 

Also by Lemma (1.1.11), L((O, n 1 ), 0(1, m1 ))oL((O, n 2), 

0(1, m1)). Since L(x 1 , h)f6L((O, n 1 ), 0(1, m )),
1

Lemma (1.1.11) yields 
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(III) 


Combining (I), (II) and (III), we obtain T1or2 . 

Hence by Lemma (1.1.10), L(T1 , g)oL(T2 , g). Since 

OE¢L(Ti, g); i = 1, 2)we obtain by L~mma (1.1.11), 

OE,... L(T1 , g)oOE ~ L(T2 ; g)., 

or equivalent!)) T(x1 , m1 , n1)oT(x 2 , m2 , n 2). 
(Theorem (6.2.1) also follows from Lemma 6.2.9 (below) and 
Lemma (2Rirn?i~J (6.2.3). {O, X, Y} is a coordinate 

system of~ Let P = (a, b) and i = [m, n] 11 • 

Then P = (a, b) and i = (m, n)II" 

Proof: The first part follows easily. Now 

let P = (x, y). Then 

x = oE",.. L(P, h) = xi (OE)" x~ (L(P, h)) 

=xi? (OE L(P, h)) = xlP (a) = a. 

-
s1milarly y =band i = [m, n)rr· 

Lemma (6.2.9~. Let (OE, T) be the associated -ternary ring of~ with respect to (oj, X, Y}. Then 

the map x0E: OE-+-OE, defined 'Qy XoE (a) = a is a:n.onto 

" -- ­homomorphism. Hence (OE/o , T) = . (OE, T). 
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Proof: XoE is clearly onto. Moreover by 

Lemma (1.2.4 ), 

XoE(T(x, rn, n)) = XoE(OE,.. L(L((O, n), 0(1, m)),,. L(x, h) , g 

= Xt (OE)A X t (L(L((O, n), 0(1, rn))." L(x, h), g)) 

= oE"' Lt1cG), oc1, ID))" LCx, 'h), g) 

-= "Tex, m , n) = T ( XOE (X ) , XOE (m) , XoE{11 ) ) • 

Hence XoE is a homomorphism. Since g = a, the
'Xoe. 

result follows from Lemma (2.1.6 ). 

Corollary. XoE T = T x6E· 

We next coordinatize lines of the first kind. 

Notice that for ordinary planes, this is no problem. 

It is in fact the lines of the first kind which cause 

the difficulty in generalizing the construction A(T). 

Coordinatization of lines of the first kind. 

Let te:t1 . Then A1oAoy· Hence A1¢Aox· We then 

proceed in exactly the same fashion ~s we did for 1. 2 
with X replaced by Y. Define 

t r.. 0 X = (n , O) ; L ( 0 , t) ~ YE = (m , 1 ) • 
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m and n are the coordinates of t and we write ~ = 

Similarly we obtain a new ternary ring, (cE. '\. \ 
) L JI 

with respect to (o, E, Y, X), 

T1 (y, m, n) = OE A L(L((n, 0), O(m, 1)),. L(y, g), h) 

where 

(x, y)I[m, n1 1 iff x = T1 (y, m, n). 

Lemma (6.2.10). The following statements 

are valid. 

Proof: This proof is completely analogous to 

the proofs of Lemmas (6.2.S) and (6.2.6). 

Lemma (6.2.11). If t = (m, n) 1 , then moO. 

Conversely if m, n£0E such that moo, then there exists 

a unique t£ 1 1 , such that .9,.a[m, n) I. 

But (m, l)IL(m, h)~ L((m, 1),t). Hence by Lemma 

(1.1.13), L(m, h)oL((m, 1) ,t). Since A0E¢Ah, we have 

Probf: 



179 


A0E¢AL((m, l) ,t) and henre by (A6), moo. Conversely, 


choose m, ne:OE such that moo. Define t = L((m, O), 


O(m, 1)). To show te: 'l, 1 , it suffices to prove 


L((m, 1) ,t)oL(m, h). Suppose this is false. Since 


(m, l)IL((m, l),t)A L(m, h) and moo, (AS) yields 


(m, l)oO. Contradiction. 


Lemma (6. 2 .13). g a ¢a 2 , then (a1 , b1 ) (a 2 ,. h ) = 9.1 2


is a line of the second kind. 


Proof: By Lemma (6.2.3), (a1 , b1 )¢(az, bz), 

for all b1 , b 2e:OE. Suppose te: ~ • Hence t = [m, n] I1 

such that moo, by Lemma (6.2.10). Thus ai = T1 (bi, m, n); 

i = 1, 2. Hence T1 (b 1 , m, n)¢T1 (b 2 , m, n). Now since 

0 is a congruence on (OE, by Lemma (6.2.12),T1) ' 

moo. implies T1(bi, m, n)oT1 (bi' 0' n) , i = 1 , 2. 

But by (T2) , Tl(bi, 0' n) = n; i = 1 , 2. Hence 

(1) 

(2) 

Lemma ( 6 • 2 • 14) • 

l[m;··n] 1 ,.. [u, v] 11 ( = 1. 

If (m~ nJ r. [rn 2 , n2J = f', 

th~~ kind and m1om 2 . 

theri both lines are of 

Proof: 

(1) Since A rn, n and h u,v ¢ti. 0y,
II 

we have 
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(2) By (1), both are of the same kind. Letti= 

[mi, 	nJ 1 • Hence by Theorem (1.2.4 ),.i11J t 2 • 

By Remark (6.2.3), m = m2 and so m1om2. A similar1 


argument applies to lines of the second kind. 


We may now state the main properties of (OE, TJ Ti_) o; E:: 

Theorem (6.2.2). The universal algebra (cf. 

Page 52) (OE, T, T1 , 0, E) has _the properties, 

(HTl) (OE, T) and (OE, T1 ) are 3-ary ~lgebras where 

E = 1, and E¢0. 

(HT2) 	 T(a, 0, n) = T(O, a, n) = n. 

(HT 3) 	 T (a , 1 , 0) = T ( 1 , a , 0) = a • 

(HT4) 	 T(a, m, n) = b has E._ unique solution for n. 

(HTS) 	 T(ai, m, n) =bi, i = 1, 2,has ~unique. solution 

for (m, n) if a1¢a 2 . 

(HT6) 	 T(a, m., n.) = b; i = 1, 2,has a unique solution 
1 1 -- ­

for (a, b) if m ¢m 2 .
1

(HT7) 	 For every choice of (ai, bi); i = 1, 2Jeither 

T(a., m, n) = b. or r 1 (b., m, n) = a. has a
1 1 1 	 1 --­

solution (m, n). 
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(HT8) 	 T(a, m, n) = b has ~ unique solution for a if m¢0. 

(HT9) 	 T(a, m, n) = b has~ unique solution for m if 

a¢0. 

Proof: (HTO) to (HT4) were shown in Lecirna (6.2.8). 

(HTS) Since a1¢a 2 , (a1 , b1)(a2 , b2),,. (m, n"} 11 
by Lemma (6.2.13), where m, n are clearly unique. 

Hence bicT(ai, m, n); i = 1, 2. 

(HT6) Let ti= (m1 , n11rr; i = 1, 2. Since 

m1¢m 2,t1 ~ t 2r 0, by Lemma (6.2.14)(2), and t 1¢ t 2 

by Lemma (6.2.6). Hence by (A4), lt1 A t 21 = 1. 

(HT7) This is just the algebraic statement of 

(Al). 

(HTS) By (HT2), T(a, m, n) = T(a, 0, b) = b. 

Since m¢0, the result follows from (HTS). 

(HT9) By (HT3), T(O, m, n) = n. Then 

T(a, m, n) =band a¢0 implies the result by (HT6). 

Definition (6.2.4). Define the maps Z, M, N 

as follows: 

Ci) ZCm1 , nl, mz, n2l = x iff T (x, m. , n.) = y;
l. l. 


i = 1 ' 2Jfor some y) where m1¢m2. 


(ii) M(a l, bl, a2, bz) = 	 = b·:;m iff T(ai, m, n) 
I_. 

i = 1, 	2,for some nEOE;where a1¢a 2 . 

(iii) 	N(x, m, y) • n iff T(x, m, n) = y. 
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These 3 maps are called the inverses of T. 

Lemma (6.2.15). 

(1) 	 N(x, m, y) = OE t... L(L((x, y), 0(1, m) /\ h, g). 

(2) 	 M(a1 , b1 , a 2 , bz) = OE"L[LCO, (a 1b 1 )(~ 2 , bzJ" h, g), 

where a ¢a 2 .1
(3) 	ZCm1 , n1 , m2 , n 2) = OE"L((m, n]II"[m 2, n 2) 11 , h), 

where m1 ¢m 2 • 

Proof: (1) fol lows from the proof of (HT4) 

in Lemma (6.2.sic2J and (3) follow from the proof of 

Theorem (6.2.2). 

Lemma (6.2.16). Let~ , M, N be the inverses 

of T. Then 

(i) XoE N = N 
3 

Xon· 

(ii) XoE M = 3
M XoE· 

(iii) XoE Z 4 
= £ 	XoE · 

Proof: The proofs follow from Lemma (6.2.15) 

by direct compulations. 

Definition (6.2.5) .ff (or=, I) is the associated 

ternary ring of (o, E, X, Y)~ We define addition 

and multiplication in (OE, T) by 

(i) 	a+ b = T(a, 1, b),. 

(ii) a.b = T(a, b, 0). 
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T is called linear iff T(x, m, n) = xm + n. 

Similarlriwe may define addition and multiplication 

We shall write this as 

(iii) a + b = T1 (a, 1, b).
1 

(iv) a. b = T (a, b, 0) •11 

Comment (6.2.1). We wish to describe all lines 

in terms of T. At present we have 

[m, n) 
11 

= {(x, y).IY = T(x, m, n)}, 

[m, n] 1 = {(xs y)!x = T1 (y, m, n)}, where moo. 

Now in the ordinary case, Tl 0 = {O}. Hence by UITZ) , 

[m, nJ I = {(x, n)! x = T (x, 0, n)} . However in an 

arbitrary affine H-plane, our problem is to show for 

mE TI 0' 

· T(x, m, n) = T1 (x, m, n) • 

I will show this for a Desarguesian plane. However~ 

one would hope this would be true for at least uniform 

planes. 

We may now restate Klingenberg's results in our 

setting, and add some additional results. 

Theorem (6.2.3) . 

.(1) (OE, +) is a loop. To be precise, 
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the 	unique solutions of x + a = b and a + y = b are 

x = 	 OE "- L(L (S, h) " g, h) 

where 

S = 	 L((O, a), OE)" L(h, g) 

and 

y = 	 OEA L(L((a, b), OE)I\ h, g). 

C-' 

(2) 	 a.1 = I.a = j and a.0 = O.a = a. 

(3) 	 !.f a¢0 and b~OE, there exist uni~ x, y such 

that xa = b and ay = b. 
' 

(4) 	 Tto is~ ideal of (OE,+, .) and (1 0 = n •0 

(5) 	 o is a congruence of (OE, +) ~ (OE, .). 

(6) 	 If y¢0, then xy = xz .£.! yz = zx implies y = z. 

(7) 	 If x¢0, then (xy)o(xz) or (yx)o(zx) imnlies 

yoz. 

Proof. (1) to (4) are esssentially the 

same as 
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Theorem (6.1.2). The precise statements of (3) are 

easily verified. (5) is ·an immediate consequence of 

Theorem (6.2.1). (6) is a special case of (HTS) and 

(HT9) where n = O. Now we show (7). First suppose 

(x~'*4· Hence L(xy, g)oL(xz, g) by Lemma (1.1.10). 

Define A1 = 0(1, y)A L(x, h) and A = 0(1, z)A L(x, h).2 

Since L(x, h)¢L(xy, g), (AS) yields A1oA 2. Now A1¢o, 

otherwise OE¢L(x, h) implies xoO. Contradiction. 

Thus OA1ooA 2 by (AS)*. Since oA1 = (y, o) 11 and oA 2 = 

(z, o) 11 , the result follows from Lemma (6.2.6). 

Secondly assume yxozx. Let A1 = L(y, h)A [x, Q1 II 

and A2 = L(z, h),.. [x, o] 11 . Now x¢0 implies [x, o] 11¢(9,o) 11 

and hence (A7) yields, (x, o) 11¢LCAi' g); i = 1, 2. 

Then utilizing Lemma (1.1.11) several times we obtain, 

(zxp~x):; ~L(zx, g)oL(yz, g)(=)L(A1 , g)oLCA2 , g) 

Corollary (1). Let Tl. _ and 11 be the set
+ - ­

or non-lef!_ invertible and non-right invertible 

elements _of (OE, . ) . Then 11. 0 = 11 _ = \l + • 

Proof: From (3) of the theorem, 11 _, 11. + C. 11 o· 
Conversely suppose xe:l"l 0 . By (4) of the theorem, xye: ""({ 

for each ye: OE. Then if x~ Tl+, there exists y 'I 0 

such that xy "' 1. Hence 1e: "'TI 0 • Contradict ion. 

0 
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Corollary (2). If aoO and bcOE, then (a+ b),--.,..--... 

(b + a )io{ib). 

Proof: Since aoO and bob we have from (5) of 


the theorem, 


(a + b)o ( 0 + b ) = b and (b + a,F( 0 + b) = b. 

Corollary (3). If boa, then there exists 

·ye 11. 0 such that a+ y = b. 

Proof: From (3) of the theorem, we have 

y = OE" L(M, g) such that M = L(S,OE) /\ h, and S = (a, b). 

Since aob, we have So(a, a) by Lemma (6.2.3). Hence 

by Lemma (l.l.10), L(S, OE)oOE. Then L(M, g)¢0E, 

implies Moy by (A6). Similarly by (A6) h¢0E implies 

Moo. Hence yoO and so yE TI 
0

• 

Corollary (4). For each acOE, a = a + l{ 0 , 

where a= {bl boa and bcOE}. Hence OE/o = {a + {1 0 !acOE}. 

Proof: Let bca + \l o· Hence there exists noO 

such that b = a + n. By Corollary (2) of Theorem 

(6.2.3), a + noa and so bca. 

Conversely let bci. Hence boa. By Corollary 
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(3) of Theorem (6. 2. 3), there exists ye. 11 0 such that 

a + y = b. Hence be.a + 1l o· 

Corollary (5). The mapa~ OE+OE defined~ 

a~ (b) = a + b is (1 - 1) onto. Its inverse is 

(a<if 1 (b) = OE" L(L{(a, b) ' OE}" h, gJ . 

Similarlr 	<P ! OE+OE defined Qr 4>: (b) = b + a 
a 8 

is a (1 - 1) pnto ~whose inverse is-

where 

S = L(( 0 , a) , OE) I\ L(b, g)) • 

Proof: This follows easily from (1) of Theorem 

(6.2.3). 

Corollary (6). Let ar be the unique solution 

of a + x = O. Then the map nr: OE4oE defined ~ ~r(a) = 
ar is 

Tlr(a) = OE 11. L(L((a, O), OE)" h, g). 

Proof: This is just a special case of property 

(HT4). 
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Corollary (7). J. f abe: Tl 0 , then ae: T{ 0 


or be: 11 0 • 


Proof: Suppose af \1 o. Since a. 0 = 0 it follows 

t.h:d:. a. Ooab and hence by (7) of the theorem, be: Tt 0 • 

Corollary (8). The unique solution of ax= 1 


is 


x = OE A L [xE /\ 0 (a' 1) ' g1· 

Proof: This is just a special case of (3) of 


the theorem. 


Let us now consider the configuration theorems 


de fined in [Kzl . 


Definition (6.2.6). [Kl] fJ minor Desarguesian 

lonfigu..re>-t.i.(),n c (see Figure (6.2 .. 1)1 is a set of six points1 


and 3 lines satisfying the conditions~ 


(i) gie:A; 1 = 1' 2' 3. 

(ii) Pi, Qilgi; i = 1 ' 2 ' 3. 

(iii) p.... 
1 

' Phlpk and Qi, Q.
·J Iqk i f. (i' j k)J 

is a permutation of {l, 2, 3}. 

(iv) p 2 \l q 2 and p1 \l q1 . 

(v) P1, Pz¢g3. 

(vi) P1¢P2 . 
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Figure (6.2.1) 

-- ­ -­ --- ----------------·-·­----------­

Lemma (6.2.17). [K11. Let c1 be a minor 

Desarguesian ~onfiguration. Then 

(a) 	P1¢g2 and P2¢g1. 

(b) 	 q1¢g2, g3 and q2¢g1, g3.· 

Lemma (6.2.18).~~Let c1 be a minor Desarguesian 

configuration. Then 

(a) 	Q1¢Q2· 

(b) 	 If glog2, the~ P30gl, g2; p3¢p1, Pz; P3¢P1, P2; 

&3¢g1, &z; Q3¢Q1, Q2; P1¢P2 and q,¢q2 and Q1¢Q2· 
. 	 . ' 

Comment (6.2.2). If c1 is a minor Desarguesian 

configuration, the previous lemma says the line q3 

is uniquely determined and is Q1Q2 . 

Lc.'mma (6. 2 .19). Let c1 be a minor Desarguesian 

configuration. Then p 3¢g 3 • 

Proof: Case (1): g1¢g 2 . If p 3og 3 , then 

p3og1 , g2 by (A7). Hence g1og 2. Contradiction. 

From (b) of Lemma 
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(6.2.18) we have p3og1 , g2 ; and g 3¢g1 , g2• Hence 

p ¢g3. 

Definition (6.2.7). We say'iR has the property 

iff for each minor Desarguesian configuration c1 ,n1 

Remark (6.2.4). 

(1) 	 If one line has three pairwise non-neighbouring 

points, then each line has this property. 

(2) 	 If one line has three pairwise non-neighbouring 

points then each pencil has three pairwise non­

neighbouring lines. 

Proof: 

(1) 	 follows immediately from Lemma (1.2.2). 

(2) 	 follows from (1) and Lemma (1.2.3). 

In (Kl], a plane with property n1 was called 

minor Desargues ian. In (K2] , a plane with (A9) was 

ca11 d minor D · ' \•,1e shall show i·f\O ise · esargues1an. a-.. a 

T-plane, these two definitions are both equivalent to 

each tern'tfry ring being 1 inear. 

Theorem (6.2.4). Let~ be~ T-plane, having 

! line with three pa~~ise ~-neighbouring points; 

cf. Definition (3.2.4). Then the following are equivalent. 
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(l) Every ternary ring (OE, T) is linear. 

(2) n1 is valid. 

(3) T is a transitive group. 

Proof: (1) ~(2). Let cl be a minor Desarguesian 

configuration. From Lemma (6.2.19~ g3¢p 3 and so 

g3~L(P3, P3)• Let g = L(P3 , p3). 
IV

Choose Pz such that 

P3Ip2 and 'P2¢g3 , g by Lemma (1.1.12). Thus g 3 , g and 

Pz may be regarded as a coordinate system such that 

OY, g = OX and -P2 = OE. 

Let (OE, T) be the associated ternary ring. Thus 

Q3 = (0, n) for some n~.OE. Let Pz = [m, 01II and 

P1 = (m2, 01I I. Hence q2 = [m, n] II and q1 = [ m2' n] I I. 

Thus 

and 

= (a, am 2); Q2 = (a, T(a, m2 , n) • P2 

. Now {P1P2 = p3} \\ g implies xm1 = am 2• Thus 

the linearity of T implies that 
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T(x, m1 , n) = xm1 + n = arn 2 + n = T(a, m2 , n). 

Hence Q1 and Q2 have the same y-coordinates. Thus 

Q2IL(Q1 , g) and so Q1Q2 Ug. 

(2)-===9 (3). Choose P3 , Q ElP . Without loss
3

of generality we may assume P ¢Q3 • For if P oQ3 ,3 3

select X such that X¢P 3 , Q3 • Then si~ce~ is a T­

plane, and X¢P 3 , Q3 , T= TP X TXQ would be our desired 
3 3 

translation. 

Now let g = P3Q3 • From Remark (6.2.4)(2) 

there exist g1 , g2eAg 3 such that gi¢gj; i ~ j~ i, 

j = 1, 2, 3. Let A= A . Choose Piigi; i = 1, 2. 
g3 

From Lemma ( 1 . 1 .1 O), Pi¢Pj ; i , j = 1 , 2 , 3. Let pi = 

PjPk where (i, j, k) is a permutation of (1, 2, 3). 

Claim (1). Ap.¢ A; i = 1, 2, 3. Let i = 1. 
1 

If p1og3 then there exists Tig3 such that ToP 2 . But 

P2Ig 2 , and hence by Lemma (1.1.10), g2og 3 . Contradic­

tion. The rest follows in a similar manner. 

by (A7). Then we may define 
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Next define the maps Ti, i = 1, 2, 3 as follows: 

T. 

S 1 = L(S, gi)~ L(Qi' PiS), if S¢X for each XIgi. 

This is clearly defined from our choice of Sand (A7). 

Claim (2) . _!i S¢X for each XIg.y g.; i ~ j ; -- 1 J
T· T. 

i, j = 1, 3,then s 1 = s J Let g = L(S, g.) and2' 1 ,.k l, j such that kE{l, 2 , 3}. From our.choice of 

.Sand Claim (1), Pi, Pj¢S; and pk, PjS¢gj. 

pL Fi~ure (6. 2. 2) Q~[ZP; /ZQ· 
s· s·s " ~ 

Now s. = g/\L(Q., P.S)
1 1 = g" 5 i Qi1 

and 

g" s.q.
1 J 

exist by Lemma (1.1.10) and Claim (2). Thus Figure 

~6.2.2) is a c1 configuration and hence by n1 , Pis\\ QiSj. 

But P.s\l q.s. and so Q.s.\\ q.s .. Herice Q.s. = Q.s .. 
1 11 l.J 11 lJ 11 

But Qi¢X for each XIg by Lemma (1.1.10), and so 

S. = Q.S./\ g = Q.S./\ g = s ..
J l. J 1 1 l 

Claim (3). For each S, there exists iE{l, 2, 3} 

such that S¢X for each Sigi. If this is false, then 
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there exists X.Ig. such that SoX.; j = 1, 2, 3. Hence 
J J J 

for i 1 j, XioXj and hence giogj by Lemma (1.1.10). 

Contradiction. 

Now define T: lP ~l"P as foll.ows: For each 

Se: 1f> 

if s~x for each Sigi. 

In view of claims (2) and (3) , T is well defined. 

Clearly pT = P3 
Tz 

= Q3. we must now show Te:T. By
3 

Lemma (3.2.2) it suffices to show: 
~ 

(i) n:T. 

(ii) S¢ST for each S. 

(iii) Any two traces of T are parallel. 

(i) We first show Te:D. Let X, Y be any two points 

and g any line such that X, Yig. 

Claim (4). There exists ie:{l, 2, 3} such that 

for each SI gi, S¢X, Y. If this were false, then there ~vl1 ul d 

exist x1 rg1 such that XoX1 or YoX 1 . Assume XoX •
1

Also t~ere exists X2Ig 2 such that Xox 2 or YoX 2 . Hence 

x2oY; otherwise x1ox 2 and thus by Lemma (1.1.10), 

g1og 2 . Contradiction. Finally there exists x3Ig3 
such that x3ox or x3oY. If x3ox then x1ox3 and so 
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g1og2 by Lemma (1.1.10). Contradiction. Similarly 

x3oY implies the contradiction g 2og 3 • 

Let us assume without loss of generality 

then that S¢X, Y for each Sig • Hence XP 3 , YP 3¢g •3 3 

t .. 
Case (l)~ Xr/JY. Let X 3 = 

Figure (6.2.3) 

Since X]SY and XP 3 , YP3¢g3 , Figure (6.23) 

is a c1 configuration and hence XY\\ x3Y3 , or 

equivalently, Y3IL(X3 , XY). 

Case (2)t XoY. Choose zig such that z¢X, Y. 

Thus g = XZ = YZ. By Case (1), we have 

Using Case (1) again we obtain 

T T TX I{L(Z , g) = L(Y , g)}. 

Now from the definition of T it is obvious 
N 

T has no fixed points. Hence T£T. 
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(ii) Let S be any point. Let us assume that S¢X for 

each Sig 3 . Hence ST = L(S, g3)A L(Q3 , SP3). 

Thus from the choice of S, (A7) and Lemma (1.1.10) 

we have 

Hence Lemma (1.1.11) yields 

In particular Pi¢Qi; i = 1, 2. Thus if we replace 

g3 by or g2 we may use the identical argument tog1 
show S¢ST if S¢X for each XIgi; i = 1, 2. 

(iii) Choose h any trace of T. 

It is sufficient to show h Ug3 . Let S, STih. 

Then by Claim (3) there exists ic{l, 2, 3} such that 

S¢X for each XIgi. Thus ST = L(S, g.)/\L(Q., SPi).
l. 1 

Hence we obtain S, ST IL(S, g.). Since by (ii) ' 
l. 

S¢ST, we have {h = L(S, gi)lll g3. 

(3J=>c1). We must show T(a, rn, n) = am + n •. 
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Figure (6.2.4) 

Let = O; = (0, n); = (a, am); P1= am;P3 Q3 P2 

=(am, am+ n); Q2 =(a, (a, m, n)).; = [m1 ,q1 p1 o] 11 ; 

ql = (m, nJrr' P2 = [1, oJrr; q2 = [i, n"Jrr and 

p 3 = L(P 2 , g). In view of (HT2) and (HT3) we may 

assume rn ~ 0, 1 and n 1 O. Consider figure (6.2.4). 

By the definition of Let T ='Tp Q . 
3 3 

Then by Case (1) of the proof of Theorem (3.2.1), 

Now T(a, m, n) =am+ n iff Q1IL(Q 2 , g). But 

{Ql = Pl}I{L(Pz, P3) = L(Qz, g)}. 



198 


Comment (6.2.2). Notice in the above proof of 

(3) ~(l), we could not invoke from figure (6.2.4),n1 
since we do not know P2¢P1 • In fact, this is true 

iff am¢a, which is not true in general. 

Theorem (6.2.5). [KlJ Let~ be min~ Desarg­

uesian. Then 

(1) (OE, +) is ~ abelian group. 

(2) a(b + c) = ab + ac. 

Proof: It is essentially the same as Theorem 

(6.1.2). 

Theorem (6. 2. 6). Let ~ be minor Desargues ian. 

Then a + b = a + .b.
1 

Proof: Now a + b = OE/\ L(L((b, 0), OE) A L(a, g),
1 

h)). Let T = L((b, 0), OE)l\L(a, g). Now since OE¢oY, 

L((b, 0), OE)E 'f 2 . By Corollary (6) of Theorem 

(6.2.3) and the fact (OE, +) is an abelian group we 

obtain, 

L((b, 0), OE)l\OY = (0, - b). 

Hence L((b, 0), OE)= (1, -b]Ir· Clearly T = (x, a) 

for some x. But TIL((b, 0), OE). Hence x a a+ b. 

Thus, 
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a + .b = OE " L((a + b, a), h) = a + b. //
1 

We next wish to obtain the statement of 

Theorem (6.1.3), by replacing the assumption that 

~ is Pappian with the assumption that ~ is Desarg­

uesian. Now as mentioned before no Desarguesian 

configuration has been defined. I can·define one and 

show it is equivalent to (AlO)(P: ~). However the 

proof is very long and techni~al and so we shall omit 

it. Moreover we actually need the full force of (AlO)(P), 

not just (AlO) (P:~). 

0Remark (6.2.S). Let oEDp; P¢Q and q = R. 

If S is any point such that S, Pif; S, Qlj and f¢j 

then s0 
= f J\ L(R, j). 

Proof: This follows immediately from Case (1) 

of the proof of Theorem (3.1.1). 

Lemma (6.2.19). Let£ be Desarguesian . 

. Then a(b + c) = ab + ac. 

Proof: (0, c)(l, b + c) = [b, c] 11 by Lemma 

(6.2.13). Let a= a(o, (1, c), (a, acD, which exists 

by (AlO) (0) since 0¢(1, c). Thus since XE¢(b + c, ~II 
and h¢ Co, c] II Remark (6.2.S) yields 
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(1, b + c) 0 = (a, a(b + c)), 

and 

(0, c) 0 = (0, ac). 

Hence 

(a, a(b + c~I{L((O, ac), (b, cJ 11 ) = \), aCJ 11 l, 

and so 

a(b + c) = ac + ac. 

Lemma (6.2.20). Let£. be pesarguesian. 

Then 

(ab)c = a(bc). 

tl.:s 
Proof: It is enough to show,,.for btTl 0 • 

For if be: Tl 0 , then b* = b - 1~ ll 0 . · Thus we obtain 

from Theorem (6.2.5)(2), and Lemma (6.2.19), 

(ab)c = (a(b* + l))c = (ab* + a)c 

= (ab*)c + ac = a(b*c) + ac 

a: a(b*c + cj - al_bc - c + c] = a(bc). 
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Now we cons ider 3 cases for b~ \1 0 • 

Case (1): b~c. Choose j such that (1, b), 

(b, be) I j. 

Claim. j ¢ (c, o] I I. Suppose j o(c, o) It. 

Since b¢c, we have [c, o] II~(?, ~ 11 • Thus (A6) 

yields (1, b)o(O, 0). Contradiction. 

Now let = a [o, b, ab], which exists sincea 1 

b' Tt 0. $ince L(b, h) ¢ [c, ~ 11 and 

(o , b) I I¢ [b, oJ I I, Remark (6. 2. S) yields 

a1(b, be) = (ab, (ab)c) 

and 

a1(1, b) =(a, ab). 

Thus (a, ab)IL((ab, (ab)c), j), since cr ED.1

Nowdefinecr 2 =cr[o, (1,b), (a,ab)J. Then 

since XE¢[bc, and j¢[c, o]II by the above claim,01 11 

we obtain 

O' 2 
(1, be) = (a, a(bc)) 

and 
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C1 2(b, be) = (ab, (ab)c). 

Hence 	 (a, a(bc))I{L((ab,(ab)c), (o, bc] 11 ) = L((ab, 

(ab)c), g)}. Thus (a·, a(bc)) and (ab, (ab)c) must 

have the same y-coordinate and so our result follows. 

Case (2)~ b = c. Now b¢b - 1, otherwise 

1 £ t1 0 • Thus by Case (1) we obtain 

{ab)b 	= ab( b - 1 + 1) = ab(b - 1) + ab 

• a(b(b - 1)) + ab = a(bb - b) + ab 

= a(bb) - ab+ ab= a(bb). 

Case (3): b ~ c but hoc. Now hoc implies 

c = b + n for some nE -fl 0 • Hence b¢n. Thus by 

Case (1) and Case (2) we obtain 

(ab)c = (ab)(b + n) = (ab)b + (ab)n 


= a(bb) + a(bn) = a(bb + bn) 


= a(b(h + n)) = a(bc). 


Theorem (6.2.6). Let';)£ he Desarguesian. Then 

(1) 	 If at T{ 0 , then 

a -1 =OE/\ L(XEl\O(a, 1), g) where 

-1XE" O(a, 1) = (1, a ) . 
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(3) 	 If mE T{ 0 , T(a, m, n) = T1 (a, m, n) and henc~ 

[m, n1 = {(T(y, m, n), y)lyEOE} , for each [m, ~IE '£ 1 •1 

( 4) 	 (OE , + , • ) is an A H - ring • 

(5) 	 I_f H is the ring Q.f trace preserving endomorphisms 
,.., 

then (OE, +, • ) = H. 

Proof: (1) This follows from Corollary (1) 

and Corollary (8) of Theorem (6.2.3) and Lemma (6.2.20). 

(2) Now a.b = OE.\ L(O(l, b)" L(a, h), g) 

and 

a. b = OEto.L(O(b, 1) /\L(a, g), h).
1

Case (1)~ b4 n o· Thus from Lemma (6.2.13), 

-1 
0 (b' 	l)E t By (1) , 0 (b, 1) A XE = (1' b ) . Hence2. 

0 (b' 1) = (b-1, o]II° Let T = th -1 ' 0) I I I\ L(a' g) . 

Hence T = (x, a) for some x such that a = xb- 1 • 
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By Lemma (6.2.20), 	x =ab. Thus 

a. 1b • OE"-L(T, h) =OE "'~ab, a), hJ =ab. 

Case (2): be: 11 0 . Define b* = b - 1. Clearly 

b* ~"Tlo· By Theorem (6.2.6), 

x +1 y = x + y ·. . (I) 

Then using (I) and Case (l)~we obtain 

= a.b* + a = a(b* + 1) m a.b. 

(3) 	This follows immediately from Theorem (6.2.6) 
that 

(2) and the fact~T 	is linear. 

(4) 	 We have already shown all the properties of an 

A H -ring. 

(~) 	 We may consider '?e as A(OE). The result then follows 

from Theorem (S.3.8)(3). 



CHAPTER 7 

Topological Prerequisites 

In this chapter we list known results 

as well as proving some new results. which we shall 

utilize in the next chapter. 

Notation. {l) Let (Xa)aEI be a family of top­

ological spaces. ThenlTXa is the set theoretic product
aEI _ 

endowed with the product topologyj i.e.) if pra: 1ixr+Xa 

is the a projection map, pra ((x 8)) = xa,· the sets 

{p-l(U) IU open in X }form a subbase for the product
ra a a a . 

topology. 

If we have just two spaces, X1, we writex2 

X1 )\. X2 for the product. 

(2) If X is a space and XEX, we use 

q/'(x) 	or n(x) to represent .neighbourhood filters 

a-bout x. 

(3) Xis r 2 means x·is Hausdorff and 

X is T1 means X is a Frechet space. 

(4) If S ~ X, then r(S) is the 

closure of S in X and I(S) is the interior of S. If 

- 205 ­
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A<;. s <.: X, then r5 (A) and r (A) are_ the relative closure5 

and interior of A with respect to S. It is well known 

that rs (A) = r (A) ,.. s and I (A) n s s I (A) '= I s_~A). 
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§7.1. Quotient Topology 

The 	 results may all be found in (Koo]. 

Definition (7.1.1). Let X be a topological 

space and R an equivalence relation on X. Let X/R = 
{[x] l[x1 = {yl (x, y)e:R}} be the quotient space, and 'let 

f : X....XI R b ·e the quot i en t map , f ( x) = ( x1 . We de f in e 

a topology on X/R as follows: 

U is open in X/R iff·f-l CU) is onen in X. This 

is called the guotien! toDology of X/R. 

Theorem__(7.l.l). Let f: X....X/R be as in defin­

ition (7.2.1). Then 

(1) f is a continuous man. 

(2) C is closed in X/R iff f- 1 (C) is_ closed in X. 

(3) 	 The quotient !_opologr_ is the largest topology on 

X/R such that f is continuous. 

Theorem_ (7 .1. 2). H X is a topological snacc, 

R is an es..u_i valence relation on X, and X/R is endowed 

with the q}-lotient topology) i'hen 

(1) 	!£. X/R is.T 2 , R is closed in Xx X. 

( 2) I f f : X..,,.X / R is onen ancl R_i_~ c 1os c d , then XI R 

is T ">.-	 .... 
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(3) lf R is closed in Xx X, then [x] is a closed 

set in X. 



§7.2. Connectedness 

The well known results may be found in ~ i). 

Def i!li ~~o_E_j_?._:2_._!l. (1) A topological sµace 

X is connected iff it is not the disjoint union of 

two onen (closed) sets. Equivalently the only sets 

which are hath open and closed are ¢ or X. 

If X is not c0nnected, it is called disconnected. 

(2) If A, B ~ X, then the 

11air (A, B) is called ~epar~ted iff f(A) n B = An r(B) = 

Theorem (7. 2 .1) . 

(1) Let C S X. C is connected iff for each separatcg 

pair (A, B) in X such that C = A u R, A = ~ or R = 1/J. 

(2) .!_f C S X and C is connected, then_ for each sepa~-

atcd pair (A, B) such that C: A u B, we have C <:: A 

or C ~: B. 

(3) .!J (Xa)acI is ~ family of connected subspaces of X 

such 1;;ha t fl X,.., f ~, then U X is connected.
a"" --aa­

(4) If (X ) acI is a famijy of connected subspaces such
0

that X -/- ?3, then TIX is connected iff X is connected 
--~ --- a a­

aE I 

- 209 ­
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for 	each d.. • 

(S) The continuous image of a connected set is connected. 

(6) 	 If C is connected, then r(C) is connected. 

Theorem (7.2.2). Let R be an equivalence 

relation on X. 

(1) If X is connected, so is X/R. 

(2) 	 If X/R is connected and each (x] is connected, then 

X is connected. 

D~-~-~nition_lZ_:_3_:l_)_. Let X be a topological space 811 d 

X£X. C(x) = largest connected subset containing x, is 

called the component of x. X is called totally disconnected 

iff C(x) = {x} for each x. 

Q(x) = n A (A is open-closed) is called the
' X£A 

quas i~-comnonent of x. 

The following are true. 

(1) 	 If (xa)aeI is ~ famil~ of topological snaces, then 

C((xa )) = ITC(xa). 
CX.£I 

Hence lf,tC< is totally disconnected iff each X is a 

totally disconnecte~. 

(2) C(x) and Q(x) are closed sets. 

(3) C(x) S. Q(x). 

(4) .!J~ Q(x) = X, then X is connected. 
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Theorem (7.2.4). Let X be a snace. Then 

{C(x) Ix£X} forms~ disjoint nartition. Let C be the 

corr1~sponding equivalence relation. Then X/C is 

totally disconnected. 

Lemma (7.2.1). Let X be~ space. Let ASX, 

he cJ_QseQ such that xeA irnnlies C(X)· £:.A. 

Then CA (x) = C(x) for each_ xeA. 

Proof. It is enough to show that for each 

xe- A, 

(a) C(x) is a connected subspace of A. 

(h) CA (x) is connected in X . 

..L~l Suppos c C(x) is cl i sconnec ted in A, as by as surnpt ion 

C(x) CA. !fence there exist c1 , c2 , non-void, closed 

in A such that c(x) = c1u c2 , c1,,c2 = 1J • Now c. = Si I'\ A,
1 

where s. is closed in x·, i 2 • Since A lS closed,
1 = 1 ' 

in X, cl and Cz are closed in x. Hence C(x) is dis­

connected in X. Contradiction. 

(h) Sunpose CA(x) is disconnected in x.· Then there 

exist c1 , closed and non-void such that c1 n =c2 c2 

Hence C.fl A= c. is closed in
1 . 1 

A. Thus CA(x) = (C 1 " A) v (Czt'l A) imn1ics CA(x) is 

disconnected in A. Contradiction. 
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Lemma (7.2.2). Let e be an equivalence relation 

where x = {y! (x, y)e:R}. 

Moreover each~ is closed in X. Then 

: 
: 

Cx(y) = C(y) for each ye:x. 

Proof: Since x is closed and for each ye:x, 

C(y) c £9 = i}, the result follows from Lemma (7.3.1). 

The next result is an-exercise on page 261 

of (El). The proof may be found in l_Ko1. 

Let X = ITXa and (x ) = xEX a c<€ 1 
ex e:: I 

Then O(x) = ITO(x ) • a 
ae: I 

The next result, or to be precise, the idea for 
tht 

its n·roof' is used in [r11 and f.s11 to showI\ a topolo­

gical nrojcctive nlane is connected or totally disConnect­

ed. We shall prove the theorem in its most general 

setting. 

T~~_()_!e_12.1_ _(2-:_~__:.Q_}_. Let X be a topolo.~ical spa_ce. 

Sunnose G is a set of homeomorphisms from X into X with ---·--- - - -- ­
the THOnerty: _for any two rairs of points (x, y), 


(x, z) suc_!_1_ tha.!_ x 'F y and x "f z, there exists HG, 


such that f(x) = x and f(y) = z. Then X is connected 
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or totall_y ~isconnected. 

Proof: Suppose X is not connected. Ry 

.Theorem (7.2.3)(4), Q(x) ~. X. 

Claim. Q(x) = [xJ. If this is false, there 

exists ycQ(x) such that y t- x. Since Q(x) f X, there 

exists ZE: a:. q(x). Hence there exists f£G such that 

f (x) = x and f (y) = z. Thus f(QCx~ = Q(x) and so 

f (y) - ZE:Q (x). Contradiction. Thus Q(x) = {x} and 

so by Theorem (7.2.3)(3), C(x) = {x}. 

Next we consider a new concept of connectedness 

of a space X with respect to an arbitrarv equivalence 

relation R. 

Definitio_~Q~ll· Let X be a space and e an 

equivalence relation on X. Let [x)be any equivalence class 

(1) X is called 0-disconnected iff X = u v u such that
1 2 

u1,u are non-void onen sets with the pronerty,
2 

x£lJ1 , ve:U 2 implies x¢y. 

Clearly = fl and each Ui; i = 1, 2~isu1 n u2 

saturated with respect too; i.e.)xe:Ui impl.iescx]c. Ui, 

i = l~ 2. Clearly we may replace open by closed. 

If X is not 0-disconnected, we say X is 

A-connected. 
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(2) A pair (A, R) is called 9-separated in X iff 

xEr(A) and ye:R or xe:A and ycr(B) implies x~y. 

Let 9 be an arbitrary equivalence relation on a space 

X, for the rest of this section. 

Remark (7.2.1). If (A, B) is a pair such that 

A, B are open and xdJ1 , ye:Uz, implies x~y, then (A, BJ 

is 9-separated. 

Proof: Take xe:r(u1) and y~U2 , such that x9y. 

Then since each Ui is saturate<l,{ic]=[Y1SU2 . Thus 

xe:r (u1)"' u2 and hence u1 I"') ~ ~.u2 

If 0 is the idenfitv relation 

then 6-connectedness is connectedness. Also 9-qisco~-

ectedness imolies disconnectedness. 

Comment (7.2.1). We may now obtain results for 

A-connectedness which are completely analogous to the 

well known results on connectedness. Since the nroofs, 

as in Remark (8.3.1), are essentially the same, we 

shall not include them except where the generalization 

is not obvious. 

Theorem (8.3.7). The following arc ~livalcnt. for CCX 
--~ 

(1) c is 8-connected. 

(2) 	 For each 9-separated pair (A' B) in x, such that 

c = A u B, A = fl or B - fJ • 
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(3) 	 The only open-closed set V saturated with respect 

to e is ~ or x. 

Cor_o_~_!_L_(l)_. If C is 8-connected and CS u1 u U2 

such that cu1 , u2 ) are 6-?epara ted, then C ~ oru1 

C £ u2 • 

Co r_<?_11_~ ry ( 2) • If {C.}. I is a fam_ij_y of
1 1£ ­

Q-connected sets such that nc. 'f ,., ' then u c. 
1 	 i e: I 1 

is e-connected. 

there exists 

a a-connected set C such that x, y£C, thel}__X is 

e-connected. 

~emma (7.2.2). If CSX is 9-connected, then 

f (C) is A-connected. 

Lemma (7.2.3). If c1 and ~te 8-connectecl,c2 

then Cl X C2 is (fi X R)-connected,where (x1 , x 2) 

(S x 8) (y1 , y 2) iff x 9y and x 29y2 .1	 1 

Proof: We invoke Corollary (3) of Theorem (7.3.6). 

Let (xl, Xz). (y 1 , Yz) be two points of C1 x c 2 . Define 

C = C :X {x 2 }v{y1 } X c • Since c and c are 6-connecte<l,1 2 1 2 

x {x 2} and {y1 } x c2 are (8 X 9)-connected. Sincec1 

(y1 , x 2)sC 1 X {x 2 }u{y } x c 2 , C is (0 X 8)-connecte<l
1 

hy Corollary (2) of Theorem (7.3.6). Since Cx1, Xz), 
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(y, y 2)£C, the result follows. 

Lemma (7.2.4). Let C be 9-connectcd in X, and 

f: C X C+X be ~homeomorphism such that (a1 , a 2) 

(B :>e B) (h 1 , hz) iff f(a 1 , a 2) 6 f (b 1 , b 2). Then X is 

6-connected. 

Proof: If Vis open-closed-and saturated with 

r~spect to 9, then f- 1 (V) is open-closed and saturated 

by the assumptions of the Lemma. Hence f- 1 (V) = 

C X C or ~ and so V = X or 0. 

Theorem (7.2.8). If Xis 9-connected, then 

X/0 is connected. If f: X+X/8 is onen, the converse 

is true. 

Proof: Let X be 8-connected. Choose v open-

closed in X/8. Then f- l (V) is open-closed in x and 

saturated with respect to 0 . Hence f- l (V) = 0 or x, 
and so V = ~ or X/&. Conversely if f is open let 

X = u1vu2 such that u ,u are non-void open and xe:U1 , ye:U 21 2 

implies x~y. Hence f(X) = f(U )\J f(U ) such that f(Ui)1 2

are open non-void and f(U1)n f(U 2) = ~: 

Def~ni~ic?_E...-1?~?~- For each xe:X, define> 

(1) 	A(x) = {VjV is open-closed, saturated with respect 

to Sand xe:V}, and 



- ------

217 

-
T(x) 	 = {y!For each VEA(x), Yf\ V ¥ 0} 


= {y!For each VEA(x), -y c.- v } . 


= f\ V(VEA(x)). 


(2) 	 If AS X, AA(x) = {V!V is open-closed, saturated in A 

such that xEV} and TA (x) = {y! yn V :J f' for each 

'lEAA(x)}. 

(3) 	X is called totally &-disconnected iff T(x) = x 
for each XE: X. 

Theorem (7.2.9). The following are true, where 

f: 	 X+X/8 is the quotient map. 

(1) 	T(x) is a closed set. 

(2) 	 If T(x) = X, then X is a-connected. 

(3) x 	 S. T (x) and_ Q(x) c. 'f (x). 

(4) 	T (x) S f-l (Q(x)). 

(S) 	 I:~ X/8 is totally disconnected, then X is totally 


B··clisconnectcd. 


Proof: (1) is obvious. (2) is proved essen­

tially the same as Theorem (7.3.3)(4). (3) is easily 

shown. (4) folloh'S from the continuity off and the f;ic:t 

that f- 1 (A) is saturated for any A. (5) follows 

·immediately from (4). 

Lcm_n:1a (7. 2. S) . _!,ct A ~ X) f: X+A a continuous 

onto man _suc12_ tha_!. xf1y _imnlies f(x)8f(y). Then 



218 

Proof: Let C be open-closed in A and satur­

ated such that f(x)EC. Then XEf- 1 (C) and f-l(C) is 

open-closed. Also if ycf- 1 (C) and z0y, then f(z)8f(y) 

and f(y)EC. Hence f(z)EC or ZEf- 1 (C). Thus f- 1 (C)rA(x). 

-1Hence it easily follows that T(x) ~ f (TA(f(x)). 
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§7.3. Miscellaneous Results 

Theorem (7.3.1). Let X be~ topological 

spac~ which is not indiscreie. Let G be a .do1.t.bly 

transitive set of homeomorphisms from X to X. Then 

Proof: Let x ~ y. Since X is not indiscrete, 

there exist s, tEX, s ¥ t,an<l Ven(s) such that ttV. 

There exists fEG such that f(x) = s and f(y) = t. 

Since f is continuous, there exists NEQ(x) such that 

f[w] ~:. v. Then clear! y y4w, otherwise f (y) = tEV. 

Contradiction. Similarly there exists ut){(y) such that 

xtu. Thus the theorem is proved. 

The next two results are easy to show. We omit 

their proofs. ­

Theorem (7. 3. 2). Let f: X-+Y; g: Y-+Z; 
t'V 	 N 
f: Y+Z and g: X-+Y, where X, Y, Z are topological 

spaces.. Then 
""-V ft.I 	 v 

(1) 	 If f g is continuous and g is open-~, then f 

is continuous. 
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,,,. IV"" - ('1(2) If f ;-, is open an cl g is continuous onto then 

f is op_en. 

(3) If g·-­ f is continuous and g is onen- (1 - 1) ' 

then f is continuous. 

(4) _!_f g f is~ ant!_ g is continuous-onto, then f 

Th_~_~He~_(I_:_l_. 3). !~et X, Y be topological 

spaces and f: X-+Y. If for each x~X, there exists <m 

open s c t UE:S"2 ( x) , such_ ~ha t f \ U : U-+Y i s con t inu o u s , 

then f is continuous. 

Definition (7 .3.1). Let AS: X and X is a tc·nolog­

ical snace. Then a(A) .= r (A)" r (<t. A) is called the 

boundary of A. 

Lemma (7.3.1).[Ez] Let A£ X and B ~ X, X 

a topological space. 

(I) Cl(A) = 0 iff A is open-closed. 

(2) r(A) = Aua(A). 

(3) a(At"IB)~a(A)ua(B). 

We end this chapter by proving the following 

technical lemma we shall use later. 

Lemma (7.3.2). Let-­ x be a tonological ,snace_j 

0 c.-x. 
) 

v s x. Assume (i) q is closed iI!_ x} 

(ii) v is onen-closed-----­ --­ in- x' Q. 
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Then a(V) SQ. 

Proof: Claim. (a) Vis open in X. 

(h) V,.. a(V) = 0. 

(a) Since Q is closed, X' Q is open. Hence by (ii) 

V is open in X. 

(b) From (a), Vis open and hence ra:. V =a: V. Then 

v n a(V) = vn(r (V)n. r Cc:t VJ) 

= vnr (V).11 ct.v = ~. 

Now V closed in X' Q implies V == Cri (X \ 0) 

for some closed set C in X. Hence V = Cn(Xri<CO) = 

C fltl:Q. Therefore we obtain 

V u Q = (C,, c!:.Q) u Q = (C v Q) ,., (Q 1..1 a:. Q) = C 1..1 Q. 

Since C and O are closed in X, C v Q is closed in X, 

and so V u Q is closed. Now r (V) = Vi.> a(V) by Lemma 

(7.S.1)(2), and since r(V) is the smallest closed set 

con~aining V, we obtain 

a(V) S v v a(V) = r (V) S. v u Q. 

But by Claim (b), v~a(V) = 0. Hence a(V) ~ Q. 
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§7.4. The compact-open topology 

D~finition (7.4.1). Let X and Y be topologi­

cal spaces. C(X, Y) == {f!f: X+Y is a continuous map}. 

We define two topologies on C (X,. Y) as fol lows: 

Let ~ = set of finite suhsets of x. 
~ = set of compact subsets of x. 
e = open sets of Y. 

The sets T(F, U) = {fl fE:C(X, Y) such that f (F] S: Ul.., 

where :Fe~ ( g ) and Us el, form a subbase for a 

topology called the topology of pointwise convergenc3 

. (the compact-open topology). We denote the former by 

p and the latter by c. If we wish to make explicit 

which topology we are considering 3 we write Cp(X, Y) 

or Cc(X, Y). }ioreover, we write, f ~ f and f ~ f 
Ct Ct 

if we are talking about convergence in p or c respect-

i vel Y.· If, A~ C(X, Y)' then rc(A) and ~p(A) refer to 

the closure of A with resnect to c or p, 

The following results may be found in [nz] . 
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Theorem (7. 4 .1). Let X and Y be two topolo1~ical 

spaces. 

(1) p Sc in ecx, Y). 

(2) rc(A) S rp(A) for each A= C(X, Y). 

(3) p ~s the product topology on C(X, Y). 

(4) If Y is T2 , then Cc(X, Y) and Cp(X, Y) are T2 . 

Definition (7.4.1). Let x, Y, z be tonological 
~ 

spaces. Let f: x x Y-+Y. Define £: X-+C~(Y, Z) by 
,..., 
f (x) -- f x where f 

x· 
. Y-+Z is the map fx (y) = f (x, y). 

Theorem (7.4.?.l· Let X, Y, Z, f and 
,v 

f he as 

in Definitiof!_ (7.1.1). The followin~ are true. 

(1) If' f is continuous, ~hen_ "' f is continuous. 

H: Cc (X, Y) X Cc (Y, Z)-+Cc (X, Z) defined .Q2' 

JI (·~ , f) = g f !~ cont inu o us . 
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§7.S. Topological groups and rings 

Definition (7~5.1). Let G be a group. G 

is a to_p_ologj.cal group i ff G is a topological space 

such that 

( i) The man g : G X G-+G, g (x, y) = xy is continue.us.1 1 

(ii) •er • G+G, g (x) = x 
-1 

is continuous.'"' 2. 2 

If G ~~~ only~ monoid unc!cr g1 , then G is a tonologi­

cal monoid iff g is continuous.1 

T~~orem (7.S.1). [r1) Every T2 touological 

group i~ completelyrep;ular. 

Theorem (7 .5._~]_. [Pl] Let X be ~ topologica~ 

spac~ and G ~ tonological group. Then Cc(X, G) is a 

topoloyical groun_ with the oneration (f. g) (x) = 

f(x).r,(x). 

Theo_!em (7. S. 3). [nz] If X is ~ local 1y compac_!_ 

space, then C (X, 
-­ c.... -. 

X) = Cc(X) is a topological monoid. 

under composition. 

Proof:· This follows immediately from Theorcrr 

http:continue.us
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(7.1.2)(2). 

Definition (7.5.2). (R, +, .) is a tonological 

ring iff (i) R is a set with a topology.-· 
( i i) ( R , +) is a topo1ogica1 group . 

(iii) {R '\ {Ol .) is a topological monoid. 

If R is a division ring, then R. is a topolo­

gica~ division !ing iff R is a tonological ring and 

(R '{01 , . ) is a topological group. 

Definition (7.5.3). Let G and H be topological 

grouns. Hom(G, II)= {f!f: G-+H is a continuous gro1p 

homomorphism}. End G = Hom(G, G). 

Theorem (7.5.4). (:1] Let G and H be topolo· 

gical_ gr~up~. Then 

(1) 	 If His T2 , Homc(G, H) is closed in Cc(G, If). 

(2) 	 If H is abelian, Hom(G, H) is a topological sub·· 

group of Cc(G, H). 

Theorem (7.5.5). (r1J Let G be~ locally co1~­

pact topological additive abclian group_. ThenT2 

End c G. is ~ topolog~ca_!:_ :Jng with the o~~rations; 

(f + J~)(x) = f (x) + g(x) and (fg) (x) ::. f(g(x)). 

Th~~r~_(7. 5 .~. (Pl] Let Gl and ri 2 be tonolo­

gical groups. Let h Gl-+G2 be a topological group 
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isomorphism. Then ct>h: End c G1 •+End c (, G2 ; defined 

·by cph(f) =;hf h- 1 , is !monoid isomoruhism with resuect 

to comnosition and ! homeomorphism. 

Corollary. Let and G2 be locallv comnac1:G1 

T 2 groups. Then if h: 

is a tonolo,gical 

monoid isomorphism. 

isomorphism ct>h: End 

nc f i n i t i <? n ( 7 . S . 4 ) . l H1] G i s ca 11 e d a s em i · 

topological groun iff g1 : G X c;-..G, g (x, y) = xy is1 

continuous in both variables separately. 

Theorem (7.5.7). [E2J Every locally compact 

T2 semi-topological group is a topological group. 

Theorem (7.5.8). (1n) Let G be a semi-topolog­

ical ~roup and Na normal subgroup. Then 

(1) G/N is ! semi-topological group. 

(2) The quotient map f: G+G/N is open. 


The theorem remains true if we replace semi-topological 


group with topological group. 


The~:>rem (7.5.9). l,~nJ. Let G and H he topol2_­

gical groups. Let f: G-+H be an open-continuous ont?_ 

homomorphism. Then G/K 
N 
= H, wher~ 

N 
= is a topologica ~ 

group !somorphism. 



CHAPTER 8 

Topologic~_!_ H-planes 

In this chapter we initiate a study of top­

ological affine and projective H-planes. 

The theory for the ordinary cases is of 

course due to Salzmann and SkornyaKc'.'. We shall 

obtain generalizations of these results. 

§8.1. Tonological affine H-planes 

T>_efinitiou~·l.l· ~ = <iP , ~ , I> is a 

topol~gical incidence structure iff iP and '! are 

topological spaces and I~ =\1? x Gt. Such a structure 

is said to have a topological property "P" iff if> 
has this property. 

Notation. If A is an incidence structure, then 
-ri) -iD

for Pe:-n , ¢p = fi!R.£1. and PIR.}, and \f.e, = {P!PH.}. 

Lcm~_ _L8 .1.1). Let A he ~ topological incidence 

~_Eucture ~fzil!.&. (Pl) Lcf. Definition (1.3.1)}. 

- 227 ­
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Then 

(1) 	lPis ~ indiscrete (T 1) s2ace _!ff each~ is 

an indiscrete (T1) space, where ie:f. 

(2) if_ each ..~ is connected, then "JP is connectec~. 

Proof: (1) If~ is indiscrete or T1 , 

:Tho fPoclearly ~A is also. Conversely let each ~ he· 

By (Pl), ~ = U-=fP;. for any P. 
te:d>p 

First assume U is open in iP , U ':/- ~. Select Pe:U. 

Hence U = LJlV n :a:'~]. Since iP is indiscrete, 
-ii) 9' e: ¢ p -so 

U" ·{rJl =~.e . Hence U =" Secondly sunpose 

each 1f>51 is T • Hence r~ {P} = r { P } "' lfi~ = {P } , an cl s o 1 

r{P} = U [r{P} t'\ ~J = {~}.
9.,e:¢p 

(2) 	 Since n lP.9. t- 0 and 4P = U 1P R., the rcsul t 
9.E:¢p te:¢p 

follows from Theorem (7.3.1)(3). 

Definition (8 .1. 2). Let iJ! = <lf> , ';h , I, II > be 

an affine H-plane. Let :W 2 
= l' x1P \ o~ and d~Z = -

by 	¢ (P, Q) = PQ and 
1 

9, ~ m • Rec a11 , X = ( Xtp ' X..o ) : 
d-... 

O?~ ~/o is the quotient map. ¢ 
1 

, ¢ 
2 

, Lare called 

the 	associated maps of the plane \0 . Let ~l, ct> 2 , L--	--------- -- - -- --~-- ~ 
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-
he the associated mans of dE> = de /o. 

Notation: If f: X~Y, g: X-'>Y and h: XX Y->Z 

then for any integer n 

f n i· s th e man 

(f X g) is the map (f X g)(x, y) = (f(x),g(y~, and hx 

is the map .hx(y) = h(x, v). 

Remark (8.1.1). The followin~ identities hold~ 

(1) 
') 

~~ 1 X-i> = XC( 4' 1 . 

(2) q) 2 x 2 = Xl> <P 2 • 

(3) q> x 2 
= Xt L. 

Proof: These all are easily shown using 

the fact x is a homomorphism. 

Definition (8 ._!_. 3)_. Let~ P = :pt>'- P and 

A(j) = 't\ {tlhto/\j}where Pc-=IP and jE: ~ • Define 

p 
cb 1 : 11'p-> ~ hy <t>iun = PQ. 


cj).

') . A(j)->:f? hy ¢~ ( t) = t A j.... 


Lj: :\"P -) i. by 1) (P) = L(P, j) 


LP: ~ +t by LP (9,) = L(P, 9.) . 
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Definition (8 .1.4). )e = <iP , 1_ , I, U> 

is a topological af:_fine H-olane iff ~ is an affine 

H-planc with the properties 

(TAI), ~ is a topological incidence structure. 


(TAZ). The maps ¢1 , ¢2 and Lare continuous. 

p . p . 

Clearly ct> 1 , <P~, L and J) are. also continuous. 

LeJllma (8.1.2). !.£.~ is an affine-H-nlane 

satis_f.Ying (TAl) anci ~aving cp 2 and_ L continuous then 

for ~ny ternary i_~e~d[OE, X, Y}, h 2 : OE x. OE~iPCcf. Lemma (6.2.2 

and. 

Proof: We may clearly choose a coordinate 

system {O, E, X, Y} such that i = OE. From Lemma 

(6.2.2), there is a (1 - 1) onto man h 2: OE x OE~-xp 

such that 

Hence since ¢ 2 and L arc continuous, is a homcoror­h2 
nhism. 

Dc_fini_t io~~_:_l_:i_l. 

(1) (L, .) is a topological loop iff L 1s a tonological space 

is a continuous map. If (L, .) is a loop, then <Pa and 
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"<fJ. arc the mans ¢ (x) = xa and <!>(x) = ax. 
~ 	 a a 

(2) ( r, 1') is a topological ternary ring i ff T and 

its inverses arc continuous. frf. Definitions (6.1.l) 

and ( 6 . 2 . 4)] . 

such that ct> a ancl b tp a re homeomornhisms, ·then for an_r_ 

ae:L, Q(a) = {aTJ} = {Ua} where {U} = Q(l). 

Proof: This follows immediately since ¢ and
8 

a¢ are homeomornhisns. 

T~~orern (8.1.1). Let de he~ topological~ffine 

H-pi ai~ and (o, E, X, Y} any coor~~!!-a te ~)'_:;_tern, with 

{OE,T} ~ts as2_oc_iate(~ ternarr ri_ng. Then 

(1) 1' 	 and its inverses are: continuous maps. 

(2) 	 (OE, +) is ~ topolo~ical loop, and multiplication 

is also continuous. 

(3) The mrins ¢ and d> in (OE, +) arc homcomornhism_~·a--a·-	 ­

(4) .!_!~ rl(O) = {U}, then {JJ +a}= {a+ U} = rl(a). 

In_ P<l2:_t:_~cul_:~_E. if, A S OE then for_ any oncn set U, 

U + A 	 is also ope~. 

Proof: 

(1) 	 From Definition (6.2.4), we ohtain 

OE ~ h 0 0 E
T = C<Pz .L .¢2). (L x L). (i " h2 x(¢:1.hz). From (T!\2) 

and Lemma (6.1.2), 1' is clearly composed of products and 

compositions of continuous maps. From Lemma (6.2.15), 

http:x(�:1.hz
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we sec the same is true for N, M and X. Hence (1) 

is p:roved. 

(2) Since T is continuous, this follows immediately. 

(3) This follows immediately from Corollary (5) of 

Theorem (6.2.S). 

(4) This comes from (2), (3) and Lemma (6.1.3). 

Finally lJ + A = 	U (U + a) is open since 
ae:A 

each U + a is open. // 

Notation: 

(1) Recall I= {mjmoQ.}. We let <;,/r; = {PIPii}. In 

view of Corollary (4) of Theorem (6.2.3), we may 

write, for any ternary ring (OE, T), 

Of:/O = OE/\\ 0 = {a +T'l 0 Iae:OE}. 

Al so ~{'.? = -=f; o and '! = i1 o arc used in tcrchangcah 1y. 

(2) 1P , '"t and 	<;,/o will all be endowed with their 

For the rest of this section ?ie is a topological 

affine H-nlane unless otherwise specified. 

Th~-~-r~_m (8 .1. 21_. For each 9-E: t , the ~ 

x1 : ~~t/o is open. 
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Proof: We may assume for some coordinate 

system (0, E, X, Y}, that~= OE. 

Claim. If U E: OE, then 

{xix+ T( = u + \1 0 , for m:U} ={xix= u+n,nt:-r{. 0+ue:U}.
0 

Since O ~Tio, we have the inclus ion S. . ~ow sunpose 

x = u + n. Since nF.: Ito we have (u + n)(\.U) by Corollary 

(2) of Theorem (6.2.3). Hence we ohtain from Corollary 

(4) of Theorem (6.2.3) 

x + 1{ 0 = (u + n) + Tl 0 = u + n 

=li=u+Tlo· 

~oreover again by Corollary (4) we have 

XoE(a) =a+ T\. o· Let lJ he open in OE. Then XoE(l') 

is oncn in OE/o iff x-l x (U) is open in OE. But hy 
OE OE 

the ahove claiJll 

which 1s open hy (4) of Theorem (8.1.1). 
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C~_olla_Ty (1). Let (0, E, X, Y) he 2- coordinate 

system, with T. '-f, N, }E. its associated ternary oper_ato.r 

and inverses. Let 1'. M, N, z be the associated ternary 

operator <lncl inverses of (0, E, X, Y) for ~ Then T, ­
\f, -N and Z are s;ont in nous ~· Thus (OF./(;, 1')- is 

~ tonolo~ical ternary ring _where 4'a an<l a_<P are home~­

_mornhisms. 

Proof: Since XnE is open, continuous> onto, 

the results follow from the Corollary to Lemma (6.2.9), 

Lemma (6.2.16), Theorem (7.5.2) and the fact 4>i XoE = 

X ct •OE ·a 

is not comnact. 

Proof: Let t = OE. From page 48, (7.9) 

of [<>3] , no topological ternary field may he compact 

and so (OE/~, f) is not compact. Rut if OE is compact, 

then nn/D is compact since XoE is continuous. Also 

if '=H' is compact, then since ::rf "' = OT:. x OE, OE is compact 

hy·thc Tychonoff theorem, and again OE/o is comnact. 

Contra<liction. 

T~~orem (8 .1. 3). Let (OF., 'I') and (OE, 1') h,~ 

the associated ternary fieldsof {O, F., X, Y} and 

{O, E, X, Y} respectively. Then we have, 
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(1) OE/11.o is T1 iff1\ 0 is closed in OE. 

(2) The following are equiyalent. 

(a) OE/"'n 0 is dis~rete. 

(h) T{. 0 is one~. 

(c) {O} is open in OE/""Tio· 

Proo_f: (1) If OE/Tl is T1 , then {11 0 } is0 

closed in OE/ (1 O. Hence X~~ ({ 11. 0 }) = 1\. O is closed 

in OE. Conversely if an O is closed, then a +Tl O 

. "l d . . <t>is c,ose , since a is a homeomornhism by Theorem 

(8.1..1) (3). Thus OE\. (a+ T{. ) is onen. Because
0

XoE is open, XoE(OE \(a+ T{ 0)) = OE/\l o'-{a +Tl 0 } 

is Of) en. llence {a + 1\ } is closed for each ae: OE
0 

and so OE/""fl 0 is T1 . 

(2) la )=/"(b) If OE/-n 0 is disc retc, then 

{a + ·n 0 } is onen for each ae:OE. Thus { T( 0 } is onen. 

-1
Ilence x0EC{T( 0 }) = l'lo is open. 

(h)_ ~(c). Let Tt 0 be open. Since x0Eis 

-
open, x E(l\ 0 ) = { l{ 0} = {O} is open.
0

{-c) -?-(<l). This follows since cf> is a homeo­
a 

morphism, from l.orollary (1) of Theorem (8.1.2). 

_Cor~llary .. If PH, and {P} is~ in t/D, 

then i/o is discrete. 
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The next theorem was shown in [s1] , for ordinary 

topological planes. The proof for H-planes is exactly 

the same. 

Theorem {8.1.4). Each ~E 't, is a regt.!..!_~.E_ 

space. =fr is ~regular space. 

Proof: Choose t =OE. Take Usn(O). Since 

addition is continuous, there exists VED(O) such that 

v + vcU. Now for each XEOE, f~l(V) =M{x; V)En(x),
x 

since the function, fx(t) = the unique solution of y + t = x, 

is continuous by Theorem (6.2.3)(1), fx(x) = 0 and 
-1fx (V) = M(x; V). Hence r(V) ~ u. The result foll~ws 

from l.emma (8 .1. 3) ( 4). 1P is regular as IP ; OE x OE. 

Each P,/ 0 is ~ Tegula r space. 

T~<?_ore~_(8 ·l~· ~et)£ satisfy (TAl) with 

<Pz and L continuous. Then 

(1) 	 If i, mE'g , there exists~ homeomorphism f: 

~-+-m such that So~)f(s)of(T). Moreover if i/o, 

m/oE: ~/O, th~ they are homeom~_:r:_nhic. 

(2) 	 J_i_ i II 9,'; A, BI9.. and A', B'I~' sue!:_ _!_hat A¢B 

anc~ A'¢B', then there exists ~ homcomo~ph~sm, 

f: t+t' such that f(A) =A', f(B) = B' and XoY~ 

f()()of(Y). 
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Proof: (1) The map f from Lemma (1.2.2) 

clearly ~atisfies the first statement since 

f(X) = L(j, X)ft land f- 1 (X) = L(j, X)A m. We prove 

the last nart as follows. Define -f: R,/o-7m/o by 

f(s) = fc;). f is well defined since SoT(-=-)f(s)of(T). 

Also Xm f = f x1 . By Theorem (6.1.2), Xrn and x1 
are open onto maps. f is easily seen tb he bijective, 

Finally since f is a homeomornhism, -f is one 

also hy Theorem (7.5.2). 

(2) We consiaer two cases. 

Case (1): l~t'. By Lemma (1.1.10), A, B, 

A', R' are nairwise non-neighbouring points. Define 

t = A'R, j = A'A and k =RB'. By Lemma (1.1.10) and 

the cicssumntions of the theorem, we obtain j ¢t)., and 

k¢t, t'. Hence' we may define the following m:ins. 

£1 : t-+t by f (X) =ti\ L(X, j) and f 2 : t-+t', such
1 

that f 2 (X) = 1 1 
11. L(X, k) . .Just as in the nroof of 

(1) wc sec both f 1 and arc homeomorphisms with t~cf 2 

nropcrty Xo~~)fi(X)of1 (Y)j i = 1, 2. Then f = 

£1 : 1-+l' is a homeomornhism such that XoY(....Yf(X)of 2 


f(Y) and f(A) =A', f(B) = B'. 


Case ( 2) ~ lot' . Choose .e.." l\ t such that 

t"~l, t'. Let A", B"It" such that A"¢B". Then by 

Case (1 ),, there exists a homeomorphism f 1 : t-+t" 
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such that ~(A) = A", ~(B) = B" and XoY iff ~(X)o~(Y). 

S . ·1 1 ht . h h. f fl"+n ,.,1.th the. 1m1 .ar y we o. a1n a omeomorp ism. 2 : ~ ~ ~ 

same property such that £2 (A") = A1 and f 2 (R") = B'. 

Thus f is our desired homeomorphism.= f 2 f 1 

Let the followinQ: corollaries (1) and (2) 

have !_~ saJlle assumnt ions as the above theore~. 

Co-r:-oll_~ry (1). Each t/o has ~ ~ou.h1;;r transitive 

set of homeomornhisms. 

Proof: Take A R, A' n, ri11"J, such that 

- ' 


A ,. B and -/\.. I ,. B'. Hence there exist x, Y, X' Y' 


' 

' 

such that XoA, YoB, X'oA' and Y' oB', and x, Y, X' 
' 

Y'IL By the theorem, since t II t, there exists a 

homeomorphism f such that f(X) = X' and f(Y) = Y'. 

Define i: t/o+!/o by ~CITJ = f(M). Then as in the 

proof of (1) from Theorem (8.1.S), f is a homeomor­

phism. Moreover, f(.;\) = f(X) = f(X) = X' =A'. 

Similarly f(A') = B'. 

C~r~lla_T_r__lll. Each t/o is connected or totally 

disconnected. 

Proof: This follows from Corollary (1) and 

Theorem (7.2.5). 

Corollary (3). If /\. = < '1l? , f. , I> is an 

ordina·Q' ~ffin~ ~e satisfying (TAl) with cp 2 and L 



continuous, then:\'.? is connected or totally dis­

connected. 


Proof: Since o = identity relation, this 


follows from Corollary (2). 


For the rest of this chanter assume there 

exists t/or.. "t such that t/o is neither indiscrcte 

ll or discrete. In view of Theorem (8. 1. 5) (1), each 

m/o then has this prooerty. 

Remark ~8 .1.1). (1) iP /O is neither discrete 

'rl-Or indiscrcte. 

(2) Each 1 is neither discrcte11or indiscrete and the ~an-lf~ 

holds for '=IP 

Proof: (1) This follows from Lemma (8.1.1) 

and the fact a subspace of a discrete space is discrete. 

(2) In view of the nroof of (1) it is enough to show this 

for~ . Since 1/D is not indiscrete, there exists an 

- - -1 ( .onen set U f- ~ such that U <:. t/6. Now x U) is 

-1 -1 
open in t. and (U) ~ ~. If 9, is incliscrete, x (U) =x1 1 

1, and so U = 9,/o. Contradiction. Since x is open,1 

i t e a s i 1 y f o11 ows th a t 1 i s not d i s c r ct e . 

Lemma _(!.:_l__._!2_. Let A = < 'W , '! , I> be ~n 

ordinary affine plane satisfying (TAl) such th~~ ~ 2 
and L are continuous. Then "=f is either connected or 
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totally disconnected. 

Proof: This follows immediately from Corollary 

(1) of Theorem (8.1.5) and Theorem (7.3.5). 

Lemma (8.1.5). If {O, E, X, Y} is a coordinate 

system and o = P(O, O), then h 2 (_co,, OE) x (O"OEB = o. 

_T_h_u_s _in_ general if t£1>p, (P n R.) x (P "R.) "' P. 

Proof: Now h2 : OE x OE~1? is a homeomorphism 

by Lemma (8.1.2). 

-Since h 2 ( (0 1, OE) x (0 /\OE)) = 0, by Lemma 

(6.2.3), the result follows. II 

It should be noted that until now we do not 

know if~ is an ordinary topological affine plane. 

We next consider r 2 planes and end this section by 

determining necessary anJ s11fficient conditions for 

~ to he a tonological nlane. 

D~~~ni_~_i_on _l~~l.6). C€ = <':W ,lZ., I,\\> is 

a Tz !_~rnolo_g;ical affine H-nlane iff the following 

conditions are valid 

(a) "=£!? and i, are T., 
'-

spaces. 

(h) and o~ are closed in~ x~ and t x't~ 
respectively. 
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Comm~E._!_~~__u_. If 'Ge is an ordinary 

topological affine plane, conditions (a) and (b) in 

the above definition are equivalent. 

T~emark (8 .1. 2). If £. is T">, then each t is 
.:... 

closed in 1, . 

Proof: This follows as a co.nsequence 

of Theorem (7.1.2)(3). 

D~fin~~.ion _(~·_!_:._?J_. Let h 2 : OE/..') x OE/!?-~ 

-:Wh be the map h2 (a, b) = P such that a, h are the 

coordinates of Pin £with respect to {O, E, X, Y}. 

Remar~_(S.1.2). The following arc true. 
2 

(1) x-w h2 = hz XoE· 

(2) h2 is a (1 - 1) onto continuous man. 

(3) is open iff h,, is onen .Xtp .:... 

Proof: (1) is an easy calculation, (2) and 

(3) follow from Theorem (7.3.2) since Xi:p is onen, 

continuous onto and h2 is a homoemornhism. 

Rei:_ark __f8.l.3). The map g 2 : 't 2-+0E x OE 


<le fined by g2 (,Q,) = [m, n) I I is a homeomorphism. 


Proof: This follows immediately from Lemma (6.2.4) 
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Remark (8.1.41. If Xis a topological space 

such that for each pair x ~ y there exists a T1 

subspace S(x, y) such that x, ye:S(x, y))then X is r 1 • 

Theorem~~~- The following ~ equivalent. 

(1) -:Wis T1 . 

(2) 'f is T. 

(3) t is a closed set_ of-:W for each 9.£ ~. 

Proof: (1)==)(2). We invoke Remark (8.1.4). 

Choose t 'f m. Select jft~ such that Aj¢At, Am. 

Choose a coordinate system {O, E, X, Y} such that 

j = OY. Then t, me: 'ch, 2 . From Remark (8.1.3), (f 2 

is homeomorphic to OE X OE and hence is T1 . 

(2):::.:9(3). Let te: t and {P~} he a "net in t 

such that p -+-P. Hence (Pex' t)-+-(P, t) and so L (Pa. , t)-+­cx 

L(P, t) . But L (P ex, t) = t for each cx. Thus L(P, t)e:r{t}. 

But since ~is T1, r{t} = t. Therefore L (P, t) = t 

and so Pit. 

(3) =)Cll:_ Let Pe: 1\) . Choose t, me:<Pp such 

that P = t "'m. Since t and m are closed sets, so is {P}. 

Lemma (8 .1. 6). If '£ is ~ T1 space, then ~ach 

pencil A is closed in i. 
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Proof: Let {ma.} be a net in A such that. 

m -+m. Take ie:A. Choose PI 9... Define F = (P, m ) and a a o. 

F = (P, m). Hence L(F )-+L(F). But L(F) = 9.. for each a.. a. a 

Thus since ~ is T1 , L(F) = t and so 9.. fl m. 

is T2 . 

(1 ) 	 Each 1 in e i s_ ~ c 1 o s e d ~e t o f 1" 
(2) 	 Each parallel pencil is a closed set of~ 

(3) 	 Each ~et of lines ¢ is closed in "'P • 
-- p 	 °" 
(cf. Notation page 227). 

Proof: (1) and (2) follow from Theorem (8.1.6) 

and 	Lemma (8.1.6) respectively. 

(3) Let { trt} he a net in dip such that t 
(), 

-+t. Hence 

L (P, 9.. ) -+L (P , t) . But L(P, t(),) = t . Since ~ is 
Ct a 

Tz, L(P, t) = ..e. and so te:¢p. 

Definition (8.1.8). If ge: t_ and Pe: 1P , we 

define 

(i) 	H(g) = {PlP~X for each XIg}. 

(ii) lf(P) = {g!P¢X for each XIg}. 

(iii) A(g) = {m!A~¢Am}. 

Lemma (8.1.7). Let~ he T2. Then 

(1) 	H(h) is ooen in 1P , for each 1 ine g. 

(2) 	 H(P) and A(~) are onen in t for each point P and 

line t. 
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'Proof: We show the complements of each of these 

sets is closed. Let {P } he a set in C::.H(g) such that 
a. 

Pex-+-P. Hence there ex is ts Xex I ,g such that Xex oP . To 

show there exists XIg such that XoP it suffices to show 

L(P, g)og, hy Lemma (1.1.10). Now P -+-P implies L(Pa, g)-+­a . 

L(P, g). Since XaoP , L(Pa, g)og for each a. Thus by 

Remark (8.1.2), L(P, g)Eg or L(P, g)og. 

Next we show CI: H('P) is closed. Let {ga} be a 

net in <I: fl (P) such that ga-+-g. Hence there exists x I gaex 

such that X oP and so L(P, ga)og , for each ex • Now a 

L(P, ga)-+-L(P, g) . Since is closed, (L (P, g) , g)o~ 

E0 "(t or L(P, g)og. Thus gE a: H(P). 

Finally we show '1:: A(g) is closed in Let~ 
{ma 

} be a net in 4= A(g) such that m 
a 

-+-rn. Let Am = 
a 

Aa· Hence A a oA g for each a. We must show Amo/I. g. By 

Lemma (1.1.13), it is enough to show gom or gA m = t. 

Suppose Pig, m. Choose Aj¢ Ag, Arn' such that Pij. Then 

P = j /\ m and A. ¢A for each a. Define P = j A m .
J a. a a 

Since 0J2 is continuous, P -+-P. Now /I. o/I. implies there a a g 

exists ta' 9,a II ma such that R.aog, by Lemma (1.1.3). 

Since (P ' m )-+-(P, m) ' we have L (Pa. , ma.)-+-L(P, m) . Rut a a 

L(P , m ) = L(Pa, R. ) = 9.. and I.(P, m) = m and so 
a. a a a 

9~ -+m. Since R.aog and g is closed, we obtain the desired a-

result, gom. II 
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We next show the tonology on ~ is essentially 

determined hy the topology on~ or the tonology on 

9, for each 9..e: l . 

Notation: nPU(V) is the relative neighbourhood 

filter of V with resnect to PU. 

nefini t ion (8 .1. 9). Let 9.e: t , such that R. = UV, 

ll 9 V Select P such th:it P¢X for each XIL Then 

define and as ~ollows:B1 s2 

(1) 	 Wt:B 1 iff there exists hr e:n(U) and w dHV) such that1	 2

w = 	{RS!Re:Wl and St:Wz}· 

(2) 	 Wt:R 2 iff there exists u 1 e:f'2puCu) and u 2e:rlpvCV) such 

that Ptll1 , andn2 

Clearly B1 and are filter bases.R2 

(3) 	 Let 11 ( ~,: u, v) he the filter generated hy B and1 1 

n.., (V,: v, P) he the filter generated hy... 11 ' 	 Rz· 

Theorem (8.1.8). Suppos~ 'cf is T..,. Let R. = ... 
UV and P¢X for each XI 9... Then 

-
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Proof: (i). Q(l) Sn (t: U, V). Take Ve:r2(1).1 

By the choice of P, PTJ, PV~L Thus t = (PUA t) (PVA 1) = 

<Pi (U, V). !fence there exist WI d1(u) and w2e:n (v) such 

that 6 [w x w ":W 2js_v. Define v = {RS!Re:W and
1 1 2 1 1 

Se:W }. Clearly Vie:n (t: U, V). Also RSe:V imnlies2 1 1 

(R, S)e:W X h'z (') jp 2 . Thus {<P (~, S) = RS}e:V. Therefore
1 1 

VIS V and so Ve:n 1 (1: U, V). 

(ii).stl(t: lJ ' \') s Oz(!: U, v P). Let
' 

Vle:Ql(l: u, V). Thus there exist w e:n(u) and N e:r.(v)
1 2

such that vl = {ns IRe:w1 and Se:W2 }. Now P r TI and iP 
,.._, 

being T
2 

imply there e~ists w
1 

e:n(u) such that P~W1 . 

Similarly there exists w2e:n (v) such that r·tw •2 

Define lJl = Wl,, 
,..., 
W l t'I PU and W2 = W2 ,, 

,.., 
W2 n PV. 

Then w1e:npuCu) and WzEnpy(V). Then Vz = {RS!Re:Wi 

and se:wpe:n 2 (t: U, V, P) and 

c1 : tr, v , r) . 

(iii). n c.e.: u, v, P)Sn (t). Let v2 e:n 2 ci:2 

lJ, V, P). Then there exist w e:n(U), w2e:n(V), such that
1p' Wl·v w2 and v 2 = {RS IREW~ ,.., PU and St:Wz n PV}. ny the 

PU PV
choice of P, A1¢APU' ~rv· Then U= (1) and V = (t).¢ 2 ¢ 2 
Thus there exist Te:Q(t) and Se::Q(l) such that ¢iU[ Tn A(PUD 

· PY[ :1=wl and 6z s" A(PV)J c. Wz· Clearly te::II(P) I\ A(PU),, A(PU) 

and each of these sets is open by Lemma (8.1.7). Thus 
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V = Tn S "H(P) n A(Pu) I'\ A(PV)e:r2(R.). 

Claim. V ~ V2 and hence v2e:n(l). By Remark 

(2.2.2) PU,s'PV. Take me:V. Since me:A(PU) there exists 

R = m"PU and me:A(PV) implies there exists S = m,..PV. 

Since me:H(P), P¢R, S. Next R¢S. For if this is false, 

then RoS; Pl1¢PVj P, RIPU; and P, SIPU impl/ PoR, S 

by (AS). Contradiction. Finally since me:TnS we have 

{ R = cp ~U (m)} e:cp~U [ TnA (PU)] ::: w • Similar! y SE:W 2 • Hence
1 

m = RSEV •2 

Corollary. ¢ is an open map if '"'<e is T2 .1 

Recall thP following Lemma from topology. 

Lemma (8.1.8). Let X he a set. Let B he a 

filter base such ----­ that X = U B. Then B is a base for-----­Be:B 
a topology on X. 

Lemma (8.1.9). Let (!? he a nlane. Define B -~:mT2 

'S. Io as follows: -

w(IT: v] e: B ~ff u, v are open in 1? /o such that 

Then B is ~ base for a topology\.) on '£Io if 

x. is open. 
~ ­
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Proof: It is easy to see that B is a filter 

-base. We must show '/./o~ UB. Select 9..£ 'i./tl.
Be:B 

Let ~ = PQ. Since 01P is closed and .X lP is open, 

-:p /0 is T2 by Theorem (7.1.2)(2). Hence there exist 

open sets, ijt:n(~) and ~t:n(fi) such that TI~~= 0. Thus 

~e:w[u: v]. 

Now recall the following facts .from -[Kol. 

Definition (8.1.10). Let X be a topological 

snace. Let Y be a set and f: x~Y, a man. Then define lf 

to beoncn in Y iff f- 1 (U) is open in X. This is a 

topology called the quotient topology of Y with_respect 

to f. 

If B is an equivalence relation on X, then the 

quotient topology of X/B with respect to the quotient 

map f: x~x;e is just the usual quotient topology of X/0. 

[cf. Definition (7.1.lTI. 

Theorem (8 .1. 9). [Kn] Let V be ~ topology on 

a set Y. Let X be ~ topological space and f: x~Y an 

onto, open continuous map with respect .to-V- . Then 

Y is the quotient topology of Y with resnect to f. 

Lemma (8. 1 .1 O) . Let X-;w be open and If!._a T2 

plane. Let u h~ the tonol?g>:_ of Lemma (8 .1. 9). Then 

V is the guot~ent tonolo~y of 'f.. /o. Moreover 



Proof: We invoke Theorem (8.1.9). First we 

show x't. is continuous. Let W(U: V]E"\J be an onen 

neighbourhood of i = RS. Since xii> is open, and OfP 

is closed, 1P/o is T
2 

hy Theorem (7.1.2)(2). Hence 

we may as sumc U = x7J> (U) • V = ~ (V) , and Un V = fl 

where U and V are onen sets such that REU and SEV. 

Thus U x VS.. '! 2 . By Theorem (8.1.8), M = {XY!XEU 

and YEV}d2(RS). It easily follows that M St X-l (W(_U: V)) 

and so x~ i. s continuous. 

\Jcxt we show x '/.. is ~men. Let t = XY he any 

line. Select W = {RS!PrU and SEY} an arhitrary neighbour­

hood of t by Theorem ( 8 .1. 8) , where Tlc:n (X) and VEn (Y) . 

Cl~in. xt UT) = {RS IRe:x it> (U) and SEX'iP (V) . 

Let {RS!Rcxtp (U) and Se:x'TP (V)} =A. Clearly x't (M) c. A, 

since x = Cx:w 'xt) is a homomorphism. Conversely let 

Then R = -lV such that We:U and s = Z where ZEV. 

Hence NZe:~f. Then we ohtain, since x is a homomorphismJ 

Xt_ (WZ) = 1\rz = RSEX 1.. ('f) . 

Since x1P is onen, and U and V are onen it 

follows hy°'the claim that xi, C-1) is a neighbourhood of 

I = XY with r.es nee t to the topology -U- . Thus x1. 
is open and our result follows. 

T~~-12.rem _(~_:_!_:_10). If CR is a T2 nlane then the 

fo~lowing are equivalent. 
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(1) 	x~ is an onen map. 

(2) 	 XlP and X-g, are onen maps. 

(3) 	Cf is an ordinary tonological affine nlane.---	 ~-

(4) 	 hz is an open man. E:f. Definition (8.1.7]. 

Proof: Jl)==,\(2). This is just Lemma (8.1.10). 

(2)~(3). This follows from the equations of 

Remark (8.1.1), the fact xw and x~ are open, continuous 

orito antl Theorem (7.3.2). 

(3)~(4). This foliows from Lemma ( 8.1.2). 

( 4 ) ~ ( 1 ) . Rcmark (8 • 1 . 2 ) ( 3) y i e 1 d s th is res u 1 t 

immediately. // 

It is not know, in general, whether topological 

nlanes are completely regular, However, we may prove 

the following. 

Theorem (8 .1. lJj_. Let £ be minor Des~_£_gues ian. 

Then 

(1) 	 If {O, E, X, Y} is ~ c~ordinate sys~em~(OE, +) 

is ~ ~~pological group. 

(2) 	 If~ is T2 , then-:\\) is ~comnletely regular space. 

Proof: (1) 'From Theorem (8.1.1), (OE,+) is a 

topological loop. Since (OE, +) is a group by Theorem 
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(6.2.S), Corollary (6) of Theorem (6.2.3) yields 

-a= (cji~E L~ 4>~ LOE h~)(a). Hence (OE,+) is a topolo­

gical group. 

By a famous theorem of Pontrjagin , we have 

by (1) that (OE, +) is a completely regular space. Since 

OE )( OE ~ -:W , and the product of comnletely re~ular 

spaces is completely regular we have our re~ult. 

Theorem (8.1.12). Le_! i£' be Desa~_guesian. 

Then 

(1) (OE, +, • ) is ~ tor)Qlogical ring. ~loreover the map 

f: OE' 11o)0E defined by f(x) = x-l is con__!_inuous. 

(2) OE/I( is ~ topol9gical division ring and OE/n 0 '::0 

OE. 

Proof: (1) From Theorem (8.1.11), (OE, +) 

is a topolpgical groun. Ry Theorem (6.2.6) and Theorem 

(8.1.1)(2) (OE,+, .) is a topological ring. Finally by 

Corollary (8) of Theorem (6.2.3) 

and hence f is continuous. 

(2) It is well kno\m if OE is a topological ring then OE/TL 

is also a topolo.gical ring. :-Jow OE/11 is. a division rin.g0 

0 
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f: 
-1 

= (x + 11 0) 

by Theorem (2.2.3). To show OE/-n 0 is a topological 

division ring we must show the man 

-

is continuous. Let f be the map of (1). Then clearly 

-
f XoE = XoE f. Since f is continuous and XnE is a 

open, continuous. onto man, the result follows from 

Theorem (7.3.2). 

Since XoE is open, continuous, onto, the last 

result followsin the same fashion as Theorem (7.5.9) 

for tonological grouns. 

Notation. Let C(iP ,:g:>) = C(:W ). [cf. Defin­

ition ( 7 . 4 . l)J . 
Theorem_ (8.1.13). Let oe be~ T2 nlane. Then 

every dilatation is continuous. Hence D S C(-:W ). 

Proof: hre invoke Theorem (7.3.3). Take 

cre:D~ Let R be any noint. Choose a line g such that R¢X 

for each Xlg. Select P, Qlg such that P¢0. By Lemma 

(8.1.7). H (I!) is an oncn set containing R. From Case (1) 

of the nroo-F of Theorem (3.1.1) we h<"lVC for each XEH(g), 

x() = L (PC)' PX) .A L (Qcr' QX) 

er cr 
= ¢2 (LP ~r ~ LQ ~~)(X). 
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P P LQ
(J 0 

Let f = ~2 (La ~l X $il· Clearly a restricted 

to H(g) is f. Hence our result is proved. 

Theorem (8.1.14). Let Cf be~ T2 plane. The 

following are true. 

(1) D is close<l in CpC:W ) and hence in 

(2) .M is closed in cP C+P l and hence in 

(3) Dp is closed in n an<l Mp is closed in DP. 

(4) N an<l TA ~closed in T. 

Proof: (1) Let {oJhe a net in D such that 
(J (J 

er +f. Choose P, Olg. Since a ED, P aIL(O a, g) for 
a a aa 

a aeach a. Then L(P , ~) = L(Q , g). Now a ->-f imnlies . a , 
0 f a,.,, f aa 
~~p d () \~ ()P ~ an ->- . Hence L(P g)->-L(Pf, g) and 

<J 
L ( O a , g )->L ( Qf , g) • S inc e ~ is T

2
, we have L(P f , g) = 

L(Qf, g) and so PfIL(Qf, g). The last part follows by 

Theorem (7.3.1). 

(2) Let {cr } he a net in M such that a +f. a (j (J ~I. 

Ry (1) f~D. Choose P~Q. Since cr EM, P aoO a by 
aa a 

Corollary (2) of Theorem (3 .1. 2). P a_..pcr and 0 cx_..ocr 
(J (J 

and.so (Pa, 0 a)-+(Pcr, o0 
). Since Otp is closed, 

(Pcr, Qcr) e: 01P or Pcr00°. Hence crEM. 

(3) This follows easily since 'd?. is T
2

• 

(4) We first show TA is closed in T. Let 

{'ta} he a net in T, such that T -+T. Let hEA such that 
0. 

Pih. 
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"[" 	 "[" 

Since Ta.ETA, P a.Ih. But P a.+PT. Since his closed 

by Theorem (8.1.7)(1), PTih. Hence TETA. 

Now take {Ta.}, a net in N,such that Ta.+T. Let 

P be any point. Thus PTa.oPT for each a, by Lemma 

(3.2.1). We must show PToP. Select t such that P, 

PTIR.. Choose ht:rlip such that P =~" h. Let g = L(PT, h). 
T 	 "[" 

By Lemma (1.1.11), P a.oP iff goh. P a.oP implies g oh,
0 

Ta. "[" 

Let ga. = L (P , h) • Now P a.+PT. Hence g<l+g. 

Since h is closed, by Remark (8.1.2) and ga.Eh, we have 

gEh or equivalently goh. 

Theorem (8 .1.1 S) . Let ~ he T2 minor De sarp;ues ian. 

Let Pe: ii> . The~, 

(1) 	 1P is ~ T2 semi-topological !!TOup (cf. Theorem 

( 4 • 2. 6 J] . 
is a closed normal 

suhgroun of 1P. 

Proof= (l) Let 
T 

P O be any point of lP. 
Let f 0 he the map fo(PT) =PT. 

"[" 

P 0 • Clearly f 0 = T0 , 

which is continuous by Theorem (8.1.3). Hence iP 
is ~ semi:~opological groun. 

(2) 	Since N is a normal subgroup of T, ·p is clearly 

a 	 normal suhgroun of 1f' by Theorem (4.2.6)(ii). 

·p is closed by Theorem (8.2.1)(4). 
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Corollary. if/P = 1P!0 
• 

Theorem ( 8 . 1 . 1 6) . Let "'t; be T2 minor Desarg­

uesian. Then 

(1) XtP 

-
is an open man and 1P -I p 

(2) '(f is ~ T2 ordinary topological nlane. 

Proof: (1) From Theorem (8 .1 .15) and its C.or­

ollary' xtl> : 1P->1P /p is the quotient man of 

the groups :JP and P . The result then follows 

from Thcore~ (7.5.8). 

(2) From (1) and Theorem (8.1.10), ce_ is an ordinary 

topological plane. Since otf> and ot are closed and 

x~ and x ~ are open by Theorem (8 .1.10) , de is T2 hy 

Theorem (7.1.2) (2). 

Theorem (8 .1.17). Let ~ be ~ T2 minor Dcsargues ian 

plane. Then for each P, fp is an open map where T !!as the 

compact open topology. (cf. Theorem (4.2.6)(iiD. 

Proof: L~t fp(X) =To= Tpx· Choose wcn(PT), w 
T 

open. Thus W = U.P O where U is an open neighbourhood 

of P. 
Tpu

Now TT = {P ludJ}. It easily follows that 

T 0
fp u.P = {Tru·ToluEU}. 
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Claim. fp[u.rT 0]e:n(T0). Let M = {P~ ·and 

V = (U) To. M is clearly con1pact and V is onen since 

T0 is a.homeomorphism by Theorem (8.1.13). Thus 

T(M, V)e:Q(To). If we show T(M, V) s. fp lU.P
1' 

0] our 

claim and the theorem will be proved. Let Te:T(M, V). 

Then pT V and so PT = 0 
TO 

such that QEU. Thus, P
T = 

(PTPO)To = PTpqTo. Consequently 



§8.2. Connectedness in topological affine 

H-planes 

In this section we obtain generalizations 

of the result hy Salzmann that each plane is connected 

or totally disconnected. 

Theorem (8.2.1). The followin,g state~c~~ 

are v::ilicl. 

(1) 	 For each t£ 1 , 9-/C"l is ~ connected or tot~lly 

disconncctccl !':..cgular T2 space. 

(2) 	 If i£¢n, Pn!l is closed in R. and I~(P"'t) = 

~ . 
( 3) 	 ~ /o is T..,.. • 
(4) 	 P is closed and I (P) = f'. 

Proof: (1) From Corollary (1) of Theorem 

(8 .1.4) and Corollary (2) of Theorem (8 .1.S), 

i/o is a connected or totally disconnected space. 

From Theorem (8.3.1), t/o is T1 . Since T1 is equi­

valent to in regular spaces our result follows .T2 

. 257 
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(2) Some 1/o is T ..'>, o-:W " (1 x 1) is closed 

in 1 x 1 hy Theorem (7.1.2)(1). Hence by (3) of the 

same theorem, Pn R. is closed. 

If I 1 (P" 1) 1 0, there exists an onen set 

US. P "1, U :; 0. Since x is open, x1 (U) = {P}1 

is open. Hence by· the Corollary to Theorem (6.1.3), 

1/0 is discrete. Contradiction. 

(3) 1P /o is T1 from (1) and Lemma (8.1.1). 

( 4) Since 1P /o is T1 , x;,1 ({P}) = p is 

closed. nnaffy, if I (P) r ri, then without loss of 

generality there exists an open set UEO(P). Hence 

for 1E:<f>'p, lJ n 1 is open in 1 and Un 1 =. P" 1. Hence 

I 1 (Pn1) r ~. Contradiction to (2) of the theorem. 

Theorem (8. 2. 2). (1) Each 1£ ~ is connected 

or Qt (P) S. Pf'& 1 for each PI 1. 

(2) 1P is connected or 

0 (P) C P. 

Proof: (1) Assume 1 is disconnected. Let 

PIR.. 

Claim. er. (Q.( (P)) " ct.(P" 1) 'I f'. If this 

is false then a:cQA(P)) <:; P" 1. Since Q1 (P) is closed, 

<l:(QR.(P)) is open. Ry (2) of Theorem {8 ,,2.1), 



259 


r1 (P'l t) = 1'. Hence <l:(Qg_(P)) =~and so Q1 (P) = t. 

Thus hy (4) of Theorem (7.2.3),t is connected. 

Contradiction. 

Now we show Ql(P) SP. If this is false, 

there exists YEQ1 (P) such that Y¢P. By the above 

claim, there exists Zc <!.. o1 (P) such that Zit and Z¢P. 

By Theorem (8.1.5)(2) there exists a homeomorphism 

f such that f(P) = P and f(Y) = Z. Hence we obtain 

{Z = f(Y)}E{f(Q.e,(P)) = o1 (P)}. Contradiction. 

(2) Assume1P is disconnected. By Lemma 

( 8.1.1)(2) and Theorem ~.1.5)(1), each line t is 

disconnected. Let P£1P Choose a coordinate 

system {O, E, X, Y} such that P = 0. Let t = OE. 

By Theorem (7.3.5), Q((O, 0)) = Q1 (0) X. Qt(O). By 

Lemma (8.1.5), Lemma (8.1.2) and (1) we obtain 

Corollary. !f tk is totally disconnected, 

then Q1 (P) S.P,,t ~ Q(P)~ P. 

Next we obtain another generalization using 

o-connectedness. [cf. ncfinition (7.2.1]. 
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Theo!~m _(8. 2~. 

(1) Each ,,_ is o -connected or o-totally disconnected. 

(2) iP is c.-connected or o -totally disconnected. 

Proof: (1) Suppose t is o-disconnected. 

Then let PI 9~. 

Claim. 

follows, in view of Theorem (7.2.9)(1) and (2), 


cs sent iall y the same as in the claim in the proof of 


Theorem (9.2.2). By Theorem (7.2.9)(3), PS Tt(P). 


To show the converse, we use the above claim and employ 


-

essentially the same ar~umcnt as we did to show 0.e,(P) S:. P 

in Theorem (9.2.2). 

Lemrna __(S.2.1). The followin,g are equivalen.!_. 

(1) There exists P0 such that r 0 is connected. 

(2) There exists P0 ~uch that P 
0 

" t is connected for 

each tEcf>p· 

(3) P is connected for each P. 

( 4) P n 9, is connected for each P anc~_ each 9,E<flp. 

Proof: By Lemma (8 .1. 2), (P., ~.) x (P" O "' 

1P . Thus from Theorem (7.3.1)(4), (1) is equivalent 

to (2) and (3) is equivalent to (4). Ohviously (4) 

imnlics (2). We have only to show (2) imnlies (~). 
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Let A be any point, A~ P0 . Choose 1 such 

that P, P0It. Select a coordinate system {O, E, X, Y} 

such that p 0 = o and l = OE. Let a = A in OE. 

Claim. 8,., OE ""-:i<iJCO" OE). Using the fact, 
Ct· 

-no 	 is an ideal, it easily follows that. 

Utilizing Corollary (3) of TheoTem (6.2.3), the converse 

inclusion is easily shown. 

Since 'Cf {l is a homeonorphism, the result 

follows. 

Len:_~.J~:_D_. Assume there exists P0 such 

that i~ com_:iected. Then 1P is connected iff lP /6P0 

is connected and 1 is connected iff 1/o is connected. 

Proof: In view of Lemma(J0.3.1), the result 

follows immediately from Theorem (7.2.2). 

Theorem (8.2.4). Assume there exists P 0 

such that Po is connected. Then-
(1) 	1f> is connected or Q(P) = C(P) = p for each 

PE: tp 

(2) 	 ~ is connected or Ql(P) = c
1 

(P) = p,, 1 for each 

PI1. 
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(3) 	 1P/o is connected or totally disconnected. 

Proof= (1) If 1P is disconnected, then 

O(P) £Phy Theorem ~ .2.2). Since~ is connected 

for each P by Lemma (8 .2.1) the result follows. 

(2) Ry Lemma (8.2.1), P,,t is connected. 

The claim then follows 85in (1). 

(3) If 1t> /o is disconnected, then 1P 

is disconnected. Hence by (1), C(P) = P for each P. 

The result then follows by Theorem (7.3.4). 

Corollary. Assume there exists sue~ thatP0-P0 is connected. Then the followin.g are .equivalent. 

(1) 1f> is connected. [Q(P) = C(P) = P]. 

(2) 	~ ~connected for each te: 1. ls.e. (P) = c1 (P) = 

p,, ~ . 
(3) 	 i/o is connected for each ie: 1 [t/o is total I y 

disconnecteci]. 

(4) 	 1P/o is connected ( 1P /o is !otally .disconnected), 

Proof: We prove the first part. From Lemma 

(9.~.3), (1) is equivalent to (4) and (2) is equivalent 

to (3). Also (1) is equivalent to (2) since R. x t ;lP 

Now 	 we prove for the second set of assumntions. 

(1) =--}(2). If Q(P) = C(P) = P, then (2) 

follows from the theorem and Lemma ~ .1.1). 
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(2):=y(3). This follows from Theorem (7.2.4). 

(3) ~(4). If 1P;o is not totally discon­

nected, then by (3) of the theorem, lP/o is connected. 

Hence by Lemma (8. 2. 3), tp-· is connected and so t is 

connected since t x ~ ~1P Thus t/o is connected. 

Contradiction. 

(4)~(1). Let tf>/o be totally disconnected. 

If (1) is false, then by the theorem, ':IP is connected 

and hence -1-f /o is connected. Contradiction. 

We next examine uniform planes. 

Notation. Let~ he a uniform affine H-nlane. 

Then each ''(R p is an ordinary affine plane. Let 

<!>Pl' ¢p 2 and Lp be the associated mans of~ p• 

Comment (8.2.1). Let CJ€ be a uniform affine 

H-plane. Then 

(1) <l>p1 (O, R) = f I\ p such that Q, Rif. 

(2) <t>p 2 Cfl\ P, g,.. P) = <I> 2 (f, g) . 

-
(3) Lp(Q, g" P) = L(O, g)r'\P. 

Proof: This follows from the nroof of Theorem 

(1.2.4 ). 

Comment (8.2.2). Let£. be uniform. Each 

~ P is a topolqgical incidence structure with the 
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following topologies. P has the relative topology 

of if, and the neighbourhood filter of any line in 

i P, f I") P, np (f" P) is defined as Vpe:np (f" P) 

iff there exists Ve:n(f) such that 

VP = {hnPjhe:V}. 

Theorem (8.2.5). Let~ be ~iform. Then 

(1) Each CR p satisfies (TAI). Also ¢p 2 and LP 

are continuous. 

(2) Each P is connected ~.!:. each P is totally disconnected. 

(3) iP is connected, totally disconnected or 

C(P) = Q(P) = {PJ. 

Proof: 

(ll From Remark (8.2.2) and the equations of Comment 

(8.2.1), the result easily follows. 

(2) This follows from (1), Corollary (3) of Theorem 

(6.1.S) and Lemma (8.2.1). 

(3) Now by (2), each P is connected or totally dis­

connected. Also Pis closed hy Theorem (8.2.1). 

If JJ> is disconnected, then hy Theorem (S.2.2), 

-
C(P), ~ Q(P) £ P. (I) 
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Lemma (7.3.2), then yiel<ls, 

Cp(P) = C(P) for each P. 	 (I I) 

Hence if each P is connected, C(P) = Q(P) = ~ hy (I) 

and if each P is totally disconnected, lP is totally 

disconnected hy (II). 

Corol1_9.-ry. Tf ~ is uniform and 1P is 

disconnected, then lP is totally disconnected or 

C(P) = Q(P) = P. In fact, 

(1) 	 Cp(P) = C(P) for each P. 

(2) 	 tp is total 1r disconnected i ff each p is total 1v 

disconnected. 

(3) C(P) = Q(P) = P iff each P is connected. 

Proof: This follows from the proof of the 

theorem. 



§8.3. Tonological Projective H-planes 

In [s3] , Salzmann defines an ordinary nro­

jective plane, A = < iP , 'ct , I>, to he topologica 1 

i ff if> and 1 are Hausdorff spaces an<l the maps 

<ti 1 (P, Q) = PQ and o2 (t, m) = R."m are continuous. 

In. terms of the neighhourhood relations o"'W and o;: 

(in th is case All> and 61.. , the identity relations on 

1P and ':f. resnectively] this is identical to saying 

o'lP ancl 01.. are closed in 1P x1P and 't. x 't.. rcsnect­

ively. Thus it is quite natural to make the following 

definition. 

Definition (8 .2-=__Ll_. "£ =<°W ,i!_, I>is 

a topological nrojcctive-H-plane iff '£ is a nroject­

ive H-plane with the properties; (TPl). CR, is a topological 

incidence structure. 

(TP 2). o-w and o-:., a re 

closed sets in 1f> Xi? and 1. x1. respective 1y. 

(TP3) The maps 1 :<t> 

rP 2
' o~ -+ '! , defined by <1> 1 (P, Q) = PGl and rt> 2 : 


2

':( \ oi -) 1f> de fined by <t> 2 ( t , m) = R. " m are cont i nu ous . 

- 266 ­
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The maps $ 1 and ¢ are called the associated2 

maps of ~ . ¢i and ¢~, PE 1P and !€: ~ are also con­

tinuous map defined hy ¢i(Q) = PQ and ¢~(m) = !h m. 

As with the affine case 1\' /o , f../o and !/o are 

endowed with their quotient topologies. 

Lemma (8.3.1). 

(1) 	Each P and R. are closed sets in 1\' and 'i respect­

ively. 

(2) lP /o and ~ /o are T1 spaces. 

Proof= 

(1) 	This follows immediately from Theorem (7.2.2)(3). 

(2) 	Since X~ ({P}) = P and xi_1 ({!}) =tour result 

follows from (1) and Theorem (7.1.1)(2). 

Theorem (8.3.1). the dual of "£ , 

is also ~topological projective-H-plane. 

Proof: ":a> * = "t is al ready a topological 

space. We define a topology on ~ * = {<Pp IPE 1P } as 

follows. Let h: '3'. *_..., "=fP be the man h(<Pp) = P. 

Then U* ts open in'£.* iff h(u*) is open in 1P. 
Then ~* is a topological space and his a homcomor­

phism. The ·associated maps of ce * arc <1>1(1, m) = 

<!> 1 and 4>~(4>p, <t>o) = PQ. Then <Pf = h-1 and<1>1" m 
-1<P~. 	(hxh) = ¢> 1 . ·Since 4>2 and h are continuous, <ti*l is 
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continuous. Because h X l is·a homeomorphism, and 

~l is continuous, ~~ is continuous from Theorem (7.3.2) 

(1). 

Lemma (8. 3. 2). FoI_ each R.e: ~ , I (R,) is a 

closed set. (cf. Definition (1.3.3 )J· 
Proof: Let {P} be a net in E(l) such that 

a 
P +P. Hence there exist X Il such that P oX . ex a a. ex 

Ry the Corollary of Lemma (1.3.l)Jthere exjsts 

X such that X¢Y for each Yil and X¢P. Hence X¢P 
a. 

for each a.. Now Pa.+P, imolies (X, Pa)+(X, P). Since 

is continuous, XP +XP. Let h = p X and h = PX.Ql (l a. a. 

Ry the choice of X and Lemma (1 . 3. 2 ) h¢t, and h ¢£ 
a 

for each a. Hence there exist = and T = h ,... R, •Tex ha " l 

Then T oP , otherwise T ox would imply h o.~ bya. a ex ex 

(PS). Contradiction. Now h +h im~lies (h , l)+(h, l).a ex 

Since 1>z is continuous, Ta+T. Hence (T , P )+(T, P).a a 

But (Tel, Pc)e:oiP , for each a.. Then hecause o-:W is 

closed by (TP2), (T, P)t=.:~ and hence ToP. Since 

TI1, it fqllows that Pe:I(l). 

Theorem (8. 3. 2). For each te: 1 , ~(t) .is ~ 
. 

topological affine II-plane and 1P (9,) is onen. 

lines with 

the proncrties of those in Lemma (1.3.1)(1), 
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then iP = ~l? (p.) . 
. 1 1l= 

Proof: By Lemma (8. 3. 2) ,1P (.t) is an open 

set. Let the associated maps of <£.. (~) he $tl' $ 12 

and Lt. Since :;i 1 and are continuous it easily¢2 

follows that ¢ and ~ are continuous. Finall~11 12 
L..ttP, g) = P(l A. g) = ¢ 1 (i '.)( <P~)(P, g) and so L.i is 

continuous. The last part is just a restatement of 

Lemma (1 . 3 .1) (1) . 

-
Corollary. If te:'ct then -:W (t) = 1P '- t/o 

is an open set in iP . 

1 ­
Proof: Since x- (°i}) (l)) =1P(t) the resuJt 

follows by Theorem (7.1.1)(2). 

Theorem (8.3.3). For each l, x.e,: i~.e. ~ is an 

Proof: From Theorem (8.3.2) we may choose 


Pz, r 3 } such that iP = ~ 1P (n.) . From Theorem 

. 1 ll= 

is an ope·n .. map. Then if u S 1 is open in l, x
1 

(U) = 

x,, ( (:.) U t'\ 1f' (p.) ) = ~ x! (U ":\?(p. )1. Let U. = 
"-·1 1 "l"' l 1i= i= 

xi(TJ" =IP fpi}) ~ i = 1, 2, 3.. Then U.1 is _.open in 

9. "'fP (pi)/o. But 9. 'l °{p (ni)/o = 9../o t'\ '=IP (Pi) and -
'-=H> (pi) is open in':\+> from the Corollary to Theorem 
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(8.3.2). Hence tr\ 1P (n.) /o is open in 9../o and so 
1 

U. is onen in t/o . IJence x (u) =~ U. is open in 
1 1 1i=l 


1/o' • 


Lemma (8.3.3). Every persnectivity ~~ ~ homeo­

. morphism. Hence eacb_ projectivity is_~ homeomornhism. 

9-+ m be a nerspectivity with 

R -1 R, R 
Proof: 

centre R. Then <t> 1 and (<PR) = ip ip 1 • Herce2 

<PR is a homeomornhism. 

Theorem (8. 3. 4) . 

(1) For each 9.., PJ (9,) is ~triply- trans i t1 vc groun. £ f.. 


homeom_?rphisms with res!1ect to o:rp . ~-foreover each 


PJ(R./6) is ~-!rlnly-transitive group of homc_omoTnhism$. 


(2) Any two lines of )e are homeomorphic. Moreover 


any two 1 i nes of ~ a re homeomo_rphic. 


Proof: 

(1) The first part follows from the Corollary to Theorem 

-(1.4.2) an<l Lemma (8.3.3). If fe:PI(9,/~) there exists 


fe:PJ(1) such that f = f Xt' by Theorem (1.4.1).
x1 


Since f is a homeomornhism and x is onen onto, f is

1 


a homeomornhism by Theorem (7.3.3). 


(2) Let t, me: t . By Lemma (1.4 .1 ) there exists a 


projectivity ¢R: t+ m. By Lemma (8.3.3) our result 


follows. 
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Next choose t/o, m/o in '£ 'o. Choose R such that 

Rl'f viii. Hence RgSX for each XI t v m. Thus ¢ R: R.-+m 

is defined. Since ct>R has the property ~R(X)o¢R(Y) 
·ji

iff XoY by Lemma (1.3.7), ct> is well defined and 

~R Xi = Xm ~R. Since Xm and Xi are open, continuous 

onto and ¢R is a homeomorphism, •R is a homeomorphism 

hy Theorem (7.3.3). 

Corollary. Each 9.,/o is connec te<l or total l_y 

disconnected. 

Proof: This follows from Theorem (7.3.6) 

and the fact PJ(i/o) is atdply transitive set of 

homeomorohisms. 

Remark (8.3.1). R./o is discrete iff there 

exists PIR. such that {P} is open in t/o. 

Proof: Assume {P} is open. Take -Q Y. P. Ry 

Theorem (8.3.4), PJ(,~/o) is att'lply transitive Qrouo 

of homeomorphisms. Hence there exists fe:PJ(i/o) such that 

f(P) = O. Hence {Q} is onen. 

From now on we assume there exists9.,/o such 

that it is neither ~isc_Iet_~ or indiscrcte. By Theorem 

(8. 3. 4) (2) each 1 ine in tf. has this proncrty. In 

view of Remark (8.3.1) each 1/o has no isolated points. 
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T~e_orem (8. 3. 5) . "he fol lowing a re val id. 

(1) Each t£'&. has no !solated points. 

(2) 1P has no isolated no in ts. 

(3) I(P) = I(i) = 0 for each Pe:lP and te:'i 
( 4) Ip: (t)) = 0 for each 9,e: ~ • 

Proof: 

(1) If {P} is onen in t, then since xt is onen 

x ({P}) = {~} is open and so hv ~emark (8.3.1), t/o1 

is discrete. Contradiction. 

(2) If {P} is oncn in 1P , t'hen {P} is open in t, 

for tr.op. Contradiction to (1). 

(3) If I (P) f 0, there exists an onen set tT <;: P, su:h 

that without loss of ~enerality Pe:U. Select ts?p· 

Then x9. (lf,, t) is onen in t/o. But clearly X,e, (TJ" t) = 

{P}. Contradiction. 

(4) Sunposc I (l. (9..)) 1 ~" Pence there exists an onen 

set U such that 11 'f tJ £,/.(!). Thus there exists Pe:U 

and m such that Pirn and mo9,. Thus ~ (rn) = I. (t). Choose 

je:<bp such that j¢m. Thus Pe:Tf,., j. 

rraim. E(rn)" j £ P. If Xe:r.(m)nj, then there 

exist k and Y such that YoX and kom. Since kom an 11 
. 

j¢m, He have j,.. moj,. k or equivalently PoX. Hence 

-Xe:P. Therefore Pe:lT ri j S E (m) " j £ P. Thus X . (U 'l j ) = 
J 

{P} is open in j/~. Contradiction. 
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Each t is -connected or 

totally o-disconnected. 

Proof: Because P.T(t) is atrlply transitive 

groun of homeomorphisms the nroof is the same as 

that of Theorem (8.2.3). 

Le~~-_(-~. 3. SJ_. The fo~~owing are equi v~len!_. 

(1) ! is o - con[l_ect~d (~__2-_t a_~ 1y o- disc.:_o~~ec ted) . 

(2) !/o is connected 

Proof: Since x1 is open, the first part follows 

from Theorem (7.2.8). ~ow if t/o is totally disconnected 

then ! is totally o-disconnecte<l by Theorem (7.2.9) 

(5). Conversely if tis totally o-disconnected, then 

! is totally disconnected. Otherwise hy the Cor­

ollary of Theorem (8.3.4~ t is connected and hence !~ 

is ~-connected hy the first part of the lemma. 

Definition (8.4.l]_. {O, E, U, V} is called a 

complete quadrangle iff {O, E, H, V} have the nronerties 

of the points in (P3). 

Lemma (8.3.61. I,et {O, E, tJ, V} h<:. ~ compl~tc 

quadran,glc. Then iP ' r (uv) r;; (OE' W) x (OE -w), 
where W = OE "UV. 

Proof: It is easy to see th:lt OE' 11/ is just 
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a 1 ine of the affine plane °Oe (UV) . The result 

then follows from Lemma (8.1.2). 

We now may prove the main generalization on 

connectedness in topological projective H-planes. 

The technique is motivated hy Saltzmann's proof in 

the ordinary case in {§ l] . 

(1) 1P is 011P -connected.------­
(2) t is oce. -connected. 

(3) E;:i.ch iE t is 0-,:{> -connected. 

(4) tic is connected. 

(5) ¢p is o~ -connected. 

(6) t' S is oif' -connected for each SH. and te: 't 
(7) 1? (.e,) is 0 1\' -connected for each te: 'i . 

Proof: Ry duality (1) is equivalent to (2) 

and (3) is equivalent to (5). Lemma (8.3.5) yields 

(4) equivalent to (3). Thus it suffices to show (1) 9 

(3) ~(6) ~ (7)~(1). 

(1) =9(ll_. Supnose R.. is 011' -di sconnec tcd. 

Let Pit. By Lemma (8.3.4), TR..(P) = p,...ri,, Choose 

Q such that 0¢X for each XI t. Def inc T* (P) = T1\>, -;? (P) 

and K: lt>'-. 'Q~t by K(X) = XQ" t. Clearly Kit= i. 

Claims. 

(1) K is a continuous onto map such that XoY implies 
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( 2) 	 If A S. 1, K - l (A) = L) [ QX' Q1. 
XE A 

C3) 	 Ul qx-..o]s rcPQ)-...Q. 
Xe:P" 1 

( 4) 	 T* (P) S E (PQ)' Q. 

(1) K = <t>? 4>~ and so is continuous onto. If XoY, 

then X, Y¢Q imnlies QXoQY. But qx¢1 hy the ~hoicc of 

Q. 	 Hence K(X)oK(Y). 

(2) 	 0hvious. 

(3) If Ae: lJ[ox' Q], then there exists XIV. such that 

XoP, A¢Q and AIQX. But P¢0 and so POoOX. Thus 

Ae:E(PO) hy the definition of E(PQ). 

(4) 	 Claims (1), (2), (3) and Lemma (7.2.S) yield 

T*(P) ~ E(PO)' Q. 

Now choose R such that R¢X for each RIPQ 

and so R4ECPQ). Since P¢Q it follows that qtr(PR). 

Claim. There exists Ve:1\ip,-(P) such that 
Q 

Rr\V = 0. 

Moreover 3(V) SO. If this is false, then 

Re:T*(P) S E(PQ)' Q. Contradiction. Since Q is closed 

Lemma (8.3.2) yields the last statement. 

We may easily interchange the roles of Q and 

R to ohtain \lle:.L - (P) such that Q" W = ~ and a (W) S R.
w" R 
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Claim. a(Vn N) = ~. By the previous claim and 

-
Lemma (7.5.1)(3) we obtain a(V"' W) ~ Q" R. It is 

-
enough to show a (V ... W) t'\ Q = a(V" W) "' R = k?. Let 

XoQ and Xe:a (V" W). Hence for each Ue:n (X), T"' W f '/!. 

Also T n ct W ~ 0 since if not, TS W and W saturated 

-
implies Q '2. W. Contradiction. Thus Xe:Cl (W) £ R. 

Thus XoR. But QoX then imnlies RoO. Contradiction. 

Simil::irly a (Vt'\ l\f) I'\ R = fl. Thus hy Lemma (7 .3.1) (1)' 

Vn W is onen-closed in 1P . VI'\ Wis saturated since 

V and 1V' are. Finally Pe:V" W hut RtV" \If, Hence iP is 

0-disconnectecl. 

(3):::?(6). Assume t' sis a-disconnected. 

Since l's is a line of some affine plane ~ (m), 

Theorem (8.2.3) yields Tn -(P) = P t'l(R,, s), for Plt' s.Jl,,' s 
Choose P, QI!' s such that P¢Q. Jlence there exists 

Ve:An,-(P) such that QnV ='/I. \1oreover a(V)S Shy 
~ s 

Lemma (7.3.2). Similarly there exists We: A
1 

, 5(P) 
'• 

such that S nV =¢and a(W) £ 0. Hence just as in 

(1)=)(3), C3(VnW) = f1 and so 1 is OlP -clisconncctecl. 

(fr)~ ( 7 ) . Ass um e each affine 1 in e t ' s is 

v-connectecl. Choose a comnletc quadran~lc {O, E, X, Y} 

such thats:!: U. Then by Lemma (8.3.6), 1\"(1) = 

(R. \ s) >( (1 '\. s). Moreover this homeomorphism is j1;st 

2the map h with respect to ?R. (t). (cf. Lemma (S.1.2) J 
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h2 clearly satisfies the assumptions of Lemma (7.2.4) 

and so our result follows. 

(7)==9(1). By Theorem (8.3.5)(4) and the f3ct 

a: 1\>(t) = r (£) we obtain I a: 1il (t) = a: r-::W (t) = 

0,or equivalently, r ':ij> (t) = 1P . The result then follows 

from Lemma (7.2.2). 

Thcore::m (8. 3. 7). Each of the sets if , '<f. , 
t, <Pp, t\s and 1P (t) is o-connected or totally 

o-disconnected. 

Proof: We have already shown this for t, 

t\ sand 1\'> (t). ~p is true by duality. Then hy duality 
tf. ; s 11\ "Jl)

it suffices to show~for T Sunpose T is o-disconnecte<l. 

Then Q, is o-disconnected hy Theorem (8.3.6) an<l Lemma 

(8.3.4). If 
-
P 

c. 
+ T{P), then there exists 0¢P such that 

Qe:V for each Ve:A (P). Choose tc:¢ p such that O¢X for 

each XIt. Then from the proof of (1) y(2) in Theorem 

(8.3.6), there exists Wc:A(P). Contradiction. // 

We finish this section with results analogo:1s 

to the af,fine case for uniform projective H-planes. 

Notation. If~ is uniform, '?!: p = <P, ';f fl' I> . -such that t ,... Pc i p<.-> te: t. and OH.,., P iff ()It and 

QoP. ~ P is rendered a topological incidence structure 

in the usual fas ion. (cf. Remark (8. 2. 2) .J I I 
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From [A3] we obtain the following result which 

we have ihown in the affine case. 

Lemma (8.3.7). ~ is uniform iff each£ P 

is an ordinary affine plane. 

Corollarv. Let£ be uniform. Let <Ppi 
' 

<Ppz and LP be the associated mans of ~ p· Then, 

-
<t>p 1 (Q, R) = f" P such that Q, RI£_, 

-<Pp 2 (t,.P, mnP) = 1 " m, 

Lp(Q, 1 " P) = RO" P such that R is any point 

with the properties R¢P and RI!. II- -
Thus we obtain the. f o i L.,....., i""'S. 

Lemma (8.3.8) • .!i_ '£. is uniform then 

(1) 	Each ~ p is a topological incidence structure 

such that ¢p 2 and LP are continuous. 

-
(2) 	 P is connected or totally disconnected. 

Proof: The proof is the same as that of 

Theorem (8.2.5)(1) and (2) except for showing Lp 

is continuous. Now from Theorem ( 8. 3. 2) 13? = ~ :rp (µ.) . 
' . 1 li= 

Also £ (tii) is a uniform affine H-plane. Let Li :)e 

Y:J 	 ithe 	parallel man for ~ (1 .) and L the one for '(f 1) ( p. ) . 
1 p 	 ' l 

L~ are continuous; ·i = 1, 2, 3)by Theorem (8.2.5). 
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_We will show LP restricted ..to P n 1P (pi) is essentially 

Li. Since 1P (pi) is open, the result follows from 

Theorem (7.3.3). Using Comment (8.2.1~ the C?rollary to 

Lemma (8.3.7) and the fact (R.,.. pi) It but (R.,. t 1 )~P 
we obtain 

Definition (8.3.3). '£ is a T1 plane iff 

both 1P and 'f are T1 spaces. 

Lemma_(B.3.9)_. If£. is~ T1 plane !hen ~ach 

R.e: 'i-. is closed in 1f 

Proof: Let 1 = PQ. Choose XEl. Hence without 

loss of generality X¢P. Then PX f R. and since ~ js 

T1 , we have Vcn(PX) such that i~v. ~ince ~i is 

continuous and P is closed, there exists UEQ(X) 

such that <Pi[u] S. V. Then U"R. =¢since SEUtS implies 

PS = !EV. I I 

Notice for the next lemma we need to use the £act 

that £ is T1 , whereas we could prove it in general 

in the affine case utilizing the ternary ring. 
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Lemma (8.3.10). Let (f be a T1 rlane. 

The following ar~ equivalent. 

(1) There exists--­Po such that r 0 is connected. 

(2) There-­exists Po such that PO" JI, is connected for 

each Jl,e:<Pp • 
() 

(3) PI\ JI, is connected for each Jl,e: '! and Plt. 

(4) P is connected for each P. 

Proof: (1) ~_j2). Select Q such that QPP 0 . 

Then the man K: ip....._ P-+t, K(X) =PX" JI, is continuous 

and XoY imnlies K(X)oK(Y), as in the proof of Theorem 

-
(8.3.6). 	 Since Pis closed, r is ccn­
0 

nectcd in 1P '- P.. Because K is continuous with the 

above property, K(P ) = r 0 A JI, is connected in ~. B~0

Lemma (8.1.9~ JI, is closed, and hence r 0 ~ JI, is connected 

in 1P . 

(2):::::::.)(3). Since PJ(t) is trinly transitive 

with respect to u-:w , there exists a homeomornhism f 

such that f (P) = Q and f[P " t1 = Qt- .9... 

Since o = 	U [ (O" t)J. (3)-::)(4) is a result 
te¢0 

of Theorem (7.3.1)(3). Finally (4) )(1) is ohvious. 

Lemma (8.3.11). If£ is~ uniform T1 ~e, 

and there exists such that Po ~connected, then forP0 
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t andlP , o-connectedness is equivalent to connect·~d-

ness. 

Proof: By Lemma (8.3.10), each P" tis conriect­

ed. The result for t then follows from Theorem (7.3.2) 

and Lemma (8.3.5). 

F;~dlly,hy Theorem (8.3.6), and the above 

1{> is o-connected iff t is o-connected iff t is connected. 

The result for 1f> then follows from Lemma (8.1.1). 

Theorem (8. 3. 8). Let '£ he ~ T1 uni form 

nlane. Then 1P and each t are connected, o-connectcd, 

C(P) = Q(P) = T(P) = P, ~totally disconnected. 

Proof: By Lemmas (8.3.8) and (8.3.10), each 

P is connected or totally disconnected. 

Case (1)~ Each Pis connected. Then from 

Lemma (8.3.11) and Theorem (8.3.7), t and 1P are 

connected or C(P) = Q(P) = T(P) = P. 

Case (2): Each Pis totallX disconnected. 

Then since 6-disconnectedness implies 

C(P) c Q(P) c T(P) = P 

and C(P) = Cp(P) by Lemma (7.3.2), !land~ ar·~ 

-connecte<l or totally disconnected. 0 



8. 4. Local ~L comn~ct II-planes 

Salzmann has shown, in [.s2] and ls3], that 

every locally comnact r 2 ordinary plane is metrizable. 

~oreover each locally comnact projective nlane is 

6-comnact 'dth the 2nd axiom of countahility~ fhc 

proof o~ this result for II-planes, cxcent for a f:w 

minor noints which we shall exhibit, is exactly the ~ame. 

will be a locally comnact T2 plane throu~hout 

this section unless otherwise specified. 

Theorem __(8. 4. 1) . (l) If X is a O-comp.1ct, 

~o_c~ll y compact mctr i c snace, t'!'len X has the se-:ond 

axiom of countability. 

(2) Evcry regular T2 _:;nacc with the seconcl axion of 

countahility is mctrizahle. 

Proof: (1) This follows immedintely frr)m 

Theoren (S.6) pa~e 137 and Theorem (7.2) page 239 of (n2). 

(2) is well-known result. (cf. [Kol]. 

- 282 ­
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The next Lemma appears in [s2] with only (h) changed. 

Ne shall nrove, then only (b). 

' affine plane and (OF:, 1') ~ternary fiel.dof £T2 

Then 

(a) 	 OE is locally comnact T...,.-	 ~ 

(h) 	 There exists a sequence {an} c. OE such that an.00 

and a -+O. 
-- n 

(c) 	!f_ W£Q(O) and K is comnact then there exists V£ri(O) 

such that EV S W. 

compact then {U.an} is a neighbourhood basis for n. 

Proof: Since OE/o is not tl i screte , then 0 E 

is not discrete hy Remark (8 .1. 2) (2). Hence ea::h nei17,h­

bourhood has infinitely many points since f (P" ')E) = fl, 

Claim: If P¢0, then there exist ~ com·~act 

CE:rl(P) such that OnC = ~- Since OE/o is T...,, and OE 

is regular there exist closed nei_ghbourhoocls U£:.1 (P) 

and 1\'EQ (0) such that XE:l~ and YdJ implies X¢Y. Hence 
.... -. 

OnU = 0. Ry (a), there exists a comnact neighbourhoJ<l 

C of P. Hence since lT is closed and C is closed, UnC: 
. 

is comnact and On(UnC) = ,0. 

Now take C is in the above claim. Thus C is 
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infinite. Select a sequenc~ [bn~ in C and hence hn¢0. 

Since C is compact, {hn\ has a cluster point btC. fl·~nce 

there exists a subsequence fen~ such that CnEb. Finally 

a = c - b->O since addition and its inverses are n n 

continuous. 

Theorem (8.4.2). Every locally compact T2 

affine plan~ satisfies the first axiom of count~_hility. 

Proof: By (b) and (d) of Lemma (8 .4 .1), OE 

has the first axiom of countability. Hence since OE X 

OE~ -W , our result folloh'S. 

Theorem (8.4.2). Let£ he a locally C<~mpac~ 

T 
2 

affjne H-nlane. Then 

(1) Each ternary field {OE,T} is metrizahle. 

(2) ~ is metrizable. 

Proof: (1) In view of Lemma (8.4.l)(h), the 

proof is exactly the same as in the ordinary case 

[cf. 7. 8 page 48 of [s3]]. 

(2) follows immediately from (1) since OE x OE ~ 1f> • 

Definition (8.4.1). Let (OE, T) be a tcrnarv 

fieldof an affine fl-plane. We say (OE, T) has inversion 

near zerci· iff an+O (an¢0) and a~ 1 bn = b implies bn+O. 
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Let {O, E, X, Y} he choo~_en as in (P3). Put W = OE/\ XY. 

Then the ternary fiel<;} of the a ff inc H-nlanc Cf. (XY), 

T: (OE\. W) 3 ~nE' N has the form 

T(x, m, n) = {(X.'11A OY) frxrn1. YE)O AXY] }"' Yx)X" flE. 

Proof: This follows easily from.Definition 

(6.2.4) 	and the definition of the associated maps of 

2e (XY). 

Le~-1:'.'!_~-~--·_!_.3). Leto~ assumptions be the s1rne 

as those of Lemma (8.4.2). Define the maps 

(OE 'W) '0->(0E 'W) '0 by-
.g	 (z) is the unique solution of x. z = 1, and for hE.OE1 

gh: (OF.' W) ' 0-'l(OE '- W)-... O by 

Rb(x) is the unique solution 0 f x. z = b. The fol lo\..-ing 

hold: 

(1) gl (z) = OE I\ Y[XE 1. 0 (YE I\ XZ l] and g 1 (O) = w. 
(2) gb(x) = OE I\ {YE A [ Yx " X h JO } X and gh (W) = 0. 

Proof: This follows from the previous Lemma and 

some straightforward calculations. 
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_____Lemma \_~_. 4_ .. 4). ___(l) 1:f_.£__ is_~ __nes~i:_gues ian 

affine plane then each ternary field has inversion near 
----~- -~- -~- -~-- ~-

zero. 

(2) If ~ is a projective H~plane, then the ternary fielcis 

of each associated affine H-nlane, ~ (~) have inversion 

near zero. 

Proof: (1) This follows easily since multiplica­

tion is then associative. 

(2) Let a ~o n (an¢0), and -1 a h n n = b. 

Now take the mans gland ~h of Lemna (8.4.2). 

Then define g = gh.gl. Clearly from Lemma (8.4.2), 

gh and ~l are continuous and hence so is g. Moreover 

we also obtain from Lemma (8.4.2) that 

(I) 


and 

(I I) 


Hence the continuity of ~ plus (I) and (II) implies 

h ~o. 
n 

Theorem (8.4.3). Tf ~ is a loca11v co~nact T~ 
w 

affine Jf-nlane and-- (OE. 'I') has invers_ion near zero, :hen, 
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(1) OE is 6 -compact and so is if . 

(2) OE and~ have th~ second axiom of countability. 

Proof: Choose WEO(O) such that r(W) is compact. 

Ry Le~ma (8.4.l)(h), there exists {an} converging to 

zero such that an¢0. 

Claim. OE = 	~ a~ 1 r(W).

i=l 


Since multiplication is continuous, a~ 1 r(W) 

is comnact. Clearly OiOE. Take h£0E such that h ~ O. 

-1 -1Since an ¢0, there exists {hn} such that an bn = b by 

Theorem (6.2.3)(3). Since we have inversion near zero, 

Since W£0(0) there exists b e:W. no 

Thus he:a- 1r(w). Since 1P ~ OE X OE our result follows. no 

(2) Since OE x OE ~ +P the result follows from (1), 

Theorem (8.4.2) and Theorem (8.4.1)(1). 

Corollary (1). If ~ is a Desarguesian loc1lly 

compact T2 affine H-pl ane, then each 1 inc 9, and 1'-P a re 

a-compact metric spaces with the second axiom of count­

ability. 

Corollary (2). If (,e (i) is the associated 

a~~!_ne_ fl-plane o~ _a._ locally compact T2 projecti\~e H-?lane, 

then-- ~ (t) is a cr-comnact metric space with the secnnd 
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axiom 	of countahility. 

Theorem (8.4.4). Every locally comnact T2 

projective ff-plane is ~a-compact metric space with the 

second axiom of countability. 

Proof: Now hy Theorem (8.3.2), each 1PCt) is 

open and thc'l'"e. exists {p1 , n2 , p 3} such. that 1P = 

~if (n.). Since an open set of a locally compact 
. 1 ' 11= 

space is locally compact, each 1P (pi) is a a-compact 

metric space with the .second axiom of countahil i ty by 

Corollary (2) of Theorem (8.4.3). Hence it follows, 

since the 1P (pi) are open, that 1P is a ' -compact space 

with the second axiom of countability. Thus by Theorem 
fh:it 

(8.4.1)(2) and the factAa locally compact r 2 space is 

regular, we have our final result. 

Notation. For each P, fp: 1P -..r is the 1nap 

fp(PT) = T and fp: {I> -'>T is the map fj>(PT) = :r. 

Theorem (8.4.5). Let~ be minor Desarguesian. 

Then 

(1) 	 :tP is~ topological group. (cf. 'Theorem (4.2.6)). 

(2) 	 Dis ~.topological monoid with the compact-open 

topology·. 

(3) 	 f P: 11> ~r is a homeomorphism and s g is fp: 

1P - +T, where T and T have the_ ~ompact-onen topology. 
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(4) 	T· and Tare locally compact T2 tonological group~ 

with the comnact-open topology and 

TIN="' -T. 

Proof: (1) In view of Theorem (8.1.15), this 

follows immediately from Theorem (7.5.7). 

(2) 	 This follows from Theorem (7.5.3). 

(3) 	 From Theorer.i. (8.1.17)' f p is open. We must show it 

is 	continuous. Define f: 1P·x1P -+ 1P by 
T 1"1T2f(PTl, p 2) = p .f is continuous by."(l). Hence by 

Theorem (7 .4 .2), the map f: tP -+Cc C1P) where 
-	 To To To 
f (P ) = <f> T such that ¢ T (PT) = f (P ' p ) 

p 0 p 0 

is 	continuous. 

Claim. We must show ¢ T= T for eac~ 
p 

TET. Now for any Y, 

Tp 
¢ (Y) = <f> (P y)

pT pT 

Tp 

= (P Y)T = yT. 


Hence by our claim fp is continuous. 

Since ~ is a topological plane by Theorem 
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(8.1.6), fp is also a homeomorphism. 

(4) This follows from (1), ('.))Theorem (7.S.9) :ind 

Theorerrt (3. 2. 4) , if we can show <f>: T-+T [cf. Tpeore·ns 

(:).2.3)at1d (3.2.4il i.s onen. nut it is easv to s)1ow 
tli-at-

<t>.fp = fp·Xw Hence (:')) and the fact~Xi:p is onen­

onto yields this result using Theoren (7.3.2). 

Thc_o_rem_(_8.4.~. Let te he fllinor Desar(!uesian. 

Then ~':'ery trace preserving endomorphism i~~ ·continuous. 

Proof: Ry the previous theoreJTl f p is a homeo ­

mornhism. Take 6cH. ny Theorem (4.2.5), there exists 

0
cre:DP such that Tps = T a· It is then easy to show 

PS 

-1 -1 a fp = fp o. ~Jow 6 is continuous hy Theorem (8 .1.13). 

Hence our result follows from Theorem (7.3.2). 

The.:_?_!em__ E8.4. 7). H is ~closed to1:loloeical 

suhrinP. of End r. T. . [ cf. Definition (7. 5. 3)1. 

Proof: Ry Theorem (7.5.5), End CT is a tory­

ological ring, anJ so H is a topological ring. It is 

enough to show H is closed in End p T . Let {6a} be 

a net in H such that o -+f, fe:Encl T . ·By Theorem (~.2.5)
<l 0 

there exists {cra} in np such that Tp~ = T • Define
0 

PS a
f 

er: = p 
TPS 
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Claim. a<l+cr (Hence <1EDP by Theoreiri (8.1.14) 

(3)). Takese:1P. Then, 

6 fT aa T 


lim(S Ct) = 1 im (P PS) = p .PS = sa 


0. a 

0 a fsince 6 +f implies TPS-..TPS' which in turn implies
0 (l 

T a. T f 
p PS_..p PS 

Since ae:np, there exists a unique •5e:H such 

that 6 = a(6) [cf. Theorem (4.2.5)). We finish the 

proof hy showing f = o. Since fp is a homcornornhism 

hy Theorem (8.9.5)(3), 

0 

= lim(Tp~) = 1 irn (t a ) 


(l o. PS rt 

a 
= lim(fp(S rt)) = 

rt 

t5 
T = (tps) . 

PS0 

Theorem (8.4.8). DP is ~ topological monoid 

and ¢p: H-t_Dp is ~ topolo~ical monoid isomornhism. (cf. Theorem 

Proof: The first part follows from Theorem 
. 

(8.4.5)(2). Now fp: :W +T is a homeomornhisrn by 

Theorem (8.4.5)(3). Ry Theorem (7.S.6), the man 

End +End T 

(4.2. 

is a tonological monoid isomorphism. Rut by Theorem 
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-----tl~ne~ {)U.f J>esul t follows. 

Theorem (_8. 4. _9). ~ (f !?!. ~r~.1es ian. Then 

0) The man f: OE+JJ defined by f(a) = c5(al is a 

te»Q!o_g~~CI.~. ring isomornhism. Gf. Theorem (5.3.s)J. 

en 'f' I{ ~n~ e~ch Dp are locally_ comnact O·comoact 

~etric $paces with the second axiom of countahility.
---'"--·- - -~- -·-··- ~~ ­

Proof: (1) We know f is an algebraic isomor'.1hism 

by Th~Qr~m (S,3.8). We must show it is a homeomorphism. 

fl can be showri to be a topological group 

i~omorphh;m in the same fashion that f P was. [cf. 

be the map o t 

TheoreM (8.4.5)(3) such that P = o. Let h 2 :1P +OE 

x O~ be the map of Lemma (8.1.2). Let· fz = hz- Define 

~ OE~ OE+TOE X TOE by • X f1 ~ Then the mant3 f 3 f 1 

g~ ?7 Toe x t 0E defined by 
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x 

has the form g = f 3 f 2 f 0 and hence is a topolol'.!ical 
,.., 


group isomorphism. Now define o(a) : X TOE+TOE
TOE 
N

) o (a)
TOE by (-r Ox TOy = (TO(ax)' TO(ay)). Let 

"V

H = 
.., ' 

{ o (a) Ia e: OE} • By Theorem (7.5.6), the map Endo<1> : g 

(TOE X: TOE)->End T is a topological mono'icl isomorphism~ 

-1 ~ 
i.e.Jcpg(h) = g hg. It is easy to show lf>gCo(a)) = 

-v 
o(~) and hence H is homeomorphic to H. 

Now define h: Clearly 

f = <f>g h f 1 . Thus in order to show f is continuous it 

suffices to show h is continuous. Now define 

by 

Since multiplication is continuous in OE and £ is1 

continuous,·we have that k is continuous. Then hy 


'V 
:Theorem (7.4 .. 2), the map .k: r 0 E~cc (TOE X T0E) defined 

• , is continuous. A simple calculation 
Oc 


shows -k =hand our result is proved. 


Finally we must show f is open. Let We:n 0E(a). 
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Then W = UnOE such that UEn(a). Now define K = {TOE} 
0 

and V = f~ 1 (u). Hence since T 0~a) = TOa' T(K, V]ES1('5(a)). 

We show T(K, V) S. h(W). Now o(h)ETLK, v] implies 
0 (b) = h (u) uEIJ. But T~~h) rnd so b = u.TOE = Toa' = TOb 

Since OE is a trace of TOE, it is a trace •)f TOb" Hence 

hEOE. Consequently o(h) Eh (W). 

(2). By Corollary (1) of Theorem (8 .4. 3), OE and iP are 

a-compact metric spaces with the second axiom of countah­

·ility. By the theorem, H also has this proncrty. By 

Theorem (8.4.5), T has these pro~erties, Finally by 

Theorem (8.4.3), each Op has this property. 
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