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The energy bands and Fermi surface of mercury have been 

calculated using local and non-local pseudopotentials. The 

non-local pesudopotentials were an approximation in which 

the repulsive potentials of the outer atomic core states were 

explicitly represented by non-local projection operators. 

A search was made for the regions of parameter space 

where the pseudopotential generated a Fermi surface having 

a good fit to the experimental magneto-acoustic calipers and 

de Haas-van Alphen extremal cross sectional areas. 

De Haas-van Alphen frequencies and cyclotron masses 

were calculated for symmetry planes using a local pseudopoten

tia,l. 

General questions of :Pseudopotential theory, the 

symmetry of the energy bands, the occurrence of degeneracies, 

and the influence of spin""'orbit coupling are also considered. 
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CHAPTER I 


INTRODUCTION 

In recent years there have been a considerable 

number of experime ntal investigations into the Fermi sur

f ace of mercury and the topology and shape of the surface 

are now fairly well known, although a few dimensions still 

remain uncertain. There have also been several calculations 

of the Fermi surface using different theoretical approaches. 

The pseudopotential method for mercury was first 

used by Brandt and Rayne (1966), while Dishman and 

Rayne (1968) carried out a pseudopotential calculation which 

included spin-orbit coupling. Bogle, Coon, and Grenier 

(1969) have also reported a pseudopotential calculation for 

mercury. 

The only first principles calculation that has been 

reported for the energy bands and Fermi surface of mercury 

is the RAPW calculation of Keeton and Loucks (1966). 

Pseudopotentials are usually determined by fitting 

a few disposable.parameters to selected experimental data 

and this was the method used in all the cases that have been 

mentioned. But in 1965 Heine and Animalu published tables 

of theoretical pseudopotential form factors for 25 elements 

including mercury. These tables indicated a particular region 
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of parameter space for the local pseudopotential coefficients 

in mercury. 

The pseudopotentials of Brandt and Rayne, Dishman and 

Rayne, and of Bogle, Coon, and Grenier, all differed some

what from one another, but they were all simple local pseudo

potentials (except for Dishman and Rayne who included spin

orbit coupling with a local pseµdopotential) and they were 

all in the same general area of parameter space as had been 

given by Heine and Animalu. 

All the theoretical calculations gave the same topology 

and shape for the Fermi surface but there were large varia

tions in the calculated dimensions of the surf~ce, and in 

no case were the theoretical dimensions in particularly good 

agreement with experimerit. 

Although there are quite strong resemblances between 

the pseudopotential energy bands and the relativistic bands 

there are also important differences, in particular the rela

tivistic energy bands have a significantly higher Fermi energy. 

All the previous pseudopotential calculations used a 

local pseudopotential, but this is an approximation and 

in general the pseudopotential is a non-local operator. In 

their work on zinc and cadmium Stark and Falicov (1967) tried 

local and non-local approximations and found that the non

local pseudopotentials gave much better fits to the experi

mental Fermi surface~ The work described in this thesis was 



3 

an attempt to calculate a more accurate Fermi surface of 

me rcury by using non- local pseudopotentials similar to those 

used by Stark and Falicov. 

In this investigation it was assumed that the area 

of paramete r space indicated by Heine a nd Animalu might 

possibly be wrong, and a large region of parameter space was 

explored in an empirical fashion . All the regions which 

were found to be interesting were examined in some detailc 

Particular atten tion was paid to the structure of the energy 

bands because of the differences that existed between the 

local pseudopote ntial and the RAPW energy bands. 



--

CHAPTER II 

PSEUDOPOTENTIAL THEORY 

It has been found that in most metals, semimetals, 

and semiconductors that the energy bands for.the highest ener

gy states, which correspond to the outermost atomic electrons, 

are a recognizable distortion of the n~arly free electron 

structure. The energy bands are most free-electron like 

iri the simple metals, in the case of semimetals and semi

conductors the distortions from the free electron band struc

ture are much greater. 

The evidence for these facts is that in most metals 

which have been studied the Fermi surface c a n be recognized 

as a distortion of the free electron sphere. This suggests 

that the conduction electrons of the metal are b e having very 

much like free electrons being weakly scattered by the ionic 

cores. In phenomenological terms it appears as if the 

conduction electrons are satisfying ·a Schr8dinger equation 

in which the dominant term is the kinetic energy operator T, 

with a comparatively weak pseudopotential W replacing the usual 

potential energy operator V(£) 

Pseudopotential theory provides a rigorous justifi

cation for this substitution, and a good approximation for 

the conduction energy bands of a metal can of ten be obtained 

4 
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by solving a SchrBdinger equation of the form, 

[T + W] l¢k> = Ekj¢k> 

in which W is the we ak pseudopotential, and ¢k is a pseudo

wavefunction which is related to the true wavefunction ~k. 

The band structures of the group IV semi-conductors 

and the III - V compounds have been probed by optical inter-

band transitions, and these structures could also be interpre

ted in pseudopotential terms (Brust 1964, Cohen and Bergstresser 

1966). Fermi surface studies coupled with band structure 

calculations on the semimetals As, Sb, Bi, (Cohen, Falicov, 

and Galin {1964), Priestley, Windmiller, Kette~son, and 

Ekstein {1967), Lin and Falicov {1966)), have indicated that 

in these substances also a pseudopotential approach is very 

useful. 

In metals of the transition, rare earth, and actinide 

groups the situation is more complicated because of the exis

tence of incomplete inner d and f shells. 

If pseudopotentials can be successfully applied it 

implies that the ions of the solid are behaving very much 

like weak scattering centres so far as the electrons belonging 

to the highest energy states are concerned. This is at first 

somewhat surprising because the deep potential wells of the 

ionic cores are not weak scatteri.ng centres. 

If a phase shift analysis is carried out_, the scat

tering can be expressed in terms of the phase shift n
1 

. 

http:scatteri.ng
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where, 

(2.1) 

In this equation the integer Pi which has been chosen so that 

lo£1 < }n, counts the number of internal radial nodes. 

Since the usual phase shift formula for the scattering only 

involves exp(2in£), multiples of TI do not contribute and the 

scattering is determined by 6£' which is relatively small in those 

metals and semiconductors where the pseudopotential approach is valid. 

A pseudopotential is a relatively weak potential, having 

the same effective scattering power ~s the strong real poten

tial.. In general it is a complicated non local operator. A 

local operator F is a function of E only and F¢ denotes 

F(E)¢(£). A non local operator depends on two variables, 

F(E,E'), and F¢ is given by 

F~ =J F(£1 £')~(£')d£'· 
When setting up the theory it is assumed that a clear 

physical distinction can be made between the conduction elec

trons of the system and the core electrons. It is desirable 

that the core states be strongly localized in the vicinity 

of the ions and that the ionic cores be small so that the 

outermost states do not signif icaritly overlap with the outer

most states of the nearest neighbours. If this last condition 

does not hold the outermost core states may participate in 

the conduction band to some extent, causing problems of band 
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overlap and hybridization. This situation exists in the noble 

metals and it is uncertain to what extent pseudopotential 

theory may be us e d in these cases. This problem also exists 

to a lesser exte nt in mercury. 

In the case of a me tal the conduction band Bloch 

states satisfy the Schrodinger equation. 

( 2. 2) 

where the Hamiltonian H given by H = T + V(£); T being the 

kinetic energy operator and V(~) the real crystal potential. 

The solution of equation (2.2) requires the use of 

a convenient complete set of functions. The most simple 

complete set to use is the set of plane waves, but ~k 

possesses several radial nodes and a good representation 

would require a large number of terms in the expansion and 

the resulting secular equation would be extremely large and 

difficult to handle. 

Herring (1940) recognized that the problem could be 

simplified if the expansion were made in terms of plane waves 

that had already been o r thogonalized to the core states of 

the system. If a .Plane wave is rep~esented by t~e ket:

1 ik•r 
· j ~> == - e -- - , where V is the volume of the crystal and 

IV 
a core state repr esented by la> ~ ~ (r). Then if P representsa 

the operator introduced by Pick and Sarma (1964), which proj e cts 

any function on to the subspace of the core states. 
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P == L: Ia><a I· 
a 

In terms of this operator an orthogonalized plane wave takes 

the form 

IOPW> k = (1-P) I~>. 

-rt has been found that good convergende can 6ft~n be obtained 

by using a linear combination of a small number of OPW's. 

lt/Jk> = L: a (k) (1-P) lk+o>;9. - - .:-.!.. 

9. . 

Or, more generally 

(2. 3) 

The pseudo- wave function ¢k(E) is equal to the true 

wave function ~k(£) outside the ionic cores but inside the 

cores .¢k(£) is slowly varying and has no radial nodes. 

Equation (2.3) does not completely define ¢k{£) it being 

undefined to the extent that any linear combination of core 

states can be added to it. 

Substituting t/Jk from equation (2.3) into equation 

( 2. 2) 

(2. 4) 

Phillips and Kleinman (1959) noted that the equation can be 

rearranged to give 

[ H + (Ek-H) P) I¢
k 

> = Ek I¢k"> (2. 5) 
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In which the pseudo- Hamiltonian 

can be written as 

H = T + W . 
p p 

where the pseudopotential operator W is given by
· P 

W = V(~) + (Ek~H)P.p 

In this case 

W = V ( r ) + L: (Ek- E ) J a ><a I , 
p -	 Cl 

Cl 

Where E is the energy of the ath core state which satisfies 
Cl 

the equation. 

Hla> :::. E la> 
Cl 

The pseudo- Hamiltonian that has been introduced is 

only one of many possibilities. Austin, Heine and Sham (1962) 

have shown that the general class of pseudo-Hamiltonians 

H = H + Ela><f(r,a) I , 	 (2. 6) 
p Cl 

in which f (E_,a) is an arbitrary function of position and 

core index a, all have exactly the same eigenvalues EK in 

the conduction band as the original Hamiltonian. 

1. 	 Solution of the Pseudopot~ntial Eigenva lue Problem 

The equation to be solved is 

(2. 7) 
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in which the core states Jak> can be written in the tight 

binding approximation. 

Iat,k> == __!. E exp (ik ·R. ) ~ .t (r-R. ) (2. 8)- IN j ·- - JS: '¥a· - 20, 

. where N = the number of unit cells in the crystal. 

j = the unit cell index. 

at refers to the tth level corresponding to the atom 

at r in the unit cell. 
a 

Since <Pk (~J has wave number ~.' then by Bloch's 


theorem,

' ' 

where ak(£) is a function having the exact periodicity of 

the lattice. This means that ¢k(£) can be completely expanded 

in terms of the subset of plane waves. 

where G is a reciprocal lattice vector multiplied by 2n. 

The matrix elements of the pseudo- Hamiltonian will all 

2. ·Calculation of the Matrix Elements 

The general matrix elements <~.+~_1 1 Hp I ~+~2 > is equal 

to a sum of terms, 

{2. 9) 
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Each term can be evaluated separately, 

1)2 2 ..n2 2 
(2.10)<!5_+~1ITl~+~2>=<!5.+~11-~m V Jk+G2>= -2ml~+~2I 6G1 ,~2 

The real potential V(E) has the periodicity of the real lattice, 

it can be expanded in a Fourier series. 

V(r·) = E V(~)exp(i~·£) 1 
G 

giving 

{2.11) 

where the Fourier components V(G) are equal to 

V(G) = ~ JV(£)exp{-i~'£)d£; 

the V in the denominator referring to the crystal volume. 

It is sometimes useful to treat V(r) as a superposition 

of atomic sources. 

v (_~) = E U (r-R. )
p, (j, - -JO',

j I CJ. 

Giving 
1 

= E JU (r-R. )exp(-iG~r)dr.
V p,a - 2a . -- - j , (j, 

which can be rewritten 

V{~) = 1 l: U (r-·R. )exp(-iG• {r-·R.) )exp(-iG•H.. )d{rw-R. )v . p I (j, - - 2 (j, . . ·- - 2cl . - -J (j, - J (j,j , a; J 
or, 

Defining the atomic form factor by 
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U (G) == J U {r)exp(-iG•r)dr.pa - pa - - - 

1v (Q_) :::: exp(-iG 0 R.)exp(-iG.r )U (G)v l: - 2 - -a pa a, j 

Therefore, 

V (G) = v~ E exp(-iG.R )U (G).- -a pl'J, 
a 

If there is only one type of atom present 

- k (E exp(-iG·R ))U (G) 
H - a P a 

n is the volume of the unit cell. The unit cell structure 

factor is defined by 

s <~) = E exp(-iG•R ) . 
- a 

· a 

Giving 

(2. 12) 

To calculate the last term in equation (2.9) it is 

easiest to take the various factors separately 

·<k+G1 jaK> = <k+G jc:tt,k> =-= ...l. -1:. (l: J exp(-i(k+G )·r)exp(ik•R. )- ~~- -- - 1 ~ ./v IN j - - 1 - - ia 

3 
x ¢ t(r-R. )d r)a - J_a -

so that, 

3 exp ( - i ( k+G ) . • ( r-R . ) <P t- { r ...R . ) d ( r - R . ) ) 
- - 1. - l.a a - 2a - J.a 

x (L: exp(··d{k+G ) •H. +ik•R. )
j 1 2a - 2a 
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Therefore 

1 1 
-·· -- 

rv IN 

x E exp(-iG °R. ) 	 (2.13) 
- 1 ]Clj 

The sum 	 I: exp(-i~1 ·Rja) = exp(-i~1 ·~) l: exp(-iQ_1 °Ri), 
j j 

but 	 exp(-iG ·R.) = 1. 
--1 .1 

So that E exp(-iG •R. ) = N exp(-iG •R)
-1 2a 	 -1 a

j 

Substituting back into equation (2.13) 

<k+G1 Iat,~> ~/~ exp (-i~1 ·Ra) J exp (-i (~+~1 l · r) x;pat (E_) a\:_. (2 .14) 

This means that 

Summing 	over the atoms in the unit cell a 

In this way equation (2.9) simplifies to the expression 

112 2 . 1 
<~+~1 IHP l~-+~2 > = 2in I~+~2 I o~1 '~2 + 'fi s <~-1-~2) up (~1-~2J 
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(2.15) 

To simplify the last term in equation (2.15), take 

cpt(E) to be given in the standard form as computed and recorded 

by Herman and Skillman (1965). 
P (r) . 

I)nt y ( e cp) = cp (r) • 
r tm ' n~m 

The radial wave function Pnt(r) is necessarily zero at r = 0. 

Also by normalization J00 

Pn 2
2 

(r)dr = 1. 
. 0 

it is possible to sum over the magnetic quantum number m 

first, 

cJ (2 .16)x 

The integrals can be transformed by makinq use of the expansion, 
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ik•r 
e - - = 47r 

(ek,ct>k), (er,ct>r) are the spherical polar angles of the vectors 

k and r. If the expansion for exp{ik•r) is substituted into 

each integral, and the, angular parts are integrated immediately 

by making use of the orthonormality of the spherical harmonics 

(2.18)f Ytm*yt'm'dn = 6mm• 6tt' 

Expression {2.16) now simplifies to 
QQ 

16~2(Ek-Ent);(-i)t Jojt(klr)Ytm(ekl'$kl)rPnt(r)dr 

QQ 

x (i)t I jt(k2r)Ytm*(ek2'$k2)rPnt(r)dr (2.19) 

0 

which is equal to 

/ 

x f jt(k1r)rPnt(r)dr x f jt(k2r)rPnt(r)dr. 

But from the addition theorem of spherical. harmonics 

(2.20) 

where a is the angle between the directiOl!lS (6 1 ,¢_1 ) and Ce 2 ,¢ 2). 

is the Legendre polynomial of order t.P1 

Finally expression (2.16) reduces to 
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4ir (2Hll (Ek-En.e. l PR. (cos (k1 ,k2 )) x J j 1 0.:1r) rP n£, (r) dr 

x f j.e.(k2rlrPn.e.(r)dr (2. 21) 

the matrix element being given by 

+ l U(G -G )
R -1 -2 

(2.22) 


3. 	 Conversion to Atomic Units 

It is convenient in energy band calculations to use

"2 2atomic units. One atomic unit of length= ~- = 0.52917 
me 

Angstrom units. To convert _,formulae to the. atomic system put 

e = 1, m = 1, ~ = 1. 'This will give ener-g:ies . in atomic units, 

but it is customary to express energies im Rydbergs. 

l atomic unit of energy ~ 2 Ryalb~rgs. 

In this system of units equation (2~22) can be re

written as 

<k+G 1 IHP Ik+G 2> = Ik+G 1 I2oG ,G + ~ m <£1-G 2 > 
-1 -2 

47T+n 

(2.23) 
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where all energies are understood to be in terms of Rydbergs. 

4. The Evaluation of Integrals Containinq Spherical Bessel 
Fti"hcfTu1IB- ·-· 

When calculating integrals containing spherical Bessel 

functions it is possible to make us~ of the formulae 
1 

1T ~ 
j ,Q, ( p) - · (-) J ,Q,+~ (p) 

2p 

But the half integral regular Bessel functions are given by 

the simple trigonometric formulae 

(_?_) ~J 1 (p) = sinp x 
'fi p 

2 
(~.:!-ne, (2)~J3(p) = - cosp)

p 'ff p 
2 


3 3 ( 2 ~ 
Js(p) ( (- - l)sinp - - cos p)= 2 p :rrp>
p2 

~ 
((15 - 6) .~17 (p) - - sinp - (-

15 - l)cosp) x (TI 
2 

p)3 p 2 p p2 

Rearranging terms so that the same powers of p are groupe d to

gether. 

= sinp 
p 

jl (p) = .!_ (s i ~e. - c 0 s p ) 
p p 

1
j2(p), = (--i(sinp -pCO$p ) -sinp) (2 .. 24) 

p p 
1 1 5

j 3 ( p) = ( · (sinp-pcosp)-! (6sin-pcosp )) .. 
p p 3 p 

The variation of j ,Q, ( p) as p + o, is given by 

,Q, 2 
j ,Q, ( p) '\; ~- -£___- [l - p + ... ·.. ] (2.25)(2£+1) ! l 2(2£+3)p -70 
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5. Other Txpes of .Pseud<2)2otential 


The pseudopotential introduced in equation (2.7) 


w 
p = V(£) + 	 E (~k-Ea) !a><al (2.26) 

a 

is a non local operator. A local operator is easier to use 

because it has matrix elements <~+~!wpl~> which depend upon 

~ only. Whereas in the case of the a non local operator it 

depends upon (~+~) and ~· 

As · was noted earlier Austin, Heine and Sham (1962) have 

shown that the pseudopotential of equation (2.26) is only one 

of a more general class. 

w = V(£) + E la><f(£,a) I 
p 

()', 

The general pseudopotential W is an operator not a function,
p 

it is incorrect to write it in the form W {r). It can be 
p 

completely specified in terms of its action on a set of plane 

waves. 

w lk> =vi~>+ E f(k,a)<alk>la> {2.28)
p ·

Cl 

where 

= L f * (k,a) <kla>ik> 
k 

defines f{k 1 a). The general pseudopotential operator can be 

completely specified in terms of its matrix elements <k+qlW lk>. 
- - p ·

These matrix elements are called form factors. 

An approximation that is often used is to restrict 

the set of form factors to those cases in which the magnitude 
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of k and k+s. are both equal to the single value kF, where 

kF is equal to the radius of the free elec:tron sphere. For 

a 'given g_ with magnitude less than 2 kF the angle between k 

and k+a is fixed and a single value of <k+alw lk> obtains. 
_:a, -~ p 

This restricted set of form factors which are referred to 

as the OP~ form factors have the property of a local operator. 

For this reason the approximation is often made that the 

pseudopotential to be used should be a local operator. Whether 

or riot this is a good approximation will depend upon the 

element being investigated and also upon which property is 

being considered. 

The reason the pseudopotential operator is weak is not 

quite obvious but there is one formulation in which it is easier 

to demonstrate that W is small. Following Austin, Heine and p 

Sham one particular form of W that is admissible is 
/ p 

1 Wp = {l-P)V. 

Giving 

Wp J¢> =VI¢> - Ela><aVI¢> (2.29) 

Inside the ionic cores the set of core states will form almost 

a complete set so far as the real potential is concerned, so 

that WP will be almost exactly zero inside a certain radius and 

outside that radius it can be approximated by the coulomb po

tential of the ion. 

This approach leads to the model po~ential of Abarenkov 

/ 
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and Heine (1965). In this model there is a simple square well 

of depth h inside some model radius RM and the appropriate 

coulomb potential outside. 

w 
p 

w = 
z 

(r>~) (2.30)
p r 

In these expressions z is the coulomb charge of the ion, p 9, 

.Q,this a projection operator that picks out the angular 

momentum components from any function upon which W acts. The p 

parameters A are adjustable so that· (2.30) reproduces exactly
1 

the spectroscopically observed energy levels of one electron 

added to the ion. A also has to rlepend slightly on E to
1 

give exactly the correct energy sequence. 

It is also necessary to include the effects of the 

conduction electrons. The most important of these effects are 

correlations, exchange and screening. Correlation is related 

to the fact that each electron in the system exerts a coulomb 

repulsion upon the other electrons thus surrounding itself with 

a correlation. hole. Exchange is due to the Pauli principle 

in that two electrons of the s ame spin cannot occupy the same 

position simultaneously, so ther~ will also be an exchange 

hole surrounding each electron so far as elect~ons of the same 

spin are concerned Q 

Screening is a very important effect that can be treated 
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approximately by using the Hartree dielectric function for 

free electrons. In this approximation the unscreened matrix 

eRement <k+qlwp 
0 1k> is divided by €(q) to give the screened 

matrix element <k+qlW jk>.p 

<k+qlwp jk> = <k+qlwp 
0 1k>/£(q) 	 (2.31) 

£(q) is 	the Hartree dielectric function 

2 
me	 l-n 2 ll+n\ + 1)£(q) = 1 + 	 Log 1-n2 2 <211 e2TTkF-i1 n 

n = _s__ 	 (2.32)2k • 
F 

The Abarenkov-Heine pseudopotential is not a pseudo-

potential in the sense of Austin, Heine, and Sham, which is 

applied to a mathematical class involving projections on to 

the core states. The term pseudopotential has been extended 
j 

to cover any model potential which has the same phase shifts 

as the real potential but with the multiples of 1T removed. 

Preferably the model potential should be as weak as possible. 

6. 	 The Choice of a Suitable Approximation 

The pseudo-Hamiltonian ·equation introduced in equation 

(2. 7) 

(H + E {Ek-Ea) ja><aj) j~k> = Ekftk> , 
a 

is really an exact expression. If the core energies E and a 

the core wave functions were known exactly, · then it would be 
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possible to get an exact solution once the Fourier components 

V(~) of the real potential had been found. 

One problem that arises from using equation (2.7) is that 

if it is used to calculate the energy bands, the equation will 

have to be solved iteratively because it has an energy depen

dence on both sides. To facilitate the calculation it is pos

sible to put the coefficients (Ek-Ea ) arbitrarily equal to 

constants (EF-Ea), where EF is the Fermi energy. This will 

give energy bands that are correct around the Fermi energy but 

which will systematically deviate from the correct values at 

other energies. 

As most pseudopotential calculations make use of adjus

table parameters that have been determined by an empirical fit 

to the measured dimensions of the Fermi surface, it is intrin

sic that energy bands calculated by the pseudopotential will be 

most correct near the Fermi energy and will be increasingly in 

error the farther away from the Fermi energy. 

Kimball, Stark, and Mueller (1967) have made use of 

experimental de Haas van Alphen periods and the magneto-acoustic 

calipers of magnesium to yield a pseudopotential which could 

then be used to calculate the rest of the Fermi surface. They 

first tried a purely local pseudopotential, but although this 

worked fairly well they obtained substantially better agree

ment by making use of the non-local pseudopotential (2.7). In 

the case of magnesium the problem is fairly well defined in the 
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sense that the onl.y core states that have to be considered 

are the ls, 2s, and 2p levels. Relativistic effects are small 

and the pseudopotential that is finally determined involves the 

Fourier components of the real potential V (~) . 

Mercury is a heavy element, atomic number Z = 80, and 

it should be expected that relativistic effects are important. 

There is also some experimental evidence, Wilson and Rice (1966), 

and theoretical evidence; Keeton and Loucks (1966), that the 

top of the Sd bands cuts across the bottom of the conduction 

bands. In this respect mercury resembles the noble metals to 

some extent. It is not immediately obvious that the pseudo-

potential concept can be applied to the noble metals and it 

appears that mercury is a borderline case. If a partial wave 

analysis were applied to those conduction band states that 

overlap with or are just above the d bands there should be a 

strong scattering resonance for the i=2, partial wave. But 

if the Fermi energy is sufficiently far above the d bands then 

some sort of pseudopotential approximation may suffice for 

Fermi surface calculations. 

In mercury the occupied core states are ls, 2s, 2p, 
... 

3s, 3p, 3d, 4s, 4p, 4d, 4£, Ss, Sp, Sd. The use of the 

pseudopotential of equation (2.7) 

involves the calculation of matrix elements of the form 
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It follows from equation (2.23) that the matrix elements in-

valving s like core states are independent of the angle between 

k1 and k 2 • The core states of higher angular momentum will de

pend on this angle through the Legendre polynomial P1 (cos(k1 ,k2)). 

If it can be demonstrated that for the values of k and k2 of1 

interest, values having !kl ~ 2kF approxi-mately, that the p, 

d, and f core states yield terms that are very small whilst 

the s states yield terms that are not so small but are effec

tively independent of jk1 j and jk2 j, then it may be possible 

to group the inner core states with the real potential to give 

the model pseudopotential. 

(2.33) 
a 

sununing over 
outer c6re states 

in which WL is a local operator. 

E 

oc ,- , 

The next approximation that can be made is to set 

(Ek-Ea) equal to the con~tant (EF-Ea) if only properties of 

the Fermi surface are being considered. 

As there is a strong relativistic interaction in heavy 

elements the energies of the core levels relative to the con

duction band will not necessarily be the same as in the cal

culations of Herman and Skillman relating to the atom. The 

crystal field can also significantly alter the relative energies 

of the outer bands. 
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With such a model pseudopotential as (2.33) the dis

posable parameters are WL ·(G) and (EF-E ) • This can easily

OC - Cl 

lead to an inconveniently large number of parameters if too 

many outer core states are explicitly considered. The prob

lems of using a large number of disposable parameters are that 

if a search is carried out in parameter space to find those 

regions which give good agreement to experimental data the 

search can be extremely costly in computer time. It may also 

-be possible to find several regions which give equally good 

agreement to the available experimental data. Increasing the 

number of disposable parameters may eventually yield a better 

fit to more experimental data, but the resulting pseudopoten

tial may also be physically meaningle~s because the use of 

purely arbitrary parameters could also provide an improved 

fit. 
) 

A good pseudopotential is an approximation that is 

simple in form and easy to use, it should incorporate those 

terms that are physically significant, and should ideally be a 

good approximate representation of the interaction between the 

system of conduction electrons and the ions. 

An example of a non-local pseudopotential has been given 

by Stark and Falicov (1967) for the elements zinc and cadmium • 

In their model which includes spin-orbit coupling the matrix 

(2.34) 
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where S (~) is a structure factor, s's are ~;JP in indices, UL, VN, 

and W correspond to a local potenti.al, a mon local potential and 
so 

the spin orbit interaction respe ctively. itiJ'.'ltue non local poten

tial is a sum of p r oject ion operators over the outer s, p and 

d core states. 

VN= E v(t) jt><tl. 
t 

In this expression v(t) are disposable con:S>t a nts. In the case 

of zinc and cadmium it was found that v(s] could he set equal 

to zero, ef f ectively grouping the s non 10CB. l term with the 

local pseudopotential. For zinc v(p) was .:ailso set at zero, 

but for cadmium v (p) came to the relative1]'' sm'.3-11 value of 

0.38 Rydbergs. In bot h cases the contribut ion from the outer 

d level was large, especia lly in zinc 
/ 

wher~ it was 3.15 Rydbergs, 

in cadmium it was smaller b e ing 1.78 Rydbe~gse 

In these substances it appears that the d-like contri

bution of the non - local pseudopotentia l i~ especially imper

tant 1 particularly for those po,.rtions of 0 11: Fermi surface 

where the wave functions have an appre ci ahlle d like character. 

If the outermost d levels of the c o re h avE energies only a 

little below the conduction band it is possible that the per

tur bation of the crystal field ma y hybri:ilii z e a significant 

amount of the core d wave function into t:fu.(e conduction band 

wave functions producing a strong repulshr~ d like perturbation. 

In any particular case it is not iimmedia.tely clear 

wha t approximation will produce a good ps:emdopote ntial. To 

http:potenti.al
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some extent it can be legitimate to pro_ceed in a pragmatic . 

experimental fashion. 

7. Spin- Orbi.t _Coupling 

A method for including spin-orbit coupling in the pseudo-

potential forma lism has been given by Weisz (1966). The theory 

is developed in a way analogous to th~t already described. 

Beginning with equation (2.4) which was given for the 

no spin situation 

This can be transformed to the more symmetrical form. 

(2.35) 

However Pis a projection operator, and so is (1-P ). This means 

2 2
that P = P and also (l-P) = (1 -P ). Equat ion (2.35) now 

becomes 

(2.36) 


The theory leading up to equation ~2.36) can be ex

tended to the more general case in which ·ltfue total Hamiltonian 

can be written as a sum of two parts. 

in v1hich Hs-o 

is the term that represents spin-orbit COBJPling. It mixes 

the spin up and spin down components of th<e wave function which 

is now represented by a two component spi·TuDr . I (s) is the 

identity operator in spin space . 
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The projection operator in equation (2.36) has so , far 

been implied to mean the operator projecting on to the core 

states of the total Hamiltonian H. But i.f. it is assumed 

that the actual core states are linear ccabinations in spin 

space of the no spin core . functions, then the projection 

operator for the space spanned by the COD! states is 

P = I(s) E la><al (2.37) 

where la> is now understood to mean the bro component spinor. 

la>= (14> (r)t,i.µ (r)+).
a - a 

Substituting from equation (2.37) into equation (2.36), 

it being understood that the equations are now being applied to 

spin space. 

which can be rearranged to the form 

The first term of the left hand side of tfte· equation is now in 

the form of the pseudohamiltonian of eq1mttion (2.5) so that 

the spin-orbit pseudohamiltonian is equaa tto, 

H s-o =Ho+ (l-P)Hs-O(l-P)) (2.38)
p p 

where H p 
0 is the original .no spin pseudobm:dltonian H p multi

plied by I(s). 

If the basis set of plane waves wti.~h spin up and spin 

down components is selected, a typical ma'±Ir:ix element will be 
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given by 

H 	s-0 == <k' IH jk>o , + .<k's' I (1-P ) Hs-O (1-P) jks> (2. 39)
p s sP(k's' ,ks) 

The last term which explicitly represents spin-orbit coupling 

can be written out in full. 

~-o 	 s-0
<k's'j{l-P)Ha (1-P )jks> ·= <k's'IH jks > 

-	 L <k's' la><alHs-o jks> 
Cl 

E <k's' IHs-o la><a!ks> 
a 

+ 	 E L <k's' Ja ><alHs-ola'><a' jks> (2.40) 
a a' 

The spin-orbit Hamiltonian is given by an approximation de

rived from the Dirac relativistic theory. 

Hs-o -112 
( \/V x ~.. 0 ) 	 (2~41)2 	 2

4m c 

in which \/V is the g~adient of the real potential and 0 

is the Pauli spin operator. 

Earlier OPW calculations have shown that for states 

that possess an £ symmetry already included in the core states 

the double summation core-core term of equation (2.40) makes 

the largest contribution. In magnesium the core-core and core-

plane wave terms are reported to account for 99% or more of 

the contributions. 

The biggest contribution to the integrals comes from 

the singularity . in \/V near the nuclei. In this region the 

overlap of core orbitals and potentials is negligible, allowing 
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Hs-. o to b d f t · H 'lt ·e expresse as a sumo_ a omic ami onians. 

dV(lr-r. I)1 1 - -lE ---- x ~(r-r.)•o (2.42)2 2 - -l4m c all atoms d!r-~ r. I1£-£il - -l 

Using this approximation Weisz has obtained the final formula 
. 2 

= S ( k - k 1 
) [ 3i__._ U ( Ik ' - k I ) -· )\ - A ( k ' • k ) ] x i k ' xk • CT , ( 2 • 4 3 ) Hk IS I I ks - - 4mc2 p d - - - s s 

The term involving the crystal potential U comes from 

the matrix elements of the spin-orbit Hamiltonian between two 

plane waves. It is believed to contribute 1% or less to the 

total spin-orbit matrix element. For this reason it is often 

neglected. The positive constants /..p and Ad account for the 

contributions of the core p and d states. If the state under 

consideration had a considerable f-like symmetry component 

and there was an f like core state then another term would 

have to be included ·in the middle bracket of equation (43) 

to put it into the form 

Which spin-orbit parameters should be included depends 

upon the symmetry character of the state being considered. If 

the conduction band wave function were entirely s like it 

would be possible to set /..p,>..d,/..f all equal to zero. As the 

remaining term is very small in any case, s like states will 

be very little affected by spin-orbit coupling. If the wave 

function were mainly p like in character then to a good approxi
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mation it would be sufficient to put A as the only non zero p 

parameter and so on. 

8. 	 Explicit Calculation of the· Spin-orbit Coup"lin·g· Matrix 
Elements 

The matrix element for spin-orbit coupling is 


s-o -112 

Hk' 	 , k =S(k-k') [-- U(lk-k'1):-Ap-Ad(k'•k)]xik'xk•as's2s , s 4mc 

It is implied in this notation that the indices s and s' are 

equal to 1 or 2. The spin up state t being represented by 1, 

and the spin down state + by 2. 

Since a, k' and k can all be written in the form, 

a = 	a i + a ; + cr k 
- ·X- Y' z

(i, ii k being a right-handed triad of unit cartesian vectors) 

and (k'xk) = (k 'k -k k ' k 'k· -k k 'k 'k -k k '). Therefore,Y Z Y Z I Z X Z X I X Y X Y 

(k'xk)•a , = (k 'k -k k •)as's + (k 'k -k k ')as's
- - -s s y z ; ' y z x .· z x z x y 

+ (k 'k -k k ')as's 	 (2.44)
x y x y z 

In matrix notation (~) represents the spin up state 

It> and (~) the spin down state I+>. The Pauli spin matrices 

are given by 

It follows inunediately that 

a I+> = 1~>, a I+> = It>x 	 x 

/ 
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a I+> ~ii+>, a I+> =-ii+> 
y y 

azl+> = I+>, azl+> = -J-1-> (2.45) 

This means that 

= al,2 = 1.<+laxl+> 	= a!' 1 = 0 ; <+laxl-t> x 
= a2,l = 1 ; <+la I+> = a; 12 = O.<"-I a I+>x x 	 x 

= al,l = 0 ; 	 = al,2 = -i.<tla I+> 	 <+la I+> y y y y 

<+la Jt> = a2,l = i ; <+la I+> = a~ 12 = O.y y 	 y 

= a; 11 	 al,2 = o.<+lazl+> = 1 ; <tlazl+> z 

= a2,l = 0 ; 12
<-tlazlt> z <+la z I+> a~ = -1. (2.46) 

From these formulae it follows that 

<kllHs-olk'l> = iS(k'-k)F(k,k') (k 'k -k 'k)
- xyyx 

<kljHs-Olk'2> = is (k '-k)F (k,k') [Ck 'k -k 'k )
- - -- y z z y 

-i(k 'k -k 'k )].z x x z 

<k21Hs-ol~'l> = iS(k'...:·k)F(k,k') [ (k 'k -k 'k )
,: - - -- y z z y 

+i(k 'k -k 'k )].z x x z 

<k2jHs-olk'2> - · iS(k'-k)F(k,k') (k 'k -k 'k )
- - - - -- x y y x 

where 

{2.47) 

The general spin-orbit coupling matrix element for 

the ,tfull pseudoharniltonian is given by eq"uation (2. 39), 

<kslH .s-olk's'> = <klH lk'>~ , + <ks"Hs-Olk's'>. 
- p 	 - - p - SS  U 

The equations (2.47) provide the expressions for the spin de

pendent term on the right of (2.39). 



33 


9. rrhe Re:e..u·l_sive· Potenti ·~· 1 ·of the Tnner-core States_ 

It is implicitly assumed in this thesis that the 

effect of the orthogonalization to the inner core states 

can be represented by an effective repulsive potential that 

can be lump e d togethe r wi t h the real potential. The fol

lowing arguments are pres e nted to justify this assumption 

and also to e mph a si z e the physical importance of such effects 

as screening. 

The OPW- type of pseudopotential given in equation 

(2.7) has a pseudohamiltonian of the fo~m, 

Hp == T + v ( ~J .+ L: (Ek-ECl ) ICl> <Cl I 
Cl 

The matrix eleme nts tha t arise when this pseudopotential is 

being used are given by equation (2.23), 

+ 4rr L: (Ek-En.Q, (2.Q,+l) P .Q, (cos (~+G 1 ,k+G 2.))0 0n,A.. 

It will b e convenient to adopt the notation that 

(2.48) 


In terms of this notation equation (2.23) can be rewritten 

in the form 
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E 
n I 9_, 

(2.49) 

Figure (II,l) shows the variation of the form factors 

<S~jk>, <Spjk>, <Sdjk>, <4sjk> , <4pjk> , and <4djk> as a 

function of wave number ]~],for the atomic wave functions 

of mercury. The points L, X, and T on the axis of this graph 

s~ow the magnitudes of the reciprocal lattice vectors which 

are bisected by the L, X, and T faces of the Brillouin zone of 

mercury which is illustrated in Figure (III.l). 

Most of the important matrix elements involve values 

of l~l which are l e ss than approximately 2.5 (reciprocal 

atomic units). In a:ny particular matrix element there a r e two 

of these fo r m factors which are multiplied togethe r in the 

fashion <k+G 1 j~ 0 ><~ jk+G 2 >. It can be seen that the form 
- - nN ni - 

factors of the 5s, Sp, and Sd states vary a great deal over 

the important range of k. The 4s form factor varies much 

more slowly, while the 3s, 2s, and ls form factors are almost 

constant over this range of ~· 

Another important observation is that the 4p and 4d 

form factors are relatively small when k is small, and when 

the product of two of them is taken the result is even smaller~ 

The form factors for the states 3p, 3d, 2p, and 4f are 
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relatively negligible over the range of interest. 

In this thesis all calculations involving the use of 

atomic wave functions make use of the tabulated radial wave 

functioµs of Herman and Skillman. 

Table (II sl) shows the variation of the Fourier trans

form form factors for the different atomic wave functions. 

The energies listed are .the atomic energy levels derived by 

Herman and Skillman. 

The effective repulsive potential of an inner-core 

state is given by the term 

(2.50) 

This effective repulsive potential depends upon the angle 

between the two vectors (~+~1 ), and (~+~2 ), through the 

Legendre polynomials. However for s-states, the Legendre 

polynomial is always equal to unity and there is no angular 

dependence in the effective repulsive potential. States for 

which i = 1,2,3, ... , do have an angular dependence, but 

these states have very small form factors when k is small 
. . 

This means that the effective repulsive potential mostly·comes 

from the s-states in the core. 

The atomic for~ factors of the inner-core s-states 

are almost constant over the range of ~, which is important, 

this means that they can be approximated by their value at k=O. 
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TABLE (!I. l) 

A comparison of the Fourier transforms of the radial part of 
the Herrnan.-Skillrnan atomic wave functions 

Atomic 
Level 

Energy
(Ryd}?ergs )_ 

Value
0 --

of k 
1 _) 

(reciprocal atomic 
2 · ---·-3 

units) 
_....,.4-----~5 

I Sd -1. 2703 0 0.5018 0.4239 0.2067 0.0737 0.0107 

Sp -5.0123 0 -Oti5512 -0.4298 -0.1619 -0.0120 0.042 

Ss -7.3714 1.293 0.8856 0.2619 -0.0438 -0.1037 -0.0754 

4f -9.386 0 0.0049 0.0272 0.0513 0.0659 0.0697 

4d -27.430 0 -0.0141 -0.0465 -0.0771 -0~0935 -0.0944 

4p -40.749 0 0.0778 0.1309 0.1489 0.1373 0.1091 

· 4s -47.934 -0.3715-0.3455 -0.2778 -0.1913 -0.1090 -0.0447 

3d ·-17 3. 33 0 0.0006 0.0023 0 . 0048 0.0079 0.0112 

3p -204.12 0 -0.0110 -0.0212 -0.0300 -0.0368 -0.0415 

3s -220.49 0.1210 0.1191 0.1136 0.1050 0.0941 0.0816 

2p -896.92 0 0.00115 0~0023 0.003 4 0.0044 0.0054 

2s -930.98 -0.0354-0.0353 -0.0350 -0.0345 -0.0338 -0.033 

ls -5535.7 0. 00568 0. 00568 -· 0. 00568 0. 00567 0. 00566 0. 0056 4 
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Usirig this approximation the effective repulsive 

potential of an inner core s-state is given by, 

evaluated at k = 0. (2.51) 

- These effective r e pulsive potentials have almost the 
/' 
same 

value in every matrix eleme nt and they have the effect of 

adding a constant positive term on to the local pseudopoten

tial Au <~1-Q.2 ) . 

.If Ek is taken as the ener gy of the 6s atomic energy 

level, then {E -E) can be calculated for each inner-core
1\: s 

s state and an order of m~gnitude estimate obtained for the 

strength of the repulsive forces. The actual energy levels 

in the solid will not be exactly the same as for the free 

atom, however the inner-core levels should not be strongly 

perturbed and the use of atomic energy levels should be a 

suffi.ciently good approximation. This will not necessarily 

be true for the Ss, Sp, and Sd outer core states which may 

be quite strongly affected by the crystal field. 

The effective repulsive potentials of the inner - cor e 

s - states have been calculated and are given in Table (II.2). 

These repulsive potentials tend to cancel out the attractive 

potentials of the ioniq potential well s , however screening 

also plays a very important role in determining the strength 

of the pseudopotential . 



-----

---- --- ----------

39 

TABLE {I I. 2 ) 

The effective repulsive potential of 	inner-core s-states. 
t(Energies in Rydbergs). E =-0.565368 

State I1P> Energyt (E-E ) <1'Jjk>k=O l<1JJ!k>j~=O Repulsive
Cs(E) 	 potential 

·(Rydbergs) 
·~~-~-

-._) 

4s -47.934 47.37 -0.3715 0.1380 0.5297 

3s -220 .. 49 219.9 0.1210 0.01464 0.2615 

2s -930.98 930.4 -0.0354 0.001253 0.0945 

ls ·- 5535.7 5535 0.005688 0 .. 00003234 0.0145 

Total repulsive potential from 4s, 3s, 2s, and ls inner core 

states = 0.9002 Rydbergs. 

Repulsive potential of Ss state at k=O 

State I1P> Energy ·(E-E. <11Jlk>k=O f<iJilk>j~=O Repulsive6s
(E) 	 potential 

Ss -7.3714 6.806 1. 293 1. 672 009217 

Total repulsive potential at k = O, = 	1.822 Rudbergs 

t , 	 Atomic energy levels have been taken from Herman and 
Skillman~ · 
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The coulomb potential (relative to an electron) of 
2 

a point charge Ze is given by - ~ , which means that 
r 

V.( ) 2 z . f . d . d d d . r = - ~, i energies arc expresse in Ry .bergs an is-
r 

tances in atomic units. 

Herman and Skillman make use of a normalized quantity 

U(r) to express the atomic potential, 

U (r) = - r~ ir_l, (Z is the atomic number of the 
element) . 

U(r) is equal to unity near the nucleus where the full nuclear 

charge determines the potential. As r increases U(r) gradually 

falls because of the screening of the nuclear charge by the 

electrons of the atomic core. 

In the interior of the ion the Herman-Skillman atomic 

potential is given by, 

2Z d t 3
V 

0 
(r) = - - - 0 (t) t- - - 6(- p (r)] (1/3) (2.52)

r 8TI~r 
0 

2 -1where p(r) = (4nr ) o(r) is the spherically averaged total 

electronic charge density (both spins). The quantity o(r) is 

given by 

2 
o (r) = -- E wn/..[Pn/. (r)] (2. 53) 

n , ·).. 

wn/.. is the occupation number for the orbital (n,A) when both 

spins are includedo In the case of closed shells w ,= 2(2A+l).n/\ 

The last term in equa~ion (2.52) is the Slater free electron 

exchange potential. It is a correction term added to the 

atomic potential a s an approximation to include the effect of 
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exchange. If the total number of electrons on the ion is equal 

to N, the ionic charge will be equal to (Z-N) ~ 

The atomic potentials of Herman and Skillman were 

assumed to be given by the approximation, 

V (r) = V (r ), r<r 
0 0 

V (r) = -2(Z - N+l)/r, r>r . 
- 0 

The radius r is defined by the equality
0 

V (r ) = -2(Z-N+l)/r • 
0 0 0 

The value of r is a measure of the ionic radius, for mercury
0 

0 

r = 3.398 atomic units, or r = 1.798 A. 
0 0 

The Fourier transform of the atomic po~ential is 

given by 

-iq•r
U(q) =. e - - V(£)d£· 

J 
This can be transformed to the expression 

8nZ j ro 8nZ· f00
U(q) = - q- . U(r)sin(qr)dr - -q- Ucsin(qr)dr (2.54) 

'r
0 0 

In this last equation U is the constant value which U(r)c 

assumes when r > r . 
- 0 

The quantity of interest which enters in equation (2.49) 

is V(q), where V(q) = U(q)/n. ~is the volume of a unit cell 

which in the case of m~rcury is equal to 22.986 cubic 

angstromso 

The function V(q) is shown in Figure (II.2). In 

this graph the value of V(q) ~s seen to tend towards - 00 as 

q ~ 0. In fact as q ~ O, 
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u
8nZ c( ) d (2.55)Urrr--rr--2 . 

q 

The divergent behaviour of the function V(q) arises because 

of the second term in equation (2.54). It is related to the 

fact that the ionic coulomb poter1tial falls off relatively 

slowly as ! and is a long range potential.
r 

In fact the screening by the conduction electrons 

limits the effective range of the ionic potentials to the 

immediate neighbourhood of the unit cell in which a particular 

ion is located. The screening can be approximately treated by 

dividing V(q) by s(q), where e:(q) is the Hartree dielectric 

screening function given in equation (2.32). 

£ (q) = 1 + 1 (l-n2 Lo 11+n1 + 1)
2n gell-n 

(2.56) 

where n = _g_ 
2kF 

, kv 
L' 

::::: the radius of the free electron sphereQ 

This function is also shown in Figure (II.2). The important 

property of s(q) is that it also t ends towards infinity as 

21 , as q + 0. 
q 

If V(q) of Figure (II.2) is divided by e:(q) the resul

ting atomic form factor will be very unphytical. It seems 

reasonable to suppose that the screening p r ocesses are unim

portant inside the ionic cores. 

V(q) can be written as the sum of two parts 
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v ( ) = v (q) + v ( ) q core · extra- core q ' 

where r 

Vcore(q) = 8rrZ 
- qrl 

J 

0 
U(r)sin(qr)dr, 

0 

and 

8nZ 
vextra- cor e(q) - - qr2 - U(r)si.n(qr)dr. 

The approxima tion was adopted that the effective 

atomic form factor will be given by the approximation 

Vextr·a - core (q)
Ws (q) == Vcore (q) + - --E: (q)___ (2.57) 

The screened atomic form factor W (q) is shown in Figures 

(II.3). The parallel curve W * (q) is the value of the atomic . s 

form factor when the repulsive potentials of the inner core 

(4s,3s,2s,ls) s-states are taken into account. 

The preceding argume nts are approximate they are 

presented as an attempt to estima te the ord er of ma gnitude 

of the various terms involved in an · OPW typ e pseudopotential. 
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CHAPTER III 


GENERAL CHARACTERISTICS OF THE ENERGY BANDS OF MERCURY 


1. 	 Introduction 

The simplest approximation that it is possible to make 

whenoomputing the conduction electron energy bands in a metal 

is to assume that the electrons are completely free. In this 

approximation which contains virtually no physics at all, the 

electronic eigenstates are simply the plane wave states with 

a spin degeneracy. 

1 ik•r e ~ = k IV 
V is the volume of the crystal. 


X is a spin function. 


With energies given by, 


·2 
E = k

k 

using atomic units with energies in Rydbergs. 

In the extended zone representation the occupied 

states will be confined to a sphere of radius kF at 0°K; kF 

is called the Fermi radius. The free electron Fermi radius 

can be calculated by making use of periodic boundary conditions 

and using the Pauli principle. 

If the crystal has basis vectors ~l' ~2 , ~3 and it 

is assumed that it has the form of a parallelepiped with sides 

46 



47 


equal to ~1 , ~2 , N respectively. Then if periodicN 1 N2 3a 3 

boundary conditions are imposed on the free electron wave func

tion 

exp (il~: E) = exp (i~: (E_+N1~1+N2~2 +N3~3 )) 

Giving, l = exp(i~· (N1~1+N2~2+N3~3 )) 

So that, ~c (Nl~l+N2~2+N3~3) = 2nM, 

where M is any integer (3 .1) 

If the reciprocal lattice vectors are represented by b 1 , ~2 , £3 

which satisfy the relation 

a. ·b. - 6 .. { 3. 2)
-J.. -J lJ 

Then k can be written as 

k = Al~l + A2~2 + A3~3· 

which on substituting into equation (3.1) gives 

(3.3) 

This means that the only permissible values of A1 ,A 2 ,A 3 are 

integral multiples of 2n/N
1 

, 2n/N 2 , 2n/N respectively.3 

In this way k space is divided up into small cells 

of volume v , where 
c 

v c 

But 

and 

V = (N1N2N3)£1• (~2x~3). 

8n 3 
Giving ( 3. 4)Ve = ·-v
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The Pauli principle permits two electrons of opposite spin _ 

to each cell. This result for the density of allowed states in 

phase space is general and is not restricted to the special 

9ase of free electrons. 

If each atom in the system contributes z valence 

electrons to the conduction band there will be Nz free elec

trans in the crystal. The free electron sphere must be large 

enough to accommodate this number of electrons. 

4n vk 3 - • 2 = Nz .3 F 3
81T 

Or, zk 3 = 
F v 

v = the volume of a unit cell of the crystal. 

This gives the free electron Fermi radius.equal to, 

(l)
3 

k 
F 

= (3n 2 ~)v (3. 5) 

This spherical surface separating occupied states from empty 

states is the free electron Fermi surface at 0°K. 

In the real crystal the array of ions scatters the 

electrons producing Bragg reflections. This produces distor

tions of the free electron energy bands, especially on the 

Brillouin zone boundaries and at points where several zone 

boundaries intersect. 

The free electron energy bands possess a great number 

of accidental degeneracies which are destr oyed once the effects 
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of the ionic pseudopotentials are included. Some intrinsic 

degeneracies persist however at points and along lines of 

special symmetry in k space. It is possible to make use of 

group theoretical arguments and other symmetry considerations 

to predict the types of degeneracy which occur in mercury. 

In mercury there are two valence electrons per atom, 

~hich is sufficient to fill one complete Brillouin zone. In 

general it is necessary to calculate the geometry of the 

Brillouin zone so as to be able to predict what kinds of dis

tortions of the spherical free electron Fermi surface will be 

produced. 

2. The Crystal Structure and Brillouin Zone of Mercury 
-~-~·----

Mercury crystallizes at approx imately 223°K into a 

rhornbohedral lattice at atmospheric pressure with one atom 

per unit cell. 

It is customary to relate the three basis vectors to 

a fixed coordinate system so that each one is etjually inclined 

to the z axis at an angle 8. In the diagram the z axis is 

taken to be normal to the plane of 

the paper and the ar~ows show the 

projections of the primitive basis 

vectors on to the xy- plane. ) ~ -----_...;:oiF---·-------Y The length of eac:h vector is called 

the rhombohedral vector, and it is 
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customary to refer to the angle be tween two vectors as the 

rhombohedral angle. 

If the rhombohedral vector is equal to a , then,
0 

13'= a (- sine - sine , cos8)~l 0 2 2 

~2 == ao( sine 0 cose) . 

sinea =a-( -- , sine ·~ t COS8 ).
-3 0 2 

By considering the inne r product of two vectors, it follows 

that the rhombohedral angle a satisfies the relation. 

sin ~· = 1 sine. · 

If the reciprocal lattice vectors ~l' ~2 , a~e assumed to~3 
satisfy, 

a. b. == 2n o... 
-J_ -J lJ 

Then 2n 1 1 1 1 l 1b = I 
~ 

--1 a (- 3 sin-Ef . (3 sine 
, 3 case) 

0 

2n 1 1 1 
:::: (~ 

I 0£2 a 3 sine 3 cose)
0 

2n 1 1 1 1 l 1 = (- , - I£3 a 3 sine sine 3 case) · 
0 13 

The rhombohedral angle for the reciprocal lattice, S, is related 

to the direct lattice rhombohedral angle, a, by 

. s 1sin - = -~- •2 .2sina --
__ ) 

2 

Figure (III.l) is a diagram of the first Brillouin zone. 

of mercury with points of special interest shown. Directions 

are indicated using the con·vent ion th a t (Q.rnn ) represents a 
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direction in reciprocal space, or a plane perpendicular to 


the (£mn) direction. Real space directions and planes normal 


to them are represented by [£mn]. Sets of equivalent directions 


will be written as {£mn} in reciprocal space and as <£mn> in 


. real space. 

The three orthogonal real space directions [111], [112], 


and [lIOJ, specify the same directions as the corresponding 


reciprocal lattice directions (111), (112), and (llO). 


The Brillouin zone possesses the same point group symmetry 

about the centre r as the real lattice. The (111) direction is 

an axis of threefold symmetry and is referred to as the trigonal 

axis. The trigonal-bisectrix {lIO} planes which bisect the 

Brillouin zone along the line T - u - x - u - L are the2 1 3 2 

mirror planes for mercury. There is an inversion sy1mnetry 

about the centre r, and an axis of two-fold symmetry about the 

line (lIO) which is called the binary axis. 

The smallest slice of the zone which will reproduce the 

entire Brillouinzone if these symmetry operations are applied 

to it is shown outlined in the figure. It is bounded by two 

mirror planes, the plane perpendicular to I'T, and the planes 

forming the zone boundary. This section which is 1/12 of 

the complete zone, will be referred to as the basic section in 

this thesis. It has fT along the positive Z axis (111), with 

rs ' along the positive X axis~ The Y axis forms a right-handed 

set with the X and Z axes . . 



Figure (III.l) 

The Brillouin zone of mercury, and t he 
'basic section' of the zone 

The diagram shows the Brillouin zone of mer

cury and some of the important symmetry points and 

directions. 

r is at the centre of the zone and is the origin 

of an orthogonal set of axes. THe Z axis lies along 

fT in the trigona l direction, I'S' defines the X a x is which 

lies in the mirror plane T-u 1 --L
1
-.s'-r. The Y axis is at 

90° to this planeG 

The 'basic section' is equal to i2 of the com

plete zone and is bounded by two mirror planes, the 

plane Z = and the zone boundary. The (111) face is a0 1 

perfect hexagon with T at the centre, u and u bisect1 2 

two of the edges of the hexagon. x is at the centre
1 

of a rectangular face with K at the rnid·-podm t of the 

edge w1w3 . L is at the centre of the pseudo-hexagonal1 

(010) face ~ 

rl.1he point KI is equi.valen t to K, arrd s' is 

equiva.lent to S. There are three b.isec trii.x. and three 

binary axes in the Z=O plane~ rs and rs;i are both bi sec-

) t.ri x axes, the (llO) binary axis is shovl~ on the diagram, 

fK' is also a binary axis. 
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The points u1 , u2 , u etc, are really equivalent but3 

have been labelled with a suffix for convenience. 

Table (III.l) given by Brandt and Rayne (1966), lists 

some of the importa nt crystallographic data for mercury. 

3. The Free Electron Model 

In a pseudopot ential band structure calculation a 

secular equation is solved which has as its matrix elements, 

<~-~1IHplk-~2> = 1~-~1126~1·~2 +fr U(~2-~l) 
4rr+ 	[2 l: (E1 -En,Q,) (2£+l)P,Q, (cos (~-~1 ,~-~2 )) n,£ . 

x J j 	R, (I k-G1 Ir) rPnR, (r) dr x J j R, (I k-G 2 Ir) rPnR, (r) dr, 

For any particular value of k the set of eigenvalues 

E. (k) can be extracted and it is possible to construct graphs
J_ 

she.wing the variation of these energy bands along various lines 

in k space. The solutions of fhe secular equation will auto

matically be given in the repeated zone scheme. 

In the free electron approximation the equation be

come s diagonal with the eigenvalues given by 

2
E. (k) = jk-G.1 . 

J_ - -J_ . 

The free electron energy bands are thus given by the squares 

of the distances from the various points ~ to the different 

reciproc al lattice vectors. Figures (III.2) and (III.3) show 

the free electron bands computed for mercury along various 

line s in the Br i l louin zone. The free electron Fermi energy 
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f-·L 

r-,x 

f-·T 

T-U 

L-U 

· {X-K 
u-w 

TABLE (:U;r:. l} 

Crystallographic data for 

Value Value 

(units of. b ) 

·----- 0 

0 

2.9863 A 


70°44.6' 


1. 0932 (2n/a ) l. 000 
0 0 

(=2. 3002 A-1) 

104.36° 

65.80° 

48.05° 

30.8631 a 
Oo 

(=22. 986 A3 
0 

1.1500 A-1 0.5000 
0 

1.4103 A-1 0.6131 
0 

1. 4114 A-1 0.6149 
0 

1.3708 A-1 0.5960 

0.5240 Ryd. 

0.2363 

-

0.2719 

0.4494 

0.1570 
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Hg 

Definition 

Rhombohedral. vector at 5°K 


Rhombohedral angle at 5°K 


Reciprocal lattice vector 


Rhombohedral angle for 

reciprocal lattice 


Angle between (10 0), b , and 
trigonal axis, (111) 0 

Angle between (110) and 
(111) 


Volume of unit cell 


~(100) 
1
2 ·(110) 

}<111) 

Fermi radius 

Fermi energy (Free electron) 

2 
1 length of (110) face of 

Brillouin zone 

} width of (111) face of 


Br illouin zone 


~width of (110) face of 


Brillouin zone 


T-W 0.3139 
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is indicated by the dotted line at 0.5240 Rydbergs. Some 

of the degeneracies are indicated by small numerals on the 

graph. These degeneracies do not include the extra degeneracy 

of 2 due to the electron spin. 

Figures (III . 4) and (III.5) show the electron bands 

computed using a local pseudopotential. The pse~dopotential 

used is that of Brandt and Rayne (1966) in which the matrix 

elements are given by the formula 

<~-~ljHpj~-~2> = l~-~21 20 G G + W(~2-Gl).
1 2 

In Brandt and Rayne's local pseudopotential all the 

Fourier components W(G) are zero except for those corresponding 

to the L x, and T faces of the Brillouin zone ~I ~I and wT' 
respectively, which have 	the values 

= -0&066 Rydbergs.WL = w100 


w = = 0.047 Rydbergs.
x WllO 

= = 0.047 Rydbergs.WT w111 

A comparison of these bands with the free electron bands shows 

there is a great deal of simila rity, but the pseudopotential 

has destroyed the accidental degeneracies of the free electron 

model. The degenera cies that rema in are intrinsic and are a 

consequenc~ of the crystal structure. Group theory and simple 

perturbation theory can be used to calcul~te approximate values 

of the energy gaps and the energy level sequence produced by 

a weak pseudopotential. 
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At a general point in the Bri llouin zone, first order 

perturbation theory gives the energy of the lowest band as 

( 3. 6) 

lf the notation is adopted that 

Wp(k1 ,k2 ) = <k Jw lkr> - l p 2 

then 
(3. 7) 

w can be written in the form of a sum of operatorsp 

+ w(s) + w<P) w(d)w -- w 	 + + .. ... 
p Loe 

in which w is the local part of the operator and theLoe 

suffixes s, p, d refer to the different angular momentum 

components of the non local part. 

This gives 

., (s)

Wp(klk2) = WLoc(~l-~2) + W (kl,k2) 


+ w(p) (~l ;~2) + w(d) (~l '~2) + ..... 

But W(s) (5_1 ,~2 ) = I (k )I (k )
5 1 5 2 

(p) (w ~1'~2) = I (kl)I (k.,)COE~ (k.,,k2)
p p ~ -~ 

3 2 . . 1W(d) (k 	 I k ) = raCk 1 )Ia{k2 ) (~cos {k 1 ,~2 )-~ ) {3. 8)-1 -2 

where the factors I (k) , I (',.) I (k) d J the- p h, 	·a . epena::1 on.yon
5 

moduius 	of the vector k. 

Substituting into equation (3.6) 

2 . . ? 2 2 
Ek= k 	 +WI (0) + I~(k) +'r (k) + Ia(k) ( 3. 9) 

~oc s p 

-If a purely local pseudopotential is being used 
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This means that over most of the Brillouin zone the energy 

levels will strongly resemble the free electron bands except 

for a constant shift in energy equal to WLoc(O). 

The preceding treatment will be inadequate at points in 

k space that are at almost equ~l distances from more ' than one 

reciprocal lattice vector. Points that lie on the faces of 

the first Brillouin zone are equally close to two reciprocal 

lattice vectors, points such as U and K which lie on an edge 

are equally near three, and vertex poirtts such as W are equi

.distant from four reciprocal lattice vectors. These points 

need special treatment. 

4. The Energy Gap at a General Point on a Zone Face 

The simplest approximation that can be used at a point 

thc!t is equally close to two reciprocal lattice points is to 
J 

diagonalize a (2x2) se~ular equation. 

If lk1 > = lk>, and lk2> = lk-G> 

and 

then the (2x2) secular equation is 

k2[_ ·+ <k1 1wplk1 > - A] 

.<k2 IWP Ikl> (3 .10) 

This equation has an eigenstate of even synunetry 
.. 1 

l'IJ+> = - {lk1~ + lk2»; 
. /2' 
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with energy equal to 

E+ = k2 + Wp(k1 ,k2 ) + Wp(k1 ,k1). (3 .11) 

And another eigenstate of odd symmetry 

ll/J_> = -1 <.f.k1> - j.k2> ) I 

12' 
with energy equal to 

E = k2 - Wp(k1 ,k2 ) + Wp(k1 ,k1 ) (3.12) 

The wave-function 

i (k-~ ) • r 
- ~ - Glw > =tn e 	 cos{~·r)+ .v 	 2 

has 	some similarity to an atomic s-like wave function, whilst 

I? i {k-~ ) •r 
2Il/J > = { zy e -	 - sin(~ •E_) 

resembles an atomic p-like wave function. 

The energies can also be written as 

E = k2 + WL {O) + 	 WL (G) + 2I2 {k) . + 	 OC OC - S 

+ I~ (k) (l+cos (k ,k	 )) + 1
1

~ (k) (~os 2 
(kl'k2 ) + ~) {3.13)

1 2 

and 

2
E = k + WLoc(O)-WLoc(~) + I~(k) (l-cos(k1 ,k2 )) 

2 3 3 2 
+ Id(2 - cos (k1 ,k2 )). 	 (3. 14)2 

The fact that WL (0) is present in both (3.13) andoc ' 

(3.14) is because WLoc(O) is always present as a constant 

term on the diagonal elements of a pseudopotential secular 

equation, it shifts all the energy bands by a constant amount 
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and has no effect upon the band structure. 

At points such as L, X, and Ton the . zone faces the 

vectors and k 2 are equal and opposite, giving cos(k ,k ) = -1.k1 1 2

At such points 

E = k 2 + WL (0) + WL (G) + 2I2 (k) + 2Id2 
(k) .+ OC OC - · S I 

i 

and 

E = k7 + W (0) - WL (G) + 2I2 (k). (3. 15)
- Loe oc - p 

From equations (3.13) and (3.14) the energy gap on the zone 

face is given by 

llE = E+-E- = 2WLoc(G) + 2I~(k) + 2r;(k)cos(k1,k2) 


2 3 2 1
+ 2Id(k) (2 cos (kl k 2 ) - 2) (3.16) 

The various terms in equation (3.16) do not vary very 

much over quite a large area around the ce.a:ntres of the zone faces. 

There is a tendency for the two lowest bands to run parallel 

in these regions. 

S. Group Theoretical Considerations 

The pseudopotential splits most o:f -- the accidental dege

neracies of the free electron model, howeve·r there are still some 

doubly degenerate energy ~evels along the trigonal axis. On 

this axis some of the levels are singlets and others are 

doublets. This is a consequence of the symmetry of · the 

rhombohedral lattice. 

At the points r and T the 'group of k' is the same as 
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the point group of the crystal 3m (or D d) . This group con3

sists of 12 operations divided up into 6 classes. 

E The identity 


Rotations of 120° and 240° 

about the trigonal axis. 

Three reflection planes passing 
through the trigonal axis. 

J rrhe inversion. 

Two rotation inversions by 120° 
and 240° 


Three two-fold rotations about 

axes perpendicular to the 

trigonal axis. 


The character table of this group has been given by Jones 

(H. Jones, The theory of Brillouin zones and electronic states 

in crystals, p. 95). 

TABLE III.2 

· The character table for the group 3m 

E 2C 3m · J 2JC 3C
3 	 . . . 3 . . . .2. 

r+ 	
1 1 1 1 1 1 1 


+ 
 1 1 -1 1 1 -1r2 


r+ 
 2 -1 0 2 -1 03 


1 1 1 -1 -1 -1
r~ 

r2 1 l -1 -1 -1 1 

r; -1 0 -2 1 02 
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This table shows that the energy levels at r and T 

(neglecting the spin degeneracy) are singly or doubly degenerate. 

At a general point on the trigonal axis the inversion 

is not a member of the group and the symmetry belongs to the 

group 3m (or n ). This group consists of six operations di3 

vided into three classes, consequently there are three irreducible 

representations, two of them are one dimensional and the other 

is two dimensional. This means that at a general point on 

the trigonal axis the energy levels are also singly or doubly 

degenerate. 

It is possible that the irreducible representations of 

3m might become reducible under the lower symmetry of the group 

3m. However this is not the case and it can be shown that the 

degeneracies remain constant as k increases from zero along 

the trigonal axis. 

At points which do not lie on the trigorial axis, all 

the energy levels are singly degenerate (except for a spin 

degeneracy ). 

In the free electron approximation the second energy 

lev~l at r is a six-fold degenerate level at an energy 

-- 1.4820 Rydbergs. This six fold ac(.::idental degeneracyEk 

arises f rorn the {100} set of reciprocal lattice vectors. 

The car.responding set of plane waves may be written as 

lg1> corresponding to (100) I 9· 1 > corresponding to (lOO) 

lg2> corresponding to (010) lg2> corresponding to (OlO) 

corresponding to ( 001) lg3> corresponding to (OOl) .193> 
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In the presence of a pseudopotent.ial this six-fold accidental 

degeneracy will split up into two singlets and two doublets. 

If suitable linear combinations of these plane waves 

are taken the (6x6) secular equation will diagonalize and 

first order perturbation theory can be used to estimate the 

energy levels. Some theorems of group theory show how this 

can be done. 

One theorem (Tinkham, Group Theory and Quantum Mechanics, 

p. 80) states that the matrix elements of an operator H which 

is invariant under all the operations of a group wi.11 vanish 

between functions belonging to different unitary representa

tions or to different rows of the same unitary representation. 

Another theorem (Tinkham, Theorem (3-33), p. 40) states that 

any function F which is in the space operated on by a group of 

transformations can be uniquely decomposed into a sum ofPR 

the form, £,c 

F = l: 

J 
l: ~j) 


j=l k=l 

f ( j)
where th . th 

K belongs to the K row of the irreducibleJ 

representation. 

There is a set of projection operators which can be 

used to effect this decomposition. The ~ost general operator 

is . given by, 

(3.17) 

where j specifies the Iepresentation which is of dimensiona

lity£., his the number of group elements r(j) (R) is the 
J ~K 
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L\,K)th element of the unitary matrix that represents the group 

element R, the transformation operators PR are defined in the 

-1 
sense that PRf(~) = f(R ~);where Risa real orthogonal 

transforma tion of the coordinates that corresponds to one 

of the geometrical group operations~ 

The application of P~~) to an arbitrary function F 

thwill yield zero unless F has a component belonging to the K 

row of r(j) in which case the transformed function will belong 

to the Ath row of r(j). If the function ¢(j) belongs to the 
K 

Kth row of r(j) then, 

p(j) ¢(j) = ¢(j) 
/KK K K 

so that P{j)is a typical idempotent projection operator.
KK 

Another more general projection operator can be defined 

where, 

(3.18) 

This operator simply picks out that part of a function which 

·.th t t'b e 1ongs t o t h e J represen a ion. It is a convenient form 

to use because it only iequires a knowledge of the group 

characters x (j) (R). 

This ope rator can be used to find the linear combi

nations of plane waves which will diagonalize the (6x6) 

secular equation. Selecting one of the plane wa~es and applying 

the group transformation operators in turn gives, 
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P(ml) jgl> = lg3> ; P(m2 ) lg1> == lg1> p (m3) Ig i> = jg2> 

P(J) lg1> = 191> p (JC3) Igl> - 192> ; P(JC3-1 ) . Igl> = 193> 

p (J > Ig >= lg3> p (J ) Ig l> = 191> p (J ) Ig i> = lg2>. 1 m2 ffi3m1 

Taking each irreducible representation in turn for the 

group {~m), using the group characters given in Table (III.2). 

For the r1 representation this gives, 

er+)
1 1 

p Igl> =TI [P(E) Igl> + P(C3) Igl> + P(C3-l ) . Igl> 

+ P (ml) lg1> + P (m2) lg1> + P (m3) lg1> + P (J) jgl> 

+ P(JC3) Igl> + P(JC3-i ) Igl> + P(Jml) Igl> 

+ p (J ) Ig1> + p CJ ) Ig1> J • 
m2 m3 

which reduces to, 
+ 

r1 1 
p lg1> = 6[lg1> + lg2> + lg3> + lg1> + 192> + lg3>]. 

In a similar way it can be shown _that, 

r+ 

p 21gl> == O; 


r+
3 

p lg1> = i[2lg1> - lg2> - 193> + 2191> - 192> - 193>]. 

r1 i 

p lg1> == 6[lg1> + lg2> + lg3> - 191> - 192> - lg3>]. 


r; 
p lgl> = 0 

r 
P 3lg1> = ~r21g1> - lg2> - Jg3> - 2191> + 192> + .l93>l. 

With these linear combinations of plane waves as basis 

functions (suitably normalized) the equation will diagonalize 
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sufficiently so that first order perturbation theory can be 

used. Thus the r1 linear combination will form a singlet with 

e,nergy given by 

' Er+= Ek+ ~<g1+g2+93+g1+g2+g3JwPJg1+g2+g3+9"1+g2+g3>, 
1 

which reduces to, 

E +=Ek+ W{OOO} + 2W{ll0} + 2W{l0l} + W{002}. 
r1 

The other representations may be treated in exactly the same 

way and the predicted energy levels are 

r+ 
1 singlet, E = 1. 4820 + W(OOO) + 2W{110} + 2W{l0l} + W{002} 

r+ 
3 

doublet, E = 1. 4820 + W(OOO) - W{llO} - W{lOl} + W{002} 

ri singlet, E = 1. 4820 + W(OOO) - 2W{ll0} + 2W{l0l} - W{002} 

r3 doublet, E = 1. 4820 + W(OOO) + W{llO} - W{lOl} - W{002}. (3 .. 19) 

The energy bands shown in Figures (III.4) and (III.5) 

were 6omputed using Brandt and Rayne's local pseudopotential 

~or which W{llO} = 0.047 Rydbergs, W{lOl} = O, W{002} = 0. 

The value of W{OOO} is irrelevant and has been taken to be zero. 

The following table compares the energies predicted using the 

simple formulae of equations (3.19) with the energies calculated 

by diagonalizing a {lSxlS) secular equation for this pseudo-

potential. 

Energy level Energ_y__J..Eerturba tion theorx) Energy (secular 
·e·qnatio·n s ) 


r~ singlet 1.576 1.597 singlet 


r3 doublet 1.529 1.552 doublet 



70 

r+
3 doublet 1.435 1.443 doublet 

ri singlet · 1.388 1.372 singlet. 

In the previous table all the energies are in Ryd

bergs ~ It is clear that the simple perturbation theory formulae 

are very useful for providing insight into the nature of the 

local pseudopotential energy bands • . 

6. The Effect of Spin-orbit Coupling 

In the simple theory of metals it is · usual to regard 

each state in the Brillouin zone as doubly degenerate with 

respect to spin. If spin-orbit coupling is included this 

simple description may not be correct. However it can be shown 

(H. Jones, The theory of Brillouin zones· and electronic states 

in crystals, p. 262) that the energy levels will still be 

doubly degenerate if the crystal has inversion symmetry. 

The spin-orbit Hamiltonian 
2 


H = ~ + y (!) + ~, 2 

4m c 

* -1 0has the property that, cr H cr = H; where cr = (.y y y 1 

the Pauli spin operator. This means that if~(£) is a two 
* 

component wave-function of energy E, so also is cr 
~ ··· 

~ (r).y 

However the two components of ~, ~l and w are both Bloch2 
functions of the form eik~ruk(r), so that cr 'IJ*(r) is a Bloch 

- y 

function having wave number -k. This gives the result that 

the energy bands possess inversion symmetry and E+' (k) = E+(-k). 

This result, which is a consequence of the time reversal symmetry 
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of the Schrodinger equation is true irrespective of whether 

the crystal itself has inversion symmetry. 

If the Schrodinger equation is written out in full and 

solved for the periodic parts of the wave function uk(£), 

the resulting equation contains terms of the form, 
2 2 ..fl2k2 

'V u + 2i~·Vu + fi (E - 2m - V(r) )u; 

together with other terms from the spin-orbit part of the 

Hamiltonian. This equation has the property that if k is 

replaced by -k and an inversion is carried out so that r is 

transformed to -E., then the equation will remain invariant 

if and only if V(£) == V(-E._). If this is true it means that 

u_k(E) == uk(-£), so that Uk(£) and uk(-£) which are two 

different functions belong to the same energy. 

This establishes the important result that there is a 

twofold degeneracy at a general point in the Brillouin zone 

if the crystal· has an inversion . centre. This means that every 

energy level in mercury is at least twofold degenerate. 

On the trigonal axis some of the orbital levels belonging 

3to r are already doubly degenerate. This means that they are 

really fourfold degenerate when spin is taken into account. 

Spin-orbit couplig could split these levels into a pair of 

twofold levels. 

To determine the types of deg~neracy that occur when 

spin-orbit coupling is included it is necessary to make use of 

the double group. If the direct product represe~tation f (j)xD(l/2 ) 
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is reducible under the operations of the appropriate double 

group, then orbital degeneracies belonging to r(j) may be 

partially or completely lifted. 

Falicov and Golin (1965) have carried out this type 

of analysis for the symmetry points of.the Brillouin zone of 

arsenic. Mercury has the same type of Brillouin zone so the 

results for the arsenic structure can be applied to mercury. 

The most important physical result is that the orbital twofold 

degeneracies that occur on the trigonal axis are split. 

Mercury is a hea~~ el~ment and spin-orbit coupling is 

important. This means that all the energy levels of mercury 

are doubly degenerate, no other degeneracies occur. In 

mercury the only degeneracies that are lifted by the spin-

orbit effect are at energies well above the Fermi level. 

Spin-orbit coupling must influence the precise shape of the 

Fermi surface of mercury but it is difficult to separate these 

effects from the effects of- a pseudopotential; 



CHAPTER IV 


THE METHOD OF THE PSEUDOPOTENTIAL CALCULATIONS 


The work described in this chapter was an attempt to 

find a pseudopotential that would give a better description 

of the energy bands and a better fit to the observed Fermi 

surface of mercury than had hitherto been given by the pseudo ~ 

potentials reported by other workers. 

1. The Fermi Surface of Mer~url 

Previous experimental and theoretical investigations 

indicate that the Fermi surface of mercury is divided into 

two main sheets. In the first zone there is a multiply 

connected 'hole surface' which makes contact with the zone 

faces around the X and T, the areas of contact apparently 

being quite small. The region of contact on the L faces 

is much bigger. It is possible that the area is so large 

that it overlaps on to the X faces to a small extent. These 

contact regions are approximately circular on the T faces, 

elliptical on the X faces, while the L face contact area 

is a large 'distorted circle'. The symmetry of the zone 

demands that the elliptical areas on the X faces must have 

their semi-major axes in the direction XU and their semi

minor axes in the direction XK. 

In the extended zone representation there are 

73 
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narrow cylindrical sections of the first zone surface which 

are located near the points K on the zone boundary with their 

axes parallel to the long edges of the X faces, so that 
i 

their orientation is in the <100> direction. This feature 
I 

of the Fermi surface of mercury is referred to as the S arms. 

In the second zone there are lens shaped pieces of 

Fermi surface which are located on the L faces, their centres 

are at L and their max imum cross sections are either in the 

L faces or are in planes that are tilted from these faces 

by a very small amount, perhaps a few degrees. As a rough 

approxima tion the lenses can be regarded as ellipsoids with 

two almost equal orthogonal axes along the LW and LU direc

tions, with a much shorter axis at right angles to the other 

two and directed along the Lr line. The lenses have inver

sion symmetry about L and they also possess a mirror symme try 

because they are bisected by the (llO) mirror planes. 

The first zone surface is topologically complex and 

it supports a la~ge number of different types of closed and 

open orbits. The second zone lenses are geometrically simple 

and ·support the a orbits which are observed in de Haas van 

Alphen and Azbel-Kaner cyclotron resonance experime nts. 

This model of the Fermi surface has been deduced from 

a number of different experime nts which have been carried 

out on oriented crystal of mercury. De Haas van Alphen effect 

experiments have been reported by Brandt and Rayne (1966), by 
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Poulsen, Moss, and Datars (1970), and by Poulsen (1970). 

Datars and Dixon (1967) and Dishman and Rayne (1968) have 

interpreted their magnetoresistance data in terms of sets of 

open orbits whose existence is compatible with the topological 

model of the hole surface provided certain constraints are 

placed on the possible sizes of the breakthrough regions 

on the zone faces. Other experiments are the Azbel-Kaner 

cyclotron resonance experiments of Dixon and Datars (1968), and 

of. Poulsen (1970). The magnetoacoustic attenuation experi

ments of Bogle, Coon, and Grenier (1~69) have provided infor

mation on some of the important 'extremal calipers' of the 

Fermi surface. 

2. The General Approach 0£ the Pseudopotential Calculations 

It is characteristic of most pseudopotentiai calcula

tions that the pseudohamiltonian contains a number of parameters 

whose values are not known in advance. The usual procedure is 

to select some experimental data and to vary the parameters 

until the best fit possible has been achieved. Once this 

has been done it is then possible to calculate other physical 

variables and to compare them with experiment. 

The most accurate data relating to the dimensions of 

the Fermi surface of mercury that was available during the 

time that this research was being carried out were the de Haas 

van Alphen effect measurements of Poulsen (1970). 
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Poulsen's experiments provide accurate information (to within 

2%) about many of the extremal cross sectional areas of the 

Fermi surface for various orientations of the magnetic field 

in the trigonal - bisectrix, trigonal - binary and trigonal 

crystallographic - planes. However the amount of computation in

-valved in calculating cross sectional areas is rather excessive 

and the observed values of the de Haas van Alphen effect 

frequencies are not a convenient form of data to use in an 

extensive search of parameter space. 

In this investigation another approach was adopted. 

The experimental calipers reported by Bogle, Coon, and Grenier 

(1969) were used to deduce· the approximate locations of several 

points on the Fermi surface. The procedure was then to solve 

the pseudopotential secular equation and thus calculate the 

energy eigenvalues at these points. In principle there should 

be a common eigenvalue, points situated on the first zone 

hole surface should have their lowest energy levels equal, 

while points located on the second zone lenses should have their 

second energy levels equal to the same value. If the points 

are designated P1 , P 2 , .... , PN and the corresponding energy 

"H'levels are written 
.LJ 1 I E2, ... I EN . The mean energy at all the 

points is equal to E, where, 

N- 1E l: E. (4. 1)== N li=l 

A criterion of good fit was defined by introducing the 

quantity ~E, where 
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N (~) 
= [.!_ l.: . (E. -E) 2 ) (4.2) . 

N i=l i 

Using this method a search was carried out in parameter space 

until those regions were found for which ~E was as small as 

possible. 

Once a pseudopotential had been found for which 6E 

was small, the value of E was regarded as a provisional 

approximation to the Fermi energy. The next step was to cal

culate the energy bands and to check whether the resulting 

b~nd structure would generate a Fermi surface having the 

correct topology. The most delicate and sensitive feature 

of the Fermi surface of mercury is the S arms. The Fermi 

energy was arbitrarily selected to make the minimum cross 

sectional areas of these arms come to the experimental value 

of 74 Tesla. With t~is value for the Fermi energy dif

ferent extremal cross sectional _areas were then calculated and 

compared with experiment. 

This method of defining the Fermi energy is obviously 

somewhat arbitrary. Mercury is a compensated metal and ideally 

the Fermi energy should be defined so as to satisfy this con

dition. However this involves a density of states calculation 

which requires much computation. The method that was used 

is approximate and the best test of its validity is the con

sistency with which the other calculated cross sectional areas 

agree with experiment. It is also important that the Fermi 
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energy defined in this way should not differ greatly from 

-the _mean energy E at the experimental points which were used 

in the original fitting procedure. 

It is possible that .some of these experimental points 

may have been slightly rnislocated due to experimental error. 

Ideally the points should be located as accurately as pos

sible and there should be a sufficient number of them so 

that if a few of them are slightly in error, the effect is 

minimized. It is also desirable to distribute the points 

so that all the important sections of the Fermi surface 

are represented. Using a given type of pseudopotential it 

may happen that it is not ·possible to achieve a very good 

fit and ~E may never become very small no matter how the 

parameters are varied. If this happens it may be· that some 

of the points are seriously mislocated, or it may be that 

the type of pseudopotential that is being used is inadequate 

in some way. It could be that a local pseudopotential is 

being used in a situation where this is not a good approxima

tion and a non-local pseudopotential is needed. Another 

possibility is that spin-orbit coupling has been neglected 

when it should really be included. "If there are good reasons 

for supposing that a certain type of pseudopotential must 

be a good approximation and poor fits are obtained then it 

is reasonable to suppose that some of the points are mis-

located and better fits may be obtained if these points 

are shifted by a small amount. This m~thod · of correction was 
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not used in the research described in this thesis, this was 

because of the uncertainty in the pseudopotential itself_ It 

was not clear in advance which type of pseudopotential would 

be best for mercury. 

The -· exper-imental points that were used were located 

on the second zone lenses and on various pa rts of the first 

zone hol e surface. Among the epxerimental dimensions re~ 

ported by Bog_le, Coon, and Grenier (1969) were the radial 

balipers of th~ Fermi surface, 

kL-f . L-U L-U X-U L-U T-U X-U T-W 

Lens' kLens' kin' kin ,kout' kout' kout' kout · 


The meanin9 of this notation is that kA-B refers to the 
(J, 

distance in k space from the point A to the Fermi surface 

· measured in the direction of the point B. The suffix a 

- indicat~s th~ section of the Fer~i surfacri referred to~ If 

the -word lens is used as a su-ffix it means that the surface 

referred to is the second zone- lens. 'I1he suffixes · 'in' and 

'out' refer to internal ~nd external calipers of the firs-t zone 

hole surface. _Tabl.e .(IV .1) _gives the experimental _values of 

these calipers as reported by Bogle et al. 

!?ble (I~..!.D. 

Experimental calipers of the Fermi -surface as determined -by 

Bogle, Coon, and Grenier {units are in A-1)


0 

L-r L-U L-U x-u L-U T-U x-u T-W 

kLens kLens. k.in 

k.
in kout . kout kout kout 


0.176 0.538 0.90 0.30 1.14 0.77 0.765 0.90 
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These 8 points on the Fermi surface were used to deter

mine what will subsequently be called an 8 point fit. When 

this research was started it was hoped that achieving a good 

fit to these points would uniquely determine a good Fermi 

surface. It was later discovered that this was not a sufficient 

condition and that a pseudopotential that gave a ·good fit 

to these 8 points could generate a set of energy bands and a 

Fermi surface that was unsatisfactory in other ways. 

Only two of the 8 points were located on the lenses 

while five were situated around the T minimum cross section 

It seemed possible that the T section of the Fermi surface 

was over-represented and it was decided to look for more 

experimental points on the lenses. 

Figure (7) of the paper of Bogle, Coon, and Grenier 

(1969) sh6ws a plot of the experimental aata for the c1Io) 

mirror plane cross section of the second zone lens. Six 

experimental points were taken from an enlarged version of 

this graph and used to supplement the previous 8 points. It 

was hoped that the increased errors which were probably in

herent in the use of these other six points would be offset 

by having a more general sampling of the Fermi surface. Three 

of the six points were taken from the half of the lens that lay 

inside the first Brillollin zone, the other three were taken 

from the half that was outside the zone. 

It eventually became clear that achieving a good fit 
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to either the 8 experimental points or to the 14 points 

would not necessarily give a Fermi surface of the correct 

topology or yield cross sectional areas that were in very 

good agreement with the accurate de Haas van Alphen effect 

measurements of Poulsen (1970), however the procedure of 

varying the pseudopotential parameters so as to obtain a good 

8 point fit or a good 14 point fit was effective as an 

efficient means of exploring parameter space to find regions 

of interest. 

3. 	 The Coordinates in Reciprocal SEace of the Experimental 
Points 

A convenient way to describe the locations of the 

experimental points used in the fitting procedure is in terms 

of the X,Y,Z coordinate system shown in the diagram of the 

Brillouin zone which is illustrated in Figure (III.l). For 

the sake of comparison the coordinates of the important sym

metry points on the Brillouin zone are first given in Table 

(IV. 2) . 

Table IV.2) 

The ·coordinates in reciprocal 
points on the Brillouin zone. 
procal atomic units.) 

space of 
{The dim

important symmetry 
ensions are in reci

Point KX KY KZ 

0 

T 0 0 0.7485 

0.2776 0.4808 0.4990 

r 0 	 0 
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Point KX KY KZ 

Ll 0.5552 0 0.2495 

Ul 0.3310 0 0.7485 

Wl 0.3310 0.1911 0.7485 

U2 0.1655 0.2.866 0.7485 

W3 0.5552 0.5795 0.2495 

U3 0.3897 0.6750 0.2495 

s 0.3337 0.5779 0 

K' 0.6673 0.3853 0 

s ' 0.6673 0 0 

K 0.4431 0.3853 . o. 4990 

The coordinates of the points used in the fitting procedure 

are listed in Table (IV.3). 

Table (IV.3) 

The coordinates in reciprocal space of the points on the 
Fermi surface that were used in the fitting procedure. (The 
dimensions are in recipr ocal atomic units). 

Point- - KX KY KZ 

L- f 
kLens 0.4703 0 0.2113 

L-U
k Lens 0~4385 0 0.5092 

L-Uk.in 0.3600 0 0.6839 

L- U 
kout 0.3080 0 0.7997 

x-uk.in 0.2246 0.3889 0.6170 

x-ukout 0.1423 0.2465 0.8000 
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Point KX KY KZ 

kT-U 0.4075 0 0.7485;out 
kT-W 0.4124 0.2381 0.7485 , out 

3 points on the trigonal-bisectrix cross section of the 
second zone lens. (Inside the Brillouin zone.) 

Point KX KY KZ 

Ll 0.4035 0 0 •. 4015 


L2 0.4159 0 0.3415 


t3 0.4298 0 0.2733 


3 points on the trigonal-bisectrix cross section of the 
second zone lens (External to the Brillouin zone.) 

Point KX KY KZ 

L4 0.5095 0 0.4847 

LS 0.5817 0 0.4109 

L6 0.6219 0 0.3506 

4. .The Fermi EnergY.. 

It often happens that when a band structure has been 

calculated using several different theoretical methods, 

there seems to be a surprisingly large variation in the 

predicted Fermi energies. In the ca~e of mercury there have 

been several semi-empirical pseudopotential calculations 

reported while Keeton and Loucks (1966) have carried out a 
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first principles calculation using the method of relativis

tic augmented plane waves. 


The local pseudopotential calculations of Brandt 

and Rayne (1966), Dishman and Rayne (1968) which also included 

spin-orbit couplingr and of Bogler Grenier, · and Coon (1969), 

all produced Fermi energies that were close to the free 

electron energy of 0.5240 Rydbergs. In fact it is charac

teristic of weak local pseudopotentials that they give a 

Fermi energy close to the free electron value. By contrast 

Keeton and Loucks RAPW energy bands had the Fermi energy 

at the much higher level of 0.680 Rydbergs relative to the 

bottom of the conduction band. This variation of the Fermi 

energy also occurs in other instances. 

In the case of zinc, Harrison (1962) calcul~ted an 


energy band structure using a modified OPW technique that 


· was equivalent to using a rather· complicated non-1ocal 

pseudopotential. The Fermi energy was reported as 0.708 

Rydbergs which is equivalent to the free electron energy 
• -- • 4 •• 

of 0.7076 Rydbergs. A non-relativistic APW calculation for 


zinc was reported by Mattheiss · (19&4). This gave a Fermi 


energy of 0.76 Rydbergs. The non-local pseudopotential of 


Stark and .Falicov (1~67) gave a Fermi energy of 0.8005 


Rydbergs. 


An extreme case of this type of variation occurs in 

tungsten. Loucks (1966) has reported a Fermi energy of 0.548 

Rydbergs from an APW-calculation, but when an RAPW calcula
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tion was performed the conduction band was much broader with 

a Fermi energy of 0.760 Rydbergs. 

There do not appear to be any published experimental 

values for the Fermi energy of merciury, but it seems reasonable 

to suppose tha.t an RAPW calculation· should give a description 

of the energy bands of mercury that is closer to the truth 

than the local pseudopotential approximation. For this 

reason when the search in parameter Space was carried out 

particular attention was paid to the question of the Fermi 

energy. 

It was earlier mentioned that the parameters v(s) 

and v(p) of Stark and Falicov's pseudopotentials, equation 

(2.34), were both zero in the case of zinc, but there was a 

strong repulsive term from the 3d level causing v(d) to 

have the large value of 3.15 Rydbergs. A similar result was 

given for cadmium where v (s) . waE? _again _zero while v (p) was 

comparatively small at 0.38 Rydbergs, the parameter v(d) 

corresponding to the 4d level was relatively large at 1.78 

Rydbergs. The free 
-
electron Fermi energy of zinc is 0.708 

Rydbergs while Stark and Falicov obtained 0.8005 Rydbergs. 

In the case of cadmium the free ele.c.tron Fermi energy is 

equal to 0.557 Rydbergs, while Stark and Falicov opta~n~d a 

value of 0.651 Rydbergs. These elevated Fermi energies can 

be understood as an effect of the non- local pseudopotential 

operations. The d-like projection operator has the effect of 
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raising the energy of all wave-functions which contain a 

significant d-like component, similarly the p-like projection 

operator will raise the energy levels of all states with a 

p-like component. The bottom of the bands around _r are 

s-like this means they will be unaffected by the p and d-like 

non- local operators. This means that if s-like projection 

operators are excluded from the pseudopotential the Fermi 

energy will be increased, b~cause th~ energy levels away from 

r and towards the zone boundaries will be varied in energy 

while the bottom of the bands remain f-ixed. If an ~-like 

projection operator is in6luded the Fermi energy is reduced 

because in this case the bottom of the bands will be raised 

more in energy than the remainder. These arguments are d~pen

dent UpOn the parameters V(S) I V(p) I and V(d) all b~ing 

positive. 

5. The· Choice of a Pseu:dopotential 

In Chapter II of this thesis (section 6) the question 

of the choice of a suitable approximation for the pseudo

pot~ntial was discussed. In view of the ;fact that mercury _ 

lies in the same column of the periodic table as zinc and 

cadmium and like them has two electrons in the conduction 

band it was decided to undertake the investigation into the 

'Fermi surface of mercury using an anal~gous pseudopotential 

to that used by Stark and Falicov for these two metals. The 
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pseudopotentials used in most of this research were of the 

form 

H p = T + w + RSslSs><Ssl + RSPISp~<spt + RSDISd><Sdl ( 4. 3) 

Stark and Falicov included spin-orbit coupling in their calcu

- lations. In the case of mercury there_ are no specific featµres 

of the Fermi surfa6~ which owe their existence to the spin-

orbit effebt. For this· reason spin~orb~t cotipiihg was nbt 

included in most of this research. However some investigations 

were made into the order of magnitude of this interaction · 

on the band structure. 
,_ 

It was not clear a priori what values of the para

meters RSS, · RSP, and RSD would give the best pseiiaopotential .- · 

It was assumed that a · region of interest mig~t ' lie in . that 

part of parameter space where RSS, RSP, an~ RSD had . the values 

corresponding to -the OPW-pseudopo-tential of ·equation (2. 7) · 

in which, 

In this approximation Ek could _be taken to be the energy _of 

the 6s atomic levels as computed by Berman and.. Skillman~ _ while 

ESs' Esp' an~ E5d would be the corre$pbndirig energies of 

the Ss, Sp, and Sd atomic energy levels.· The energies in the 

solid will be differeni from the situation in the free atom, 

however it is reasonable · to suppose that the inner core states 

will not be strongly perturbed by the crystal field~ On - the 
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other hand the Ss, Sp, and Sd levels might be strongly per~ 

· turbed, so the use of H~rman and Skillmans atomic energy 

levels may not be a good guide to the values of the riori-lo6al 

parameters. 

In. Sta.rk and Falicov's calculations the d-like opera

tors were the dominant terms in the non:...loca·l pseudopotential. 

This could be due to- a hybridization effect due to the proxi

mith of the d b~nds to the donductibn bartd. - In the case of 

zinc Mattheiss (1964) has calculated that in this metal the 

.3.d band was about 0.5 Rydbe.rgs below the_bottom of. the (4?-4J2)__ _
' I" 

bands. It was mentioned earlier that there is some evidence 

.that the Sd bands actually cut acres~ the bottom of the 6s-6p 

conduction band in mercury, so hybridization effects could 

be import~rit - in mercury too~ 

Using a pesudopotential of the form giv~n in equation. 

{4.3) an extensive .search was qarried out in parameter space 

to look for regions of interest. 

6. 	 Methods of Calculating Pseudopotentia1 Ha·na Structures 
a·nd F'e·r:rni· Sur·fa·c'e's · ·£o·r · Me'r'c\i'ry 

A variety of computer programs were developed to-

calculate the- energy ·bands of mercu~ry usirig non-Local .pseudo-, . 

potentials. Some of these programs were used in an exploratio,n 

of parameter space to find regions of good fit to the experi~ 

mental Fermi surface.. Another set of programs was bu_ilt which 

could calculate the cross sectional areas and the cyclotron 
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masses of plane sections of the Fermi surface generated by 

a given pseudopotential. A program was also developed that 

could c~ldulate the energ~ bands for a non~local pseudopoten

tial with spin~orbit coupling included. All of these programs 

were based on a similar principle. The simplest to explain 

initially are those that c-alcula-ted the· band structure for 

a non-local pesudopotential omitting spin-orbit coupli~g. 

The parametriz.ed pseudohamiltonian whose energy 

eigenvalues it was desired to calculate was of the form given 

in equati6n (4.3) 
. . 

H p = ~ + W + RSS!Ss><Ssl · + RSP!Sp><Sbl + R5Dj5d><Sdl 

where !Ss>, !Sp>, and Isa> are tight binding linear combina

tions of atomic Ss, Sp, and Sd wavefunctions as calculated . 

by Hermari ahd Skill~a~. 

in analog~· to ~qriatloh {2.23) bf Chapt~r l the general 

matrix element to be calculated .is of the form 

+ 4
1T [RSS P · {coscdI - (Jk-G ·!)I · (Jk~G ·· I>n o Ss - ~ -1 . Ss .. ~ -2 . 

+3RSP 1 (cosa) r 5P (I k-G1·1) Isp'tl k-G 2 I) · 

( 4 .. 4) ... +SRSD p 2 (cos~) I ~d (I k-Gl r> iSd (I k~G2 I-}] · ~. 

where 	a is the angle between the vectors · (k~~l) , · and : (k-~2 ) . 

P 0 , P1 , and P are the Legendre _polynomials for which,2 
. (. . l ·. 2 )P (cos a ) = 1., ~2 cosa) - ~(3cos a-1 . 0 

http:parametriz.ed
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The integrals and 1 sa are defined · by1 ss' !Sp' 

rss<lkl> = J j 0 . {jklxr}rP s(r)dr5

I Sp .( Ik I) = I jl {jkjxrlrP5P(r)dr 

I Sd (I k I) = f j2 { I k Ixr} rP Sd (r) dr. _ 

where P58 (r), (r), and PSd(r) are the normalized radial 
. 

P5p . . - . 

functions of Herman and Skillman. In equation (4.4), n is 

the volume of the unit cell of the real lattice, and W(£ -G )2 1 

. is the local pseudopotential corresponding to the reciprocal 

vector (G -G ).
2 1 

In all the calculations that have been performed 

reduced atomic units have been used throughout. Distances 

in reciprocal space were ·in reciprocal atomic units while - ·

all energies were expressed in Rydbergs. 

To speed up ~he calculations . the integrals r 5s(lkj) 

·!Sp <lk.!), and r d _·( jkj) were first ca1culate_d separately for5


a ~a~ge . of y~lues of jkj, equally spaced between 0 _and 5 

- . 

at intervals of 0.01 reciprocal atomic units. The values of 

these integrals were punched on to cards ~~~ch we~~ i~corpora

ted as -part · of. the data of every ·pr.ogram. An- interpolation 

subroutine was built into _the programs so that the , va.lue of _. 

the integrals could be · e~tracted wh~n needed for any ~~lue · 

of jkj within the tabulated range. 
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When the energy eigenvalues were to be calculated at 

a point k in reciprocal space the following procedure was 

followed in all the programs. The point ~was first trans
1 

lated into the equiv~ient position in the first Billouin zone. 
I 

It was then subjected to a series of inversions, reflections 

·in mirror ·--pl-aries, and ·rotations by ±120° about the trigonal · 

axis until ~ was in Bn equivalent position in the smallest 

reduced -- section of .the Brillouin zone. T/ e diagram in Figure 

(III.l) shows the Brillouin zone of mercury with the smallest 

reduced sect~on shown _outlined. In the figure the origin of a . 

re~tangular coordinate system is at r with the Z axis positive 

in the direction fT. The X axis is perpendicular to fT lying 

in the mirror plane passing through the points T, u1 , and L1 . 

L is at -the centre of a pseudohexagonal face and the X axis1 

cuts this face at S . The X axis is measured positive in the 

tlirection rs'. The Y axis ~s p~r,pen~icular to the (X- Z) 

plane, with its p9sitive direction to the right in the figure. 

Before - b~ildin~ ~he band structur~ programs another 

program was built that couid calculat~ £he locations of the 

points of the reciprocal lattice and then arrange them in 

shells of increasing distance from an arbitrary point in k 

spac~. _ This_p_rogr,am was applied _to all the l?rinc~pal points 

shown in Figure (III.l) which are situated on the boundary 

of the smallest reduced section. The results of these calcu

lations were used to determine the appropriate order of the 
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.secular equ~tion at these poirits. For example the r point 

at the origin has itself as its nearest neighbour, there are 6 

second nearest neighbours, 6 third nearest neighbours, and 

2 fourth nearest neig~b~ur reciprocal vectors and so on. 

This means that the appropriate order of secular equation at 

- r should be (1xl) I (7x7) -, (13:xl3) -, - (15xl5) etC-. ~Any other 

_numbers would _deviate from the - symmetry requirements and 

cause a distortion in the. calculated energy bands. 

The order of secular equation used at the principal 


P?ints varied. For mof?t local_pseudopotential calculations 


it was adequate \o have ·the following orders at the . various 


points; f(lS), T(l4), X(20), L(l2), U(l7), W(l4), S(l4), 


and K(l6). When non-local pseudopotentials were used it _was 


found that the convergence was not always very .good when 


the secular equations were this small. Accordingly for most 

- . . - ·- .... .. -· - . . . .. 

non-local pseudopotential calcu~ations t~e aiders ~sed ~ere; 


r (3 -?J I T ( 4 0) I x ( 3 4) I L ( 3 4) I u ( 3 8) I w ( 40) I s ( 3 4) I and K ( 4 0) • 


When calculatin~ the energy bands at a given point 

kin reciprocal s~ace ·the proded~re 0as as -follows. The pro

gram first translated ~ to an equivalent position in the 

,first Brillouin ~one .and in the small~st reduced section. 

The next _step was to search for the nearest ~rincipal point 

to the new position of k. - The matrix elements <k-G1 jHPl~-~2 > 
were then calculated, where the vectors G1 , 5!2 ,_etc. wer~ 

selected from the symmetrical set of vec_t .ors . belonging to 
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this principal point. The for-mula for these matrix ele

ments was given in equation (4.4). In calculating such an 

element involving two reciprocal vectors and ~2 which£1 

may be the same, ~he program first calculated the cartesian 

coordinate of the vectors (~-~1 ) and (k-G ). It then cal2 

culated the moduli of these two vectors and the cosine of 

the angle _between them~ The moduli were used to find the 

values of the functions ISs' ISp' and I 5d. The -cosine of 

the angle between the vectors was used to calculate the values 

o~ the Legendre polynomials. The local pse udopotential 

W(~2-~1 ) was calculated using a special subroutine called 

ADDRES.• 

Once all the matrix elements were calculated the .pro

gram diagonalized the matrix and arranged the resulting energy 

eigenvalues in ascending order. 

7. _Pro9rams to Calculate Cross Sectional Areas of the Fermi 
Surface· and CycTot-ro·n· M'as·ses 

A given pseudopotential will generate a set of con

stant energy surfaces in ~ space. One of these surfaces will 

be ~h~ theoretic~l 'Fermi surface 1 appropriate to the particular 

pseudopotential. It will not be known initially what the Fermi 

energy will be, but if it is guessed or arbitrarily selected 

in some way then it is possible to build p r og r ams which search 

for the required energy contour and ·follow it around in a 

plane ~ection. In ·this way cross sectional areas of the 'Fermi 
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surface' can be calculated and compared with the observed 

de Haas van Alphen effect periods. 

A set of programs was built which calculated such 

cross sectional areas and simultaneously found the 'rigid 

band value' of the cyclotron mass of the orbit. In a typical 

calculation a point O' (~1 ,~2 , ~3 ) was selected and a plane 

through O' perpendicular to the magnetic field H intersected 

the 'Fermi surface' in a closed curve whose area was to be 

calculated. 

It was convenient to use two coordinate systems in 

these calculations, the two systems being related through 

a set of Euler angles. The x, Y, and Z axes used to define 

positions in the Brillouin zone have been de.scribed. Unit 

vectors !' ~' ~can be drawn through O' parallel to these 

axes. The other set of mutually orthogonal axes x, y 1 and z 

were oriented so that the positive z direction was parallel 

to the magnetic field H. Unit vectors ! 1 ii k can also 

be drawn through O' parallel to these other axes. The 

relationship between the two sets of axes can be seen by 

considering the following sequence of oper ,ations. 'rhe explana

tion is clearer if reference is made to Figure (IV.l) which 

shows the Euler angles. 

Beginning with the orthogonal vectors ! 1 ~' and !' 

(i) Rotate by an angle ¢ around ~' this gives a new set of 

1axes and unit vectors !' 1 ~· 1 (~ =!>-
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Figure (IV.l) 

The sy s tem of Eul e r an~les used in the programs that 
calculated cross se~tional areas of the Fermi surface. 
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(ii) 	 Rotate by an angle 8 around the new 'y' axis 'the 

line of nodes' to get a nevJ set of axes !_", J', ~· 

(iii) 	Rotate by an angle l/J around the new z axis to get the 

final set of axes i, ii ~· 
Tablg (IV.4) represents the direction cosines of the 

unit vectors (i, i, k) relative to the original set of unit 

vectors (!_, ~, ~). 

.Tab1e ( IV . 4 ) _. 

The table gives the mutual scalar products between the two sets 
of unit vectors (i, j, ~) and (!_, ~, - ~), in 
Euler angles (8,¢~l/J)~ 

I J 

cos8cos¢cosl/J cos8sin¢cos1J; 

-sin¢sin1J; 	 +cos¢ sin~'I 

i 

-cos8cos¢sin1J; 

-sin¢cos1J; 

k 

I· 
sin8cos¢ 

-cos8sin.¢ sin1J; 

+cos¢cosl/J 

sin8sinp 

terms of the 

K 

-sin8cos1J; 

sin8sin1J; 

cose 

The set of Euler angles (8,¢,l/J) thus described 

the direction of ~(8,¢) in terms of spherical polar angles. 

The angl~ l/J gave the direction of i in the plane p~rpendicular 

to H. 

The cross sectional areas of greatest interest were 

the extremal areas which could be compared with the de Baas 

van Alphen periods. When these ·areas were calculated the 

origin O' (k ,k ,kj) was ~reviously selected £0 that it was
1 2 
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situated in a position somewhere near the centre of the closed 

contour. The Euler angles 8 and ¢ Were given by the direction 

of H. The angle~ was initially set equal to zero and . the 

program carried out an exploration along the x axis until 

the Fermi energy contour_was located. ~was then incremented 

in equal steps around a complete circle. As $ was increased 

the x axis was rotated, and with each increment in $ the pro

gram made a search along this axis until it had found the 

energy contour. The area of the contour was then obtained using 

an integration subroutineo The area is given by 

2 (4.5)A = f ~ r dl/J 

The values of r($.) having been found for equally spaced
1 

intervals of $.,the integration subroutine was then used to 
J_ 

compute the resulting area. The subroutine made use of a 

combination of Simpson's rule and Newton's ~rule. In most 

of the calculations $ was incremented at intervals of 5 

degrees, although some calculations used an interval of 10 

degrees. 

As extremal cross sectional areas were of interest 

it was important to locate O' as near as possible to the 

correct position to obtain extremal areas. In the case of 

the second zone lens, O' was put at the centre of the lens 

at L. When computing the extremal area of the S arms, O' 

was located on the XK line near the centre of the minimum 

cross section. 
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The programs that were used were limited to contours 

for which r(i_/J) was a single valued function of 1-jJ. More general 

programs could have been constructed to compute the areas of 

more complicated closed contours, however these would have 

required a lot of computer time and such programs were not 

used. 

The formula for the cyclotron mass of the orbit is 

given by 


m * = m rl ~} ( 4. 6)

C Tr dE 

where ii is assumed that A is in (atomic units)- 2 and £ is in 

Rydbergs, m is the free electron mass. 

The cross sectional area is given by equation (4.5) 

1 2 r di_/JA = f 2 

so that 


aA 
 a~ J cl r 2 )di_/Jas = · 2 

·a A 
;:::::: 1r(ar)di_/J

dE dE 

. giving 

(4. 7) 

. . 
The programs · simultaneously ca-lculated the reduced 


effective mass of the orbits in the following way. For each 


value -of 1-jJ, the radiaJ ' distance r(i_/J) out to the Fermi energy 


contour was determined by the search procedure that has just 


been described. The program then calculated the energy a.t 
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the slightly larger radius (r+or). In this way the derivative 

(~~) ~ was determined. The product of r (~) and -of -(~~- ) ~ was 

found for each incremented value of ~ and the cyclotron mass 

was then found using the integration subroutine and making 

use of equation (4.7). 

Whenever the program was to calculate the energy 

eigenvalues at a point P which was at a position r~ relative 

to O', the coordinates of the point were first converted into 

the X, Y, Z system used to locate points in the Brillouin 

zone. If the point O' was at position vector~·, then P 

was at the vector position 

P = O' + ri. ( 4. 8) 

Expressed in terms of the unit vectors ! 1 J _, _K 

and 

This means that the X, Y, Z coordinates of P were given by 

= (cos8cos¢cos~-sin¢sinl]J)rPX kl + 


p = k2 + (cos8sin¢cos~ + cos¢sinl]J)r
y 

Pz = k3 sin8cosl]Jr. (4.9) 

In deriving these coordinates the scalar products listed 

in 'Table (IV.4) have been used. 

Once the position of P was located in terms of the 

conventional system of coordinates, P was then subjected to 
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the process of translatiori into the Brillouin zone) and sub

jected to the necessary symmetry operations to transport it 

to an equivalent position inside the smallest reduced section. 

The nearest principal point was then selected and the corres

_ponding secular matr ix was set up and diagonalized. 

McMASTER UNIVERSITY LIBRARY 



CHAPTER V 


RESULTS OF THE PSEUDOPOTENTIAL CALCULATIONS 


1. Some· Examples of 8 _Point Fi ts 

In Table {V.l) the 8 point figure of merit is com

pared for several local pseudopotentials. In each case the 

mean energy E was obtained from the appropriate energy 

eigenvalues at the 8 experimental points. A convenient 

~igure of merit was given by the number ~E, where 

i=8 - 2 (~)
~E = [ E {E.-E) ] x 10 3 • 

1i=l 

The pseudopotentials given in the Table are (i) tbe 

free electron model, {ii) the local pseudopotential of 

Heine and Animalu, . {iii) the local pseudopotential of 

Brandt and Rayne, and (iv) the best two parameter local 

pseudopotential. 

The best two parameter local pseudopotential was a 

model in which WL and WXT(WxT=Wx=WT) were the only non zero 

parameters and which gave a better fit using the . 8 point 

criterion than any other similar two parameter model. 

In these calculations the order of the secular equations 

varied between (12xl2) at L and (20x20) at X. 

101 
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TABJJE (V .1) 


Examples of 8 P1oint Fits [Energies in Rydbergs] 


(i) The free electron model -

L-r 	 L-U L-U L-U
k 	 k k. kLens Lens in out 

0.4926 0.4515 0 .. 5973 0.5809 

x-u x-u T-U T-W
k.in 	 kout · kout · k.o·ut 

0 .. 5824 0.5666 0.5564 0.6061 

Mean energy = 0.5542 Rydbergs. Figure of merit 
= 143 

(ii) 	The Heine-Animalu pseudopotential 


L-r L-U L-U L-U

k 	 k k.Lens 	 Lens in kout 

--·- ---
0.4861 0.4617 0.5327 0.5274 

x-u . x-u T-U T-Wk. 	 k k kin 	 out out out -· -

0.5090 0.5177 0.5206 0.5636 

Mean energy = 0.5149 Rydbergs. Figure of merit 
= 81 

.. ('iii") The Brandt-Rayne PseudopotentiaT. w · - - ·CL 066 Ryd •
1 

. wX·T· =· 0. 047 Ryd .._ 

L-f 	 L-U L-U L-U
k 	 k.Lens kL.ens ···in · .k.ont 

0.5096 0.5080 0.5292 0.5428 

x-u x--u T-U T-Wk. 	 kin 	 · out kout · ko.ut 

0.5303 0.5283 0.5277 0.5521 

Mean energy = 0.5285 Rydbergs. Figure of merit 
-· 39. 



103 


TABLE (V. l) ·(continned) 

(iv) 	 The best two parameter local pseudopotential 


WL = -0.0879 Ryd.· WXT. - 0.049 Ryd. 


L-r 	 L-U L-U L-U
k 	 k k. kLens Lens in out 

0.5207 0.5260 0.5139 0.5346 

x-u x-u T-U T-Wk.in 	 k.out kout k.out 

0.5272 0.5177 0.5178 0.5355 

Mean energy ::: 0.5242 Rydbergs. Figure of merit 
= 21 

2. So_ELe Examples of 14 P"oint Fits 

The two examples of 14 point fits which are illus

trated in Tabie (V.2) both belong to the form of non-local 

pesudopotential given in equation (4.3). In each case the 

local pseudopotential parameters were limited to the two 

non-zero terms WL and WXTO In these calculations the order 

of the secular equation varied between 33 at r, and 40 at 

T, W, and K. 

In this case the figure of merit was given by 

. i=l4 - 2 (~). 8 3 
[IE = (i:l (Ei-E) ) / 14 x 10 • 

The factor.,~ was put. in to make L'lE come to numbers of a 

comparable size as obtained when only 8 points were used. 
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TABLE (V.2) 


Examples of 14 Point Fits (Ene rgies in Rydbergs) 

(i) 	 Pseudopot~ntial 

RSS=O , R5P=3, RSD=l, WL=-0.004, wxT=-0.012 

L-f L-·U L-U L-U 
kLens · .kLens · kin · kout 

0.6448 0.6482 0.6545 0.6738 

. x-u x-u T-U T-W . k . .in . k OU t , · kout · \:»ut 

0.6546 0.6595 0.6556 0.6574 

L · L2 	 L3 L41 

0.6716 0.6659 0.6712 0.6512 

LS L6 

0.6606 0.6632 

Mean energy = 0.6594 Rydbergs, Figure of merit 
= 24 

(ii) Pseudopotential 

R5S=O, 	 RSP=O, R5D=O, WL=-0.0825, wxT=0.0475 

L-f L-U L-U kL Uk 	 k k . .Lens Lens in 	 out 
-	 ·-

0.5133 0.5186 0.5140 0.5353 

x-u x-u T-U T-Wk. k 	 kin out · kout out 

0.5282 0.5172 0.5170 0.5328 

Ll . L2 . L3 . L.4 . 

0.5317 0.5277 · o.5325 0.5225 

Ls L6 

0.5273 0.5283 

Mean energy= 0.5247 Rydbergs. Figure of merit 
=20.5. 
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3. The· Best Two Pa·ramete·r· Model (8 Point Fit) 

The two parameter local pseudopotential which gave 

the best fit to the 8 points, was given by WL = -0.0879 Ryd

bergs, WXT = 0.049 Rydbergs. The corresponding band struc

ture is shown in Figur e s (V.1) and (V.2). As is to be ex

pected there is a strong resemblance between these energy 

bands and those generated by the Brandt-Rayne pseudopotential 

which was illustr ated in Figur~s (III.4) and (III.5). 

The mean energy at the 8 points was O. 5242 Rydbergs, 

but this value for the Fermi energy gave S arms that were too 

small. The following table shows how the calculated values 

of the minimum cross sectional area of the S arms, and the 

corresponding cyclotron masses, varied as a function of 

'Fermi energy'. The frequencies are in Tesla and the cyclotron 

masses are in units of m 
0 

(the free electron mass). 

Fermi energy Minimum s arm Cyclotron mass 
Cross Secti·on· (Tesla) ·(units· ·o·f m ) 

0.5100 169 -0.152 

0.5150 103 -0.099 

0.5180 79.5 -0.085 

0.5185 74.0 -0.084 

0.5242 30.0 -0.050. 

The Fermi energy was arbitrarily set at 0.5185 Rydbergs so as 

to make the S arms the correct size. 
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Figure (V.3) shows the variation of the calculated 

S arm periods when the magnetic field is rotated in the 

trigonal-bisectrix plane. The experimental points of Poulsen 

, (1970) are also shown superimposed on the graph. Figure (V.4) 

shows the corresponding set ·of calculated cyclotron masses. 

The two experimental points for comparison are taken from 

Brandt and Rayne (1966). These experimental masses were ob

tained from measurements of the variation of the amplitude of 

the de Haas-van Alphen oscillations as a function of tempera

uure. The fact that the experimental masses are always larger 

than the calculated values is related to the electron-electron 

and electron- phonon mass enhancement. 

The corresponding graphs for the trigonal~bisectrix, 

trigonal-binary, and trigonal cross sections of the second zone 

lenses are shown in - Figures (V.5), ..... , (V.10). In each case 

the experimental values obtained by Poulsen are also shown. 

Cyclotron masses have not been measured for these 

exact orientations but Poulsen (1970) has given a ten para

meter model for the variation of the cyclotron mass as a 

function of magnetic field orientation relative to the lenses. 

These parameters were derived from a fit to the cyclotron 

masses measured in other planes. The curves shown as experi

mental cyclotron masses in Figures (V.6), (V.8), and (V.10) 

were derived from this formula. 



Figures (V. 3) , (V.10) show the calculated results 

for the 'best 8 point local pseudopotential' for which 

WL = -0.0879, WXT = 0.0 49 Rydbergs. The Fermi energy 

of 0.5185 Rydbe r gs was obtained by a fit to the mini

- mum cross section of the B arms. 

In Figures (V ~3), (V.5), (V.7), and (V.9) the open 

triangles are the experimental dHvA frequencies measured 

by Poulsen. The solid curves are the corresponding 

theoretical frequencies. In Figures (V. 6) , (V. 8) , and 

(V.10) the dotted curve shows the cyclotron masses 


calculated by Poulsen usi~g a ten parameter fit. The 


solid curves are the theoretical masses in the 'rigid 


band' approximation. 


In Figure (V.4) the two experimental masses shown for 


comparison were measured by Brandt and Rayne. 
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It is clear that the calculated cross sections of the 

lenses are too small. The minimum cross section in the 

trigonal-bisectrix plane has been measured at 3410 Tesla, 

whereas the calculated value is 2850 Tesla. This was obtained 

for a Fermi energy of 0.5185 Rydbergs. When the Fermi 

energy of 0.5243 Rydbergs was used the minimum period came 

to 3200 Tesla. 

These calculations were carried out using secular 

equations with an average size of (15xl5). Subsequent calcu

lations using non-local pseudopotentials usually made use 

of larger secular equations, up to order (40x40). This in

· volved a considerable increase _in the amount of computer time 

required. For this reason these calculations were limited to 

extremal areas in the symmetry planes, or in the case of 

the S arms to the minimum cross section . 

. 

4, Three Regions of Parameter Space_ 

Three regions of parameter space which were of 

interest were discovered. These will be called pseudopotentials 

of Class Pl, Class B, and Class c. In each case the pseudo

hamiltonian was of the form given in equation (4.3) 

~p = T + w + RSSISS><S~I + RSP!Sp><Spl + RSDISd><Sdj. 

In class A arid class c, RSS was equal to zero and the only 

local parameters were WL and WxT· In the class B pseudopoten

tials the Ss non-local operator was included and W was given 

a parameterized form. 
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Table (V.3) shows the regions of parameter space 

which gave the best fits to the 8 points with Class A 

pseudopotentials. In this and in subsequent similar tables 

, EF is an . estimated value for the Fermi energy based on an 

average taken at the calculated points. 

TABLE (V.3) 

Class A Pseudopotentials (8 Point Fits) 

The values of the local pseudopotential parameters WL, WXT 

~hich gave the best fits using the a· point criterion are 

listed for various values of R5P and RSD, (all energies are 

in Rydbergs) . 

RSP = 0.0 Rydber~ 

RSD o.o 0.50 0.75 1. 00 1. 25 1. 50 2.00 

-0.039 -0.020 -0.011 -0.0025 0.010 0.016 0.035WL 

-0.062 -0.0925 - 0.1075 ~0__.1250 -0.1475 -0.1600 -0.2025wx, 'l, 
tiE 16.92 9.82 7.82 7.50 6.34 6.41 7.60 

0.5036 0.5041 0.5031 0.4985 0.4926 0.4904 0.4750EF 

R5P = 1.0 Rydbergs 

RSD 0.50 0.75 1.00 1.25 1.50 2.00 

WL -0.016 -0.007 0.001 0.008 0.015 0.032 

wxrr -0.053 -0.070 -0.085 -0.100 -0.115 -0.155 

tiE 14.60 11.50 9.40 7.98 7.36 7.33 

EF 0.5686 0.5660 0.5640 0.5604 0.5565 0.5402 
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TABLE {V. 3) (continued) 

R5P = 2.0 RJ::dbergs 

, RSD · ·o .so 0.75 1.00 1.25 1.50 2.00 

WL -0.014 -0.007 0.000 0.008 0.016 0.031 

WXT -o·. 02 7 -0 . -040 -0.054 -.(). 0 7 0 -0.087 -0.125 

. l~E 18.10 14.20 11. 20 9.60 8.52 7.92 

EF 0.6097 o'.6097 0.6081 0.6045 0.5988 0.5828 

- R5P :::: 3.0 R~dberss 

RSD 0 .so 0 .7 5 1.00 1.25 1.50 2.00 

- .WL -0.012 -0.004 0.002 0.009 0.016 0.0285 

wxt -0.007 -0.0225 -:0.036 -0.050 -0.0675 -0.098 
-
6-E 20.9 16.47 13.20 10.90 9.65 8.52 

EF 0.6390 Oe6382 0.6369 0.6347 0.6282 0.6713 

R5P = 4~0 R:tdbergs 

R5D 0 .so 0.75 1.00 1.25 1. 50 2.00 

WL -0.010 -0.003 0.003 0.011 0.017 0.029 

WXT 0.005 . -0.0075 -0.021 -0.0375 -0.0525 -0.0825 

b.E 23.l 18.l 14.5 12.0 10.3 8.9 

EF 0.6583 0.6600 0.6591 0.6553 0.6508 0.6402 

RPS :::: 5.0 RJ:dbergs 

RSD 0.50 0.75 1.00 1.25 1. 50 2.00 

WL -0.007 -·0. 001 0.005 0.011 0.017 0.029 

WXT 0.015 0.0025 --0. 010 -0.025 -0.040 -0.070 

b.E 24.6 19.5 15.6 12.8 11. 0 9.35 

EF 0.6739 0 . 6758 0.6761 0.6728 0.6685 0.6578 
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In class A the lowest energy bands between X and K 

were below the Fermi energy and there were no S arms, also 

the extreme flatn e ss of the energy bands in this region im

tplied heavy cyclotr on masses for the S orbits, whereas these 

masses are known to be light. This defect of class A ex

tended over the entire range indicated in Table (V.3). 

Figures (V.11) and (V.12) show the band structure for one 

of these pseudopotentials. 

The investigation of this region of parameter space 

~as repeated using the 14 point criterion. These results a r e 

shown in Table (V.4). 

TABLE (V.4) 

Class A Pseudopotential (14 Point Fits) 

The values of the local pseudopotential parameters WL, WXT which 

gave the best fits using the 14 _point criterion are listed 

for various values of R5P and RSD. (All energies are in 

Rydbergs). 

R5P = o.o Rl_dbergs 

R5D o.o 0.50 0.75 1.00 1. 25 1.50 2. 00 

WL -0.044 -0.029 -0.024 -0.019 -0.013 -0.010 o.oo 

WXT -0.0470 -0.0700 -0.0775 -0 .. 0850 -0.0950 -0.1000 -0.1175 

L1E 20.34 . 19.55 20.11 20.93 21.84 22.75 24.44 

EF 0.5166 0.5228 0.5261 0.5286 0.5290 0.5313 0.5307 
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TABLE (V. 4) · (continued) 

R5D , _ 

WL 

WXT 

---. b.E 

o.o 

-0.035 

-0.0125 

24.43 

RSP 

0.50 

-0.022 

-0.035 

21.73 

== 1. 0 Rydber9s 

0.75 . 1. 00 

- 0.017 -0.013 

-0.0425 -0.050 

21. 95 22.69 

1. 25 

-0.007 

-0.060 

23.73 

1. 50 

-0.004 

-0.065 

24.84 

2.00 

0.004 

-0.080 

26.99 

EF 0.5769 0. 5851. 0.5891 0.5919 0.5927 0.5955 0.5963 

R5D o.oo 

R5P == 

0.50 

2.0 Rydbergs 

0.75 1. 00 1. 25 1.50 2.00 

WL 

WXT 

b.E 

-0.029 

0.0125 

27.54 

. -0.018 

-0.0100 

23.26 

-0.012 

-0.0200 

23.07 

-0.008 

-0.0275 

23.64 

-0.004 

-0.035 

24.69 

0.00 

-0.0425 

25.93 

0.008 

-0.0575 

28.49 

EF 0.6152 0.6256 0.6287 0.6321 o. 6345 0.6360 0.6372 

R5D o.oo 

R5P ::::: 

.0. 50 

3.0 Rydber~ 

0.75 1. 00 1. 25 1 .. 50 2~00 

WL 

WXT 

b.E 

-0.024 

0.030 

29.78 

-0.014 

0.006 

24.45 

-0.009 

- _O. 003 

23.79 

-0.004 

-0.012 

24.19 

-0.001 

-0.018 

25.20 

0.004 

-0.0275 

26.51 

0.010 

-0.040 

29.30 

EF 0.6408 0.6525 0.6566 0.6594 0.6630 0.6636 0.6665 

RSD 0.00 

RSP 

0.50 

== 4.0 Rydberg~ 

0.75 1. 00 1.25 . 1. so . 2. 00 

WL 

WXT 

~E 

. E 
F 

-0.019 

0.0425 

31. 37 

0.6585 

-0.010. 

0.018 

25.37 

0.6718 

-0 . 006 

0.009 

24.33 

0.6765 

-0.001 

o.oo 

24.52 

0.6795 

0.002 

-0.0075 

25.46 

0.6825 

0.006 

-0.015 

26.77 

0.6844 

0.013 

-0.030 

29.78 

0.6860 
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I 

TABLE (V. 4) (continued) 

R5P = 5.0 Rldber9:s 


R5D 0.00 0.50 0.75 1. 00 1.25 LSO 2.00 


-0.015 -0.007 -0.003 0.001 0.004 0.008 0.014
1WL 


0.0525 0.0275 0.0175 0.009 0.0025 -0.006 -0.018
WXT 


L\E 32.48 25.98 24.73 24.71 25.98, 26.90 30.05 


0.6718 0.6865 0.6911 0.6947 0.6985 0.6999 0.7037
EF 

For a given value of RSP and RSD there are quite large 

changes i n the values of WL and WXT when changing from the 

best 8 point fit to the best 14 point fit. The reason for this 

is that if contour lines of equally good fit are drawn in 

the WL, WXT pl~ne it is found that the region of best fit is 

a very elongated valley with almost equally good fits occur

ring along a considerable length. For example for RSP = 2.0, 

and RSD = 1.0 Rydbergs, £\E (8 point) assumed the following 

values at two points along the axis of the valley, 

WL = 0.03 WXT = -0.060, L\E = 11.65, EF = 0.6042 Ryd. 


WL =-0.. 02 WXT = -0.048, L\E = 12.00, EF = 0.6127 Ryd. 


The best 8 point fit reported in Tablri (V.3) for this value 


of RSP and RSD was at the point 


WL = 0.00, WXT = -0.054, L\E = 11.50, EF = 0.6081. 


By comparison the best 14 point fit for this value of R5P 


and RSD wa s given by 


WL = _-0.008, WXT = -0.0275, 6E = 23.64, EF = 0.6321. 
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The reason for the large shift in the parameters 


is that the 14 point fit reached an optimum value further 


- along the elongated minimum. It was found that the original 

defects remained, the S arms did not appear and the lowest 

bands along the XK line were extremely flat. 

In Table (V.4) there is a tendency for 6E to reach 


a minimum value somewhere near RSD == 0.75 Rydbergs, which 


is near the value which would be expected in an OPW-type 


pseudopotential similar to that given in equation (2.7) . 


. With the non-local parameters set at the approximate 

OPW-values of RSS = (E 6s-ESs)' RSP = (E6s-ESp)' and 

RSD = (E s-ESd) , (making use of the atomic energy levels of6

Herman and Skillman) there is a region of parameter space 

corresponding to the class B pseudopotentials which produces 

energy bands very similar to the bands generated by the 

local pseudopotentials such as those of Brandt and Rayne. 

This set of pseudopotentials generates a Fermi surface having 

the correct topology, with second ~one lenses and first 

zone cont act regions around X and T. There were also $ arms. 

Using the above values for RSS, RSP, and RSD, and 

varying WL and WXT' the optimum value of ~E ccurred at 

WL = -0.200 Rydbergs, WXT = -0.140 Rydbergs, with a Fermi 

energy relative to the bottom of the band of 0.5760 Rydbergs, 

and a 14 point figure of merit of 29 ~ 
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A parameterized f6rm for the local pseudopotential 

was also used in which W(q) was given by the four parameter 

empirical approximation 

2W(q) = a(q -S)/[exp(y(q2-o)) + 1). ( 5 .1) 

Using this parameterized form it was quite easy to find 

values of a, S, y, and 8 which gave 14 point figures of merit 

of about 20. 

An example of a band structure generated by such a 

pseudopotential is shown in Figures (V.13) and (V.14), for 

which, 

a = 0.07,S = 3.5, y= 1.5, and o = 4.0~ 

These parameters gave WL = -0.138, WX = -0.083, and WT = 

-0.082 Rydbergs. 

A comparison of the energy bands with those of Brandt 

and Rayne illustrated in Figures (III.4) and (III.5), and 

with those shown in Figures (V.l) and (V.2) for the best two 

parameter local pseudopotential (8 point criterion), show 

strong qualitative resemblances. There was an important 

difference, whereas the local pseudopotentials just mentioned 

have second zone lenses that are essentially p-like, the 

class B pseudopotentials have lenses of predominantly 's-d' 

symmetry .. 

At the present time there appear to have been no 

experimental investigations to determine the· general symmetry 

character of the states responsible for the second zone lenses. 
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Table (V.5) shows the variation of 6E (14 point 

figure of merit) as RSS, RSP, and RSD were varied in turn 

and all other parameters were held fixed. Three new 

parameters cs, CP, and CD were introduced and the non

local parameters were given by, 

RSS =CS x (E 6s-ESs)' RSP = CP x (E 6s-ESp), 

RSD =CD x (E 6s-ESd). 

In the example shown S, y, and 8 were held fixed at the values 

s = 2.5, y = 1.5, 8 = 4.0. 

For each set of parameters cs, CP, and CD, a was varied 

until 6E reached a minimum. 

TABLE (V.5) 

A Set of Class .B Pseudopotentials 

The variation of the 'best fit to 14 points' of one of the 

parameterized pseudopotentiali, as a function of the strength 

of the Ss, Sp, and Sd non-local operators RSS =CS x (E -E ),
6 s 5s 

RSP = CP x (E6s-ESp), RSD =CD x (E6s-ESd) I where ESs' Esp' 

ESd' ~nd E68 are the corresponding atomic energy levels as 

computed by Herman and Skillmano The local pseudopotential 

is of the form 

W(q) = a(q 2-S)/[exp y(q 2-8) + l]. 

In this model S = 2.5, y = 1.5, 8 = 4.0, all energies are 

in Rydbergs. 



TABLE (V. 5) (continued) 


Varying the· stren·gth of the Ss projection 012erator 


cs CP CD a(sivins best fit) 	 E(mean energy 
·of 14 12o·ints) 

0.5 l. 1. 0.0225 	 0.6193 

0.7 1. 1. 0.0375 	 0.6033 

0.8 1. 1. 0 .. 0475 	 0.5964 

0.9 1. 1. 0.0600 	 0.5899 

1. 1. 1. 0.0650 	 0.5838 

1.1 1. 1. 0.0700 	 0.5783 

1.3 1. 1. 0.0850 	 0.5678 

1.5 1. 1. 0. 0.9 2 0 	 0.5588 

Varying the strength of the Se projection op·erator 

Cs CP CD a E-
1. 0.8 1. 0.0825 	 0.5642 

1. 0.9 1. 0.0700 	 0.5755 

1. 1. 1. 0.0650 	 0.5838 

1. 1.1 1. 0.0600 	 0.5908 

1. 1. 2 1. 0.0550 	 0.5965 

1. 1. 3 1. 0.0500 	 0.6013 

1. 1.5 1. 0.0450 	 0.6091 

Varying the stre_!]gth of the Sd projection operator 

Cs CP CD a E -
1. 1. 0 0.0650 	 0.5038 

1. 1. 0.5 0.0625 	 0.5492 
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6E(14 points) 

33.00 

22.39 

20.97 

20.89 

20.79 

21. 80 

24.36 

27.60 

. ·6E 

31. 04 

24.40 

20.79 

20.09 

21. 29 

23.52 

28.68 

~E 

27.49 

26.85 
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TABLE (V. 5) (continued) 

cs CP CD a E l\E -
1. 1. 0.6 0.0625 0.5565 23.17 

1. 1. 0.7 0.0625 0.5637 20.79 

1. 1. 0. 8 . 0.0650 0.5707 19.57 

1. 1. 0.9 0.0650 0~5773 19.58 

L 1. 1. 0.0650 0.5838 20.79 

1. 1. 1. 0.0650 0.5902 23.00 

1. 1. 1. 3 0.0675 0.6020 29.13 

1. 1. 1.5 0.0700 0.6131 36.37 

The class C pseudopotentials generated a Fermi surface 

of the correct topology and a arms were present. Table (V.6) 

shows the regions of parameter space which gave the best 14 

point fits. 

TABLE (V. 6) 

Class C Pseudopotentials 

The values of the local pseudopotential parameters WL' WXT 

which gave the best fits using the 14 point criterion are listed 

for various values . of RSP and RSD. (All energies are in Rydberg s }. 

RSP = 0.0 Rydbergs 

RSD 0.00 0.50 1. 00 2.00 3.00 

-0.0825 -0.0775 -0.0725 -0.0625 -0.055WL 

0.0475 0.0425 0.0375 0.030 0.0225WXT 

f.iE 20.45 23.35 27.50 36.42 44.67 

E 0.5247 0.5443 0.5609 0.5869 0.6058F 
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R5P = 0.5 Rydbergs 

RSD 0.00 0.50 1. 00 

WL -0.070 -0.0675 -0.065 

0.0725 0.0625 . 0.0575WXT 

~E 20 .. 13 23.72 28.14 

0.5512 0.5751 0.5931EF _ 

R5P = 1.0 R~ergs 

RSD o.oo 0.50 LOO 1.50 2.00 

-0.0575 -0.060 -0.0575 -0.0525 -0.0475 

0.0925 0.080 0.075 0.069 0.0625 

19.52 23.84 28" 68 33.28 37.69 

0.5698 0.5977 0.6167 0.6331 0.6471 

RSP = 2.0 Rydbe rgs 

RSD 2.0 

-0.0375 

0.0875 

38.75 

0.6830 

Table {V.1) · shows some of the extremal cross-sectional 

areas and cyclotron masses c!. ~A) which were calculated for 
7f 0 E: 

some of the class C ps~udopotentials. The Fermi energy was 

defined by fitting the a arms to the experimental frequency 

of 74 Tesla. 
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The extremal cross sections are the 'large section' 

of the lens, (His the direction fL), the 'up section' of 

the lens, (Hin the direction LU), and the 'side section' 

of the lens (H in the direction LW). The 'T minimum cross 

section' is the minimum cross sectional area of the T 

orbit, with Hin the (lIO)~ binary direction. The other two 

areas given in Table (V.7) refer to the T face ana X face 

holes. 

Poulsen obtained a value of 3240 Tesla for the 'side 

section' of the lens, and 3410 Tesla for the 'up section' 

The large cross sectional area of the lens has not been mea

sured. Poulsen reported a frequency for the minimum 1 cross 

section of 1580 Tesla. 

The X and T face breakthrough regions have not been 

positively identified in dHvA experiments, although Moss (1968) 

reported weak signals with H oriented in the (111) direction-
 -

at a frequency of 1950 Tesla. These could have come from the 

T face hole. In Table (V.7) the notation C(P,D) means that 

RSP = P Rydbergs and RSD = D Rydbergs. 

In Table (V.7) the lenses are a little too small 

but only by a few per cent. There is a consistent tendency 

for the T orbit to be _too small and for the T face hole to 

be large. These two conditions are correlated, .a contrac 

tion of the T face hole would be accompanied by an increase 

in the size of the T orbits. 
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TABLE (V.7) 

Computed Values of the de Haas-van Alphen Frequencies and Cyc

lotron Masses (~ ~A) for Various Non-local Pseudopotentials
1T 0 E: 

Frequencies (Tesla) 

Pseudo- Ep · a· . · Lens Lens Lens t T X 
· ( d ) min. (l ) ( ) ( . d ) . min . . . f.a.ce . . facepotentia · ~~ · · · · · .·~ · · ·s·1· e1 _·_·_ _ arge 

3160 3052 1126C(O,O) 0.5168 74.25 9888 

c (0, 1) 3213 3026 11290.5497 74.70 10417 

c (0, 2) 0.5731 74.44 10881 3172 2977 1164 

3057 3024C(l,O) 12570.5606 74.12 9905 

3059 2898C(l,l) 0.6020 74.30 9765 1228 

C(l,2) 3135 2969 1258 

Effective Masses (reduced units). 

0.6312 74.26 10452 

Pseudo- Rp 
potential · (R '.y~ 

C((),l) 0.5168 -0.0812 

C(O,l) 0.5497 -0.0627 

C'(0,2) 0.5731 -0.0588 

C(l,O) 0.5606 -0.0833 

C(l,l) 0~6020 ~o.0591 

C(l,2) 0.6471 -0~0539 

Lens Lens 
(large) (up) 

Lens t .
min(side) 

4441 1107 

4344 2569 

4160 3027 

3216 1076 

3594 2476 

3463 2898 

T 
. . face 

xface 

1.2235 1.092 

0.7953 0.7013 

0.6310 0.5649 

1.3445' 1.1945 

o.8036 o.7oss 

0.6131 0.5475 

1.2166 

0.8932 

0.7687 

1.3350 

o.8903 

0.7412 

0.4078 

0.3140 

0.2833 

0.4256 

o.3044 

0.2658 

0.3881 

0.2912 

0.2606 

0.4123 

0.2041 

0.2470 

-0.3231 

-0.2436 

-0.2218 

-0.3596 

-0.2450 

-0.2137 
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The rather wide fluctuations in the calculated 

sizes of the X and T face holes can be understood in terms 

of the flat gradient (related to the high effective mass) 

of the constant energy surfaces in the region of these 

faces. This means that a small _change in the value chosen 

for EF will produce quite a large change in the areas of these 

openings. 

The diagrams shown in Figures (V.15) , .... , (V.21) 

show various sections of the Fermi surface for the local 

pseudopotential C(O,O). In this model WL = -0.0825 Rydbergs, 

WXT = 0.0475 Rydbergs, and the Fermi energy was equal to 

0.5168 Rydbergs. These diagrams were constructed using the 

output of the computer programs that calculated the cross 

sectional areas and the cyclotron masses, the order of the 

secular equations varied between (33x33) and (40x4Q) accor

ding to the position in the Br~llouin zone. 

T'hese cross sections resemble similar figures which 

have been given by Brand~ and Rayne (1966). The outer edge 

of the 8 arm shown in Figure (V.15) is inset from the edge 
-

of the X face, as was first predicted by the RAPW calculations 

of Keeton and Loucks (1966). 

Table (V.8) shows the set of extremal orbits for the 

class B pseudopotential whose band structure is illustrated 

in Figures (V.13) and (V.14). There was some difficulty 

with convergence when calculating the cross se6tional areas 

for this class of pseudopotentials and the figures given are 



Figures (V.15), ... , (V.21) show different 

computed cross se-ctions of the Fermi surface 

for the local pseudopotential C(O,O) for 

which WL = -0.0825, WXT = 0.0475 Rydbergs, 

theFermi energy has been set equal to 

0.5168 Rydbergs by fitting to the experimental 

minimum S arm cross section. 
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Figure (V .15 ) The minimum 8 arm cross s e ction for the local 
pseudopotent~al C(O,O) 
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Figure (V.16) The 'large· section' of the lens for the local 
psetidopotential C(O,O) 
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Figure (V~l7) The 'up section' of the lens for the local 
pseudopotential C(O,O) 
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Figure (V.18) The 'side section' of the l ens for the local 
pseudopotential C(O,O) 
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Figure (V . 19) The 'minimum 1 section' for the local pseudo
potential C(O,O) 
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Figure (V.20) The iT face opening' for the local pseudo
potential C(O,O) 
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Figure (V.21) The 'X face opening' for the local pseudo
potentia.l C(O,O) 
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probably not very accurate, but the table gives some idea · 

of the orders of magnitude that were obtained. 

TABLE (V.8) 

Computed de Haas- van Alphen Frequencies and Cyclotron 
Masses for a Class B Pseudopotential 

[In this table the values reported were obtained using a 

secular equation of approximate order 4Qx40 , it was 

found that the convergence was not very good, and the figures 

listed have meaning only in an approximate order of magnitude 

sense.) 

Parametrized Pseudopotential 

RSS = 6.8061, RSP - 4.447, RSD = 0.705 

::: 0.07 s = 3.5 y = 1.5 0 = 4.0 

Minimum S Arm Cross Sections 

EF(Permi energy) Frequency Cyclotron Mass 
('11esla) . (reduced uni ts) 

0.5720 46.628 -0.0556 

0.5690 68.123 -0.0678 

0.5684 [poor convergence encountered over part of 

range, assumed Fermi energy by interpolation] 

Extremal Sections . for EF = 0.568~_Bydbergs_ 

Orbit Frequency 
· (Te·s·la) · -

Cyclotron Mass 
·(reduced unit:_~ 

Lens (large section} 9349 1. 339 7 

Lens (up section) 2802 0.4143 

Lens (side section) 2677 0.4005 
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TABLE (V.8) continued 

Orbit 	 Frequency Cyclotron Mass 

· · (Te·s·i ·a) (reduced uni ts} 


;c (minimum section) 1512 -0.3009 

;T face 2723 0.8478 

X face 2427 0.4970 

5. 	 Tests· to Determine the SyntnYet~y_sharacter· of the Energy 

'Ba·nd's· at sp·ecial Poi·nts· i ·n· the· Br'i'll'o·uin· zo·ne 


One method of testing the general symmetry character 

of the energy bands generated by a given pseudopotential is 

to calculate the energy bands and then to investigate the 

effect of increasing the s,p and d - like parts of the non

local pseudopotential. Table {V.9) shows the results of such 

an analysis · when applied to one of the class A pseudopotentials. 

The results show that the lowest level at r is s-like while 

the second level is 's-d' like. At each of the points, T, 

X, and L the lowest levels are 's-d' like and the second 

levels are p-like. 

'l'he symmetry analysis for the local pseudopotential 

C(O,O) is given in Table (V.10). In this model the contact 

regions around X and T are p-like and the s e cond zone lenses 

are also predominantly of p-like symmetry. A similar result 

holds for the Brandt-Rayne and the Heine-An imalu local pseudo-

potentials which also lie in this general area of parame ter 

space. 
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TABLE (V .. 9) 


S~mnetry Analysis for a Class A P~eudopotential 

Testing the synune try character of the lowest energy bands at 

special points in the Brillouin zone. 

Pseudo;eotential. (All ener~ies in Rydbergs) 

RSS RSP RSD EF(14 po.int.s)WL WXT 

0. 3. 1. -0.004 -0.012 0.6594 

The lowest energy levels at specia~~mmetry p'o'ints 

RSS RSP RSD r T L x 

Zero per- 0. 3. 1. -0.00057 0.6417 0.4306 0.6352 
turbation 1.4823 0.7717 0.5380 0.7851 

Small s-like 0.1 3. 1. 0.0133 0.6680 0.4544 0.6617 
perturbation 1. 512 0.7717 0.5380 0.7851 

Small p-like o. 3.1 1. ~0.00057 0 .. 6417 0.4306 0.6352 
perturbation 1. 4823 0.7753 0.5412 0.7893 

Small d-like 0. 3. 1.1 -0.00057 0.6485 0.4358 0.6413 
perturbation 1. 4840 0.7717 0.5380 0.7851 
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'J~ABLE (V. 10) 

Symmetry Analysis for a Class C Pseudopotential 

Testing the symmetry character of the lowest energy bands at 

special points in the Brillouin zone. 

· ?seudopotential (All energies in Rydbergs) 

RSS RSP RSD EF{l4 points) 

o. 0. 0. -0.0825 -0.0475 0.5247 

The 1owest ener9y bands at special symmetry points 

RSS RSP R5D r T L x 

Zero o. 0. 0. -0.0332 0.4517 0.2682 0.4750 
perturbation 1. 3314 0.5910 0.4097 0.5250 

small s-like 0.2 0. o. -0.00239 0.4517 0.3089 0.4750 
perturbation 1. 3314 0.6337 0.4097 0.5772 

small p-like 0. 0.2 0. -0.0332 0.4791 0.2682 0.4999 
perturbation 1. 3534 0.5910 0.4306 0.5250 

small d-like 0 0. 0.2 -0.0327 0.4517 0.2859 0.4750 
perturbation 1. 3314 0.6109 0.4097 0.5428 
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The class B pesudopotentials differ from the previous 

example by having second zone lenses of essentially 's-d' 

symmetry.. This is shown in Table (V.11) which gives the 

symmetry analysis for the pseudopotential whose band struc

ture is illustrated in Figures (V.13) and (V.14). In this 

table the perturbations used are very strong.RSS, RSP, and 

RSD are given by RSS =CS x (E 6s-ESs)' R5P = CP x (E 6s-ESp)' 

and RSD =CD x (E s-ESd), (using the atomic energy levels of6

Herman and Skillman). In this particular example the local 

pseudopotential was given in the parametrized form of 

equation (5.1). 

6. 	 The· Order of Magnitude· o·f · the Spin-or~it Interaction 
·o·n· 'the· co·ndu·cti·on· bands' o ·f · mer·cu-ry. 

The 	 spin-orbit term of the Hamiltonian in equation 

(2.43) is 

(5. 2) 

where the parameters AP and Ad arise from the p-like and -like 

core states respectively. Those c6nduction band states which . · 

contain a p-like component will be affected by Ap' while Ad 

will affect states with a d-like component. 

It ~s possible to estimate the size of the spin~orbit 

coupling parameters in mercury. The spin-orbit Hamiltonian 

for an atom can be written, 
2 ..!f

H = I?_ + V(r) + ~·VVxE_ ..2m 	 2 2
2m c 

and r av 
v = 	r- -ar-· 
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TABLE (V.11) 

Symmetry Analysis for a Class B Pseudopotential 

Testing the symmetry character of the lowest energy bands at 

special points in the Brillouin zone. 

· · !rse ·udop·otentia 1 (All energies in Rydbe·r ·gs) 

a ~\ cS . cs CP CD H5S R5P R5D - r. 
0.07 3.5 1. 5 4.0 1. 1. 1. 6.8061 4.447 0.705 

'I'he lowest energy bands at special symmetry points 

cs CP CD r T L x-
Zero 1. 1. 1. 0.2140 0.7553 0.5609 0.7737 
perturbation 1. 547 0.8715 0.7213 0.8446 

s-like 
perturbation 0. 1. 1. -0.3695 0.2051 --0 .1315 -0.0105 

1. 051 0.7553 0.5609 0.7737 
1.547 

p - like 1. 0. 1. 0.2140 0.3410 0.2070 0.3369 
perturbation 1. 0339 0.8305 0.7213 0.6020 

1. 0339 0.8305 0.8446 
0.8715 

d-like 1. 1. 0. 0.2138 0.7142 0.5609 0.6763 
perturbation 1.2977 0.7553 0.6237 0.7737 

1.2977 
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This means that the spin-orbit term is given by 

.-112 (~ av> s. Lwso = 2 ar2 r
2m c 

If a coulomb potential 	is assumed, so that 

2 2ze 1 av ze
V(r) = -r' and r 8r" 	- -:3 

r 

it follows that spin-orbit effects are most important in heavy 

atoms, both on account of large Z and small r. 

For zinc and cadmium, Stark and Falicov (1967) gave 

the following values for AP and Ad, (the units are in Rydbergs). 

10 2Zinc (Z = 30, configuration 3d 4s ), AP= 0.0050, Ad= O. 

10 2Cadmium (Z = 48, configuration 4a 5s ), AP= 0.0105, Ad= O. 

In the case of white tin the values are Craven (1969). 

2 2
(Z = 50, configuration 	Ss sp ), AP= 0.013, Ad= O. 

In all of these examples it was sufficient to set 

Ad = O. This is because the conduction bands are mostly 

's-p' like. In the case of mercury also, Dishman and Rayne 

(1968) found that the inclusion of Ad produced a negligible 

effect and restricted their spin-orbit parameter to a p like 

term. 

The~e is no experimental information that can be used 

to give an estimate for A and Ad in mercury, however the 
p 

10 2atomic number of mercury i-s (Z = 80, configuration sa 6s ), 

and the trend of the previous figures for the elements zinc, 

cadmium, and white tin, suggest that AP ~ 0.02 and Ad = O 



150 


Rydbergs, might be a suitable approximation for these para

meters. 

Table (V.12) shows the effect of the spin-orbit 

coupling on the energy bands at special syrmnetry points in the 

Brillouin zone. · In this table A is gradually increased in 
p 

strength and Ad is zero. The local pseudopotenfial ~hat is 

being used in Table (V.li) is the example C(O,O). 

The secular equation is complex when spin-orbit coup

ling is included. There were no convenient subroutines 

available to diagonalize a complex Hamiltonian matrix of the 

form (A+iB). Instead an unfolding technique was used and the 

real symmetric matrix (_~ !> was generated. This enlarged 

matrix has exactly the same eigenvalues as the original complex 

matrix, except that each eigenvalue repeats itself and occurs 

twice. The inclusion of spin increased the size of the 

secul~r equatioh from (15xl5) to (30x30), which was then 

doubled by the unfolding technique. 

TABLE (V.12) 


The effect of spin-orbit coupling on a Class C 

pseudopotential 

The effect of the spin-orbit interaction on the energy bands 

at symmetry points is shown for different values of the spin-

orbit coupling parameter A . p 
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· Pseudopctential 

R5S = O., R5P = O., R5D = O., WL = -0.0825, WXT = 0.0475, 

AP == 0., Ad = 0. (all energies are in Rydbergs) 

Energy levels at symmetry points 

f T W L K X U 

-0.03304 0.4548 0~5604 0.2733 0.4B36 0.4765 0.5288 

1.3339 0.5934 0.6008 0.4147 0.5152 0.5269 0.6407 

1. 4138 1.1225 0.7506 1.4165 0.7029 0.9110 0.7178 

1. 4138 1. 2071 0.8268 1.4194 1.2680 0.9505 1.0209 

1. 5278 1. 2071 1.4371 1.4957 1.3452 1.3066 1.0879 

1. 5278 1. 3778 1.4592 1.5307 1.3963 1.3080 1.7544 

1. 5 7 33 1. 3778 l. 8691 1. 7780 

1. 5064 1. 8948 

Includin~__1?l)in-orbit cou.E._ling 

1p = 0.01 Rydbergs, ~d _= O. Rydberg.a 

r T W L · - K X U 

-0.03304 0.4525 0.5558 0.2733 0.4828 0.4734 0.5250 

1. 3171 0.5934 0.6020 0.4133 0.5131 0.5269 0.6404 

l. 4138 1.1225 0.7500 1.4031 0.7024 0.9069 0.7176 

l. 4138 1. 1715 0.8272 1.4165 1.2644 0.9505 1.0191 

1.4870 1. 2388 1.4303 1.4957 1.3384 1.3026 1.0879 

1. 5665 1.3778 1.4628 1.5397 1.4009 1.3080 1.7403 

1. 5 7 33 1.3778 1. 8679 1. 7858 

1. 5604 1. 8948 
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A. -p = 0.02 Rydberg·s ·, 2.ci. = 0 ~ · Rydberg s 

r T · w · L K · x - u 

-0.03304 0.4448 0.5415 0.2733 0.4789 0.4623 0. 511.5 

1. 2533 0.5934 0.6050 Op4087 0.5069 0.5269 0.6396 

1. 4138 1.1225 0.7489 1. 3617 0$7009 0.8929 0.7174 

1.4138 1. 130 2 0.8282 1. 4165 1.2499 0.9505 1. 0136 

1.4617 1. 2689 1. 4136 1.4957 1. 3246 1. 2901 1. 088 

1.5733 1. 3778 1. 4691 1.5595 1. 4119 1. 3080 1. 7079 

1. 6013 1. 3778 1.8652 1. 79 82 

1. 5066 1.8948 

A. -p - 0. 03' Rydbergs·, A. = o RxdheYgs-0

r T- w L- k x- u 

-0.03304 0.4304 0.5170 0.2733 o.4662 0.4385 0.4849 

1.1465 0.5934 0.6087 0.4003 0.4999 0.5269 0.6386 

1.4138 1. 0844 0.7476 1. 306 3 0.6990 0.8664 0.7172 

1.4138 1.1225 0.8297 1. 4165 1. 2188 0.9505 1. 0042 

1. 454 6 1. 29 7 3 1. 389 5 1.4957 1. 3139 1.2693 1.0881 

1. 5732 1. 3778 1.4752 l. 5811 1. 424 6 1. 3080 1.6616 

1. 6323 1.3778 1. 8619 1.8098 

L 5068 1.8948 

An investigation was also made into the effects of 

spin- orbit coupling on the band structure generated by the 

class A pseudopotentials. It was found that the inclusion of 

spin-orbit coupling did not rectify the main defect of . this 
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class of pseudopotentials which was the absence of S arms. 

The energy levels shown in Table (V.12) show the 

effect of wave-function symmetry. · All those states with a 

significant p-like component are perturbed when A is in
p 

creased from zero. Double degeneracies are split apart by 

this component of the spin orbit coupling whenever the degenerate 

levels are p-like. All other energy levels remain unaffected. 

Near the Fermi surface most of these levels are 's-d'-like 

in character with a dominant s-component. These levels will 

be affected by Ad if this parameter is increased from zero, 

however the s-like part of these states will not be affected 

by Ad and since this is the dominant component near the Fermi 

·surface, Ad will probably not be a very important parameter. 

7. Discussion 

The results which have been presented show that 

the class A pseudopotentials are almost certainly spurious. 

They showed a persistent failure to generate S arms and 

formed a continuu~ in parameter space with local pseudopotentials 

for which WL < 0 and WXT < O. This failure of class A lends 

support to class C because this set of pseudopotentials 

always generated a Fermi surface of the correct topology 

and formed a continuum with those local pseudopotentials for 

which WL < 0 and WXT > O, which is the region of the theore

tical local pseudopotential given by Heine and Animalu. 
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The class B pseudopotentials generate band structures 

and Fermi surfaces very similar to those given by class C. 

However in class B the second zone lenses have 's-d' symmetry 

whereas in class C they are p-like. This important difference 

between these two classes of pseudopotentials means that one 

of them must be wrong. 

In Table (V.5) there is a tendency for 6E to minimize 

in the region where the parameters are close to the approximate 

OPW values of RSS = (E6 -Es), RSP = (E6 -Es), and RSD = s . s s p 

{E s-ESd). This suggests that class .Bis an approximation for
6

the OPW pseudopotential. The Fermi energy for this class was 

typically 0.57 Rydbergs, but it is possible that the bottom 

of the conduction band has been lifted by the Ss operator by 

an amount that is too large relative to the top of the band. 

In Table {II.2) the repulsive potential of the Ss 

state was listed as being equal· to 0.9217 Rydbergs at k=O. This 

repulsive potential applied for (E s-E s) = 6.806 Rydbergs.
6 5

The bott6m of the conduction bands is approximately 10% nearer 

to the Ss levels than is the Fermi level. This means that the 

Fermi energy just quoted of 0.57 Rydbergs could be enhanced up 

to 0.65 Rydbergs which is not far . from the Rl'~PW value of 

Keeton and Loucks which was at 0.68 Rydbergs. 

In class B the absolute energies were too high, but 

this was only because the local pseudopotential element W(o) 

was not negative enough. The Fermi surface is mostly deter
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mined by WL' WX and WT ,W(o) only appears as a constant term in 

the diagonal elements of the secular matrix and its only func

tion is to fix the origin for the energy bands. 

The analysis given in Chapter II (section 9) was only 

approximate but the curve W *(q) in Figure (II.3) suggestss 

that appropriate values for WL and WXT in class B would be 

given by WL = -0.500 Rydbergs, and WXT = -0.250 Rydbergs. 

There is a region of mediocre fits in this area of parameter 

space but the Fermi energy is very low. When WL = -0.60 

Rydbergs, and WXT = -0.30 Rydbergs there was an 8 point figure 

of merit of 39.5 with a Fermi energy of 0.4420_Rydbergs. Using 

the earlier argument for the enhancement of the Fermi energy, 

the energy of 0.4420 Ryd?ergs could be increased up to 0.5300 

Rydbergs which is near the free electron Fermi energy. 

It is possible that this other region of parameter 

space in which the non-local terms are the same as in class B, 

but which has more negative local pseudopotential elements is 

the correct approximation for the OPW pseudopotential but 

this is not certain. 

If this region is the correct approximation for the 

OPW pseudopotential it means that. if a complete non-relativistic 

OPW calculation were carried out for mercury, that the con

duction energy bands would have a Fermi energy near the free 

electron level and the energy bands would resemble those genera

ted by the local pseudopotentials of the Brandt-Rayne and 
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Heine-Animalu type. If this is the case it means that these 

local pseudopotentials are nearly correct at their level of 

approximation but that they cannot account for the high Fermi 

energy generated by the RAPW calculation. Phenomenologically 

this high energy could be due to a combination of two factors: 

(i) hybridization of the Sd band into the conduction band, 

and (ii) relativistic effects. 

The pseudopotentials of class C have the strongest 

resemblance to those used by Stark and Falicov in zinc and cadmium. 

Class C pseudopotentials gave better agreement with the experi

mental cross sectional areas than did class B, although the 

calculations for this latter class were troublesome because 

of convergence difficulties. The inclusion of the non-local 

operators in class C produced some of the increase in Fermi 

energy that was looked for, but not so much as was obtained by 

Keeton and Loucks. The class C pseudopotentials appear to be 

the best for a non-local pseudopotential representation of the 
,.__,, 

Fermi surface of mercury. 

One problem that was encountered in this investigation 

was the great stability of the Fermi surface to changes in 

---·
the pseudopotential parameters. Once a region of parameter 

space was located which generated approxii:mately the correct 

Fermi surface, it was found that the parameters could be 

varied with quite a degree of latitude while the _topology of 

the surface remained constant. This means that questions 

of methodology are very important for pseudopotential calcu
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lations in mercury, and that the experimental data that is 

used in the search in parameter space should be as accurat e 

as possible. It seems possible that the low resolving power 

of the method us e d in this investigation was because the experi

mental points 	used as a control were not accurate enough. 

8. 	 Corn:i2_a _£i son with Previous Calculations· of the Fermi Surface 
nf Mer·c·ury 

Table (V.13_) compares the local pseudopotential para

meters for several models. 

Table (V .13) 

Comparison of 	local pseudopotential coefficients 
different models. 

Model WlOO WllO .wlll --
Brandt-Rayne -0.066 0.047 0.047 

Heine- Animalu -0.028 0.053 0.053 

Bogle, Coon, and -0.0546 0.0616 	 0.0616Grenier 

C(O,O) -0.0825 0.0475 0.0475 

Brandt and Rayne (1966) limited their pseudopotential 

to the simple local form and used only two parameters WL and 

WXT. In their calculations the secular equations never exceeded 

(6x6), and the parameters were obtained by fitting to the 

a, S, and ~ orbits. 

The pseudopotential of Bogle, · Coon, and Grenier (1969) 

was derived from a fit to the second zone lenses determined 

from ma gneto-acoustic calipers. This calculation was limited 
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to four plane ~aves and there is some evidence that the con

vergence was not good. For example two different values for 

the T face opening were reportedo A minimum value of k~~U = 
0 -1 T-W 0 

0.270 A , and a maximum value of kIN = 0. 340 A-1. This 

large deviation from a circle probably resulted from.the use 

of a small secular equation. 

Table (V.14) compares some of the extremal frequencies pre

dieted by various theoretical models. 

TABLE (V. 14) 


Comparisons of extremal frequencies for model Fermi 


surfaces with experimental dHvA areas 


Model Extremal frequency (tesla) 

a s '[ 

Experimental 3240 74 1580 

Brandt-Rayne 3600 74 1120 

RAPW 3706 74 1382 

8PW (Dishman-Rayne) 4429 74 1580 . 

C(O,O) 3052 74 1126 

In all the calculations listed in Table (V.14) the parameters 

were adjusted so that the S arms came to the correct size. 

In previous reported calculations on the Fermi surface 

of mercury the second zone lenses were always too large. The 

present calculations are an exception in that . the lenses are 

too small as in C(O,O). There is a persistent tendency for the 
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~ orbits to be too small except for Dishman and Rayne (1968) 

who used the orbit for fitting. Dishman and Rayne included 

spin- orbit coupling using a formalism due to Animalu (1966). 

Their final fitting parameters were obtained by a fit to the 

iirst zone hole surface, and their second zone lenses were 

much too l a rge. In their RAPW calculation Keeton and Loucks 

set the 	Fermi energy equal to 0.680 Rydbergs by making the 

8 arms with the correct cross section. 

In Table (V.13) the different values of w and w
110 111 

do not differ very much from each other. However there are 

large vari a tions in w These variations are related to the
100 

. 

different sizes of the second zone lens. In the free electron 

·model the second zone lens is too large, and when JwLI is 

small the lens rernains large. As WL increases in absolute value 

the lenses become smaller . It seems that the result WL = -0.066 

which was obtained by Brandt and Rayne was not quite negative 

enough. On the other hand the value of WL = -0.0825 Rydbergs 

given 	by pse udopotential C(O,O) may be slightly too negative. 

It appears that at the level of the local approximation 

-0.066 > WL > -Oe0825 Rydbergs. 

This correlates with the observation of Dishman and Rayne that 

they found exact agreement with the minimum area of the lens 

when WL = -0.074 Rydbergs. 



CHAPTER VI 


CONCLUSION 

The pseudopotential approximation gives a theore

tical model of the Fermi surface of mercury that agrees 

fairly well with experiment. A surface is produced which 

has the correct topology although it does not appear pos

sible to produce exact quantitative agreement with all the 

experimental dimensions of the Fermi surface. The pseudo

potential energy bands resemble the free electron bands to some ex

tent but most of the accidental degeneracies are removed. 

There are some doubly degenerate energy levels on the 

trigonal axis which are a consequence of the crystal symmetry 

but the levels are split when the spin-orbit interaction 

is taken into account. The only degeneracy that remains 

is the spin degeneracy which is a conseq~ence of time 

reversal symmetry and of the inversion symmetry of the 

rhombohedral lattice. 

There is a tendency for the two lowest energy bands 

to run parallel over the central regions of the zone faces. 

This is explained by si~ple perturbation theory. Group 

theory can be used to derive approximate expressions for 

the energy levels at symmetry points. 

The inclusion of non-local operators into the pseudo

160 
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potentia l affects different parts of the energy bands and 

Fermi surface in different ways depending upon the symmetry 

of the bands. A non-local operator with a given angular 

momentum character perturbs the bands in those regions 

where the wa~efunctions possess a significant component 

having the same angular momentum. When this is not the case, 

the non- l ocal operator has little or no effect. This 

property can be used to test the general symmetry characteris

tics of the energy bands. 

The spin- orbit coupling operators are also characterized 

by their angular momentum, and these operators perturb 

the energy bands and split residual degeneracies whenever the 

wavefunctions possess a component with the same angular 

momentum . 

The non- local operators have a strong influence on 

the value of the Fermi energy~ - When a simple local pseudo·

potentia l is used the Fermi level is close to the free electron 

value of 0.5240 Rydbergs relative to the bottom of the con

duction band. The p-like and d-like non : .local operators 

cause the Fermi energy to increase. The s-like non-local 

operator acts in the opposite sense and causes a decrease 

by raising the bottom of the band. This occurs because 

the electron states of the Fermi surface contain significant 

higher angular momentum components, but the . bottom of the 

conduction band is almost entirely s-like. 
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There are three regions of parameter space where the 

pseudopotentials generate a Fermi surface with a go~d fit 

to the experimerital magneto- acoustic calipers reported by 

Bogle, Coon, and Grenier (1969). 

The ~las~ A non-local pseudopotentials generate second 

zone lenses, and X and T face contact regions, but the 

lowest ene rgy band between X and K is too low in energy to 

generate B arms. The band is also extremely flat in this 

region. This implies heavy cyclotron masses for the S orbits 

but experime nta lly these are known to be light. 

The class B and class C non-local pseudopotentials 

generate a Fermi surface with the correct topology, but class 

B possesses second zone lenses of 's-d' symmetry and class C 

has lenses of p-like symmetry. The class C pseudopotentials 

had the better fits to the experimental dHvA frequencies. 

This class al~c included the r~gion of parameter space . 

given by the theoretical model of Heine and Animalu. The 

question of which is the best member of class C depends upon 

the criterion adopted. The local pseudopotential C(O,O) has the 

best fit to the magneto- acoustic data, C(l,O), C(l,l), and C(l,2) 

have better agreement to the T orbits. C(2,2) has a Fermi energy 

of 0.6830 Rydbe rgs which is almost the same as the RAPW value 

of 0.680 Rydbe r gs. 

The ambiguities and uncertainties which exist are 

partially due to a lack of sufficient information, in particular 
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there is a need for an experimental value of the Fermi 

energy in mercury. More accurate data specifying the Fermi 

surface would be useful, although achieving a fit to the 

Fermi surface is not sufficient. It is also necessary 

to have the correct band structure, which might be obtained 

from optical measurements. The experimental values of the 

energy gaps at the symmetry points would be useful for fixing 

the pseudopotential parameters. 

If this information becomes available classes B and 

C should be re-investigated in the regions indicated in 

Chapter v, with the inclusion of spin-orbit coupling. 
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