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Abstract

Fluorescence lifetime imaging (FLIM) has the potential to provide rapid screening and detection of diseases. However, time-resolved fluorescence measurements require high-performance detectors with single-photon sensitivity and sub-nanosecond time resolution. These systems should also be compact, reliable, inexpensive, and easily deployable for laboratory and clinical applications. It is with these applications in mind that the development of single photon avalanche diodes (SPAD) and time-to-digital converter (TDC) prototype integrated circuits (IC) in standard digital CMOS have been pursued in this thesis.

SPAD and TDC ICs were designed and fabricated in 130 nm IBM CMOS technology and then intensively studied. Several different SPAD pixels were modeled and designed, and the electro-optical performance was characterized and comparatively studied. By repurposing existing design layers of a standard CMOS process, the fabricated SPAD pixel test structures achieved up to 20× improvement of dark count rate (DCR) compared to previous designs. Optical measurements also showed up to 10× improvement in the detection limits for low-level light. Detailed dark noise characterization was performed at various temperatures using free-running and time-gated modes of operation. Optimal operating conditions were found for minimal afterpulsing effects. The SPAD’s capability to accurately measure fast fluorescence decays was also demonstrated in a practical setting with the lifetime measurements of two fluorophores, Rhodamine 6G and Ruby crystal, which have fluorescence lifetimes of approximately 4 ns and 3 ms, respectively.

A fast and accurate TDC prototype circuit for time-correlated single-photon counting (TCSPC) applications was designed, fabricated and characterized. With a coarse-fine delay line architecture, the TDC size was reduced without compromising its linearity and jitter performance. Extensive characterization of the fabricated SPAD and TDC ICs shows that the measured performance met the stated design goals.
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# Introduction

## Thesis Motivations

Fluorescence lifetime imaging microscopy (FLIM) is a powerful tool used in biological imaging, whereby the image contrast is provided by fluorescence lifetime rather than fluorescence intensity or wavelength [1]-[3]. The great advantage of FLIM is that it involves non-ionizing radiation, is minimally invasive and non-destructive, and can therefore be applied to living cells and tissues. This is especially valuable in biomedicine for minimally invasive surgery and disease detection studies [4]-[7]. FLIM is routinely used not only in biology and medicine [8]-[11], but also in other diverse scientific fields such as in forensics [12], combustion research [13], microfluidic systems [14], temperature sensing [15], and art conservation [16].

One of the main challenges of fluorescence lifetime sensing is that fluorescence decays of most biological samples are in the nanosecond range. Therefore, measuring fluorescence on such short time scale requires special instruments that can detect the very weak optical signals with very high (sub-nanosecond) timing resolution [17]-[29]. Fig.1-1(a) shows examples of several different FLIM systems that utilize commercially available instruments and the corresponding time-resolved fluorescence images of biological samples. In the resulting images, the contrasting fluorescence lifetime characteristics can be used to discriminate between regions of healthy and sick tissue for cancer detection [6],[30]. The fluorescence lifetime is an intrinsic molecular contrast parameter that can be readily measured, but only with very high-performance detection systems [24]-[41] In most cases, the emitted light from a fluorescent sample is too weak to create an analog voltage representing the optical flux using conventional image sensors. Single photon-counting detectors, on the other hand, provide digital pulses for every photon detection event and are therefore well suited for low-light level (LLL) detection and can achieve high signal-to-noise ratio (SNR) [27].
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Figure 1‑1: Illustration of various different FLIM systems and their applications (a) FLIM using commercially available instruments (b) Miniaturized FLIM systems.

Figure 1‑2: Illustration of various different FLIM systems and their applications (a) FLIM using commercially available instruments (b) Miniaturized FLIM systems.

The quest towards miniaturization of FLIM instruments necessitates reduction of the power consumption, decrease in module size, and lower overall system cost. Fig.1-1(b) shows several examples of miniaturized FLIM systems that have been recently developed for fluorescence lifetime analysis [42]-[60]. Solid-state detectors are ideal for this purpose because of their lower power consumption, smaller size, and most importantly for mass-produced devices, significantly lower costs. Developments in solid-state single-photon detector design, in parallel with advances in optics, and analog and digital signal processing electronics, have enabled the increasing use of FLIM over the years for these reasons.

Fig.1-2 outlines the evolution of single-photon detector technology. Photomultiplier tubes (PMT) and intensified charge coupled devices (iCCD) have for a very long time been the best single-photon sensors available for biomedical imaging, especially in terms of single photon sensitivity and picosecond temporal response [26]- [29]. However, despite their high levels of performance, these detectors are expensive, bulky, fragile, and consume large power.
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Figure 1‑2: Evolution of single-photon detector technology.

|  |
| --- |
|  |

Figure 1‑4: Evolution of single-photon detector technology.

The single photon avalanche diode (SPAD) has emerged as a versatile, cost effective and easy to use detector for FLIM measurements, as well as in other applications where high timing resolution and single-photon detection capability is simultaneously required. SPADs are manufactured either in dedicated silicon processes that are optimized especially for SPAD performance, or in complementary-metal-oxide-semiconductor (CMOS) technology [61],[62]. Although the electro-optical characteristics of SPADs manufactured in standard digital CMOS technology are not optimized, their monolithic integration with high-speed electronic circuits offers significant advantages over the competing silicon technologies.

The low-cost of manufacturing and complete system-on-chip integration capability has encouraged the growth of CMOS SPADs for a wide variety of applications in biomedical imaging. CMOS SPADs have been developed for to measure 2D fluorescence lifetime images [42]-[51] and to realize fully integrated lab-on-chip (LoC) devices [47],[49],[50],[51],[57],[58]. CMOS SPAD arrays have also been developed to detect individual scintillation events in ToF PET [63]-[65], take 3D images with centimetric depth resolution using light detection and ranging (LIDAR) [66]-[73], and to record Raman spectra [52]-[56] using high-speed, time gating techniques [74]-[82]. The downscaling of CMOS technology into the deep-submicron regime (DSM) has made it possible to drastically reduce the size, cost and power consumption of time-resolved, single-photon imaging systems, while simultaneously improving their functionality, versatility and robustness.

Many of the single-photon detector applications utilize the time-correlated single-photon counting (TCSPC) technique to achieve the very high levels of temporal-resolution (down to several picoseconds) [24]-[29]. TCSPC requires time-to-digital converter (TDC) circuits to digitize the time elapsed between a detected photon and a stable reference clock signal edge. Traditionally, the vast majority of available TDCs functioned as stand-alone custom ICs or were used in applications where the requirements on area and power consumption were relaxed, whereas the main limitation of FLIM instruments has been a slow frame rate due to the large SNR required in order to separate the desired signal from uncorrelated background noise [3],[45]. To achieve higher frame rates, greater levels of parallelism can be utilized. An ‘in-pixel’ approach has each SPAD and its associated front-end circuit connected to a dedicated TDC, resulting in very high level of measurement throughput [43],[44],[71]-[73].

At present, single photon imaging applications are demanding larger arrays, faster acquisition rates and better time resolution, necessitating the design of high-performance multichannel TDCs. However, the requirements of multi-channel TDCs are more stringent in terms of area and power consumption, robustness to process, voltage, and temperature (PVT) variations, as well as power supply noise and electrical crosstalk immunity. Architectural considerations also have important implications in detector performance because the time uncertainty for single photon detection is limited by SPAD jitter and TDC non-linearity. While the in-pixel TDC approach achieves highest levels of parallelism, the readout interface between pixels is characterized by data rates on the order of several gigabits per second, leading to higher power consumption [43]-[45]. The TDC linearity performance must also be sacrificed to achieve reasonable pixel fill-factor and attain smaller circuit area for in-pixel time-digitization. TDCs may also produce significant electrical crosstalk noise that can couple to SPADs and affect their jitter and linearity performance [47]. In contrast, designs with TDC sharing between multiple SPADs leads to improved fill-factor, while relaxing the TDC constraints on TDC power, area and linearity [64],[69],[70]. As a result, higher measurement accuracy, and better pixel uniformity can be achieved by sharing one TDC amongst many SPADs.

The main goal of this work is to develop SPADs and TDC ICs in a mainstream standard digital deep submicron (DSM) CMOS technology for low-cost, time-resolved fluorescence analysis. This research is therefore devoted to the design and electro-optical characterization of SPADs and the investigation of the potential improvements of sensor performance over previously reported implementations [53],[61],[83]-[85]. Other important research goals include finding optimal operation conditions in terms of temperature and voltage in order to obtain the best performance for SPADs in a standard (non-imaging) CMOS technology [86]. For this purpose, accurate SPAD characterization and analysis were pursued. In addition, demonstration of the capability of the fabricated SPAD to accurately measure fast fluorescence decays in a practical laboratory environment was an important goal.

The other main goal of the research was to design, simulate, fabricate and characterize high-performance TDC prototype ICs in DSM CMOS suitable for high-speed, multi-channel, low-power FLIM applications. For this purpose, a TDC prototype chip was developed for future implementations of SPAD cameras which utilize the TDC sharing scheme. High-speed measurements and sub-nanosecond resolution were the primary design goals. Small nonlinearity of the converter’s transfer characteristic was desired to achieve higher measurement precision and accuracy over the dynamic range, thus eliminating the need for post-processing. The TDC should also be designed to be compact and scalable to multiple channels, and have high fabrication yield. The use of Delay Locked Loop (DLL) circuits for low sensitivity to PVT variations and automatic self-calibration would also result in stable performance over different operating temperatures and supply voltages. The achievements of compact size, high-speed and robustness to PVT variations make the TDC prototype a suitable building block for miniaturized, multi-channel TCSPC systems such as FLIM.

## Research Contributions

Based on a comprehensive literature survey of CMOS SPAD/TDCs implemented by various groups and on a detailed analysis on their comparative performance [61], the specific contributions of this work are the following:

* SPAD design in standard CMOS: A set of single-pixel SPAD test structures were designed and fabricated to explore the single-photon detection performance of SPADs fabricated in a low-cost, standard digital 130 nm IBM CMOS technology available from Canadian Microelectronics Corporation (CMC) [83],[84]. These test structures include passively-quenched SPADs with the largest active areas reported for a standard CMOS technology. The key limitations of previously implemented SPADs were identified in terms of the device structure and improved devices were fabricated. The improvements of the proposed structures were validated by detailed measurements and analysis. The comparative performance of the different pixel test-structures was also studied.
* Experiments and analysis of SPADs: Extensive characterization and analysis of afterpulsing behavior was done for standard CMOS SPADs under both gated and free-running operation [86]. A critical analysis was done on the afterpulsing characteristics of different SPAD pixel structures with their temperature and voltage variations taken into account. Minimization of the afterpulsing behavior at low temperatures was accomplished by using the time-gated mode of operation.
* Practical Application of SPADs: Demonstration of SPAD’s performance was demonstrated for practical laboratory applications. The accurate determination of fluorescence lifetimes in the nanosecond range for Rhodamine solutions, and in the millisecond range for Ruby crystals, was performed for this purpose.
* High-performance TDC prototype: A compact, high-speed, sub-nanosecond resolution TDC prototype IC was developed for FLIM applications. The compact circuit size and high-speed performance of the proposed TDC was achieved by utilizing a dual-interpolation architecture. The effect of PVT variations was reduced with an integrated delay-locked loop (DLL). Characterization of the fabricated TDC chips with different voltage supply and temperature conditions validated the circuit’s robust performance in the measurement of high-speed timing data.

## Thesis Overview

In Chapter 2, fluorescence lifetime detection systems are introduced and an overview of the existing well-established technologies that are used for single-photon detection is provided. Then, the current state-of-the-art single-photon imaging systems employing CMOS technology are considered with emphasis on the key detector characteristics. An outline of TDC specifications is covered and the key architectures are reviewed. Then, the design goals for this research project are introduced.

In Chapter 3, the design and test of SPAD pixels with front-end circuitry implemented in a standard CMOS process is described. The different SPAD pixel designs are comparatively studied. Important technological considerations for the successful fabrication of improved SPAD structures in CMOS are reviewed along with a summary of previously reported works. The performance of the SPAD pixels in an experimental setting is presented along with a demonstration of the pixel’s sensitivity to temperature and voltage changes.

In Chapter 4, the issue of intrinsic detector noise in terms of the dark count rate and afterpulsing probability is discussed. The mechanisms responsible for DCR and afterpulsing in a CMOS process are investigated and the experimental methods, as well as the measured results, are presented. The afterpulsing performance of free-running and time-gated pixels is studied at different temperatures. Optimal conditions are obtained for low afterpulsing probability.

Optical characterization results of the SPAD pixels and a comparison of the detection limits of the different pixel designs are presented in Chapter 5. Results from the study of dynamic range, photon detection efficiency, and timing resolution are described. Then, a demonstration of the developed SPAD pixels being used in fluorescence lifetime measurements is presented.

In Chapter 6, a high-speed, compact and precise TDC designed for SPAD imaging systems is presented. A prototype CMOS chip containing a single TDC channel was fabricated in a standard digital IBM 130 nm CMOS process and was extensively characterized. Full details of the design, characterization and comparisons are described.

In Chapter 7, the thesis is concluded with a summary of the work and a proposal for a number of different areas of research that could be investigated in future to further advance this work.

# Background and Review

This section begins with a review of the target application of the SPADs and TDCs that were developed in this work, namely fluorescence lifetime imaging (FLIM). The competing technologies traditionally used in the field of time-resolved single-photon detection will be discussed. Then, the recent progress of SPADs and TDCs in CMOS technology is reviewed. The main performance characterization metrics and key design issues, challenges and implementation details are highlighted.

## Fluorescence lifetime imaging (FLIM)

Fluorescence is defined as the light emitted by a molecule following the absorption of electromagnetic energy (photons). As shown in Fig. 2-1(a), the emitted light results from the radiative transitions of the lowest electronically excited singlet state, S1, back to the electronic ground state, S0. The singlet states are the energy levels that can be populated by the weakly bound electrons of the fluorescent molecule without undergoing a change in electron spin. The fluorescence decay lifetime *τ* is the time required by a population of *N* excited molecules to decrease exponentially to *N*/*e* via the loss of energy through fluorescence (emission of photons) or through a non-radiative quenching processes. A quenching process internally dissipates or transfers to the molecular environment the energy gained as a result of photon absorption [1]-[3]. The fact that the non-radiative decay rate constant depends on the local molecular environment is the main feature that makes FLIM such a powerful tool for mapping biochemical interactions on the molecular scale in biomedical imaging [11]. Whereas steady-state fluorescence intensity measurements are sensitive to light scattering, background noise and variations in fluorophore concentration, fluorescence decay lifetime measurements are much less so, resulting in improved contrast and sensitivity of the resulting images. Further, the use of optical filters allows excitation and fluorescence photons to be easily separated due to the Stoke’s shift phenomenon, as illustrated in Fig. 2-1(b).
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Figure 2‑1: (a) Energy level diagram of a fluorescent molecule. Excitation of the molecule into an excited state by the absorption of a photon promotes of the weakly bound electrons to a higher energy level. The excited electron returns to the ground state either by the emission of a fluorescence photon (green) or a non-radiative transition (grey). (b) Representation of a typical fluorescence absorption and emission spectrum illustrating the Stoke’s shift phenomenon.
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Figure 2‑2: a) Energy level diagram of a fluorescent molecule. Excitation of the molecule into an excited state by the absorption of a photon promotes of the weakly bound electrons to a higher energy level. The excited electron returns to the ground state either by the emission of a fluorescence photon (green) or a non-radiative transition (grey). b) Representation of a typical fluorescence absorption and emission spectrum illustrating the Stoke’s shift phenomenon.

The timescale of fluorescence decays is in the range of picoseconds to nanoseconds. Therefore, very fast photodetectors and electronics are required in biological imaging. The photodetection systems in FLIM measurements are generally categorized as either operating in time-domain or frequency-domain [17]-[29]. In the time domain, the detector measures the fluorescence as a function of time delay following a pulsed excitation. In the frequency domain, the lifetime information is derived from comparisons between a modulated excitation signal and the resulting modulated fluorescence. Both approaches can provide equivalent information, but specific implementations present different trade-offs with respect to cost, complexity, and instrumentation requirements [17]-[22]. Frequency-domain methods are generally less expensive to implement, since expensive laser sources are not needed and the electronic circuitry requirements are somewhat relaxed. However, achieving the optimum signal-to-noise ratio (SNR) in the frequency domain requires careful optimization of measurement parameters that depends on the lifetime of the fluorophore under investigation [20]-[23].

Time-domain measurements, on the other hand, have SNR that approaches the ideal value corresponding to Poisson counting statistics [24]-[29]. This feature, coupled with the tremendous advances in optoelectronic integrated circuits (OEIC) and ultrafast laser technology over the last 20 years, are the main reasons why time-domain techniques have become the ‘gold standard’ for FLIM in terms of accuracy, repeatability and reliability [23]-[29]. Time-domain FLIM measurements can be classified either as time-gated single-photon counting (TGSPC), where photons are counted during brief time intervals occurring at different delays relative to the excitation period, or time-correlated single-photon counting (TCSPC), where the photon arrival times within the excitation period are measured and assigned to discrete time bins [1]-[3]. These two techniques will be described in more detail in the following sub-sections.

### Time-correlated single photon counting (TCSPC) FLIM

TCSPC is a time-domain, point scanning, lifetime measurement technique that relies on single-photon sensitive detectors to obtain photon arrival time information for each detected photon [1]-[3],[17]-[19],[24]-[29]. The operational principle of TCSPC FLIM is shown in Fig. 2-2(a). Each detected photon is logged along with a time stamp denoting the photo’s arrival time relative to a repetitive synchronization pulse from the pulsed light source. This process is repeated many times in order to produce a decay histogram. One of the main advantages of TCSPC is that it is very photon efficient, with data from all gathered photons being processed.

The emission waveform shown in the figure is what would be observed in ideal conditions when a large number of fluorescent molecules are excited and all the fluorescent photons are emitted in a single excitation period. However, because of practical limitations in the instruments, the operating conditions are set so that the probability of detecting a single photon in each excitation period is much less than one. In other words, if *RPCR* is the average photon counting rate (PCR) and *RREP* laser pulse repetition rate, then *RREP*/*RPCR* >> 1. If this condition is not met, then photon ‘pile-up’ occurs; a phenomenon whereby the apparent measured fluorescence lifetimes become shorter than the real lifetimes [24],[28]-[31],[41]. The measured decays become distorted to shorter times because many photons arrive during an excitation period, but only the first arriving photon is counted due to the dead-time of the detector.
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Figure 2‑2: (a) Principle of operation of TCSPC. In excitation period *N1*, the second arriving photon is missed due to dead-time, resulting in pulse pile-up at the detector. (b) A generalized TCSPC measurement set-up. A TDC measures the inter-arrival time (IAT) between laser pulses and photon arrivals and the results are stored in a histogram.
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Figure 2‑4: a) Principle of operation of TCSPC. In excitation period *N1*, the second arriving photon is missed due to dead-time, resulting in pulse pile-up at the detector. b) A generalized TCSPC measurement set-up. A TDC measures the inter-arrival time (IAT) between laser pulses and photon arrivals and the results are stored in a histogram.

As general rule of TCSPC, the PCR in a single TCSPC channel is typically limited to 1-10% of the repetition rate of the laser to reduce the pile-up distortion [1]-[3],[24]-[35]. The high-resolution TDCs required for TCSPC FLIM typically introduce the most processing dead-time during which they are unable to process any photon arrival events immediately following a photon detection event [28]. The single photon detector also has a dead-time, but it is typically much shorter than the TDC’s [31]. Multi-channel TCSPC architectures that utilize multiple SPAD/TDCs to process many photon events concurrently have been shown to considerably improve the maximum PCR that can be measured without pile-up distortion [24]-[35]. The approach taken in this work is to develop prototype TDC chips with low dead-time and compact size that can operate in parallel, thereby reducing pileup effects and realizing high-sensitivity, high-speed, low-power, miniaturized FLIM systems. The design of a prototype TDC chip in IBM 130 nm CMOS technology for such purposes is covered in Chapter 6.

A generalized TCSPC set-up is shown in Fig. 2-2(b) [1]-[3]. A picosecond-pulsed laser source is used to excite the fluorescence in the sample under analysis. The fluorescence photons are delivered to a single-photon detector through an optical system that includes filters to remove the excitation light and attenuators to decrease the photon flux at the detector to obtain a PCR that’s below the pile-up limits of the detection system. A single-photon detector, such as a photomultiplier tube (PMT) or a SPAD can be used to detect the fluorescent photons with picosecond level accuracy and precision.

The arrival time of the first photon detected within the excitation period is measured by a TDC which outputs a digital code representing the photon arrival time (STOP) relative to the laser pulse (START). The least-significant-bit time resolution *TLSB* of the TDC represents the smallest inter-arrival time (IAT) of the histogram where the fluorescence photon arrival times are built up. The envelope of this histogram after many photon arrival events provides the fluorescence decay profile from which the lifetime parameter is estimated [1]-[3],[24],[25].

The number of photon counts in each time-bin is distributed according to Poisson statistics. Therefore, the SNR is proportional to the square root of the total number of counts in the histogram [24]. As such, TCSPC is the most accurate and efficient method in determining fluorescence lifetimes and has been most widely implemented with confocal and two-photon laser scanning microscopies, whereby a focused laser beam is scanned across the sample and the resulting fluorescence lifetime is measured at each position [26]-[29] ,[31]-[35].

State-of-the art TCSPC systems are able to record two-dimensional time-resolved fluorescence images with mega-pixel resolution and are tolerant to dynamic changes in the fluorescence decay lifetime [34],[35]. Commercial TCSPC modules also feature the time-tagged-time-resolved (TTTR) mode used in studying the dynamics of fluorescence lifetimes where the arrival times of the photons are recorded with respect to a fixed reference time [26]-[29]. The availability of the time-tags permits identification of photon bursts in real-time, which is useful for various different analysis, for example, in single-molecule spectroscopy (SMS) and fluorescence correlation spectroscopy (FCS) [36]-[38].

There are several important limitations of TCSPC FLIM. First, the image acquisition time can be very long if the number of pixels of the image is very large, the decay is multi-exponential, very high lifetime accuracy is required, and the count rate available from the sample is low. These conditions are typical in autofluorescence imaging of living cells and tissues [39]. The imaging speed can be increased by using multiple detectors and TCSPC channels in parallel [24]-[35]. However, if all the TCSPC electronics are not integrated on a single IC, but are rather available only as discrete printed circuit boards (PCB), then the cost of a multichannel TCSPC system rises considerably and miniaturization of the system is precluded [28].

Another limitation of FLIM is that the measured fluorescence decay is not the true fluorescence decay due to the practical constraints of using a laser pulse of finite duration. The true fluorescence decay can only be obtained by expressing the measured decay as the convolution of an exponential decay model and the measured instrument response function (IRF), which is comprised of laser jitter the intrinsic timing jitter of the detector [28]. Iterative linear or non-linear least-square methods (LSM) such as Marquardt-Levenberg algorithms are commonly used to accurately extract the real decay lifetimes, whereby the convolution of the decay model and the IRF is compared to the measured data and the residual error is reduced over many iterations [1]-[3], [24],[25],[40]. However, the high-speeds required for pixel read-out and the complexity of the data analysis for the determination of fluorescence lifetime remain the main bottlenecks for the realization compact high-speed, low-power TCSPC FLIM systems [42]-[48].

### Time Gated Single-Photon Counting (TGSPC) FLIM

An alternative approach for measuring fluorescence lifetimes in the time-domain makes use the time-gating (TG) technique, conceptually illustrated in Fig. 2-3(a) [1]-[3],[49]-. In TG mode, the fluorescence emission is measured by counting photons in two or more detection gates that are delayed by different amounts relative to the excitation pulse. By placing the detection gates in the appropriate time-delay positions with respect to the excitation, the lifetime of the decay curve can be extracted by simple photon counting during each time gate. Gated detection is accomplished in practice by turning the detector on for a short period of time during the intensity decay and repeatedly measuring the photon counts using different delays for the gate-on time, as is depicted in Fig. 2-3(b) [49]-[56]. Alternatively, the detector can work in free-running mode with the counters briefly enabled at different delays with respect to the excitation pulse [57]-[60].
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Figure 2‑3: (a) Principle of operation of TGSPC. (b) Generalized TGSPC measurement set-up.
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Figure 2‑6: a) Principle of operation of TGSPC b) Generalized TGSPC measurement set-up.

In the TG mode of operation, a histogram of the fluorescence decay curve is obtained directly by measuring photon counts in sequential time intervals. Compared with the hardware for TCSPC, the complexity of the time-gating acquisition systems is relatively simpler, consumes less power, and is suitable for array implementation. The measurements are less affected by the pile-up nonlinearities as well [49]. TG FLIM does not require a TDC, so it do not have the same dead-time limitations and may be used with higher photon fluxes to obtain faster imaging rates [21],[23].

Another benefit of TGSPC is that it does not use a computationally expensive evaluation of fluorescence lifetimes. Rather than recording a complete decay curve and estimating the fluorescence lifetime using iterative least-squares methods as in TCSPC, the lifetimes of single-exponential decays can be obtained very rapidly by using rapid lifetime determination (RLD) methods [3],[21],[23],. However, prior knowledge of the decay profile (single or multi-exponential) is required in order to accurately estimate the lifetimes using RLD [21]-[23],[77]-[82]. In addition, TGSPC typically has worse time resolution compared to TCPSC because the lifetime accuracy of the former depends on gate duration rather than detector jitter for the latter. Photon counting efficiency is also lower, since all the fluorescence photons falling outside the gating time window are rejected.

In spite of the inherently reduced photon efficiency resulting from the application of narrow time gates necessary to count photons with high temporal resolution, TGSPC has been widely used for wide-field FLIM imaging [1]-[3], [77]-[82]. Wide-field FLIM enables parallel image acquisition and faster lifetime imaging compared to TCSPC since the fluorescence is simultaneously collected for all the pixels by the imaging optics, rather than time-consuming laser scanning. Achieving real-time frame rates is more difficult with wide-field TCSPC implementations since the IAT information of every detected photon in every pixel must be read-out, requiring very high data rates which results in very high power consumption [42]-[48]. However, whereas TCSPC is essentially limited by photon shot-noise, the detectors traditionally used in wide-field FLIM (Gated Optical Intensifiers [18]) introduce excess noise to the measurements [29],[79]-[82]. Therefore, time-gating techniques require complex optimization of the acquisition parameters in order to minimize the error when extracting fluorescence lifetimes, especially when multi-exponential decays are encountered

## Existing single-photon detector technologies

Photodetectors capable of detecting single photons in the visible (VIS) (400 nm – 700 nm) spectral range with sub-nanosecond temporal resolution are very critical in single-photon imaging [87]-[92]. Besides FLIM, other important biomedical applications that need single-photon detectors include single-molecule spectroscopy (SMS), [36],[88],[91],[93]-[95], DNA sequencing [96],[97] and time-of-flight (ToF) positron emission tomography (PET) [98]-[100]. Single-photon counting and timing techniques are also widely used in other applications that require measurement of very weak and very fast optical signals, such as in light detection and ranging (LIDAR) [66]-[73], optical fiber characterization [101], optical communications [102], Raman spectroscopy [53],[54],[56],[103]-[105] and high-energy physics experiments [106]-[109].

Understanding the strengths and weaknesses of existing technologies used for single-photon detection is important to obtain a deeper understanding of the overall technical requirements of different single-photon imaging applications. Therefore, in this subsection, the development of single-photon detectors will be reviewed. An outline of the key performance characteristics of time-resolved single-photon imaging systems is also provided.

### Photo-multiplier Tube (PMT)

The structure of a PMT, illustrated in Fig. 2-4(a), generally consists of a photosensitive material (a photocathode) that converts the incident photons into photoelectrons by utilizing the photoelectric effect [106],[110]. Initially, the photoelectrons have low kinetic energy, but they gain kinetic energy during their transit towards the first dynode (electrode). The bombardment of the dynodes by these high-energy electrons results in the production of multiple secondary electrons from each incident electron through the process of secondary emission. The electrons multiply in number when striking successive dynodes in the chain which are biased at progressively higher voltages. With operating voltages in the range of 100-10kV, PMTs can achieve multiplication gains of 105-1010 [111]. The very high gain results in current pulses at the anode which are easily distinguishable from the noise of the subsequent front-end circuits.

Ideally, each PMT output pulse represents the absorption of a single photon by the photocathode. However, output pulses are also occasionally produced by electrons randomly emitted from the photocathode and dynode materials through the process of thermionic emission and field emission, representing the dark count rate (DCR) of the PMT. The DCR of typical PMTs at room temperature can vary from tens to thousands of counts per second, and is heavily dependent on the cathode material and the design of the dynode chain [26]-[28],[106],[111]. The choice of photocathode material is crucial in determining not only the DCR performance, but the photon detection efficiency (PDE) as well. PDE is determined by the internal quantum efficiency (QE) of the photocathode, which is the probability of a photoelectron emission per incident photon. For single-photon detectors, the PDE is smaller than the QE because not every photoelectron produces a detectable anode current pulse [111]. Photocathodes composed of traditional bialkali and multialkali materials only attain a QE of 20-25% in the 300-500 nm wavelength range, while GaAsP cathodes extend the usable range above 700 nm [24],[28],[106],[111]. Since PMTs rely on external photoelectron emission in a vacuum, they inherently have lower PDE compared to solid-state detectors, which rely on internal photoelectric conversion and avalanche multiplication in a semiconductor material [110].

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 2‑4: (a) Simplified structure of a conventional PMT and examples of the signals measured at the anode. [26]. (b) Photon Detection Efficiency (PDE) comparison of different photocathode materials [28].
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Figure 2‑8: (a) Simplified structure of a conventional PMT and examples of the signals measured at the anode. [26]. (b) Photon Detection Efficiency (PDE) comparison of different photocathode materials [28].

The timing characteristics of PMTs are described by the electron transit time response (TTR) and the transit time spread (TTS). The TTR is the average time difference between arrival of a photon at the photocathode and the collection of the subsequent current pulse at the anode. TTS is the standard deviation or, full-width at half-maximum (FWHM) of the transit time distribution, also known as time resolution or timing jitter [106],[111]. The TTS is critical for TCSPC, since it represents the uncertainty of the detector’s evaluation of the photon arrival time. Currently, Micro-Channel Plates (MCP) offers the best timing resolution, with TTS below 30 ps FWHM [111],[112]. In place of a dynode chain, MCPs contain dense array of micron-sized holes coated with a secondary emissive dynode material to minimize the distance for electron travel and restrict the range of electron paths [28],[111].

MCPs are used in the most demanding time-resolved measurements and have several other advantages compared to conventional PMTs. These advantages include more compact size, two-dimensional detection capability (spatial resolution) and stability in high magnetic fields [29]. MCPs are key components of Gated Optical Intensifiers (GOI) used routinely in FLIM [18]. However, MCPs can be easily damaged by high light levels, and the maximum counting rate of is about ten to a hundred times lower than that of fast PMTs, which limits the dynamic range of MCP based systems [111].

PMTs and MCPs have very large photosensitive areas that have lower noise per unit area compared to solid-state detectors. Circular photocathodes can range in diameter from 1 mm to over 20 cm with DCR in the range of 0.1–1 kHz [111]. The large photosensitive area greatly simplifies the design and alignment of confocal imaging geometries. Low noise is crucial in attaining high sensitivity which improves the SNR in fluorescence lifetimes measurements [88]. On the other hand, PMTs are bulky and fragile, sensitive to electromagnetic disturbances and mechanical vibrations, require high supply voltages (2–3 kV) and are expensive. These disadvantages clearly preclude their practical usage in miniaturized arrays for mass-produced, ‘in-field’ applications which require detectors with lower power and lower cost.

Another disadvantage of PMTs is the complexity of the external electronics required. These circuits typically consist of a preamplifier, constant-fraction discriminator (CFD), time-to-amplitude converter (TAC) and analog-to-digital converter (ADC) and are usually available only as discrete ICs which further drives up the power, size and cost of the overall system [28]. For these reasons, a number of solid-state solutions have been proposed as a replacement for PMTs [87]-[92].

### Charge-Coupled Devices (CCD)

CCDs operate by means of electron-hole pair generation by the photoelectric effect in a semiconductor [113],[114]. The generated charges are collected into localized packets by the pn junction potential wells associated with pixel arrays of metal–oxide–semiconductor (MOS) capacitors. As illustrated in Fig. 2-5(a), during image read-out, the charge packets are transferred serially between pixels by manipulating the voltages on the gates of the capacitors to allow the charges to couple from one capacitor to the next.

Unlike PMTs, CCDs were not envisioned for time-resolved single-photon detection applications [114]. On the contrary, the operational principle of conventional CCDs precludes detection of single photons with high temporal resolution. CCDs are inherently integrating devices, where the amount of charge accumulated in each pixel is proportional to the number of incident photons within the fixed exposure time. Since photo-generated carriers need to be integrated within internal capacitors to form a voltage signal, very long integration times are required to detect very weak light.
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Figure 2‑5: (a) Schematic representation of charge transfer in a CCD [27]. (b) Principle of operation of an EM CCD [121].
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Figure 2‑10: (a) Schematic representation of charge transfer in a CCD [27]. (b) Principle of operation of an EM CCD [121].

The main difficulty of using CCDs for LLL imaging, besides the long integration time, is the thermal noise and electronic read-out noise, which sets the limit on the minimum detectable optical power. Thermal noise is inherent in semiconductors and occurs through the thermal generation of minority carriers, resulting in charges accumulating in CCD pixels in the absence of illumination when operated at any temperature above absolute zero (0 K) [114]-[116]. The carriers are generated through thermally activated generation-recombination (GR) defect centers associated with imperfections or impurities within the bulk of the semiconductor crystal or at the surface interface [115]. These defect states introduce energy levels into the forbidden bandgap that promote dark current by acting as ‘steps’ in the transition of electrons and holes between the conduction and valence energy band.

In a sufficiently cooled CCD, dark current is insignificant so the optical sensitivity is limited only by read-out noise, which primarily depends on the input-referred noise spectrum of the output stage source-follower (SF) transistor [114]-[116]. The readout noise increases with the read-out bandwidth, so slower read-out rates are used to achieve higher sensitivity. Dark currents of less than 0.02 electrons per pixel per second at –60 °C, and read-out noise levels of 10 electrons root-mean-square (rms) at 1 MHz, have been reported for scientific CCDs [117]. However, even at the lowest readout rates, the readout noise of standard CCDs is still too high for detection of single photons.

Electron multiplying CCD (EM CCD) (also known as LLL CCDs) utilize a multiplication register where photogenerated charges are amplified by impact-ionization in order to increase the signal level by two or three orders of magnitude above the read-out noise level, thus enabling single photon detection capability, [27],[118]-[121]. In an impact-ionization process, electrons accelerated by the electric field in a pn junction collide with valence-lattice electrons and generate additional free electron-hole pairs [115]. These pairs are also accelerated and generate additional pairs, so the ensuing avalanche current is much greater than the photocurrent without avalanche multiplication. However, impact-ionization is a random process, so the SNR decreases for large values of multiplication gain [120],[121].

Another important source of noise in EM CCDs is the clock-induced-charge (CIC) noise due to the generation of spurious charges during charge transfer. In conventional CCDs, these dark carriers are hidden within the read-out noise, but in an EM CCD, they are multiplied by the gain register and are indistinguishable from true photo-electrically induced electrons [27]. Since CIC is temperature independent, this noise source represents a fundamental limitation on the maximum attainable frame rate (typically several tens of MHz) of EM CCDs. So although they can detect single photons, EM CCDs cannot be used in applications requiring sub-nanosecond photon arrival-time information [27].

EM CCDs also require a specialized silicon fabrication process. In such a process, integration of on-chip ancillary circuits, such as frequency synthesizers, flash memory, microcontrollers, signal processors, and ADCs is generally not possible. This precludes cost-efficient mass-production of CCD-based imagers. It also leads to an inherent incompatibility with the requirements of low-power and miniaturized time-resolved single-photon imaging systems.

### Single-photon avalanche diode (SPAD)

An SPAD is the solid-state analogue to a Geiger-Muller detector, whereby the gain mechanism is avalanche breakdown of an avalanche photodiode (APD) rather than breakdown of a gas-filled diode [29],[90]-[92],[106]. When operated in the conventional linear mode at room temperature, APDs do not have enough internal gain to be used as single-photon detectors [122],[123]. However, when the APD is biased at an excess voltage *VEX* above the breakdown voltage *VBR*, the avalanche gain becomes infinite and the APD is said to operate in the Geiger-mode [108],[124]-[126].

In Geiger mode, the electric field in the pn junction’s depletion region becomes so high that both electrons and holes generated in the depletion region can undergo impact ionization, which results in avalanche breakdown of the device [127]-[129]. As depicted in Fig. 2-6(a), minority carriers travelling through the high-field depletion (multiplication) region can acquire enough kinetic energy to undergo scattering events with bound electrons in the valence band (VB). The VB electrons are promoted into the conduction band (CB), thus creating new electron-hole pairs of free charges which can further undergo avalanche multiplication, resulting in an exponential growth of the number of carriers.
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Figure 2‑6: Principle of SPAD operation (a) Avalanche breakdown process in a reverse biased pn junction. (b) Load-line representation of SPAD operation [72].
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Figure 2‑12: Principle of SPAD operation (a) Avalanche breakdown process in a reverse biased pn junction. (b) Load-line representation of SPAD operation [72].

The gain of an SPAD is comparable to that of a standard PMT, but the timing resolution is typically much higher since the multiplication region is much thinner. Also, the higher the SPAD is biased above breakdown by *VEX*, the faster the turn-on transient of the avalanche current becomes, typically lasting tens of picoseconds [130],[131]. The timing jitter of an SPAD in response to a single-photon is thus very low, typically in the range of 10-100 ps for devices that are optimized for single-photon timing performance [132],[133].

Fig. 2-6(b) illustrates the operating principle of an SPAD. Initially, when the SPAD is biased above breakdown, the SPAD stays in an OFF state (1) for a short time until a photogenerated charge (electron or hole) enters the multiplication region and triggers an avalanche breakdown, bringing the device into its high-current ON state. Charges generated by means other than photon absorption can also trigger avalanches, representing the DCR of the SPAD. When triggered, the avalanche current reaches the peak value in a few picoseconds before the SPAD voltage has changes. Then, the bias point thus moves from point (1) to point (2). The resulting avalanche current passes through a quenching resistor providing a negative feedback, which causes a voltage drop across the SPAD due to the current increase (point (3)). At this point, a fast discriminator is used to sense the voltage drop and provide an output pulse that very precisely marks the photon arrival time if the first charge was generated by photon absorption [134]-[137]. The voltage drop across the quenching resistor causes the SPAD bias voltage to quickly drop to below the breakdown voltage, at which point the avalanche is no longer self-sustaining [125],[135]. When this occurs, the avalanche is fully quenched and the SPAD voltage begins recharging back to (*VBR* + *VEX*) through the quenching resistor connected to the supply voltage *VSPAD*.

The SPAD’s recovery time after each avalanche breakdown is determined by the quenching resistance and the SPAD’s capacitance. The main drawback of a passively quenched SPAD is the relatively long recovery time, which limits the maximum light intensity that the SPAD can measure before the detector saturates [138]. The slow voltage recharge causes another effect. When avalanches are triggered early during the reset transition, the excess bias is not fully recovered and the resulting output pulse may be too small to be detected. In order to overcome the drawbacks of passive quenching, an active quenching/reset (AQR) front-end circuit is commonly adopted [49]-[56],[125],[126],[132] -[137]. The onset of the voltage discharge is sensed as early as possible by the AQR circuit and the bias voltage is reduced below the breakdown voltage through the quenching circuitry so as to ensure complete termination of the avalanche current. The bias voltage is subsequently restored its original value by the reset circuit so the SPAD is ready to detect the next photon. The AQR circuit reduces the chance of having an avalanche occurring while the SPAD is in the recharge state, leading to improved performance and higher counting rates [138].

SPADs fabricated in custom silicon processes have reached levels of performance comparable to PMTs [132]-[135],[139]-[144]. The first generation of commercial SPAD modules were based on the ‘reach-through avalanche structure’, built in special ultra-pure high-resistivity silicon wafers with a dedicated technological process featuring thick depleted regions to ensure that the PDE was very high [108],[124]-[126] On the other hand, various features of the technology, such as high operating voltage (>100 V), high power dissipation (~10 W), and wavelength-dependent IRF in the range of 200–600 ps FWHM limited the prospects of multichannel development with this reach-through structure.

The current generation of SPAD devices fabricated in custom silicon planar epitaxial technology have a high photon-timing resolution (between 35–100 ps FWHM) and can also achieve high PDE (~75 %) in the UV and NIR range [124]-[126], [132]-[135],[139]-[144]. Active area diameters can range from 5 to 100 μm, and dark-counting rate down to tens of Hz are achievable when the SPAD is thermoelectrically cooled [141]. However, multichannel implementations are still limited to only a few channels and by high power dissipation (25 W) [126],[142]-[144]. Therefore, custom-silicon SPADs are not suitable for miniaturized, low-cost and versatile single-photon counting systems and there is no perspective of monolithic integration with ancillary circuits in order to obtain robust, fully-integrated single-photon imaging systems.

## CMOS SPADs

The commercially available detectors (e.g. PMTs, MCPs, custom-silicon SPAD) can provide the required single-photon sensitivity and picosecond-level time resolution. However, they are large and expensive devices that do not meet key requirements in the development of compact and economical detectors. For low-cost, compact devices, robust and inexpensive single-photon sensitive OEICs are needed. CMOS SPAD imaging arrays offer comparable performance at lower costs, lower power and smaller size compared to competing technologies. As a result, there are numerous applications being pursued for CSPAD single-photon imaging systems [61],[62].

In the following sub-sections, the main performance specifications of CSPADs will be summarized and reviewed, and the main research challenges in their development will be discussed.

### Dark Count Rate (DCR)

SPADs produce digital pulses upon the detection of individual photons and are therefore practically immune to read-out noise. Due to the absence of readout noise, when the illumination is very low, the sensitivity is only limited by the DCR. There are several carrier generation mechanisms responsible for the DCR and the relative contribution of each mechanism is dependent upon the technological factors related to the SPAD design and fabrication details in a CMOS process [145]-[177]. The main mechanism responsible for dark counts in SPADs at room temperature is the thermal generation of free-carriers within a diffusion length of the SPAD’s depletion region. Due to the relatively large bandgap of silicon, direct thermally-activated transitions of electrons from the valence to the conduction band are unlikely. However, according to the Shockley-Read-Hall (SRH) theory of recombination, defects that occur within the crystal will disrupt the perfect periodic potential function, thus creating discrete GR energy levels within the forbidden energy band [114]-[116]. These GR levels make it possible for electrons to become thermally excited to the conduction band. If this occurs in or near the avalanche multiplication region, a thermally-generated dark pulse may be triggered.

Since the SRH generation rate increases exponentially with temperature, its contribution may be reduced by using cooling methods such as thermoelectric Peltier elements or by forced air-cooling. The temperature dependence of DCR is therefore a very important indicator of an SPAD’s performance. Fig. 2-7 shows a DCR density figure-of-merit (FoM) (in units of Hz/(μm2√V)) plotted as a function of temperature for reported SPAD pixels in different CMOS technologies [61]. Typically, the DCR values are reported at different excess voltages. Therefore, the DCR density FoM was normalized by the electric field strength for a fair comparison. When the temperature is reduced, thermal generation is significantly reduced and tunneling becomes the dominant contributor to the DCR. Tunneling occurs when the electric field across a strongly reverse-biased p-n junction approaches 106 V/cm, resulting in a significant flow of electrons from the valence band to the conduction band [115],[129]. As the junction dimensions scale down, the doping concentrations increase, the depletion width decreases, and the junction doping profiles become more abrupt. Hence SPADs in DSM technology have DCR dominated by tunneling [145]-[147],[165]-[172]. As a result, DCR declines less rapidly at lower temperatures since the tunneling probability is weakly temperature dependent.
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Figure 2‑7: Summary of CMOS SPAD DCR temperature dependence.

|  |
| --- |
|  |

Figure 2‑14: Summary of CMOS SPAD DCR temperature dependence.
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Figure 2‑8: Summary of CMOS SPAD DCR excess bias dependence.

|  |
| --- |
|  |

Figure 2‑16: CMOS SPAD DCR Bias dependence summary.

An exponential dependence on excess bias is expected when tunneling is the dominant DCR mechanism. In Fig. 2-8, DCR is plotted as a function of excess voltage to investigate tunneling effects at room temperature of reported SPADs. The thermal-induced DCR tends to saturate at large excess voltages for the SPADs in HV technology [160]-[162] (according to its dependence on the avalanche triggering probability [131],[155]). On the other hand, the trend for DSM technology is a DCR increasing exponentially with excess voltage [165]-[172].

### Afterpulsing

In addition to thermal generation and tunneling, the DCR of SPADs includes statistically correlated avalanches that are due to the carrier trapping phenomenon. The impurities and defects in the space charge region tend to capture carriers that are generated during each avalanche breakdown. The traps de-excite exponentially in time, releasing carriers at random time intervals [178]-[180]. If the excess bias of the SPAD is fully restored before all the carriers in the trapping levels have been released, then secondary avalanches known as afterpulses are triggered. Afterpulsing becomes the dominant source of DCR when SPADs are cooled to reduce the thermal DCR, since the trapping lifetimes increase with temperature [155],[178]-[180].

To minimize afterpulsing, the bias should be kept below breakdown voltage for a sufficiently long time after quenching so that the trapped carriers can depopulate without triggering afterpulses [153],[138]. However, prolonging the dead-time to eliminate afterpulsing limits high-speed operation and introduces nonlinearity of the expected photon count rate with increasing incident light intensity [138]. The number of filled traps mainly depends upon the avalanche current density and its duration. Therefore, minimizing the charge flow during an avalanche by using optimizing SPAD front-end circuits is the most efficient way of reducing afterpulsing [138], [163] [181].

It is possible to gain a deeper insight into the impact of processing technology and front-end circuit design has on afterpulsing performance. In Table I, a summary of the most important parameters for SPAD front-end circuits highlights the beneficial effects integrated AQR circuits have on reducing the afterpulsing probability when a sufficient hold-off time is introduced. For 314 and 60 μm2 active area SPADs, the minimum required hold-off times were 100 and 40ns, respectively [163],[181]. These results represent state-of-the-art afterpulsing performance for CMOS SPAD. These SPADs were manufactured in advanced CMOS technology and they incorporate optimized front-end circuits for avalanche sensing and quenching with minimal afterpulsing.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| CMOS  (nm) | Pixel  Type | # of FETs | SPAD area  (μm2) | FF  (%) | DT (ns) | AP (%) | REF |
| 90 | PQPR | 6 | 12.56 | n/a | 90 | 3.7 | [174] |
| 90 | PQPR | 5+CC | ~32 | n/a | 15 | 0.38 | [175] |
| 130 | PQPR | 4 | 81 | 6 | 27 | 4 | [86] |
| 130 | PQPR† | 5 | 110 | 10 | 30 | 0.1 | [86] |
| 130 | PQPR | 6 | 50.3 | n/a | 100 | 0.02 | [169] |
| 130 | AQAR | 18 | 50.3 | n/a | 5.4 | 1.28 | [138] |
| 130 | AQAR | >9 | 20.7 | 0.77 | 10 | 0.2 | [47] |
| 130 | AQAR | 9 | 50 | 10\*\* | 100 | 0.1 | [44] |
| 150 | PQPR | >6 | 78.5 | n/a | 30 | 1.3 | [165] |
| 180 | PQAR | 16 | 59.8 | n/a | 6 | ~0 | [163] |
| 350 | VLQC | 16 | 314 | 2.8 | 20 | 1.3 | [181] |
| 350 | AQAR | >8 | 400 | 1.5 | 500 | 4.5 | [50] |

Table I– Different reported SPAD pixels with low reported afterpulsing (AP) performance at room temperature.

\*Front-end circuit placed outside of pixel \*\*FF recovered by microlenses †time gated.

PQPR – passive quench, passive reset; AQAR – active quench, active reset

PQAR– passive quench, active reset; VLQC – variable-load quenching circuit

CC – coupling capacitor

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| CMOS  (nm) | Pixel  Type | # of FETs | SPAD area  (μm2) | FF  (%) | DT (ns) | AP (%) | REF |
| 90 | PQPR | 6 | 12.56 | n/a | 90 | 3.7 | [174] |
| 90 | PQPR | 5+CC | ~32 | n/a | 15 | 0.38 | [175] |
| 130 | PQPR | 4 | 81 | 6 | 27 | 4 | [86] |
| 130 | PQPR† | 5 | 110 | 10 | 30 | 0.1 | [86] |
| 130 | PQPR | 6 | 50.3 | n/a | 100 | 0.02 | [169] |
| 130 | AQAR | 18 | 50.3 | n/a | 5.4 | 1.28 | [138] |
| 130 | AQAR | >9 | 20.7 | 0.77 | 10 | 0.2 | [47] |
| 130 | AQAR | 9 | 50 | 10\*\* | 100 | 0.1 | [44] |
| 150 | PQPR | >6 | 78.5 | n/a | 30 | 1.3 | [165] |
| 180 | PQAR | 16 | 59.8 | n/a | 6 | ~0 | [163] |
| 350 | VLQC | 16 | 314 | 2.8 | 20 | 1.3 | [181] |
| 350 | AQAR | >8 | 400 | 1.5 | 500 | 4.5 | [50] |

Table II– Different reported SPAD pixels with low reported afterpulsing (AP) performance at room temperature.

\*Front-end circuit placed outside of pixel \*\*FF recovered by microlenses †time gated.

PQPR – passive quench, passive reset; AQAR – active quench, active reset

PQAR– passive quench, active reset; VLQC – variable-load quenching circuit

CC – coupling capacitor

### Breakdown Voltage (BV)

Breakdown voltage is an important parameter which reveals important information about the mechanisms involved in junction breakdown. As the doping concentration increases when CMOS technology scales down, the junctions become shallower and the radii of curvature decreases, leading to premature edge breakdown (PEB) [146]-[148],[157],[182],[183]. DSM SPADs exhibit lower breakdown voltage and markedly higher DCR contribution from tunneling compared to those in HV CMOS with higher breakdown voltages, because of the higher doping concentrations and narrower depletion widths [166]-[177]. In Figs. 2-7 and Table II, the best performing devices in terms of DCR had breakdown voltages in the range of 23.1–27.5 V, while those with large DCR had breakdown voltages in the range of 9.4–11.4 V.

The temperature coefficient of breakdown voltage is another important parameter in assessing the SPAD’s performance. The breakdown voltage of SPADs increases with temperature because the phonon scattering increases at higher temperatures, which makes it more difficult for electrons or holes to achieve the threshold energy needed to provide an elementary act of impact ionization that leads to avalanche breakdown [115]. Higher breakdown voltage temperature coefficients as in [164],[172] indicate that the DCR is composed of mainly thermal generation. On the other hand, those with a lower temperature dependence [166],[177] have a higher tunneling contribution. Breakdown voltages and their temperature coefficients as well as DCR are summarized in Table II for SPADs reported in different technologies.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| CMOS  (nm) | SPAD  Type | BV (V) | BV Coeff.  (mV/°C) | DCR/μm2  (Hz/μm2) | REF |
| 65 (dig.) | shallow – n+/p-well | 9.1 | 5 | 106/64 @ *VEX* = 0.4 V | [177] |
| 90 (CIS) | buried – p-well/DNW | 17.5 | 13.1 | 7.4/12.56 @ *VEX* = 0.8 V | [174] |
| 130 (dig.) | shallow – n+/p-well | 11.4 | 7.2 | 104/81 *VEX* = 1.3 V | [86] |
| 130 (dig.) | shallow – p+/n-well | 9.7 | 8 | 104/78.5 @ *VEX* = 1 V | [166] |
| 130 (CIS) | buried – p-well/DNW | 17.9 | 6.7 | 40/50.3 @ *VEX* = 0.8 V | [172] |
| 130 (CIS) | buried – p-well/DNW | 14.36 | 3.3 | 25/50.3 @ *VEX* = 0.8 V | [172] |
| 130 (CIS) | shallow – p+/n-well | 12.4 | 20 | 47/50.3 @ *VEX* = 0.8 V | [172] |
| 150 (dig.) | buried – p-well/DNW | 23.1 | - | 90/78.5 @ *VEX* = 1 V | [165] |
| 150 (dig.) | shallow – p+/n-well | 16.1 | - | 30/78.5 @ *VEX* = 1 V | [165] |
| 180 (CIS) | shallow – p+/n-well | 21 | 40 | 30/78.5 @ *VEX* = 1 V | [164] |

Table II – Summary of CSPAD breakdown voltages and DCR performance at room temperature for different technologies.

Dig. – standard digital process

CIS – CMOS Image Sensor process

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| CMOS  (nm) | SPAD  Type | BV (V) | BV Coeff.  (mV/°C) | DCR/μm2  (Hz/μm2) | REF |
| 65 (dig.) | shallow – n+/p-well | 9.1 | 5 | 106/64 @ *VEX* = 0.4 V | [177] |
| 90 (CIS) | buried – p-well/DNW | 17.5 | 13.1 | 7.4/12.56 @ *VEX* = 0.8 V | [174] |
| 130 (dig.) | shallow – n+/p-well | 11.4 | 7.2 | 104/81 *VEX* = 1.3 V | [86] |
| 130 (dig.) | shallow – p+/n-well | 9.7 | 8 | 104/78.5 @ *VEX* = 1 V | [166] |
| 130 (CIS) | buried – p-well/DNW | 17.9 | 6.7 | 40/50.3 @ *VEX* = 0.8 V | [172] |
| 130 (CIS) | buried – p-well/DNW | 14.36 | 3.3 | 25/50.3 @ *VEX* = 0.8 V | [172] |
| 130 (CIS) | shallow – p+/n-well | 12.4 | 20 | 47/50.3 @ *VEX* = 0.8 V | [172] |
| 150 (dig.) | buried – p-well/DNW | 23.1 | - | 90/78.5 @ *VEX* = 1 V | [165] |
| 150 (dig.) | shallow – p+/n-well | 16.1 | - | 30/78.5 @ *VEX* = 1 V | [165] |
| 180 (CIS) | shallow – p+/n-well | 21 | 40 | 30/78.5 @ *VEX* = 1 V | [164] |

Table IV – Summary of CSPAD breakdown voltages and DCR performance at room temperature for different technologies.

Dig. – standard digital process

CIS – CMOS Image Sensor process

### Photon Detection Efficiency (PDE)

The PDE is a measure of the ratio of the number of detected photons to the number of incident photons. It is the product of the geometric fill-factor (the ratio of photo-sensitive area to total imaging or pixel area), absorption probability, and avalanche triggering probability [155],[184],[185]. CMOS technology parameters play an additional and significant role in determining PDE performance. In CMOS technology, impinging photons must pass through a thick layer of passivation that is put on top of the chip at the end of the chip fabrication process to protect it from external contaminants [186],[187]. Then, the light must pass through several dielectric layers with different refractive indices, possibly undergoing constructive and destructive interference in the insulating films directly above the active silicon surface [188]. CMOS Image Sensor (CIS) technology facilitates optimization of the dielectric above the active region to minimize reflections [189], but standard CMOS digital/RF technologies do not offer such options. Post-processing can be used to etch the top passivation layers, and this has shown to lead to a marked improvement in PDE performance [159].

|  |
| --- |
|  |

Figure 2‑9: Summary of CMOS SPAD PDE performance.

|  |
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|  |

Figure 2‑18: Summary of CMOS SPAD PDE performance.

Photons that reach the silicon surface must be able to strike the photosensitive area of the detector for avalanche breakdown to take place. However, only a fraction of the pixel area is photosensitive; associated electronic circuits occupy the remaining area. Pixels having smaller fill-factor have lower sensitivity, since a large portion of impinging photons do not strike the photosensitive area. Higher fill-factor can be attained by increasing the SPAD’s active area [50],[161], using smaller sized transistors that are feasible technology downscaling [171],[176],[177] , reducing the in-pixel transistor count [60], and using n-well sharing among SPADs [50],[51]. Micro-optical concentrators (micro-lenses) have also been successfully used to recover some of the lost sensitivity due to small FF [54],[60],[190],[191].

SPADs in standard CMOS technology can be made from shallow junctions or deeper junctions, depending on the technological options available [147],[165],[172],[173]-[175] Photons with longer wavelengths have a higher probability to be absorbed deeper in the substrate. Thus, deeper junctions are more sensitive to longer wavelengths as compared to shallower junctions closer to the semiconductor surface. SPADs fabricated in CMOS technologies with shallow active regions mostly detect photons absorbed near the silicon surface, resulting in a PDE response suitable for near-UV/blue incident light [162],[170]. However, SPADs with shallow-junctions have thinner active regions due to the higher doping concentrations used, thus their PDE is typically smaller than the deep junctions SPADs over the excess bias voltage range.

A deep-junction SPADs structure compatible with backside illumination was proposed in a 90 nm CMOS technology. Here the active junction was between the deep n-well and the low-resistivity p-substrate [175]. A shift towards red wavelengths of the peak detection efficiency was observed. This was because the active region was buried deep in the substrate where photons with longer wavelength are more likely to be absorbed. Fig. 2-9 illustrates the trend of PDEs of several different SPADs in CMOS technologies. As the absorption depth in silicon drastically increases for wavelengths beyond 1100 nm, then silicon SPADs are rendered transparent to light with λ > 1100 nm.

### Timing Resolution

Time-resolved applications such as FLIM, ToF PET, and Raman spectroscopy require time-stamping the arrival of photons with picosecond accuracy. However, SPADs have an inherent timing jitter due to the statistical distribution of delays between photon absorption and avalanche pulse detection by the pulse pick-up electronics [132]-[138]. The distribution is typically characterized by a sharp narrow Gaussian peak attributed to photons absorbed within the SPAD’s active region. The width of the peak depends on the lateral avalanche build-up time [130],[131]. An exponential tail component is also present in the timing distribution. This tail is caused by the diffusion of minority photo-generated carriers (electrons in p-layer and holes in n-layer) within each neutral layer of the SPAD towards the depletion region [87]. Since the diffusion time depends on the photon absorption depth, the diffusion tail is wavelength-dependent. Also, as the minority carriers undergo diffusion from the neutral layers toward the multiplication region, the diffusion properties will depend on the minority carrier type that initiated the Geiger pulse.

Typically, SPADs with shallow and thin active regions can achieve the best timing performance. However, this is at the expense of PDE since the photosensitive volume is smaller [162]. Junctions with lower electric field in the active region tend to have worse jitter, since the avalanche build up time is statistically more uncertain [192]. A summary of CMOS SPADs having FWHM time resolutions ranging from 36 – 230 ps is provided in [158],[192].

## Time-to-Digital Converters (TDC)

TDCs measure time intervals between two input signals and are fundamental building blocks of time-resolved single-photon imaging systems [193]-[195]. The circuitry found in TDCs can generally be classified either as digital or analog. Generally, analog methods allow better resolutions. However, digital methods are easier to implement in integrated circuits, consume less chip area, and are less sensitive to process, voltage and temperature (PVT) variations, making them the preferred choice for compact, multi-channel implementations such as TCSPC [43]-[47]-[49],[69]-[73],[196],[197].

The key performance requirements of TDCs designed for TCSPC applications include high time resolution and low non-linearity in order to accurately measure fluorescence decays. Wide dynamic range is required to record a wide range of lifetimes as well as short conversion time in order to minimize pile-up and increase acquisition speed. Robustness to PVT variations, multi-channel capability, low circuit area and low power consumption are other key requirements for the realization of high-performance TCSPC systems. In this section, a review of the main performance specifications of TDCs, and architectures used for state-of-the art TCSPC applications will be briefly reviewed.

### Key TDC Specifications

Time Resolution

Fundamentally, a time interval measurement involves the calculation of the elapsed time between a designated START phenomena (such as the time at which a laser pulse occurs), and a later STOP phenomena (such as the time at which the first fluorescence photon arrives at the detector). The TDC converts a START-STOP time interval at its input terminals into a digital value. The ideal TDC input–output characteristic, shown in Fig. 2-10(a) for a 6-bit TDC, represents a quantizer function that maps a continuous range of time intervals at the input onto discrete output values [198]. The least-significant-bit (LSB) of the digital word is the smallest time interval *TLSB* that can be measured by the TDC. The measured time interval is thus given *TM* = *nTLSB* where n is the digital word output by the TDC. An *N* bit TDC has 2*N* quantization steps and the maximum time interval that can be measured is given by *TLSB*×2*N*.

|  |  |
| --- | --- |
|  | |
| (a) | (b) |

Figure 2‑10: (a) Input-output characteristic of an ideal 6-bit TDC with *TLSB* = T*CLK*­/64 =­ 156.25 and T*CLK* = 1000 ps. (b) Associated quantization error values.

|  |  |
| --- | --- |
|  | |
| (a) | (b) |

Figure 2‑20: (a) Input-output characteristic of an ideal 6-bit TDC with *TLSB* = 156.25 and (b) associated quantization error.
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| --- | --- |
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Figure 2‑21: (a) Input-output characteristic of an ideal 6-bit TDC with *TLSB* = T*CLK*­/64 =­ 156.25 and T*CLK* = 1000 ps. (b) Associated quantization error values.

|  |  |
| --- | --- |
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Figure 2‑22: (a) Input-output characteristic of an ideal 6-bit TDC with *TLSB* = 156.25 and (b) associated quantization error.

The quantization of a continuous time interval into a discrete value results in a quantization error that represents a fundamental source of uncertainty in TDC measurements [198]. The quantization error ε = *TM* – *TIN* for the ideal 6-bit TDC is illustrated in Fig. 2-10(b). Quantization error as a function of TDC input assumes the shape of a sawtooth wave with values between 0 and *TLSB* for an ideal TDC that is perfectly linear and free from timing jitter. The probability distribution function of quantization error over the input range is uniform since all error values between 0 and *TLSB* are equally likely to occur. The timing uncertainty *σTDC* of a single TDC measurement is given by the root-mean-square (rms) value of the quantization error distribution. For the ideal TDC, it is given by [194]

|  |  |
| --- | --- |
|  | (2-1) |

Eq. (2-1) represents the smallest possible uncertainty that a TDC can achieve solely due to quantization error. However, real TDC’s are subject to errors due to the non-linearity of the TDC characteristics and timing jitter. The non-linearity is a systematic deviation of the TDC characteristics from the ideal case due to the imperfections, such as device mismatch, of the electronic circuitry. The nonlinearity must be reduced as much as possible in order to realize a high-performance TDC.

Non-Linearity

Irrespective of their architecture, all practical TDCs are subjected to non-linearity causing the input-output characteristic to deviate from a perfect linear function [199]. Whereas an ideal TDC would have each time-bin with the exact same width, the time-bin widths of real TDC implementations can vary slightly from the ideal value due to imperfections in the TDC circuitry leading to non-linearity of the transfer characteristics and an increase of the quantization error. This is illustrated in Fig. 2-11(a) where the characteristic of a 6-bit TDC affected by non-linearity is shown.

The differential non-linearity (DNL) and integral non-linearity (INL) quantify the amount of variation in each time-bin. The INL is the deviation of the actual TDC characteristic from its ideal value, while the DNL is the deviation of each time-bin width from the ideal *TLSB* [200]. In other words, the DNL and INL are the respective microscopic and macroscopic deviation of the real TDC characteristic from the ideal case. Mathematically, DNL and INL are expressed as

|  |  |  |
| --- | --- | --- |
|  |  | (2-2) |

where *Sj* is the *jth* time-bin width of the TDC characteristic and *Tj* is the time difference between the ideal output time and the output TDC time for the *j*th time bin. Both are defined for each quantization step, however, the maximum or rms value is typically used to describe the total nonlinearity over all steps [201]. The rms DNL/INL reveals the effect of the nonlinearity on the TDC precision. The DNL/INL negatively influences the performance of TDCs because it introduces a systematic timing error that is additional to the quantization error as shown in Fig. 2-11(b). Here, the error function is no longer a sawtooth, and the quantization error is no longer *TLSB*/√3. The nonlinearity was computed using eq. (2-2) for the TDC characteristic shown in Fig. 2-11(a).

|  |  |
| --- | --- |
|  | |
| (a) | (b) |

Figure 2‑11: (a) Input-output characteristic of a 6-bit TDC including non-linearity. (b) Plot of the associated quantization error.
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Figure 2‑24: a) Input-output characteristic including non-linearity of a 6-bit TDC. b) Plot of the associated quantization error.

Fig. 2-12(a) shows the obtained DNL/INL as a function of TDC code. In this case, the nonlinearity is such that the maximum INL < 1 LSB. When the linearity of the TDC transfer characteristic is degraded by the effects of circuit mismatch to the extent that the maximum INL> 1 LSB (as shown in Fig. 2-12(b)), then there is a possibility that there can be missing codes in the TDC characteristic (i.e. one or more of the possible 2*N* binary codes are never output). A missing code leads to higher quantization error and results in the reduction of the converter’s effective number of bits (ENOB) [201]. The probability mass distributions (PMF) of quantization error are illustrated in Fig. 2-13 for 6-bit TDCs with INL/DNL shown in Fig. 2-12. The distribution of quantization error is no longer rectangular as in the ideal case, but a Gaussian shape. This is due to the random timing errors caused by the non-linearity. As the non-linearity in the TDC characteristic increases, the quantization error distribution becomes much wider. Here, the standard deviation of the error distribution, *σTDC*, represents the timing uncertainty of the TDC due to both quantization and non-linearity. The effects of timing jitter will also affect the TDC’s timing uncertainty.

|  |  |
| --- | --- |
|  | |
| (a) | (b) |

Figure 2‑12: – Plot of DNL/INL for a 6-bit TDC with (a) max. INL < 1 LSB, and (b) max. INL > 1 LSB.
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Figure 2‑26: – Plot of DNL/INL for a 6-bit TDC with a) max. INL < 1 LSB, and (b) max. INL > 1 LSB.

|  |  |
| --- | --- |
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| (a) | (b) |

Figure 2‑13: Corresponding quantization error PMF of 6-bit TDC characteristics shown in Fig. 2-12. PMF of quantization error for max. INL < 1 LSB in case (a) is much closer to the ideal case than for max. INL > 1 LSB in case (b)
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| --- | --- |
|  | |
| (a) | (b) |

Figure 2‑28: Corresponding quantization error pmf of 6-bit TDC characteristics shown in Fig. 2-12. a) Quantization rms error for max. INL < 1 LSB case is much closer to the ideal case than for max. INL > 1 LSB (b)

Timing Jitter

The effect of timing jitter causes the measured TDC output to deviate from the true value whenever a constant START-STOP time interval is repeatedly measured. The corresponding standard deviation is called the single-shot precision and it is illustrated in Fig. 2-14. The single-shot precision is obtained by measuring a constant time interval repeatedly and taking the standard deviation of the distribution of the measurement results around the mean value [202]. Single-shot precision describes how reproducible a TDC measurement is in the presence of timing jitter and it reveals the effects of nonlinearity and quantization noise in a single parameter. The precision depends on the time interval to be measured, thus the maximum and rms values of the precision within a certain measurement range should be indicated when describing a TDC [203].

|  |
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|  |

Figure 2‑14: Representation of TDC output code histogram [202].
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Figure 2‑30: Representation of TDC output code histogram [202].
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Figure 2‑31: Representation of TDC output code histogram [202].
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Figure 2‑32: Representation of TDC output code histogram [202].

In practice, the single-shot precision is limited by the inherent jitter of the timing input signals and the imperfections of TDC circuits caused, for example, by power supply noise and device mismatch. The precision, *σTDC*, is defined in eq. (2-3) as

|  |  |
| --- | --- |
| . | (2-3) |

Eq. (2-3) is composed of contributions from rms quantization error *σq*, rms INL *σINL*, reference clock rms jitter *σREF*, and Voltage Controlled Delay Line (VCDL) rms jitter *σVCDL*. It is apparent that no significant improvement in precision can be achieved by improving the resolution if the nonlinearity dominates and does not scale down with the improved resolution [203]. The precision of the time interval measurement can be improved by averaging if the time interval to be measured is repetitive and the START-STOP signals are uncorrelated with the time base of the measurement [194]. However, averaging is a slow process as the improvement of the precision is proportional to √*N*, where *N* is the number of single-shot measurements.

There has been a considerable effort in developing circuit architectures and applying higher speed technologies to achieve a better resolution and single-shot precision for TDCs [193]. The choice of TDC architecture has a significant influence on the conversion time as well as the power consumption, circuit area and accuracy. In the following section, several important TDC architectures are presented with examples from published realizations.

### TDC Architecture Review

Time-to-Amplitude Converter (TAC)

Accurate time interval measurements required for TCSPC are routinely performed by Time-to-Amplitude Converters (TAC) [28],[144],[204],[205]. In a TAC, the time interval is converted to a voltage by using a switched current source to charge or discharge a capacitor. The START pulse switches the current on, the STOP pulse switches it off, and the final voltage at the capacitor represents the time between START and STOP. An ADC samples the final value to complete the conversion of the time interval into a digital format. This principle works with very high accuracy, and time differences of a few ps can be resolved [28],[144],[204],[204]. While TACs can perform very well with respect to resolution and dynamic range, their performance depends mainly on the ADC. High-performance ADCs can be implemented using discrete off-chip components. For multi-channel systems, however, this results in higher overall system cost, size and power consumption [144].

Delay Line Interpolation

Integrated TAC/ADC based approaches for time interval measurements are limited due to fabrication, operation and environmental impairments of analog circuits in a DSM CMOS technology. This is because analog circuits are more susceptible than digital circuits to device mismatch, ambient temperature variations, and external disturbances such as power supply noise. On the other hand, TDCs in DSM CMOS consisting of mostly digital circuits such as logic gates, counters, samplers, multiplexers, and decoders can operate at high-speed, are compact, robust and consume low power [194]. While the propagation delays of logic gates are sensitive to temperature and supply voltage, feedback techniques such as delay-locked loops (DLL) can be used to stabilize them against process, voltage and temperature (PVT) variations [202],[203],[206].

The simplest digital technique to quantize a time interval is to count the cycles of a reference clock within the measurement time interval with a digital counter [207]. This method has short conversion time, which enables a high measurement rate and is excellent for measuring long time intervals, with the range of time measurement being limited only by the number of bits of the counter logic. It can also be inexpensively implemented as a multi-channel arrangement in field-programmable gate-arrays (FPGA) [208]. However, the time resolution is limited by the clock frequency. The reference clock frequency and power consumption becomes unreasonably high for sub-nanosecond timing resolution.

High time resolution and low power consumption can be achieved simultaneously by means of interpolation techniques that digitize the position of the timing signal with respect to the reference clock period [194]. A chain of delay-adjustable digital gates (delay elements) divides the reference clock period into small, even-sized time intervals. The location of the timing signal within the reference clock cycle is resolved by recording the position of the timing signal within these delay elements. However, because of PVT variations, the delay elements require calibration of the delay elements with a stable time reference to achieve robust and accurate TDC performance.

An integrated DLL ensures that the delay elements can be self-calibrated using a stable external reference clock such as crystal oscillator [202],[203],[206],[209]-[211]. The delayed reference clock propagating through the voltage-controlled delay line (VCDL) is compared to the reference input by a phase detector [212]. If a delay different from one clock period is detected, then the closed loop will automatically correct it by changing the time constant of the delay cells via a charge pump and filter capacitor [213].

An initialization state machine prevents the DLL from false locking at startup and the closed control loop guarantees automatic calibration, drastically reducing the TDC sensitivity to PVT variations [214],[215]. However, the maximum attainable TDC resolution depends greatly on the CMOS technology and the architecture of the VCDL. To date, the best resolution achievable by a VCDL is ~300 ps in 0.35 μm CMOS technology [216], ~60 ps in 0.13 μm CMOS [217], and ~20 ps in 90 nm CMOS [218]. Achieving a time resolution of less than one digital gate delay over a wide measurement range is not practical with only one level of delay line interpolation, so multi-level interpolation is used.

Multi-level Interpolation

High-timing resolution, wide dynamic range and low power can be simultaneously achieved by means of multilevel interpolation techniques [202],[203]. In the two-level interpolation scheme, the first coarse interpolator, interpolates the timing signal within the reference clock cycle time with a coarse resolution. The second fine interpolator detects the location of the timing signal within the result of the first level with a higher fine resolution. The multilevel approach provides a wider dynamic range with a smaller number of delay elements and registers, on account of the fact that the second interpolation stage needs only to cover the delay of a single element in the first interpolation stage [216]. A smaller number of delay elements and registers reduces the size of the circuit, and the power consumption can be minimized because the second level operates only when the timing signal arrives. However, the coarse and fine interpolators must be properly synchronized in order to avoid the effects of metastability in the sampling flip-flop circuits [219].

Many circuit design techniques have been proposed in order to realize a fine interpolator that has sub-gate delay resolution [220],[221], most often by using the Vernier method [193],[195]. In a Vernier delay line (VDL) two delay VCDLs are used for the fine interpolation. The delay of one of the VCDL is slightly greater than the delay of the other. As the START and STOP signals propagate in their respective delay chains, the time difference between the START and the STOP pulse is decreased in each delay stage by the difference in the delays. In each stage, START and STOP signals are compared to determine which of the two input signals came first. The position in the delay line at which the STOP signal catches up with the START signal represents the measured time interval encoded in a thermometer code. Since each bit represents the difference between the delays of the VCDLs, picosecond-level resolution can be achieved. Resolutions down to 7 ps have been reported [222].

The accuracy of two-stage VCDL can be affected by error factors such as mismatch of the delay lines, the physical length of the delay line and by circuit noise [223]. Further, the number of delay stages grows exponentially with the number of bits, making the fine interpolation highly sensitive to delay jitter noise and mismatches especially when a high number of bits is required. Also, a VDL has an inherent burden of a long dead-time, allowing essentially only one STOP signal per measurement, and it is therefore not particularly suitable for high-speed applications.

Based on the considerations above, a coarse-fine interpolating TDC architecture was chosen in order to attain compact circuit area and low power consumption. The TDC should attain sub-nanosecond time resolution (~150 ps) and low maximum INL (< 0.5 LSB) to be able to measure the inter-arrival times of SPAD pulses accurately. Compact size is required for multi-channel realizations, as well as high sample-rate (~100 MHz) and low power consumption (~1 mW).

In Chapter 6, the design and measurement results of a prototype CMOS TDC chip that was fabricated using a 130 nm digital CMOS process will be described. The TDC prototype chip is targeted for integration with SPAD arrays for FLIM applications requiring high-speed, multi-channel TCSPC. The prototype IC was fabricated to characterize the TDC design for future utilization in multichannel TDC/SPAD SoCs. In the next two chapters, the design, modelling, fabrication, characterization and measurement of CMOS SPADs for FLIM applications is described.

# CMOS SPAD Design in standard 130 nm technology

This chapter begins with a discussion about the key technological considerations when implementing SPADs in standard DSM CMOS. This is followed by a review of SPAD structures previously reported in other CMOS technologies. Advantages and disadvantages of the different SPAD structures reported in the literature will be discussed. Then, the SPADs that were designed, fabricated and measured in this work will be presented. The key steps for successful implementation of SPAD pixels in a standard digital 130 nm CMOS technology will be described. Three different passively quenched free-running SPAD pixel structures were designed, simulated, measured and characterized. These were unbuffered SPADs, SPADs with a source-follower (SF) amplifier (SF-SPAD), and SPADs with a common-source (CS) amplifier (CS-SPAD). In addition, the output pulses of a passively-quenched, actively-recharged time-gated (TG) SPAD pixel were measured and characterized. Simulations of the pixels will be shown to match the measured results. The pixel structures introduced in this work can cover a wide range of biomedical imaging applications that utilize TCSPC and TGSPC.

## Standard deep-submicron CMOS Technology

The first SPAD implementations in CMOS technology were published almost 15 years ago [148]-[151]. Since that time, there has been remarkable progress in SPAD performance regarding their array size, photon detection efficiency (PDE), dark count rate (DCR), jitter and afterpulsing performance [145]-[177]. SPADs fabricated with custom CMOS image sensor (CIS) technology [166]-[169],[173]-[175], can achieve performance that surpasses those fabricated in standard digital/RF CMOS [53],[61],[62],[83]-[86],[147],[170],[176],[177]. On the other hand, the numbers of foundries that offer standard digital CMOS technology are more numerous, hence the fabrication costs using standard technology are much lower compared to CIS technology.

Modern CMOS processes are driven by logic and RF applications that always demand higher speed, smaller size and reduced power consumption [224]. As such, advances of the technology are not necessarily in line with SPAD requirements [227]-[229]. In fact, many of the process features that are standard for digital CMOS ICs, such as shallow-trench isolation (STI), shallow source/drain junctions, silicide and surface passivation introduce significant challenges in the realization of high performance SPADs [225]-[231].

The use of standard digital/RF technologies for single-photon detection is mostly beneficial in terms of the lower fabrication cost, increased parallelism and performance improvement of TDC circuitry rather than for the SPAD’s performance. As a result, many challenges and opportunities still exist in the development of high-performance SPADs in a standard DSM CMOS technology. The technological considerations of SPADs fabrication in 130 nm IBM CMOS technology are summarized next, followed by a review of reported SPADs structures in DSM CMOS.

### Technology features of standard DSM CMOS technology

The main attractive features of DSM technology are higher speeds, lower power, and increased integration density needed for digital circuits [224]-[229]. Meanwhile, the industry standard digital and RF CMOS fabrication technologies offered by the foundries have a precisely defined sequence of processing steps that cannot be modified by the user. This means that the SPAD performance cannot be improved by changing the processing parameters since this is not allowed in a standard CMOS process. Despite these challenges, SPADs can be successfully implemented in a standard digital DSM CMOS technology without any modifications to the processing steps provided that the available design masks and supported features are carefully and properly utilized during the design. Fig. 3-1 illustrates the cross-sections of a CMOS chip in a 130 nm IBM CMOS technology. In this figure, some of the main features of the manufacturing process are highlighted. The impact that these features have on the SPAD design is discussed next.
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Figure 3‑1: Cross-section views of a triple-well DSM CMOS technology: (a) Inter-metal dielectric stack [289] and (b) transistor structures [228]. (c) Three possible photodiode structures are available for SPADs: n+/p-substrate, deep n-well/p-substrate and p+/n-well. Arrows point in the direction of the electric field which causes the drift current due to the minority carriers.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |
|  | |
| (c) | |

Figure 3‑2: Cross-section views of a triple-well DSM CMOS technology: a) Inter-metal dielectric stack [289] and b) transistor structures [228]. (c) Three possible photodiode structures are available for SPADs: n+/p-substrate, deep n-well/p-substrate and p+/n-well.

Triple Well

An optional high-energy ion implantation step is a standard feature of CMOS process generations beyond 250 nm used to make a deep n-well (DNW). This feature results in an enclosed p-well region formed when the DNW is contacted by a ring of n-well [129]. The isolated p-well (iso. p-well) is meant to shield nMOS transistors from the substrate and to reduce noise-coupling issues in mixed-signal circuits. By utilizing the DNW along with the n+/p+ source/drain implants and n-well/p-well diffusions, several different p/n junction structures can be used to form SPADs in a standard DSM CMOS process [146],[147],[165],[172],[177],[232]. The most commonly used structures are illustrated in Fig. 3-1(c), n+/p-sub, DNW/p-sub and p+/n-well.

The n+/p-substrate SPAD has the simplest structure. However, it is inherently limited since there is no electrical isolation between the SPAD and the substrate [176]. A high voltage has to be applied between the anode and cathode in order to exceed the SPAD’s breakdown voltage, but the substrate must be grounded for proper circuit operation. The high voltage must be applied to the cathode, but this is incompatible with the IC supply voltage limits. Using this structure for SPADs, an AC coupling capacitor is needed to bring the SPAD signal to CMOS voltage levels. A high voltage compatible two-metal layer metal-insulator-metal (MIM) can be placed inside the pixel for this purpose, but the penalty is a reduced fill-factor and increased pixel complexity. [147]

In a standard CMOS process, the lowest doped p-type material available is the p-substrate. As a result, the DNW/p-substrate type SPAD achieves higher breakdown voltage and suppression of tunneling [173],[175]. The depletion region is wider and deeper in the silicon, so it responds better to longer wavelength photons (green/red light) which penetrate deeper. However, the avalanche region is not isolated from the substrate, leading to similar voltage incompatibilities, as well as the same fill-factor and pixel pitch limitations as found with the n+/p-substrate SPAD.

The p+/n-well type SPAD utilizes the shallow source/drain implant of the standard digital process to achieve a shallow avalanche region with the additional benefit of substrate isolation [159]-[167]. No AC coupling is required for these pixels, since the HV can be applied directly to either the cathode or anode while safely grounding the substrate. In the so-called ‘positive drive’ configuration, a positive HV is applied to the n-well cathode with the p+ anode as the sense node connected to ground through a quenching element [161],[162],[163],[165]-[167]. Alternatively, in the ‘negative drive’ configuration, a negative voltage can be applied to the p+ anode with the positive CMOS voltage supply connected through a quenching element to the n-well cathode sense node [159],[169],[171]-[174].

In either positive or negative-drive cases described above, the n-well/p-substrate junction provides the isolation of the active region from the substrate. But when the negative drive configuration is used, the n-well cathode is the dynamic node and therefore the additional capacitance of the n-well/p-substrate parasitic diode contributes to the SPAD’s capacitance. This increases the amount of charge flowing through the SPAD’s avalanche region, implying higher afterpulsing probability as well as increased dead time due to the increased RC load. In addition, this configuration is susceptible to latch-up since it forms a vertical p+/n-well/p-sub bipolar transistor structure [233].

Latch-up occurs when the negative high voltage on the anode is increased too far beyond the breakdown voltage. This causes the cathode to discharge to a negative voltage in order to quench the avalanche. When this occurs, the parasitic n-well/p-substrate junction becomes forward biased. Now, holes from the substrate are emitted into the avalanche region, causing the SPAD to remain permanently in avalanche multiplication state. This limits the maximum excess voltage swing of the negative drive configuration of the p+/n-well SPAD.

In the positive drive configuration, the parasitic n-well/p-substrate diode no longer adversely contributes to the SPAD’s capacitance, and latch-up is avoided. This configuration permits the sharing of n-well regions by multiple SPADs within an array, leading to reduced pixel pitches and improved fill factor [234]. However, the range of excess bias is limited by the maximum voltage that can be applied to the n-well cathode without breakdown of the n-well/p-substrate parasitic junction. Also, since the avalanche region is formed using highly doped source/drain implants in an n-well, the tunneling-induced DCR is higher compared the same structures in HV CMOS

A structure more suitable for pixel arrays is the iso p-well/DNW SPAD, which benefits from the substrate isolation, DC coupling, n-well sharing and reduced inter-pixel spacing [160],[177],[217]. Higher breakdown voltage and suppressed tunneling effects were shown for these buried active region structures. The graded DNW doping profile additionally provides an implicit guard ring structure that enables miniaturized SPADs with pixel pitch less than 5 μm. This configuration makes the structure suitable for pixel miniaturization [160].

When comparing the n+/p-well junction to the p+/n-well junction, it is apparent that the parasitic capacitance of the device is lower in the former. This is due to the n-well having a larger capacitance to the substrate, while the n+ layer has a much smaller capacitance to the p-well. A lower parasitic capacitance at the sense node is more desirable for increased speed of operation, as well as a reduction of the avalanche charge [163]. These considerations lead to the implementation of a n+/p-well SPAD structure in 130 nm CMOS, in order to benefit from the substrate isolation and possible sharing of p-well regions by multiple SPADs. The implementation details of the n+/p-well SPAD structure are considered in detail in Section 3.2.1.

Shallow Trench Isolation (STI)

STI is needed in DSM technology since it prevents many of the problems associated with local oxidation of silicon (LOCOS). STI resulting in higher transistor densities and improved junction isolation [129],[166],[225],[228]. The STI trenches formed by reactive ion etching (RIE) of the exposed silicon are typically 450 nm deep and filled with oxide [226]. In a standard digital CMOS process, all source/drain implants are surrounded by STI. For the design of APDs in DSM technology, STI is used to eliminate the curvature effects that lead to PEB in p+/n-well or p-well/n+ junctions, since the edges of the shallow source/drain implant are better confined by the oxide trench.

APDs fabricated in the STI process described above show higher avalanche gain and better responsivity compared to those using diffused guard rings because the STI causes the planar area to achieve avalanche breakdown before the edges and corners do [188],[235]-[239]. However, higher leakage current results from the sidewall interface between the STI and n+/p+ regions, which is rich in defects at the SiO2-Si boundary [225]. The dark noise of APDs thus depends on the distance between the defective sidewall interface of the STI and the avalanche region [240],[241]. Similarly, in SPAD design the DCR increases significantly when STI is in direct contact with the avalanche region to form a guard ring [166],[167],[242].

To achieve the best possible DCR performance, the STI must be physically separated from the SPAD avalanche region in order to assure that the minority free carriers generated at the defective interface are recombined before potentially diffusing into the avalanche region [240],[241]. There are several design techniques that can be used at the layout level to force the physical separation of the STI interface from the SPAD multiplication region. Examples of such techniques that lead to a beneficial impact on the DCR are described in refs. [168]-[172],[243].

Silicide

Silicidation is the process of creating a surface layer of a metal on silicon in order to reduce the resistance increase associated with reduced feature sizes [244]-[250]. Because the silicidation step does not require a process mask, it is also called self-aligned silicide, or salicide. Silicides may be formed by the use of TiSi2 or CoSi2 [245]. Cobalt silicide (CoSi2) is utilized in 130 nm CMOS technology due to its low sheet resistance and high stability [244],[245]. However, silicidation of sources and drains becomes a problem in that the silicide can penetrate through the shallow junctions. This effect (called ‘silicide spiking’) has been shown to greatly affect the leakage current of n+-p junctions [245]-[250] and has serious implications for DSM SPAD design as the silicide leakage current flows not the junction periphery, but in the junction area. Fortunately, the reverse leakage current of silicided pn junctions is still within the limits considered acceptable for VLSI logic applications, provided that the supply voltages do not exceed their recommended limits.

SPAD voltages, on the other hand, must exceed the junction breakdown voltage. In this case, the higher leakage currents together with the field-assisted generation mechanisms are expected to contribute to the increased DCR. It was postulated that small regions of silicide penetration (i.e., so called silicide spikes) are responsible for an increased leakage current that flows across many localized defect points in the SPAD junction area [245]. The silicide penetrations may also be the cause of a stronger tunneling-current increase and activation energy decrease with increasing bias voltage, resulting in very high DCR levels for silicided SPADs. Further, since silicide is an opaque material for visible light, most of the incoming photons cannot pass through this layer [238].

During the fabrication process, all diffusions and polysilicon are silicided for low resistivity unless a silicide blocking mask is used. A silicide blocking mask, called oxide protect (OP), is available in the IBM 130 nm CMOS technology to fabricate on-chip resistors and input/output (I/O) transistors. When a shallow source/drain implant is utilized in the photodiode structure, optical windows for improved light transmission and reduced leakage can be made by selectively blocking the silicide formation with the OP layer [238],[249]-[250]. The PDE and DCR performance is expected to improve for non-silicided SPADs, compared to those that have silicide on the photosensitive area. Measurement results of SPADs with and without silicide are compared and analyzed in detail in sections 3.2.2, 3.3.3, 4.1.3, 5.1 and 5.2 to validate this hypothesis.

Passivation and Inter-Metal Dielectric (IMD) Layers

The final processing step is to add a protective glass passivation layer that protects the IC from mechanical abrasion and to provide a barrier to external contaminants [186],[187]. Final chip passivation is formed by a sequence of oxide, nitride, and polyimide film depositions. The nitride that serves as the ionic contamination barrier significantly attenuates the intensity of the incident UV light [252]. On the other hand, the thicker polyimide layer providing mechanical protection reflects light. Below the passivation, an inter-metal dielectric (IMD) stack is used to isolate the metal layers from each other and for planarization.

Light has to further travel through the thick IMD stack on top of the silicon substrate to reach the SPAD so the spectral response of the SPAD will be impacted [189], [249]-[250]. Since there are eight copper layers and one aluminum layer in the IBM 130 nm CMOS process, the distance between the top dielectric layer and the silicon surface can reach up to 10.5 μm. In addition, the thickness of the dielectric layers can vary by as much as 20%. The results of these oxide layers and their non-uniformities are a very irregular transmission characteristic as a function of wavelength [188].

In CIS technologies, special back-end processing steps are used to shrink the IMD thicknesses and to selectively etch passivation openings above the photosensitive pixel area to improve light transmission [249],[250]. When photosensitive regions are highlighted with the passivation opening layers in a CIS process, the foundry service translates this information into a physical etch of the passivation nitride layer resulting in improved sensitivity. Meanwhile, the standard low-cost CMOS does not include such features. Therefore, the PDE performance of standard CMOS SPADs is worse compared to those in CIS technologies.

In a standard process, the passivation is only etched away at the bonding pad positions to be able to make wiring connections from the chip to the package. In the 130 nm CMOS process, a design layer is available to remove the surface passivation. However, it is a wafer level option, meaning that whenever it applies, it has to cover the entire wafer. Because it is very expensive to purchase an entire wafer, fabricating SPADs through Metal Oxide Semiconductor Implementation Service (MOSIS) without a passivation layer using multi-project wafer (MPW) fabrication services is not a cost-effective solution. Polyimide can only be removed cost-effectively with a post-process, passivation etching step [159],[253].

### SPAD Guard-ring Structures in DSM CMOS

SPADs implemented in a DSM CMOS must be carefully designed in terms of their guard-ring structure. The edges of the SPAD must be protected as the standard geometries with sharp edges have higher electric fields there, resulting in premature edge breakdown (PEB) [182],[183]. When PEB occurs, the SPAD cannot be biased above its breakdown voltage uniformly across the entire photosensitive area and therefore, it cannot be used to detect single photons. A wide variety of SPAD guard-ring structures have been adopted to avoid PEB while conforming to the technological and design rule constraints of standard CMOS technologies [145]-[178]. All of these techniques have in common the reduction of the electric field at the edges of the device so as to maximize the probability that the avalanche is initiated within the planar multiplication region only.

The first SPADs implemented in HV CMOS had guard-ring structures that utilized deep diffused p-well implants representing the bulk of isolated nFET placed along the periphery of shallow p+ implantations, (representing source/drain regions of pFET) in an n-well [145],[148],[150],[151],[153]-[158]. STI guard ring structures were first introduced in 180 nm CMOS. The main goal of STI was to increase the fill-factor, reduce pixel size and reduce the spacing between pixels [242]. However, these SPADs with STI guard rings had very large DCR (~1 MHz). SPADs structures incorporating STI guard ring had improved DCR in 130nm CMOS technology [167]. These designs used low doped p-well passivation implants to reduce the surface leakage associated with the STI, a feature available only in CIS processes. However, DCR levels were still high (40–100 kHz) due to carrier tunneling in the high field regions [166].

To reduce the tunneling contribution to DCR, p-well/DNW SPAD structures were proposed with improved scalability, thanks to the use of virtual guard rings and buried junctions [147],[164],[168]-[172]. The guard rings were built by utilizing the retrograde doping profile of the DNW. The p-well implants were implicitly blocked at the active area borders. This resulted in a reduced doping concentration of the DNW towards the surface, which provided the guard ring formation. As a result of the retrograde doping characteristic at the periphery of the SPAD, PEB was eliminated. [168]. Another advantage of the virtual guard ring is that the SPAD active area could be scaled down to much smaller dimensions compared to the SPAD with diffused guard ring [171]. Smaller SPADs are favorable for lower DCR performance and better yield in DSM technology, since there is less probability of having a defect in the active area [156].

Smaller SPADs have lower jitter due to the reduction of lateral avalanche build-up time with area [130],[172]. On the other hand, small active areas imply a very low pixel fill factor, especially when in-pixel circuits such as AQR or TDC are included [43],[44],[47],[196]. In this work, large active areas of 81 μm2 and 100 μm2 were utilized. These are the highest reported SPAD sizes in standard digital DSM CMOS. These active areas were found to be a suitable compromise between acceptable pixel-fill factor, timing-resolution, afterpulsing and DCR performance, as will be described in detail in the following chapters.

## SPAD structures fabricated in 130 nm standard CMOS

The SPADs presented in this work were fabricated using a standard digital IBM 130 nm CMOS technology [226]-[229]. Unlike CIS technologies that offer specialized process modules that are tailored to obtain improved image sensor performance [173]-[175],[249]-[250], standard digital CMOS does not have any special processing steps optimized specifically for imaging. However, standard digital CMOS is attractive for SPAD implementation because it offers the lowest possible fabrication costs, in addition to all the other additional benefits of a digital/RF process, such as high speed and low power consumption [254].

In this work, SPADs pixels compatible for integration with high-performance digital circuits were designed, modeled, fabricated and characterized. The previously reported pixels in 130 nm CMOS were outperformed in terms of DCR and AP performance in comparison to other implementations in similar technologies [168]-[173]. However, this was partially due to the fact that silicided active regions were used in those test structures [53], [84]-[86].

In Chapters 4 and 5, it will be shown that SPADs without the silicide layer in the active region can attain higher levels of performance. In the following sections, the design, modeling and output pulse measurements of the designed SPAD pixel structures are presented. Then, the detailed characterization results of the SPADs pixels proposed in this section are presented in Chapters IV and V.

### Structural Characterization and Fabrication Details

A schematic cross-section to illustrate the various features of the SPAD structure is shown in Fig. 3-2. A local p-well is formed by the DNW. The ring of n-well provides lateral isolation and connects to the DNW. pFETs are not typically supported inside the isolated p-well, thus the formation of an n-well within the isolated p-well is forbidden by the normal design rules. Yet the design rules do not provide a specific guarantee that any design that passes or fails design rule checking (DRC) will operate correctly or incorrectly. It is possible to fabricate SPADs by carefully violating certain design rules. In this technology, when an n-well is implanted within a p-well that is isolated by a DNW, the n-well will not go deep enough to touch the DNW. By placing an n-well within the isolated p-well, a guard-ring structure can be created to suppress the PEB and enable the formation of n+/p-well SPADs in standard digital 130 nm IBM CMOS [53],[84],[86]

The diffusion and implantation characteristics of the n-well and DNW create the guard rings necessary for PEB prevention and for substrate isolation, respectively. The PEB guard ring is formed by the n-well diffusion placed along the periphery of the n+/p-well active region. The width of the n-well guard ring is 1.5 μm, which is about twice the minimum size allowed by the design rules. The lower doping of the n-well compared to n+ implant reduces the electric field at the edges so that a high and uniform electric field is encountered only within the planar region defined by the n+ area enclosed within the n-well guard ring. A rectangular shaped active area of 8.5×9.6 = 81 μm2 is formed by the n+ implantation area not covered by n-well. This area defines the n+/p-well avalanche region where the electric field exceeds the critical value for impact ionization and avalanche breakdown. The active region is isolated from the p-substrate by the DNW and the outer n-well ring. The outer n-well forms the outer guard ring and provides the lateral isolation. The spacing of the outer guard-ring is restricted by the DNW design rules that should not be violated so the outer n-well ring has a 2 μm width and dimensions of 21 × 23 μm2. Therefore, the fill-factor of the bare pixel (SPAD without any transistors) is 17%.
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Figure 3‑2: (a) Layout view of SPAD test structure with important dimensions in microns. (b) Unbuffered SPAD pixels – Left pixel: Silicided n+ junction. Right pixel: Non-silicided n+ junction. (c) Cross-section view of SPAD and nMOS transistor. (d) The wire-bonded die resides in the cavity of a 68 pin-grid-array (PGA68) ceramic package.
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Figure 3‑4: a) Layout view of SPAD test structure with important dimensions in microns. b) Unbuffered SPAD pixels – Left pixel: Silicided n+ junction. Right pixel: Non-silicided n+ junction. (c) Cross-section view of SPAD and nMOS transistor. (d) The wire-bonded die resides in the cavity of a 68 pin-grid-array (PGA68) ceramic package.

The outer n-well, which forms the outer guard ring and provides the lateral isolation, is electrically connected to substrate ground potential by an ohmic n+ contact. When a high-voltage (HV) is applied to the p+ ohmic contact at anode, the DNW becomes fully depleted and electrically isolates the SPAD avalanche region from the substrate. The DNW allows the substrate to be grounded for CMOS compatibility and enables the cathode to be directly coupled to CMOS gates without AC coupling capacitors. Additionally, the SPAD is unaffected by the minority carrier injection into the active region through the parasitic bipolar structure [255]. Further, the parasitic DNW/p-substrate diode does not increase the capacitance of the SPAD when sensing the avalanche at the n+ cathode. Since there is only the charging of the n+/p-well junction capacitance to consider, faster switching and reduced afterpulsing probability is possible because less charge flows through the junction when an avalanche is triggered. Sharing of p-well regions by multiple elements within an array is also possible in this configuration, which can lead to the realization of SPAD arrays with small pixel pitch and higher fill-factor. Using the p+/n-well junction also avoids having to bias the p-sub at a large negative voltage which is a reliability concern.

The side-walls and edges of the STI are separated from the depletion region by the extension of n+ over n-well. Since the STI is defined everywhere outside of the n+/p+ implant regions, the n+ overlap with the n-well defines the STI clearance from the avalanche region. When a large enough clearance is used, the minority free carriers generated at the defective STI/silicon interface mostly recombine before diffusing into the avalanche region [171]. In this implementation, the n+ extends into the n-well by 0.75 μm, which places the STI at a sufficient distance away from the active region. The DCR induced by the defective STI sidewalls and edges can thus be kept to a minimum [240],[241].

Another key factor in the SPAD design arises due to the silicide of the source/drain junctions in standard CMOS technology [244]-[248]. A silicide-blocking mask layer over the active multiplication region is required to maintain a transparent path for incoming photons [249]-[250]. Otherwise, the PDE will be poor due to the reflections from the silicide layer. The silicide blocking layer, OP, was used to keep n+ region outside the metal contact area non-silicided [238]. The silicide was maintained only on the periphery of the active area where a ring of contact vias was used to connect the n+ cathode to the metal interconnect. Two identical test structures were fabricated on the same chip, with and without silicide on the active area, and these are shown in Fig. 3-2(b). The impact of silicide on the SPAD’s performance in terms of DCR and PDE results are presented in Chapters 4 and 5.

To ensure the functionality of the prototype test chips, a proper design of the bond-pad to which the HV is applied is required. In a typical CMOS IC design, floating terminal pad design rules require that a connection be made between bond pads and silicon. The purpose of these rules is to provide a DC connection between the bondpad and substrate in order to sink the excess charge on the wafer substrate during wafer processing [129],[254].

Charge build-up on each metal layer during the fabrication process (plasma etching, sputtering or chemical-mechanical polishing (CMP)) can lead to the phenomenon referred to as antenna effect (since the charge is attracted to each metal layer like an antenna) [254]. Providing a DC connection to ground from a terminal pad ensures that charging induced damage during wafer processing is avoided. The DC connection is typically made by inserting a minimum size n+/p-sub diode (antenna diode) which discharges the metal during the processing sequence. Since the small area diode is reverse biased under normal circuit operation, it has a negligible effect on the IC performance.

If the antenna diodes are connected to a bond-pad supplying the negative HV required for the SPAD breakdown voltage, then the antenna diodes will become forward biased when the negative HV is applied resulting in a very large current consumption and IC malfunction. Therefore, antenna diodes should never be connected the bond-pads applied to HV. This design does not flag a DRC violation, since the p-well/DNW diode to which the HV bond-pad is connected to already provides a DC connection to ground and thereby eliminates the antenna effect.

In addition to antenna diodes, all the bond-pads of an IC require electro-static discharge (ESD) protections in order to prevent any harmful over-voltages that may damage the IC internal transistors [254]. The ESD diodes will become forward biased and will draw current from the substrate ground potential when the HV is applied to bias the SPAD above the breakdown voltage. Therefore, the ESD diodes must be removed from the bond-pads that are connected to HV as well. This may flag DRC violations, but the designer can obtain a waiver for these design rules, since the violations do not affect any other chips on the wafer.

On the other hand, the MIM capacitors are very susceptible to ESD. If a MIM capacitor be connected to the HV pad for decoupling purposes, then this would flag MIM DRC violations, requiring additional DRC waivers. This would be in addition to those required for the antenna diodes removal. For these reasons it is essential that proper handling procedures of the IC are followed. Proper handling will prevent ESD damage to the HV pad.

Due to the strict metal density rules in this technology, the SPAD must be surrounded by metal. This was managed by surrounding the SPAD active area with top-level dummy metal, which provides the added benefit of shielding the guard-ring area from photons. This prevents the absorption of photons in the guard ring region which can result in higher noise and higher afterpulsing probability. The top tier of thick metal layers provides the least parasitic capacitance and resistance for routing the cathode signal, but they require contact vias with very large areas according to the design rule manual. So only the top metal of lowest metal tier (metal 3) was used to route the cathode signal to a quenching resistor placed near the SPAD.

In this work, a 50 kΩ non-silicided high-resistivity polysilicon quenching resistor was used. This was because passive quenching is simple to implement, requires a minimum of power and pixel area, and is very robust [125],[155]. More details of the passively quenched SPAD pixels are given in Section 3.3

### I-V and Breakdown Voltage Measurements

In the n+/p-well/DNW/p-substrate structure, parasitic diodes are formed between the p-well and DNW and also between DNW and substrate [147]. These diodes must remain reverse biased below breakdown at all times in order for the SPAD to operate properly [234]. When the negative HV is applied to the anode in order to bias the SPAD above its breakdown voltage, only the n+/p-well junction should undergo avalanche breakdown. According to the IBM 130 nm CMOS design manual, the breakdown voltage of the DNW/p-substrate diode is approximately -9 V. Connecting both the n+ contacts for deep n-well and p+ contacts for p-substrate to ground potential, as in the SPAD structure shown in Fig. 3-2(c), ensures that the parasitic diode does not to undergo avalanche breakdown.

It should be noted that the DNW/p-well parasitic junction is susceptible to breakdown since the p-well anode is connected to the negative HV and the DNW cathode is connected to ground potential. Therefore, the breakdown voltage of the p-well/DNW had to be measured along with the breakdown voltage (BV) of the SPAD. This allows the determination of the maximum voltages that can be applied for the HV and IC supplies to bias the SPAD anode without exceeding the breakdown voltage of the parasitic diode.

The SPAD test structure, illustrated in Fig. 3-3, was fabricated in order to measure its breakdown voltage. I-V characteristics of the SPAD test structures were measured using an Agilent B1500A Semiconductor Parameter Analyzer (SPA). The source measurement units (SMU) of the SPA were connected to the various external leads, *VDD\_SPAD*, *VHV*, and *GND* on the circuit board housing the PGA68 package. To measure the BV, the voltage was swept between -7 and -14 V, using a 10 mV step size and 1 mA current compliance. When the SMU signal was applied to *VHV*, with *vC* common and *GND* and *VSPAD*floating, then the current only flows through the SPAD (blue in Fig. 3.3(b)). Similarly, when SMU signal is applied to *VHV* with *GND* common and *VC* and *VDD\_SPAD* floating, then the current only flows through the parasitic (red) diode. The measured I-V curves are shown for both the SPAD and parasitic diode in Fig. 3-3(b). The BV was obtained by taking the voltage at the peak value of the first derivative of the I-V curve [157]. The breakdown voltages for the DNW/p-well parasitic junction and SPAD junction were found to be approximately 9.5 V and 11.4 V, respectively.

Since 9.5 V is the maximum negative HV that can be applied to the p-well anode without parasitic diode avalanche breakdown, the SPAD voltage supply, *VDD\_SPAD*, with a minimum voltage of 2.4 V must be connected to the cathode in order to exceed the SPAD breakdown voltage of 11.4 V. However, the maximum supply voltage that can be applied to the cathode is limited by the transistor gate-oxide breakdown voltage.

In this IBM 130 nm CMOS technology, I/O transistors with a thicker 52 Å oxide, for which the maximum voltage supply is 3.6 V, are available [254]. These transistors can be directly connected to the SPAD because they are compatible with the voltage levels required to operate the SPAD. From voltage headroom considerations in Fig. 3-3(c), a 3.6 V supply voltage means that a maximum excess bias of 1.3 V can be applied to the SPAD with I/O transistors connected directly to the cathode.
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Figure 3‑3: (a) Test structure used to evaluate SPAD breakdown voltages. (b) Measured breakdown voltages of SPAD and parasitic junction. (c) Illustration of the voltage headroom limits for proper SPAD operation.
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Figure 3‑6: (a) Test structure used to evaluate SPAD breakdown voltages. (b) Measured breakdown voltages of SPAD and parasitic junction. (c) Illustration of the voltage headroom limits for proper SPAD operation.

For reliability reasons, it is essential to not exceed the maximum gate oxide potential of the front-end transistors, otherwise permanent oxide damage can occur. For this reason, if higher excess voltages are required, an additional 400 mV of excess bias can be obtained by raising HV to 9.4 V. This is the maximum limit, since the leakage current of the parasitic DNW/p-well diode increases when the HV bias is increased towards the parasitic junction breakdown voltage of 9.5 V, resulting in an increased DCR of the SPAD as shown in section 3.3. In this section for SPAD measurements, in which front-end transistors are included with the SPAD, the HV is kept at approximately 9 V, resulting in a maximum excess voltage of approximately 1.3 V.
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Figure 3‑4: (a) Measured breakdown voltage as a function of temperature for 7 randomly chosen SPADs. (b) I-V curves for SPAD3 between -40 °C and 60 °C.
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Figure 3‑8: (a) Measured breakdown voltage as a function of temperature for 7 randomly chosen SPADs. (b) I-V curves for SPAD3 between -40 °C and 60 °C.

I-V measurements were performed by varying the temperature of the SPAD between -30 to +40 °C in a sealed environment of a temperature chamber to assess temperature variations of the breakdown voltages. The temperature stability of the chamber was ±3 °C. There was standard deviation σ of 0.1 V in the BVs of 7 chips at room temperature. The average SPAD breakdown voltage was 11.4 V. A temperature coefficient of 7.2 mV/°C was extracted from the slopes of the linearly fitted data and is similar to the value of 7.14 mV/°C reported in [85].

These temperature coefficients are low compared to SPADs in DSM technologies that use p-well/DNW junctions (40 mV/°C in [164], and 20 mV/°C in [172]), which also had higher *VBRK*. This indicates that the tunneling mechanism contributes to the breakdown of the SPADs fabricated in this work. Since the SPADs are sensitive to temperature variations, a temperature control with fast response and low thermal resistance is essential. However, the breakdown temperature coefficient of these SPADs is rather low compared to other devices. Therefore, only small voltage adjustments to maintain a fixed excess voltage across all operating temperatures are required. In all reported temperature measurements hereafter (Section 3.3), the breakdown voltage variation is taken into account by adjusting the bias voltage *VDD\_SPAD*.
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Figure 3‑5: Comparison of breakdown voltages of non-silicided (SPAD1) and silicided (SPAD2) devices (a) Measured I-V curves at room temperature for 5 different chips. (b) Temperature variation of breakdown voltage for SPAD1 and SPAD2.
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Figure 3‑10: Comparison of breakdown voltages of non-silicided (SPAD1) and silicided (SPAD2) devices (a) Measured I-V curves at room temperature for 5 different chips. (b) Temperature variation of breakdown voltage for SPAD1 and SPAD2.

Breakdown voltages of the silicided and non-silicided SPAD test structure are compared in Fig 3-5. Fig. 3-5(a) shows the measured I-V curves at room temperature. The optimal avalanche characteristics are represented by a very sharp and sudden rise in current above the breakdown voltage, indicating full volumetric breakdown of the planar junction [157]. As can be seen from the figure, a sudden and rapid rise in the current occurs at a smaller voltage for the non-silicided SPAD compared to the silicided SPAD, giving a rough indication that the non-silicided SPAD is of higher quality than the silicided one. The non-silicided and silicided SPADs had breakdown voltages of approximately 10.5 V and 11.5 V, respectively. In Fig. 3-5(b), the variation of breakdown voltage with temperature is shown. Both SPADs have a similar temperature coefficient of breakdown voltage.

### SPAD pixel circuit modeling

Detailed and accurate SPAD models for circuit simulation are essential to correctly predict the static and dynamic SPAD behavior when designing the in-pixel circuits [256]-[260]. The SPAD model shown in Fig. 3-6 was utilized in this work to accurately design the SPAD pixels [256]. The temporal properties of SPAD behavior are accurately represented in the circuit model and both the avalanche build-up and self-quenching mechanisms are taken into account. The switches together with the inductors, represent relays that switch on whenever a threshold is crossed.

|  |
| --- |
|  |

Figure 3‑6: Circuit model used for simulating passively-quenched SPAD [256].

|  |
| --- |
|  |

Figure 3‑12: Circuit model used for simulating passively-quenched SPAD Cadence [256].

A pulse source connected to the ‘Photon’ terminal simulates an incoming photon by closing the switches STRIG and SSELF to discharge the pre-charged SPAD’s capacitance (*CSPAD*) through the SPAD resistor. This discharge results in a large and fast current spike through the HV supply (SPAD anode), causing switch *STRIG* to close immediately in response to the current spike, which in turn causes S1 to open. This eliminates the effect of the simulated photon pulse width on the duration of the simulated avalanche. The avalanche current duration is determined by the switch *SSELF*, which opens whenever the avalanche current drops below a predefined threshold. In the SPAD’s literature, this is typically set at 100 μA [135],[258]. When switch *SSELF* opens, the avalanche current is stopped completely, and the only current remaining is due to the passive recharge.

Time-domain simulations of the SPAD were performed using the Cadence Spectre circuit simulator. The circuit schematic used to simulate the passively quenched test structure is shown in Fig. 3-6. SPAD parameters were extracted from fabricated test structure. These parameters ensured that the model precisely reflects the static and dynamic avalanche breakdown characteristics. The SPAD circuit model was implemented with the following parameters: *RQ* = 50 kΩ, *CSPAD* = 250 fF, *Cload* = 10 pF, *RSPAD* = 600 Ω, *VHV* = -9 V, and *VDD\_SPAD* between 2.4 and 3.6 V.

The simulated and measured cathode voltage, anode current and VDD current during passive quenching and recharge are shown in Fig. 3-7(a). The left and right panels show the voltage and current pulses using microsecond and nanosecond time scales, respectively. The simulated and measured cathode voltages are in the top panels, showing good agreement during passive recharge. However, during quenching, there are some differences between the measured and simulated cathode voltage waveforms.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑7: (a) Simulated and measured cathode voltage, anode current and VDD current during passive quenching and recharge. (b) Simulation of cathode voltage and comparator output during avalanche re-triggering for different delays ΔT.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑14: (a) Simulated and measured SPAD waveforms during passive quenching and recharge. (b) Simulation of cathode voltage and comparator output during avalanche re-triggering for different delays ΔT.

The parasitic capacitance of the bond-pad, *Cload*, as well as the parasitic inductance of the packaging bond wire can create a resonance which causes distortions and small oscillations whenever a large current spike on the anode terminal occurs [254]. Since the simulated anode current spike, shown in the middle panels of Fig. 3-7(a), reaches a peak value of 6 mA in less than a nanosecond, then this spike can cause some small ripple on the cathode voltage through parasitic coupling. In addition, as the quenching time is due to the SPAD’s capacitance, *CSPAD*, and internal resistance, *RSPAD*, the uncertainty of these parameters will translate into uncertainty of the modeled quenching time.

Once the avalanche is triggered at *t* = 0, the cathode voltage, and hence the anode current, begin to decay, eventually falling below the latching current. The avalanche is fully quenched when this occurs and the SPAD begins recharging through the quenching resistor, *RQ*. The recharge current flowing through *RQ* is several orders of magnitude smaller than *RSPAD*, therefore the recharge time is in the microsecond range.

Simulations of the passively quenched structure were performed with *VEX* = 1.2 V and *VBRK* = 11.3 V. Initially, the cathode voltage is equal to *VDD\_SPAD* = 3.5 V since no current flows through the SPAD. When the avalanche is triggered at *t* = 0, the cathode voltage *VC* begins discharging according to

|  |  |
| --- | --- |
|  | (3-1) |

where *IBRK* is the breakdown current, *τQ* = *RSPAD*×(*CSPAD* + *CProbe*) is the quenching time constant and *RSPAD* is the resistance of the SPAD in avalanche breakdown. During the passive recharge phase, the voltage *VC* has an initial value roughly equal to (*VDD\_SPAD* ‒ *VEX*) and the cathode voltage is

|  |  |
| --- | --- |
|  | (3-2) |

where *VEX* = (*VSPAD* + |*VHV*|) ‒ *VBRK*, *τR* = *RQ*×(*CSPAD* + *CProbe*) is the recharge time constant and *t0* is the time it takes the passive quenching to exit Geiger mode, which is given by [84]

|  |  |
| --- | --- |
|  | (3-3) |

The excess bias has a negligible effect on the quenching time, because the avalanche process is very fast. The product of the quenching time with peak avalanche current gives an approximation to the total amount of avalanche charge, indicating the degree to which afterpulsing effects are expected to contribute to the SPAD’s performance. The total simulated avalanche charge with *Cload* = 10 pF was approximately 11.7 pC. Since *RQ* >> *RSPAD*, the recharge current is much smaller than the quenching current, and it has a much longer time constant. The recharge time constant was *τR* = 500 ns, and the time required for the SPAD to recover to 90% of the full excess voltage was 2.3·*τR* = 1.15 μs.

With passive quenching, the SPAD is not completely insensitive during the recharge process. It progressively recovers its excess voltage and is susceptible to re-triggering of the avalanche [135]. Fig. 3-7(b) shows the simulated SPAD cathode voltages and comparator outputs for different delays *ΔT* between a primary avalanche and re-triggered avalanche events. The re-triggered avalanches have smaller amplitude than the primary avalanche since *VEX* is very low immediately following the primary avalanche. This causes degradation of resolution in photon timing at high counting rates and leads to uncertainty of the passively quenched dead time.

The dead-time for passive quenching can be defined as the time required to quench the avalanche process plus the time to recharge the SPAD to 90% of *VDD\_SPAD*. When the threshold level is set in this manner, an extension of the output pulse width results when the avalanche is re-triggered, as shown in the bottom panel of Fig. 3-7(b). When a lower threshold value is used, rather than extending the output pulse width, the re-triggered avalanches instead cause re-trigging of the output pulse, leading to an increase in the measured count rate. The presence of any parasitic load capacitance in parallel with *CSPAD* increases the effective SPAD capacitance which affects the device behavior with respect to avalanche re-triggering. A larger capacitance results in a higher avalanche current and leads to longer recharge time. Therefore, to minimize the current flow associated with avalanche events, as well as to decrease the time constants governing the circuit’s response times, it is desirable to minimize *CSPAD*. The effects of SPAD capacitance will be discussed in detail in the next section when describing the design of the front-end circuits.

## Passively-Quenched Pixel Designs and Measurements

The SPAD’s pixel front-end circuits are very important since their design directly affects the SPAD’s performance [132]-[138]. They should be able to quickly sense the avalanche as well as to minimize the quenching time and the timing jitter of the resulting digital output pulse. DC coupling of in-pixel circuits is preferred over AC coupling since this eliminates a coupling capacitor that takes up valuable pixel area. Passive quenching (PQ) is used for all the SPAD pixels designs in this work because PQ satisfies the miniaturization requirements in terms of smaller pixel size and simpler in-pixel circuits, resulting in higher pixel fill-factor and lower SPAD capacitance. However, PQ does have some significant drawbacks.

First, the quenching resistor must be large enough to ensure that the avalanche process can be fully quenched [135]. Second, since the SPAD is susceptible to re-triggering during the excess voltage recovery transient, the SPAD output begins to saturate for high counting rates [138],[259]. This results in degradation of overall detector performance at very high count rates because the SPAD is unable to recover to the full excess voltage before the next incoming photon triggers an avalanche. For characterization purposes, a high counting rate and/or short dead-time is not a critical requirement, therefore passive quenching represents a simple and perfectly satisfactory mode of operation.

In the following sections, measurements of output pulses from the unbuffered SPAD test structures are presented. This is to assess the performance of different SPAD structures in the free-running mode and to characterize the statistical variation of the SPAD output pulses at different bias voltages and temperatures.

### Unbuffered SPAD pixels

The measurement set-up is shown in Fig. 3-8(a). The SPAD cathode voltage *vC* was connected directly to the IC output bond-pad (with load capacitance *CBP* ≈ 40 fF) and to switches on the PCB that connect the SPAD cathode either to an oscilloscope probe or the inverting input of an external comparator IC (with load capacitance *CIN* ≈ 1 pF) whose output connects to an oscilloscope. A MATLAB interface was used for setting the measurement parameters (bias voltage, measurement time, instrument control, etc.), and for data acquisition, post-processing and plotting. The measurements of waveform properties such as amplitude and pulse width (time between negative slope and positive slope crossings of a fixed voltage threshold) were collected in histograms by the oscilloscope.

Since no on-chip transistors are connected to the unbuffered SPAD, larger values of *VEX* could be measured because the gate oxide voltage limitations are not imposed. Increasing *VEX* is useful for studying count rate saturation effects and tunneling effects, as shown in Chapter IV. Also, larger *VEX* can be used to increase the PDE, as will be shown in Chapter IV. On the other hand, the large load capacitance (*CL* ≈ 1-10 pF) results in a very long recharge time and a large avalanche current for unbuffered SPAD. A larger avalanche current means more charge trapping and higher probability of afterpulsing.

Afterpulsing effects can be seen in Fig. 3-8(b) which shows an oscilloscope trace of the unbuffered SPAD cathode voltage for *VEX* = 1 V. Several afterpulses occur in quick succession at around *t* = 4 μs and *t* = 5 μs during the recovery time of the previous avalanche. The afterpulses have smaller peak-to-peak amplitude since *VEX* is not fully restored to its final value when they are triggered. As a result, there exists a large variation in the amplitude of the avalanche pulses.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑8: (a) Unbuffered SPAD test structure. External switches S1 and S2 enable selection between two different load capacitances for the SPAD chip. (b) Typical cathode waveform and illustration of comparator outputs for two different thresholds.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑16: (a) Unbuffered SPAD test structure. External switches S1 and S2 enable selection between two different load capacitances for the SPAD chip. (b) Typical cathode waveform and illustration of comparator outputs for two different thresholds.

The long recharge time constant of the unbuffered SPAD test structure leads to another important effect, namely saturation of the SPAD at higher counting rates. When high intensity light is incident on the SPAD, a recharge time on the order of microseconds means that most of the avalanches will occur before the SPAD has had time to fully reset, resulting in the saturation of the measured count rate. Nevertheless, provided that the light intensity is low enough or the SPAD is kept in the dark, then the SPAD will be far from saturation. In this case, the amplitude and duration of the pulses can give important information and insight into the SPAD’s behavior and performance, which can then be used to verify the SPAD circuit model.

Opening the switch *S1* and closing switch *S2* in Fig. 3-8(a) disconnects the oscilloscope probe to reduce the capacitive loading and connects the cathode to a comparator IC with a much lower input capacitance (1 pF). The high-speed comparator IC has an externally controlled threshold voltage *VTH*. Output pulses are produced for each avalanche discharge upon crossing of the threshold by the cathode voltage. Although the cathode voltage can no longer be observed directly by the oscilloscope, and thus information of the pulse amplitudes and pulse shape is no longer available, the reduced input capacitance of the comparator IC results in shorter output pulses and less charge flowing through the SPAD, which can reduce the afterpulsing effects [163],[181].

Fig. 3-8(b) shows the simulated comparator output for two different threshold voltages. Different comparator threshold voltages can be used to examine the effects of afterpulsing. When *VTH1* is used, afterpulses can be detected by measuring variations in the output pulse width. When *VTH2* is used, then the afterpulses can be counted directly.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑9: (a) Measured SPAD pulse amplitude histograms for as a function of excess voltage (b) Measured average pulse amplitudes as function of *VEX* of eight different SPAD chips. Saturation effects are prominent for SPAD5 and SPAD8.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑18: (a) Measured SPAD pulse amplitude histograms for as a function of excess voltage (b) Measured average pulse amplitudes as function of *VEX* of eight different SPAD chips. Saturation effects are prominent for SPAD5 and SPAD8.

Fig. 3-9(a) shows the measured avalanche voltage pulse amplitude histograms at room temperature. The amplitude of each avalanche pulse is based on the total amount of charge generated during the avalanche. Since avalanche multiplication is a Poisson process, the amplitude variance is equal to the amplitude mean, resulting in a wider output pulse amplitude distribution as *VEX* increases.

The average avalanche pulse amplitude increases almost linearly with excess voltage as shown in Fig. 3-9(b) for eight different measured SPAD chips. At very high *VEX*, the amplitudes begin to saturate. Two pixels, SPAD5 and SPAD8, attained saturation of the pulse amplitude for relatively lower values of *VEX* compared to the other pixels. This behavior is an indication of a defect occurring in the active region leading to a greater DCR contribution from tunneling effects. In these defective SPADs, the cathode voltage is prevented from completely recovering to the full excess voltage before another avalanche occurs, because the average IAT of dark pulses is comparable to the recharge time constant of the SPAD as *VEX* increases. Defective pixels can be identified in this manner by measuring the linearity of average pulse amplitudes over the excess voltage range.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑10: Measured pulse width histograms of unbuffered SPAD pixels for (a) *CSPAD* = 1 and 9.5 pF and (b) *VEX* = 1.5 and 2.5 V.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑20: Measured pulse width histograms of unbuffered SPAD pixels for (a) *CSPAD* = 1 and 9.5 pF and (b) *VEX* = 1.5 and 2.5 V.

The threshold of the comparator was set to according to *VTH* = *VDD\_SPAD* ‒ η*VEX* where η = 0.3. Thus for *VEX* = 1.5 V, the SPAD and comparator voltages were *VDD\_SPAD* = 3.9 V and *VTH* = 3.68 V respectively. When a lower comparator threshold is set (η = 0.5), then the afterpulses are more likely to trigger output pulses from the comparator, resulting in a higher DCR. As *VEX* increases, a larger percentage of avalanches occur during the passive recharge time resulting in a larger variance for the output pulse width. When the pulse width histograms are examined in Fig. 3-10, several smaller peaks following the primary peak are evident. This indicates that the SPAD can be re-triggered several times during the recharge period.

When the SPAD is re-triggered during its recharge time, the cathode voltage does not cross the comparator threshold and trigger a falling edge on the output pulse at the same time as it does when there is no avalanche re-triggering. So, when the comparator threshold is near *VDD\_SPAD*, instead of registering a dark count, the afterpulses cause prolongation of the output pulse width. Fig 3.10(a) shows that the pulse width distribution has a single dominant peak for *CSPAD* = 10 pF, and several other smaller peaks each with similar amplitude. The dominant peak corresponds to the case when a complete recharge occurs without re-triggering, and this is the most probable case for the dark counts. However, the smaller peaks following the dominant peak indicate that the avalanche is re-triggering during the passive recharge.

The histograms in Fig. 3-10 show that when *CSPAD* ≥ 1 pF, secondary avalanches can be re-triggered many times following a primary avalanche, even at room temperature. The rate of re-triggering is expected to decrease as SPAD capacitance is reduced. The output pulse width distributions are shown for two excess biases with *CSPAD* = 1 pF in Fig. 3-10(b). In this case, the average pulse width is reduced on account of the smaller *RC* recharge time constant.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑11: Mean and standard deviation of pulse widths as a function of *VEX*. (a) Measured results of eight chips for *CSPAD* = 1 pF. (b) Measured mean and standard deviation of pulse widths of SPAD1 as a function of *VEX* for two different *CSPAD* values.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑22: Mean and standard deviation of pulse widths as a function of *VEX*. (a) Measured results of eight chips for *CSPAD* = 1 pF. (b) Measured mean and standard deviation of pulse widths of SPAD1 as a function of *VEX* for two different *CSPAD* values.

Reducing *CSPAD* speeds up the SPAD quenching and recharge time, but the rate of decay of the trapped carrier population is unaffected by the reduced capacitance. This means that for *CSPAD* = 10 pF, most of the trapped charges were released while the SPAD excess bias was still very low, which leads to a lower re-triggering rate. For *CSPAD* = 1 pF, most of the trapped charges were released while the SPAD was almost completely recharged, leading to a larger re-triggering rate, hence the appearance in the histograms of a double peak immediately following the dominant peak.

In Fig. 3-11, the plots of the average output pulse width and the standard deviation are shown for different measured SPADs as a function of *VEX* for *CSPAD* = 1 pF. Since higher *VEX* results in higher frequency of tunneling events, pulses with shorter inter-arrival times become more likely and the DCR increases. Thus, a larger portion of the avalanches occur during the recharge phase of a previous avalanche, which leads to large output pulse width variance. The pixels *SPAD5* and *SPAD8* are evidently defective, since the pulse width variance increases very rapidly with *VEX*. All the other pixels had a similar variation of pulse width variance, indicating a high degree of DCR uniformity. The DCR and afterpulsing performance of these pixels will be examined in greater detail in Chapter IV.

### Free-running (FR) Source-follower SPAD (SF-SPAD) pixel

In CIS, the standard 3-transistor (3T) or 4-transistor (4T) active pixel sensors (APS) employ an in-pixel source-follower (SF) amplifier to transfer the signal voltage at the photodiode to the output. Since the output signal of an APS pixel is an analog voltage, the unity gain SF is ideal for bringing the signal to on-chip or external amplifiers. In SPAD design, a SF amplifier can be used to buffer the SPAD cathode from the large output bond-pad and oscilloscope probe capacitance.

An SPAD with in-pixel SF amplifier pictured in Fig. 3-12(a) was fabricated in order to study the dynamic and statistical properties of avalanche pulses for an excess voltage range of 0.2 – 1.2 V over the temperature range between -40 – 30 °C. According to the equations for the gain and output resistance of a nFET source follower with current source load,

|  |  |  |
| --- | --- | --- |
|  |  | (3-4) |

the transconductance *gm1* of *M1* and output resistance *ro2* of current source transistor *M2* should be very large to achieve a near-unity gain. The SF amplifier also needs very high slew rate in order to discharge a very large output capacitance during each avalanche. The slew rate of the SF stage is given by

|  |  |
| --- | --- |
|  | (3-5) |

indicating that a large bias current is required to quickly discharge the load capacitor. If 1 V is discharged across a 10 pF capacitor within 1 ns, then the resulting current spike is

|  |  |
| --- | --- |
| . | (3-6) |

Therefore, a 40 mA current source *IL* was used to bias a very large nFET transistor *M1*, providing *gm1 =* 110 mS, while *ro2* was 3.3 kΩ, resulting in *AV* ≈ 1 with *CL* = 10 pF. The circuit was simulated over the entire voltage and temperature operating range, achieving good performance stability in terms of amplifier characteristics such as gain and temperature insensitivity.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑12: (a) SPAD front-end with nMOS source follower and current-source load. (b) simulated source-follower gain and bias current variation versus temperature for different process corners.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑24: (a) SPAD front-end with nMOS source follower and current-source load. (b) simulated source-follower gain and bias current variation versus temperature for different process corners.

The simulation results in Fig. 3-12(b) shows that the gain of the SF is nearly unity within the SPAD operating voltage range and the bias current has low temperature sensitivity. The simulated input capacitance of the SF was 0.4 pF, which is 20x smaller compared to the load capacitance of the unbuffered SPAD. This corresponds to a SPAD recharge time constant of *τR* = 20 ns. Thus, the SF effectively isolates the SPAD’s cathode from the large load capacitance and can drive an oscilloscope directly for pulse shape analysis.

Fig. 3-13(a) shows a simulated and measured output pulse for the case when the avalanche is re-triggered before the cathode voltage has fully recharged from a previous avalanche (right panel), and when an avalanche is not re-triggered (left panel). Ideally, the SF output should be an exact replica of the input. However, in practice, the bond wire inductance and probe capacitance resonance causes ripples in the power supply rails of the IC whenever an avalanche current spike occurs. Also, the mismatched impedance condition when connecting to a high-impedance oscilloscope probe results in signal reflections, causing ripple that can couple to the SPAD and be observed as an oscillation of the measured output signal. Nevertheless, the measured and simulated results show good agreement, with PW1 = 25 ns and PW2 = 30 ns. In spite of the amplitude ripple at the output, secondary avalanches occurring during the recharge time could be detected within approximately 15 ns of the primary avalanche.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑13: (a) Simulated and measured waveforms for SPAD/SF pixel. PW2 > PW1 due to an afterpulse occurring during the recharge time. (b) Measured pulse amplitude distributions for different temperatures.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑26: (a) Simulated and measured waveforms for SPAD/SF pixel. PW2 > PW1 due to an afterpulse occurring during the recharge time. (b) Measured pulse amplitude distributions for different temperatures.

Fig. 3-13(a) shows that an afterpulse occurring within 15 ns can be differentiated from the output ripple based on the amplitude of the secondary spike, which attains the same minimum value as the primary pulse. On the other hand, the afterpulses are much better resolved by their amplitude as their delay with respect to the primary pulse increases, since the amplitude ripples decay with time. The distribution of avalanche pulse amplitudes was obtained to examine afterpulsing effects of the SF-SPAD, which could attain much shorter times scales compared to the unbuffered SPAD test structures.

Fig.3-13(b) illustrates the pulse amplitude distributions obtained at -30 and 40 °C with *VEX* = 0.8 V with the SF-SPAD. At -30 °C, there is a constant tail in the amplitude distribution which is due to the avalanches that are re-triggered during the recharge time of the primary avalanche. Since the trap lifetimes are increased at lower temperatures, then the possibility of trapped charges being released during the recharge and the re-triggering of the avalanche is increased. This in turn leads to more avalanches having reduced amplitude since they occur when *VEX* is recharging. As the temperature is raised, the tail in the distribution disappears since the trapping lifetimes decrease exponentially. Thus, most of the trapped charges are released while the SPAD is quenched, which in turn reduces the probability of avalanche re-triggering during the recharge time.

|  |  |
| --- | --- |
|  | |
| (a) | (b) |

Figure 3‑14: Average pulse amplitudes of SPAD-SF pixel as a function of (a) excess voltage, and (b) temperature.

|  |  |
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Figure 3‑28: Average pulse amplitudes of SPAD-SF pixel as a function of (a) excess voltage, and (b) temperature.

Fig. 3-14 shows the measured variation of the SF-SPAD output pulse amplitude and width as a function of voltage and temperature. The temperature coefficient of the breakdown voltage of 7 mV/°C was taken into account when applying the bias to the SPAD so that *VEX* is nearly constant over all temperatures. As a result, the average amplitude of the output pulses should be the same at each temperature. However, due to temperature drift in the chamber (±3 °C) and uncertainty in the breakdown voltage and temperature coefficient of the measured chip, the average pulse amplitudes deviate slightly from the ideal values as the temperature is varied. For the measured chip in Fig. 3-14, the average amplitudes appear to be increasing slightly with temperature, indicating that the breakdown voltage temperature coefficient for this particular SPAD is slightly greater than 7 mV/°C.

Fig. 3-15(a) shows the measured average output pulse amplitude as a function of temperature for the SF-SPAD pixel. Although the average pulse width has been reduced to 14 ns, which is more than an order of magnitude lower that for the unbuffered SPAD pixel, the mean and variance of the output pulse width increases rapidly as temperature is reduced. This increase is due to the longer decay times of trapped charges, leading to trapped charges being released during the SPAD recharge which prolongs the eventual re-charge. Fig. 3-15(b) shows that the pulse width mean and standard deviation increases more rapidly with *VEX* at lower temperatures. This is similar to the behavior of the unbuffered SPAD at room temperature, which showed an increase in pulse width standard deviation with *VEX* due to the long recharge time. These results indicate that the afterpulsing probability is expected to increase with the number of avalanche charges, since more charges are trapped and then subsequently released.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑15: Average pulse widths of SPAD/SF pixel as a function of (a) excess voltage and (b) temperature.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑30: Average pulse widths of SPAD/SF pixel as a function of (a) excess voltage and (b) temperature.

Although the SF-SPAD was effective in reducing the dead-time by effectively shielding the cathode from the large capacitive load, the power consumption of the pixel was too high to be implemented in pixel arrays. Therefore, in the next section, an in-pixel common-source (CS) amplifier together with a CMOS inverter output buffer sized to drive large capacitive loads was utilized for lower power consumption.

### Free-running (FR) Common-Source SPAD (CS-SPAD) pixel

It was shown that for passively quenched SPAD pixels, the average width of the output pulses defines the nominal SPAD dead-time. The variance in pulse width represents the degree to which afterpulsing contributes to the DCR. The first pixel studied used unbuffered SPAD test structures which were characterized by a long recharge time constant, leading to a high rate of re-triggering during the recharge and output pulse width variations. Although the SF-SPAD pixel was successfully used to isolate the SPAD from a large load capacitance, leading to a significant reduction in the average dead-time, and a corresponding decrease of the re-triggering rate, the SF-SPAD required a very large nMOS transistor and large current in order to quickly discharge the load capacitance, leading to a very low pixel fill factor and high power consumption.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑16: (a) Schematic of CS-SPAD pixel using common-source amplifier with current source load. (b) Simulated and measured waveforms with relative positions of V*TH1* and V*TH2* labeled.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 3‑32: (a) Schematic of SPAD pixel using common-source amplifier with current source load. (b) Simulated and measured waveforms with relative positions of V*TH1* and V*TH2* labeled.

A dual-threshold, passively-quenched CS-SPAD front-end circuit was developed with emphasis on miniaturization and power consumption and was targeted for a shorter dead-time for higher counting rate operation. The CS-SPAD pixel shown in Fig. 3-16(a) uses a comparator circuit with a threshold of V*TH1* = (*VDD* - 400) mV to sense avalanche pulses on the cathode. A fixed comparator threshold is set near *VDD\_SPAD*. As a result, afterpulses that occur during the passive recharge phase extend the cathode voltage recharge duration and increase the variance of the digital output pulse width rather than re-trigger new output pulses. The comparator output *vD* is input to a CMOS inverter that has a threshold of V*TH2* = 800 mV. The output buffer consists of a cascade of CMOS inverters to drive a large capacitance load of ~ 10 pF.

Fig. 3-17(a) shows the simulation results and a measured output pulse of the proposed dual-threshold front-end circuit. The rising edge of the output pulse rising is triggered when the cathode voltage *vC* falls below V*TH1*, and the falling edge is triggered when the drain voltage *vD* falls below V*TH2*, thus providing a full-swing digital pulse at the output. Avalanches that occur before *vD* crosses V*TH2* are not converted to output pulses, but are responsible for prolonging the output pulse width because the recharging restarts with each afterpulse. A dead-time of ~30 ns was chosen as a suitable compromise between the requirements for low afterpulsing (dead-time greater than longest trap lifetime), and a high counting rate.

|  |  |
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| (a) | (b) |

Figure 3‑17: (a) Left: Simulated I/O characteristic of CS front-end shows that relative positions of V*TH1* and V*TH2* are unchanged at different temperatures Right: Measured and simulated output pulse widths at different excess voltages. (b) Simulated and measured SPAD output pulses that illustrate the effects of afterpulsing on the output pulse width (PW). PW1 > PW2 due to an afterpulse occurring during the recharge time.
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Figure 3‑34: (a) Left: Simulated I/O characteristic of CS front-end shows that relative positions of V*TH1* and V*TH2* are unchanged at different temperatures Right: Measured and simulated output pulse widths at different excess voltages. (b) Simulated and measured SPAD output pulses that illustrate the effects of afterpulsing on the output pulse width (PW). PW1 > PW2 due to an afterpulse occurring during the recharge time.

The I/O voltage characteristics of the front-end circuit were simulated at room temperature and T = -30 °C, and the results are shown on the left of Fig. 3-17(a). Although the threshold values are insensitive to changes in temperature, simulation and measurement results in Fig. 3-17(b) indicate that the pulse width is sensitive to the SPAD supply voltage, *VDD\_SPAD*, since *VEX* = *VDD\_SPAD* + *VHV* – *VBRK*. As the threshold is fixed by the value of *VDD* = 3.6 V, the time between threshold crossings increases as *VDD\_SPAD* is reduced, resulting in wider output pulses.

Fig. 3-17(b) shows the CS-SPAD output pulses at room temperature with *VEX* = 1.2 V. The case of an extended output pulse occurring when the avalanche is re-triggered during the recharging time is shown, as well as the case of a successful recharge without re-triggering during recharge. An avalanche occurs at *t* = 50 ns, followed by another avalanche that occurs during the recharge time of the SPAD. The simulation results show that a second avalanche occurring at *t* = 75 ns is detected by the output circuit. However, the measurements show that this second pulse cannot be detected by the output circuit, since the falling edge of the first pulse and the rising edge of the second pulse merge together to form an extended pulse with PW1 > 50 ns. A successful recharge without an avalanche re-triggering occurs at t = 200 ns, where a single pulse occurs with PW2 ≈ 30 ns.

Afterpulsing become much more prominent at lower temperatures, as evidenced by the increased variation of the pulse width. The distribution of output pulse widths was measured T = –30 °C and at room temperature to compare the effects of afterpulsing in the CS-SPAD. The measurements were performed in the dark and with background illumination from a halogen lamp. The distribution of output pulse widths is plotted on a semi-log scale in Fig. 3-18(a). There are several peaks in the histogram at –30 °C in addition to an exponential decay portion corresponding to afterpulses. The valleys after the peaks correspond to the reduced avalanche triggering probability immediately following an avalanche, as was shown in Fig. 3-10 for the unbuffered SPAD at room temperature. The histogram data, shown on a linear scale, in the insets indicates that two afterpulses can typically occur during the passive recharge for the CS-SPAD at low temperatures. However, these afterpulses do not contribute to the measured afterpulses since their effect is only to prolong the output pulse width.
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Figure 3‑18: (a) Measured pulse width distribution in the dark and with light at -30 °C and room temperature at *VEX* = 3.6 V. (b) Measured pulse width (with standard deviation error bars) as a function of temperature at two different excess voltages.
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Figure 3‑36: (a) Measured pulse width distribution in the dark and with light at -30 °C and room temperature at VEX = 3.6 V. (b) Measured pulse width (with standard deviation error bars) as a function of temperature at two different excess voltages.

At room temperature, there is a single dominant peak in the histogram and a much shorter decay portion. This indicates that at elevated temperatures, the majority of the trapped charges are released during the initial portion of SPAD recharge phase. The release of the trapped carriers while the avalanche triggering probability is very low indicates low afterpulsing probability, as will be shown in section 4.2.

Fig. 3-18(b) shows the measured average output pulse widths of the CS-SPAD pixel as a function of temperature. The variation in average pulse width is due to afterpulses occurring during the cathode recharge period, but before the output falling edge has been triggered. Avalanches that occur before *vD* crosses *TH2* do not trigger output pulses, but are instead responsible for prolonging the output pulse width, since they restart the recharge process. Detailed DCR and afterpulsing measurements for the CS-SPAD circuit are presented in Section III.

### Time-Gated SPAD (TG-SPAD) Pixel

The SPAD pixels described in the previous sections operated in the free-running mode where the bias applied to the SPAD is kept constant. Once the SPAD is quenched following an avalanche, it immediately begins the passive recharge phase which lasts until the excess bias is fully restored to its original value. During this time, there is a chance that another avalanche can occur. The most probable case of avalanche re-triggering is due to the release of charges that were trapped during a previous avalanche. When the de-trapping time time-constants are comparable to, or shorter than, the recharge time constant, then most of the trapped carriers are released during the excess bias recovery time, leading to variations of the digital output pulse width, as was shown for the CS-SPAD pixel. It was also shown for the SF-SPAD pixel that the reduction of the recharge time constant and the SPAD’s capacitance can greatly reduce the variation in output pulse width due to afterpulsing. However, afterpulsing effects are still prominent at low temperatures since the most of the trapped charges are released after the short dead-time.

A better way to prevent the afterpulses from occurring is to prevent the SPAD from recharging immediately after an avalanche by keeping it biased below breakdown. Then the excess bias is quickly restored once all the trapped charges from the previous avalanche have been released. However, this requires the use of AQR circuits to quickly restore the excess bias after a fixed and well controlled period of time [49]-[56]. The inclusion of the extra circuitry in the pixel reduces the fill-factor and requires precise timing circuit to control both quenching and the rest. To solve this problem, PQAR was adopted whereby a pFET biased in the off-state provides the quenching resistance and also provides the active recharge when biased in the on-state. The pixel area can thus be reduced by re-using the same circuit element for both quenching and reset operations.

The time-gating (TG) SPAD used in this work to reduce afterpulsing effects is illustrated in Fig. 3-19(a). The in-pixel time-gating circuitry turns on the SPAD only within a very narrow gate window and only the photons that arrive within this time are detected. As a result, the power consumption of TG SPAD pixels may be much lower than for free-running pixels. However, since the SPAD is turned on for only a brief period of time, the PDE will be lower. The TG SPAD pixel requires only 5 transistors. All required timing circuits for external control and signal read-out are generated on-chip. The three generated control signals, Recharge (*VR*), Quench (*VQ*) and Gate (*VG*) are synchronized to a single external clock signal, which is the only external signal needed to operate in TG mode.
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Figure 3‑19: (a) Schematic and layout of TG SPAD pixel. (b) Simulated and measured waveforms. In the first time gate, a photon is detected, resulting in an output pulse being produced. In the second time gate, no photon is detected and therefore no output pulse is produced.
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Figure 3‑38: (a) Schematic and layout of TG SPAD pixel. (b) Simulated and measured waveforms.

The simulation results of Fig. 3-19(b) show that upon arrival of the external trigger at *t* = 0, a short pulse *VR* charges the cathode *vC* up to *VDD\_SPAD*. The on-chip delay generator provides a fixed delay of ~800 ps between the falling edges of *VQ* and *VG*, (same as pulse width of *VR*) during which time the cathode is charged through the pMOS transistor. If an avalanche occurs during *TON*, the cathode will discharge, pulling up the drain voltage *vD* and a driver circuit produces output pulses *vOUT* with fixed duration. The rising edge of *vOUT* precisely marks the photon arrival time within the time-gate. The very large resistance of the pFET when *VR* = *VSPAD* ensures very fast quenching which limits the avalanche current. It also prevents the SPAD from recharging during the gate-on time following an avalanche, which, leads to lower afterpulsing probability. If no avalanches occur within the gate window, then no output pulses are produced and the cathode is fully discharged when the quenching signal *VQ* is applied to the nFET to remove the excess bias voltage at the end of the gating interval.

The hold-off time is determined by the clock frequency, where *THO* = [*TG* – (*TON* + *TRCH*)], where *TG* is the gating period, *TON* is the gate-on time, and *TRCH* is the recharge time which can be neglected when approximating the hold of time since the recharge time is typically less than one nanosecond. The hold-off time is imposed to allow the trapped charge population to sufficiently decay so that the possibility of afterpulsing is reduced. The afterpulsing performance of the time-gating circuit is presented in Chapter 4.

# Dark Count Rate and Afterpulsing Performance of Free-running and Time-gated SPADs

Compared to other single-photon detectors (PMTs and iCCDs), SPADs have higher DCR per unit of detector area (DCR/μm2) resulting from semiconductor impurities and defects localized in the avalanche multiplication region. As a result, CMOS SPADs require very small photosensitive areas in order to achieve acceptable DCR levels because the defect density distribution is typically non-uniform [156],[157]. However, smaller active areas result in limited pixel fill-factor, especially considering the inclusion of SPAD guard-rings and in-pixel circuitry such as AQR for TGSPC, and TDC for TCSPC [43]-[48]. On the other hand, large active areas are useful for improving the collection efficiency in fluorescence decay experiments as well as easing alignment tolerances for fiber-optic coupling [88],[160]-[162]. Therefore, SPADs with active areas of 81 and 100 µm2 were chosen in this work to study the performance of larger SPADs and to achieve a higher fill-factor. However, the larger SPAD active area implies higher DCR and afterpulsing compared to the miniaturized ones. Although it is possible that the average DCR can be subtracted when measuring photon counts, the statistical variation in the DCR cannot. This quantity has to be measured accurately in order to assess the quality of the fabricated SPAD.

In this section, the DCR and afterpulsing performance of the fabricated SPAD pixel structures are measured and characterized. The DCR will be shown to depend on fabrication process and SPAD structure, in addition to front-end circuit design, the dead-time, excess voltage, and temperature. The effect of afterpulsing on free-running and time gated SPADs will be analyzed and compared in detail in section 4.2.

## Dark Noise: Dark Count Rate (DCR)

### Dark Noise Mechanisms

There are three main sources of dark counts in SPADs [155]: 1) thermal generation in the depletion region due to bulk traps; 2) thermal generation at the SPAD surface due to the interface states; and 3) tunneling. These dark counts are uncorrelated with respect to each other (i.e. the probability of dark count occurrence in a given time interval does not depend on occurrences in previous intervals) and are considered as the primary dark counts. The secondary dark counts, also known as afterpulses, on the other hand, are correlated in time and can strongly enhance the total measured DCR. The primary dark counts mechanisms are shown in Fig. 4-1. Afterpulses and are treated in Section 4.2.
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Figure 4‑1: (a) Illustration of DCR mechanisms [90],[155]. (b) DCR as a function of temperature for a commercially available SPAD [260].
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Figure 4‑2: (a) Illustration of DCR mechanisms [90],[155]. (b) DCR as a function of temperature for a commercially available SPAD [260].

Considering the carrier generation mechanisms in n+/p-well junction in reverse bias, firstly there is the thermally generated minority carriers which diffuse from the neutral regions into the avalanche multiplication region and induce the avalanche process (case 1 in Fig. 4-1(a)). When the SPAD is illuminated with red and near infra-red (NIR) light, carriers are photogenerated in the undepleted regions and diffuse to the multiplication region to trigger avalanches due to a higher penetration depth in silicon for longer wavelengths [175]. However, this carrier generation mechanism is negligible in the DCR, since carrier generation in the depletion region is the dominant process.

The GR processes (case 2 in Fig. 4-1(a)) described by SRH theory involve the capture and release of electrons and holes by trapping energy levels *Et* located in the forbidden band [115]. The trapping levels that trap and release carriers are due to lattice defects and impurities in silicon. These defects and impurities are produced during junction and silicide formation, which are main causes for pn junction reverse leakage in DSM processes [244]-[250]. According to SRH statistics, under reverse bias, the *pn* product deviates from its equilibrium value, *ni*2, so both *n* and *p* are very low, (*n* << *ni* and *p* << *ni*) in the depletion region. The carrier generation rate is given by

|  |  |
| --- | --- |
| , | (4-1) |

where *ni* is the intrinsic carrier concentration, *Et* and *EF* are the trap energy level and Fermi energy levels, respectively, *k* is Boltzmann’s constant, and *T* absolute is temperature. *τn* and *τp* are the electron and hole lifetimes, and Γ*n* and Γ*p* are the field enhancement factors for electrons and holes, respectively [115],[179].

In very high electric fields, the rate of traps capturing electrons is increased by the tunneling of the electrons from the valence band into the trap energy level and the emission rate is also increased by the tunneling of the electron from the trap level into the conduction band (cases 3 and 4 in Fig. 4-1(a), respectively). The field-enhancement factors in eq. (4-1) are to account for the trap-assisted tunneling reduced lifetimes of electrons and holes [155]. Electrons can also tunnel directly from the valence band to the conduction band (case 5 in Fig. 4-1(a)), and this mechanism dominates the reverse characteristic of heavily doped junctions [261].

The dominant source of dark counts in SPADs can be identified by studying the temperature dependence of the DCR. For SRH dominated dark counts, an order of magnitude decrease in dark counts for every 27 °C drop in temperature is expected [149]. When SPADs are cooled to suppress thermal generation, the tunneling-related dark counts will dominate at low temperatures since the tunneling mechanisms are less temperature dependent than the thermal generation mechanisms [165],[168],[169],[171],[172].

Fig. 4-1(b) shows the typical dependence of DCR on temperature for a 50 μm commercial SPAD, where the relative contributions of tunneling and SHR generation to the DCR have been identified [141],[260]. At around -10 °C, the contributions of the thermal generation and tunneling mechanisms become similar, and further cooling is no longer beneficial in reducing the DCR. While lowering the temperature helps eliminate the dark counts, at the same it increases the afterpulsing probability for SPADs that have short dead-time. To reduce the tunneling and afterpulsing contributions, proper doping profiles with very low levels of contaminations are required [168].

Customized processing used in CIS technologies allow for selective tailoring the doping profile [187],[230],[231]. However, these are not available in a standard low-cost CMOS technology intended for RF, analog and mixed signal applications [224]-[229]. Additionally, whereas custom silicon technologies feature efficient gettering processes to minimize the concentration of GR centers that are responsible for the primary DCR [152], the gettering operation in standard CMOS is much less efficient in the removal of defects and impurities in the SPAD active areas [156],[157]. As a result, SPAD structures in standard CMOS are limited to small active areas to maintain the DCR at reasonable levels, since larger active areas are more likely to have defects responsible for SRH generation [171].

The total DCR can be obtained by integrating over the depletion region boundary the product of eq. (4-1) and the avalanche triggering probability. The triggering probability increases with the excess bias voltage and depends on the ionization coefficients for the electrons and holes. It is approximated here by

|  |  |
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where η is an empirical parameter that sets the exponential slope [258]. Hence, DCR increases with *VEX* not only because of the field-assisted enhancement of the emission rate from GR centers and the trap-assisted tunneling represented by Γ, but also because of the increase of the avalanche triggering probability, although at a much slower rate.

Overall, the total DCR depends on the temperature, the electric field profile in the avalanche multiplication region, the trap concentration, and on the energy levels of the different traps in the forbidden band. The closer the trap level is to the intrinsic Fermi energy level *EF*, the higher the probability of GR between electrons from the conduction band and holes from the valence band [115],[182].

### Characterization Methods

Pulse Counting Distribution

The primary dark counts of an SPAD are distributed according to Poisson statistics and possess the following attributes:

1. the number counts from non-overlapping time intervals are mutually independent (i.e. memory-less) and
2. for sufficiently small time intervals, the probability of a count is proportional to the duration of the time interval, and the probability of more than one count in this interval is negligible [262].

For a Poisson process, the probability of having *n* counts occurring within an interval of Δ*t* is given by its probability mass function (PMF)

|  |  |
| --- | --- |
| , | (4-3) |

where λΔ*t* is the average number of counts in Δ*t* and λ is the average number of counts per second.

The number of SPAD dark counts in a fixed time interval was measured by a LeCroy Waverunner 625Zi high-speed sampling oscilloscope. Fig. 4-2(a) shows a typical output voltage waveform of a CS-SPAD pixel. The oscilloscope was set to measure a Δ*t* = 500 ms interval and the sample rate was 1 GS/s. A fixed threshold was set at 1 V in order to reject the electronic noise centered on 0 V. The noise is due to the avalanches of neighboring SPAD pixels which couple through the substrate and power supply capacitance into the output driver circuits. Since the amplitude of the noise pulses was much smaller than the SPAD pulses, only the SPAD pulses above the threshold were counted. 20,000 acquisitions were taken by the oscilloscope and corresponding histogram of the number of counts during Δ*t* is shown in Fig. 4-2(b). Since λΔ*t* >> 1, the Poisson distribution can be accurately approximated by a Gaussian distribution [262]. As the number of acquisitions increases, the histogram becomes a more accurate estimation of the Poisson PMF. The rate parameter λ can be estimated by fitting the data to eq. (4-3).
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Figure 4‑2: (a) Output pulses measured by the oscilloscope for an SPAD pixel with SF front-end (b) Corresponding histogram of pulse counts in a 5 ms interval.
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Figure 4‑4: (a) Output pulses measured by the oscilloscope for an SPAD pixel with SF front-end (b) Corresponding histogram of pulse counts in a 5 ms interval.

Inter-Arrival Time (IAT) Distribution

An alternative description of a Poisson process states that the first-order inter-arrival times (IAT) are independent identically distributed (IID) random variables [262]. This analysis provides the necessary temporal information to distinguish between primary dark counts and correlated afterpulses in SPADs by calculating the deviation of the measured IAT distribution from the ideal Poisson distribution [263],[264]. In the case of zero afterpulsing, the IAT probability density function (PDF) of primary dark counts is a single-exponential decay

|  |  |
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| , | (4-4) |

with rate constant λ representing the mean arrival rate of dark pulses. The mean IAT and variance of the IATs are given by eqns. (4-5) and (4-6), respectively.
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The ratio of the standard deviation to the mean represents the coefficient of variation (CV) of the statistical data,

|  |  |
| --- | --- |
| . | (4-7) |

The CV characterizes the variability in the IATs and distinguishing the IATs as a Poisson process when CV = 1 [265]. Systematic errors of the IAT measurement such as afterpulsing and counting losses due to the SPAD’s dead-time alter the statistical distribution of the dark-counts. A CV > 1 indicates that the IATs do not follow a pure exponential decay due to the presence of correlated afterpulses in the dark counts. This is because afterpulses are most likely to occur within a very short time after a primary pulse, causing a reduction of the average IAT and a corresponding increase of the variance. A CV < 1 indicates a non-Poissonian distribution, whereby dark counts occurring with very short delay times are suppressed due to the recovery time of the SPAD where *VEX* and thus the triggering probability recovers to its initial value following an avalanche. Counting losses result in distortion of the IATs characterized by an increased average IAT and less variance in the IAT statistics. These two limiting cases dictate the behavior of the SPAD and are a direct consequence of non-idealities arising from the dead-time and the afterpulsing phenomenon. The effects of these imperfections on the DCR of SPADs can be accurately accounted for by analyzing the IAT distributions.

To achieve accurate results for the DCR characterization, high resolution and wide dynamic range are required simultaneously for IAT measurements. Fig. 4-3(a) shows the cathode voltage waveform obtained by directly measuring the output pulses of unbuffered SPAD test structure. The IATs of the dark counts were obtained by calculating the elapsed time between each pair of successive pulses. The exponential distribution of IATs stipulates that short delays between successive dark counts are more likely than long delays. Therefore, it was necessary to use a sufficiently long enough measurement interval to collect enough counts for the tail of the exponential distribution so that accurate curve fitting could be performed. Further, the sample rate had to be high enough to accurately measure the arrival times of individual SPAD pulses. Samples rate of 1-5 GS/s and acquisition intervals between 0.2-5 ms could be achieved with the high-speed oscilloscope with short acquisition times. Approximately 50k-500k IATs were taken at each temperature and bias point in order to obtain accurate IAT statistics. The IAT histograms were accumulated by the built-in statistics functions of the oscilloscope. The histogram data was exported into MATLAB where curve smoothing and curve fitting operations were performed.
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Figure 4‑3: (a) Calculation of avalanche inter-arrival times for unbuffered SPAD pixel. (b) Resulting IAT histogram showing raw histogram data, data after smoothing and resulting exponential fit.
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Figure 4‑6: (a) Calculation of avalanche inter-arrival times for unbuffered SPAD pixel. (b) Resulting IAT histogram showing raw histogram data, data after smoothing and resulting exponential fit.

A typical IAT histogram is shown in Fig. 4-3(b) for an unbuffered SPAD test structure at room temperature. Here, the statistical distribution of the measured IATs has the characteristic exponential behavior of independent Poissonian events that is observed over three decades.

A CV < 1 indicates that the dark counts are more affected by counting losses by the slow recovery of *VEX* rather than by afterpulsing effects. To further illustrate this point, Fig. 4-4(a) shows the same IAT distribution on a log-log plot. In this plot, the portions of the IATs at shorter time scales that deviate from the exponential decay are apparent. The dead-time, *TDT*, was extracted from the data as the first non-zero data point in the IAT histogram. For the unbuffered SPAD, *TDT* was 2 μs. In Fig. 4-4(b), an IAT distribution is shown for a CS-SPAD pixel at room temperature. A dead-time of 60 ns and a CV > 1 was obtained from the IAT distribution, indicating the occurrence of afterpulses in the dark counts.

The afterpulsing effects are evident in the IAT histogram by the increase of IAT probability at shorter IATs. The primary DCR was obtained by fitting the IAT decay to a single exponential function, regardless of counting losses or afterpulses, The reciprocal of the IAT decay time constant yielded the primary DCR used for characterization at different temperatures and voltages.
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Figure 4‑4: IAT distributions at *VEX* = 1.25 V displayed on a log-log scale for (a) unbuffered SPAD pixel and (b) CS-SPAD pixel.
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Figure 4‑8: IAT distributions at *VEX* = 1.25 V displayed on a log-log scale for (a) unbuffered SPAD pixel and (b) SPAD-CS pixel.

### Experimental DCR results for free-running and time-gated pixels

The primary dark counts of the SPAD pixels fabricated in this work were characterized as a function of excess voltage and temperature. This allowed the determination of relative performance among pixel designs, and to find optimal operating conditions for SPADs pixels fabricated in standard CMOS. It was shown in Section 4.1.1 that as the excess bias is increased, the probability of avalanche breakdown and tunneling increases, resulting in higher DCR. However, it is often desirable to operate with higher excess voltage, since the PDE and timing resolution both increase with *VEX* (as will be shown in Section 4.4).

This section shows the experimental results of the DCR characterization of the designed SPAD pixels in terms of *VEX* and temperature. The statistical models given in the previous section were used to fit theoretical curves to the measured data from which the dark count statistics were extracted. Excess voltage and operating temperatures were selected that would give optimum SPAD performance in terms of the sensitivity, noise and timing resolution for utilization in fluorescence lifetime measurements presented in the next chapter.

Unbuffered SPAD pixels

The DCR of the unbuffered silicided SPAD pixels with 81 μm2 active area was measured at room temperature for excess voltages ranging between 0.25 to 2.5 V. The distributions that were obtained by measuring the number of dark counts in a 0.5 ms interval are shown in Fig. 4-5(a). The dark average count values (plotted in Fig. 4-5(a) inset with standard deviation error bars) were found at each excess voltage by fitting the histogram data to a Poisson model (eq. 4-3). The distribution of dark counts has contributions from both the thermal and tunneling dark counts as well as from the afterpulses. However, because the timing information between dark counts is lost, the non-Poissonian dark counts (afterpulses) cannot be distinguished from the Poissionian ones (thermal generation and tunneling), so the primary DCR and the afterpulses cannot be distinguished from each other based on the pulse counting data.
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Figure 4‑5: (a) Measured distribution of dark counts for unbuffered SPAD during a 0.5 ms interval. Inset: Average count values (with standard deviation error bars) as a function of excess voltage. (b) Distribution of IATs for the same SPAD. Inset: Calculated CV values as a function of excess voltage.
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Figure 4‑10: (a) Measured distribution of dark counts for unbuffered SPAD during a 0.5 ms interval. Inset: Average count values (with standard deviation error bars) as a function of excess voltage. (b) Distribution of IATs for the same SPAD. Inset: Calculated CV values as a function of excess voltage.

To extract the primary DCR information, the IATs of the individual dark pulses were measured and then fitted with an exponential function. The results for the unbuffered SPAD are shown in Fig. 4-5(b) on a log-log scale. For small delays, the IAT distribution deviates from the ideal exponential behavior because of the reduced avalanche triggering probability immediately following the previous avalanche. As a result of the long excess voltage recovery time, dark carriers that are generated within this time interval have a reduced chance of triggering an avalanche, resulting in the measured DCR underestimating the true DCR. The inset of Fig. 4-5(b) illustrates this trend with a plot of the measured CV as a function of excess bias, showing a decreasing CV with increase of excess voltage. The elevated excess bias increases the electric field as well as the depletion width, both of which increase the DCR. This reduces the average IAT of dark counts, resulting in a larger percentage of generated carriers failing to trigger an avalanche since they occur while the SPAD is still in the recovery state.

The dead-time counting losses can be corrected by using a non-paralyzable dead-time model (eq. 4-8), where the SPAD is completely insensitive during the deadtime *TDT* and the arrival of new pulses does not restart the dead time [138]. For the non-paralyzable dead-time model, if *m* is the measured count rate, then the corrected count rate *n* is expressed as

|  |  |
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where *TDT* is the time at which first non-zero value occurs in the IAT histogram [259].

The measured and corrected DCRs obtained from the mean values of the pulse count histogram are shown in Fig. 4-6(a). The difference in the measured DCR from the true DCR increases at higher excess voltages as counting losses start becoming more apparent because of the electric field enhancement of the DCR. Also shown is the DCR obtained from exponential fitting of the IAT data. The exponential-fit DCR agrees very well with the DCR obtained from eq. (4-8), suggesting that the extraction of the DCR from IAT data is effective in correcting the dead-time counting losses.

For SPADs fabricated in a CMOS process, fluctuations of the SPAD quality over the wafer can occur. Thus, the DCR statistics are of paramount importance in assessing the quality of the fabrication process [165],[266]-[268]. DCR characterization has been performed for several different SPAD pixels from the same fabrication run to assess the variation in performance. A set of chips from the lot were tested and the mean values obtained were analyzed and compared. The measured DCR values at room temperature from 8 different chips of the silicided, unbuffered SPAD test structures are shown in Fig. 4-6(a). As the DCR of SPADs is extremely dependent on the cleanliness of the fabrication, such a disparity between the pixels is not surprising [266]-[268]. The saturation effects are most apparent for the defective SPADs (5 and 8) because these have very high DCR. As the DCR increases, avalanche breakdown is more likely to occur during the long passive recharge from a previous avalanche, resulting in saturation of the count rate. It is suspected that these noisy pixels have a defect near the active region. These defective pixels were also identified by analyzing the avalanche pulse amplitude and pulsewidth distributions in Section 3.3.
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Figure 4‑6: (a) Measured and corrected DCR as a function of excess voltage extracted from dark count histograms (0.5 ms time interval) and from exponential fitting of IAT histograms. (b) Measured DCR of eight different chips for the unbuffered SPAD test structure.
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Figure 4‑12: (a) Measured and corrected DCR as a function of excess voltage extracted from dark count histograms (0.5 ms time interval) and from exponential fitting of IAT histograms. (b) Measured DCR of eight different chips for the unbuffered SPAD test structure.

CS-SPAD pixels

SPADs with a shorter dead-time are required for DCR characterization to minimize the count rate saturation effects. However, shorter dead-time leads to an increase of the afterpulsing probability, which must be taken into account in the measurements. For the CS-SPAD pixel, afterpulsing is expected to become more prominent because the dead-time is two orders of magnitude shorter compared to the unbuffered SPAD (see Fig. 4-4 for comparison of the two dead-times).
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Figure 4‑7: (a) Measured distribution of dark counts for CS-SPAD pixel during a 0.5 ms interval. Inset: Average count values (with standard deviation error bars) as a function of excess voltage. (b) Distribution of IATs for the SPAD. Inset: Calculated CV values as a function of excess voltage.
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Figure 4‑14: (a) Measured distribution of dark counts for CS-SPAD pixel during a 0.5 ms interval. Inset: Average count values (with standard deviation error bars) as a function of excess voltage. (b) Distribution of IATs for the SPAD. Inset: Calculated CV values as a function of excess voltage.

Fig. 4-7(a) shows the measured distribution of pulse counts of a CS-SPAD pixel in a 5 ms interval for *VEX* between 0.85 and 1.2 V; the inset shows the average counts as a function of *VEX*. Again it is not clear from this data what percentage of the dark counts are afterpulses. Fig. 4-7(b) shows the corresponding IAT distribution of a SPAD-CS pixel with CV in the inset. The apparent peaks in the distribution at are indicative of afterpulsing. Afterpulses effects become more apparent as excess voltage increases, hence CV > 1. The evaluation of the DCR in the presence of afterpulsing was done by fitting the IAT histogram data to an exponential function representing the Poissonian contribution from thermal generation and tunneling, with the reciprocal of the time constant representing the primary DCR component.
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Figure 4‑8: (a) Measured total DCR of SPAD-CS chips as a function of *VEX*. (b) Corresponding CV as a function of *VEX*.
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Figure 4‑16: (a) Measured total DCR of SPAD-CS chips as a function of *VEX*. (b) Corresponding CV as a function of *VEX*.

The primary DCR of 11 CS-SPAD pixels are plotted in Fig. 4-8 showing the degree of variability of DCR and CV amongst the different pixels. The increase of DCR with the rise of excess voltage is mainly due to the trap-assisted tunneling and band-to-band tunneling, while the increase in CV with excess voltage is mainly due to afterpulsing. The best pixel from the lot (SPAD1) achieved a maximum total DCR of approximately 50 kHz (617 Hz/µm2), while the worst pixel (SPAD10) had a maximum total DCR of approximately 300 kHz (3.7 kHz/µm2) at *VEX* = 1.2 V. Although the measured statistics has a limited accuracy due to the small number of measured samples, the quality of SPAD pixels can be assessed by the different ranges DCR and CV values. The pixels with DCR between 5-10 kHz were of the best quality out of this lot, with a corresponding CV ≈ 1 over the excess voltage range indicative of negligible afterpulsing effects. Pixels with prohibitively high DCR falling in the range of 50-500 kHz had CV > 1 where the afterpulsing contributes significantly to the DCR.

Since the SPADs are designed for photon-starved applications, only the pixels with lowest noise are to be considered. Cooling further reduces the thermal DCR contribution and enables the SPAD to be applied effectively for photon starved applications. However, the afterpulsing phenomenon does not favor low temperature operation because the detrapping time of the carriers increases exponentially with a reduction in temperature. Also, the tunneling effects are rather insensitive to temperature, so the reduction of DCR with deep cooling is not as effective beyond a certain low temperature. The choice of operating point is chiefly dictated by the combined temperature dependences of thermal generation, afterpulsing probability and tunneling. A good cut-off point is the lowest temperature at which the DCR is no longer decaying as rapidly as it does when thermal generation dominates (as shown in Fig. 4-1(b)). Below the cutoff temperature, the DCR will not change drastically, since tunneling becomes the dominant DCR mechanism. In order to determine the cut-off point, the DCR was measured as a function of temperature. The SPAD temperature was varied between –30 to +40 °C in a temperature-controlled chamber at different bias voltages and the data was collected for post-processing. The breakdown voltage variation was taken into account by adjusting the SPAD bias (*VDD\_SPAD* – *VHV*) accordingly at each temperature.

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 4‑9: Temperature measurements of DCR for SPAD-SF pixel. (a) DCR as a function of temperature for *VEX* = 0.4 V – 1.6 V. The solid lines represent the total measured DCR while the dashed lines represent the primary DCR component obtained from exponential fitting of the IAT histograms. (b) Corresponding Arrhenius plot and extracted activation energies as a function of excess voltage.
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Figure 4‑18: Temperature measurements of DCR for SPAD-SF pixel. (a) DCR as a function of temperature for *VEX* = 0.4 V – 1.6 V. The solid lines represent the total measured DCR while the dashed lines represent the primary DCR component obtained from exponential fitting of the IAT histograms. (b) Corresponding Arrhenius plot and extracted activation energies as a function of excess voltage.

The temperature characterization results of a silicided SF-SPAD pixel are shown in Fig. 4-9. Fig. 4-9(a) shows the total measured DCR versus temperature at different *VEX*. The DCR exhibits a weaker temperature dependence when the SPAD is cooled, suggesting that the DCR has a non-negligible tunneling contribution. This was expected due to relatively higher doping levels of the n+ and p-well layers in this CMOS technology. The increasing afterpulsing contribution is responsible for the deviation between the primary and measured DCRs at lower temperatures and higher excess voltages.

Arrhenius plots, shown in Fig. 4-9(b) for different excess voltages, were used assess the activation energies *EA* [267]. The DCR was expressed in terms of the Arrhenius equation as
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where *k*B is Boltzmann’s constant, and *T* is the absolute temperature in Kelvin [269]. The temperature dependence of DCR, as revealed by the slopes of Arrhenius plots, provides useful insight into the mechanisms for the dark current and DCR [261],[267],[270]-[272]. The magnitude of the thermal activation energy is of interest as an indication of the primary defect type leading to the measured DCR as well as for making quantitative assessments of the change of DCR with temperature.

If *EA* is similar to the band gap energy, then diffusion is the major factor in the dark leakage current. If the activation energy is near the mid-gap, the dark counts take place by SRH GR mechanisms. When *EA* is smaller than mid-gap, then the dark counts are described by the field-assisted generation mechanisms such as Frenkel-Poole barrier lowering and/or tunneling-generation [261],[273]. The relative contribution of each mechanism will depend on the temperature region of operation.

In Fig. 4-9(b), the dashed lines represent the slopes of the tangents of the DCR curves in the temperature ranges between 0 – 20 and -30 – 0 °C. The slopes cross over at around 0 °C, representing the point at the tunneling becomes the main mechanism. The extracted activation energies are plotted as a function of excess voltage on the right of Fig. 4-9(b). Since activation energy *EA1* is closer to mid-gap than *EA2*, the GR mechanism is more dominant in the 0 – 20 °C temperature range, and it is relatively independent of excess voltage as expected. On the other hand, the lower *EA2* corresponds to the more dominant tunneling mechanism in the -30 – 0 °C temperature range and has an activation energy that varies linearly with excess bias.

The variation of activation energies between different SPAD pixels were also examined for the CS-SPAD pixels. In Fig. 4-10(a), best (SPAD1) and worst (SPAD2) cases of DCR performance are plotted as a function of temperature along with mean and standard deviation (as error bars) of the DCR for seven measured pixels. Primary DCR components were extracted and are shown as dashed lines in the figure. An Arrhenius-type relationship was fitted to the data and the plot is shown in the left of Fig. 4-9(b).
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Figure 4‑10: Temperature measurements of DCR for SPAD-CS pixel. (a) DCR as a function of temperature at *VEX* = 1.3 V for seven measured chips. SPAD1 and SPAD2 represent best-case and worse-case DCR measurements. Average DCR of seven pixels and the standard deviation error bars are also shown. (b) Corresponding Arrhenius plot and extracted activation energies.
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Figure 4‑20: Temperature measurements of DCR for SPAD-CS pixel. (a) DCR as a function of temperature at VEX = 1.3 V for seven measured chips. SPAD1 and SPAD2 represent best-case and worse-case DCR measurements. Average DCR of seven pixels and the standard deviation error bars are also shown. (b) Corresponding Arrhenius plot and extracted activation energies.

From the Arrhenius plots, the slopes give activation energies of 0.26 and 0.2 eV between 0 °C and 30 °C for SPAD1 and SPAD2, respectively. At lower temperatures, there is a leveling off in the DCR, which is consistent with increased tunneling contribution. The field-assisted mechanisms of the SPAD were also confirmed by the observed exponential dependence of DCR on excess voltage in Fig. 4-8(a). Also shown in Fig. 4-10(b) (right) are the extracted activation energies of the seven measured SPAD. The activation energies indicate that there are two shallow trapping levels. Additional trapping levels may operate as generation centers, so the measured activation energy may actually represent the average of several different levels. Nevertheless, the low *EA* values obtained are consistent with the influence of the electric field on *EA* [267].

Non-silicided SPAD

A digital 130 nm CMOS technology uses the cobalt silicide process to reduce the sheet and contact resistance of the ultra-shallow (~200 nm) source drain implantations in DSM transistors [226]-[229],[244],[245]. For SPAD design, avoiding the introduction of impurities and damage in the active region by blocking the silicidation is a crucial step in achieving lower leakage current and hence lower DCR [249]-[251]. Of all the SPAD pixels that were studied in this work, the non-silicided SPADs had the lowest DCR across the entire range of *VEX*. Fig. 4-11 compares the total and primary dark DCR between non-silicided and silicided SPAD test structures (shown Fig. 3-1(b)) for *VEX* between 0.1 and 2.5 V. The DCR of the non-silicided SPADs ranged from 9 Hz/μm2 at *VEX* = 0.4 V, up to 281 Hz/μm2 at *VEX* = 1.4 V. This corresponds to a 19× and 3× improvement over the silicided SPAD at the same excess voltages. However, the high sensitivity of the DCR on excess voltage for both SPAD structures indicates that tunneling remains the dominant DCR mechanism. Therefore, the SPADs should be operated at a relatively low excess voltage to reduce tunneling DCR.
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Figure 4‑11: Measured DCR of silicided (red) and non-silicided (blue) SPADs (a) DCR as a function of *VEX*. Afterpulses are subtracted from Primary DCR. Exponential dependence on *VEX* is indicative of tunneling effects. (b) IAT distributions for *VEX* = 0.5 V and 1.2 V. Afterpulsing effects seen as deviations between total and primary DCR for lower IATs.
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Figure 4‑22: Measured DCR of silicided (red) and non-silicided (blue) SPADs (a) DCR as a function of *VEX*. Afterpulses are subtracted from Primary DCR. Exponential dependence on *VEX* is indicative of tunneling effects. (b) IAT distributions for *VEX* = 0.5 V and 1.2 V. Afterpulsing effects seen as deviations between total and primary DCR for lower IATs..

In Fig. 4-11(b) the IAT distributions of the two test structures are plotted at *VEX* = 0.5 V (left) and 1.2 V (right). Afterpulsing is much more prominent for the non-silicided SPADs based on the IAT deviations from the ideal exponential distribution. The silicidation formation in the n+-p-well junctions induces significant amounts of additional trapping energy levels, which has been shown to greatly affect the leakage current of n+-p junctions [244]-[250]. Small regions of silicide penetration (i.e., so called silicide spikes) are responsible for the resulting leakage current that flows across many localized defect points in the junction area [246]. The silicide penetrations may also be the cause of a stronger tunneling current increase and activation energy decrease with increasing bias voltage, resulting in very high DCR levels. The better quality of the non-silicided SPAD has allowed operation at higher *VEX* without suffering a penalty in increased DCR. This has resulted in better PDE, and higher sensitivity and wider dynamic range performance, as will be shown in sections 5.1.1 and 5.1.2.

## Afterpulsing Characteristics of Free-running and Time-gated SPADs

Afterpulsing in SPADs is caused by carriers that are trapped by previous avalanches and then released at a later time [178]-[180]. If a carrier is released after the excess voltage has been fully restored from a previous avalanche, then that released carrier may trigger an avalanche which is indistinguishable from a photon detection. Therefore, afterpulses appear as delayed, secondary pulses that are correlated to primary dark or photon initiated avalanches. The afterpulsing probability (AP) defines the probability that an afterpulse occurs due to a primary avalanche. Important parameters for AP are impurity concentration and carrier lifetime.

Afterpulsing is a very fast process, with time constants on the order of few tens to few hundreds nanoseconds [178],[179]. Therefore, AP can be expected to increase when the dead-time is reduced. Unlike thermal generation, afterpulsing cannot be reduced by cooling. With SPAD miniaturization, faster quenching and recharge times are feasible. However, the recharge must still be delayed until all the carriers trapped from previous avalanches have been released. As a result, when the SPAD’s operating temperature is lowered to minimize the thermal contribution, longer dead-times are necessary to minimize the afterpulsing effects which ultimately limits the dynamic range performance. Afterpulsing can be greatly minimized with front-end circuit designs that limit the amount of trapped charge and/or introduce a hold-off time before the excess voltage is fully restored [134]-[138],[181]. However, imposition of a longer dead-time is problematic since it limits the performance, particularly in applications of multi-photon timing, [275], photon correlation [91],[274]-[278], and time-gating [49]-[58]. In the following section sections, the afterpulsing phenomenon will be discussed and the afterpulsing characterization of free-running and time-gated SPADs will be presented.

### Afterpulsing mechanisms

Trapping centers are due to defects in the semiconductor lattice which cause an energy level within the forbidden energy band. The energy levels that are located near the middle of the band-gap (mid-gap) have similar probabilities of capturing electrons and holes. Thus they operate as efficient GR centers that are responsible for the primary DCR [155].

Traps located at intermediate energy levels between mid-gap and band edge, called deep levels, may also exist. These deep-levels act as minority carrier traps, where the probability of capturing only one carrier type is much higher. Also, the probability that the trapped carrier will be reemitted is much higher than the probability that it will recombine. During an avalanche breakdown, the deep-level traps are filled by carriers and subsequently released. The released carriers are responsible for triggering delayed, secondary avalanches. Hence, in the presence of afterpulsing, the measured average number of avalanches will exceed the expectation from Poisson statistics.
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Figure 4‑12: (a) Schematic representation of trapping and subsequent release of an electron by a deep level. (b) The probability density of afterpulse generation in a silicon SPAD operating at room temperature. Increasing the hold-off times reduces the afterpulsing probability [153].
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Figure 4‑24: (a) Schematic representation of trapping and subsequent release of an electron by a deep level. (b) The probability density of afterpulse generation in a silicon SPAD operating at room temperature. Increasing the hold-off times reduces the afterpulsing probability [153].

The afterpulsing process is illustrated in Fig. 4-12(a). In this case, an electron trap captures an electron from the conduction band at time *t* and then releases the carrier at some later time *t* + Δ*t*. The released carrier may re-trigger avalanche breakdown if Δ*t* is longer than the SPAD recharge time constant *τR*. On the other hand, if Δ*t* < *τR*, then the afterpulsing may be partially suppressed because carriers are released while the SPAD bias is below the nominal value. When this occurs, the released charges are less likely to cause afterpulses. Since the release time is statistical, the emission probability per unit time is defined for each trapping level by a characteristic time constant [178]-[180]. There may be many different trapping levels in the active region so the measured afterpulsing probability is characterized by a multi-exponential decay as is shown in Fig. 4-12(b) for a commercial SPAD at room temperature. The figure also demonstrates the dramatic impact hold-off time has on AP [61].

Many different types of traps that capture free carriers may be present, and the time constants that describe the emission rate of the filled traps may differ by many orders of magnitude [178]-[180]. Further, the electron traps are expected to contribute the most to afterpulsing, since holes in silicon have much lower ionization coefficient than electrons. Because electrons and holes are only generated inside the high field region, only electron and hole traps located inside the high-field region play a role in afterpulsing. AP is related to trap parameters such as capture cross section and trap concentration [155]. The probability that one random electron generated during an avalanche will be captured by a trap and will initiate an afterpulse when it is released is approximately
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where *Nt* is the electron trap concentration, *σt* is the electron trap cross section, *We* is the effective depletion width and *C* is the SPAD’s capacitance [179].

The presence of contamination and damage during the processing is the most critical factor that influences *Nt* and *σt*. However, these are determined by foundry and not by the SPAD design. *PAP* mostly depends on excess voltage because *We* depends on *VEX*. A straight-forward way to minimize the afterpulsing probability is thus the reduction of *VEX*. However, this may not be desirable in terms of timing resolution and PDE performance, so afterpulsing effects are in practice limited by reducing the quenching time and reducing the SPAD’s capacitance. As a result, the features of the SPAD front-end circuit play a critical role in the afterpulsing performance [134]-[138],[153],[163],[181]. Temperature variations also play an important role [86],[279]. At high temperatures, the trapped carriers are released more rapidly and are less likely to cause afterpulses. This is in contrast with the temperature dependence of the primary DCR, which gets increases at higher temperatures.

The total DCR can be expressed in terms of the afterpulsing probability and the primary DCR as
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where *DCRPR* is the primary DCR associated with thermal generation and tunneling, and *DCRT* is the total DCR with afterpulsing included [152]. The afterpulsing effect creates a positive feedback loop that may become self-perpetuating because each afterpulse can generate new afterpulses. Therefore, the afterpulsing probability should be reduced as much as possible to minimize the total DCR.

### Afterpulsing Characterization

Accurate and reliable afterpulsing characterization techniques are needed to obtain the AP of SPAD pixels. Methods that use autocorrelation to evaluate AP require auto-correlation computation circuits to get an accurate evaluation of afterpulsing probability [28],[278]. A more commonly used characterization methods involve measurement of a histogram of avalanche IATs using TDC circuits [180],[264],[280]-[282]. This analysis provides the necessary temporal information to distinguish between primary dark counts and correlated afterpulses. As was shown in section 4.1.2, the IAT statistics of SPAD dark pulses is represented theoretically by Poisson statistics. In the case of zero afterpulsing, the IAT PDF is a single-exponential function, with 1/λ representing the arrival rate of dark pulses. Afterpulsing causes short IATs to be more likely, since the trap lifetimes are on the order or hundreds of nanoseconds and since the detrapped carriers can immediately retrigger avalanches. This makes the IAT PDF a multi-exponential function, with a slow exponential decay representing the (uncorrelated) Poisson process, and a fast exponential decay representing the fast afterpulsing process.

The AP can be obtained by measuring the probability density of the occurrence of an afterpulse following a primary pulse as a function of time, and fitting the resulting distribution with a multi-exponential function,
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where *λ0* is the primary DCR, *Ai* and *λi* are the exponential pre-factors and detrapping rates, respectively, *N* is the number of trapping levels considered and *CT* is the total number of counts measured. Fitting an exponential to the uncorrelated noise and then finding the fraction of events above the fit curve yields the afterpulsing probability. The IAT histogram was fitted by eq. (4-12), and the AP was calculated according to
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where the difference in areas was taken between the multiple exponential (representing the afterpulses) and the single exponential (representing the primary dark counts), relative to the total area in eq. (4-12) to yield the fraction of dark pulses due to afterpulsing.

High time resolution and wide dynamic range are required for the IAT measurements, since the primary time constant *τ0* = 1/*λ0* is typically much longer than the afterpulsing time constants *τi* = 1/*λi*. In this work, afterpulsing probabilities were evaluated by recording the IATs using the built-in statistics functions of a 20 GS/s oscilloscope and using the histogram curve-fit method described above. Two histograms were assigned to the oscilloscope channels to record the IATs using short (from 0.2 to 1 ns) and long (from 2 to 200 ns) time-bins to extract the primary Poisson and afterpulsing portions of the DCR, respectively. The histograms each had 5,000 time-bins and at least 100,000 counts were accumulated. This characterization method allowed for fast and accurate AP evaluation.

An evaluation of the accuracy of the afterpulsing characterization method was performed by measuring the AP of a commercially available SPAD from MicroPhoton Devices (MPD PDM) [283]. This SPAD has a 50 µm active area and its temperature is controlled by an integrated Peltier cooler [141]. The SPAD is quoted for DCR < 100 Hz and AP between 1 and 3 % [283]. Fig. 4-13 shows the measured IAT distributions. Two main contributions were observed: the correlated events, representing the effective afterpulse distribution, and the uncorrelated background representing the thermal DCR. In this case, only two exponentials were required to obtain a good fit to the data. The measured results show good agreement with the quoted values, confirming the accuracy of the experimental set-up for afterpulsing characterization.
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Figure 4‑13: Measured IAT distribution and exponential fitting results for MPD SPAD.
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Figure 4‑26: Measured IAT distribution and exponential fitting results for MPD SPAD.

### Experimental results for free-running and time-gated pixels

The AP was determined from measurements performed for free running SPADs using the unbuffered and CS-SPAD test structures. Since AP is a function of the number of change carriers in each avalanche pulse, large SPAD capacitances can cause high probability of afterpulsing. Although the capacitance for the unbuffered SPAD pixel is high (~10 pF), the afterpulses are not so apparent in the IAT distributions at room temperature (Fig. 4-5(b)). This is because at these temperatures, the carrier trapping lifetimes are rather short (tens of nanoseconds), so a significant fraction of afterpulses are ‘lost’ in the long dead time (~1 µs).
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Figure 4‑14: (a) Measured and fitted IAT distributions for unbuffered SPAD pixel at T = -30 °C. (b) Measured afterpulsing probability and count rate as a function of excess voltage. A halogen lamp was used to provide background illumination to increase the count rate and reduce the measurement time as a result.
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Figure 4‑28: (a) Measured and fitted IAT distributions for unbuffered SPAD pixel at T = -30 °C. (b) Measured afterpulsing probability and count rate as a function of excess voltage. A halogen lamp was used to provide background illumination to increase the count rate and reduce the measurement time as a result.

When the pulse width histogram of this SPAD at room temperature is examined (Fig. 3-10), there are several peaks following the primary peak, indicating that most of the afterpulses occur while the SPAD is recharging from a previous avalanche [255]. Cooling the SPAD to -30 °C reduces the dark counts, however the AP becomes more dominant as shown in Fig. 4-14(a) for *VEX* = 1.25 V and 2.5 V. At low temperatures, the probability that trapped carriers are released past the dead time increases and the afterpusling effects become more visible in the IAT histogram.

Fig. 4-4(b) shows a strong increase of AP and count rate as *VEX* is increased for the unbuffered SPAD pixel. Because the unbuffered SPAD is connected to the load capacitor directly, the number of carriers flowing through the SPAD during an avalanche is quite high. Therefore, the avalanche charge flowing through the SPAD is expected to be decreased dramatically when a passively quenched front-end circuit is integrated inside the pixel. However, this does not necessarily correspond to a reduction of the afterpulsing probability since the dead-time is also reduced.

Fig. 4-15 shows the fitted IAT distributions at –30 °C for two measured CS-SPAD pixels, SPAD1 and SPAD2. The histogram time origin was shifted by the period of time required to reach the first count in the histogram, which signifies a dead-time of approximately 40 ns at this temperature. At –30 °C, the background DCR of SPAD1 was small enough to identify three afterpulsing components (with time constants of 48 ns, 328 ns, and 1.26 μs) to produce a good fit. Pixels with higher background DCR (SPAD2) required only two components with time constants of 54.8 ns and 885 ns to achieve a good fit at -30 °C temperature.
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Figure 4‑15: Measured and fitted IAT histograms of two FR pixels: (a) SPAD1 and (b) SPAD2 at –30 °C. All data are for *VEX* = 1.3 V.
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Figure 4‑30: Measured and fitted IAT histograms of two FR pixels: a) SPAD1 and b) SPAD2 at –30 °C. All data are for *VEX* = 1.3 V.

Since the lifetimes strongly depend on the process technology as well as material quality, these parameters have to be determined for different SPADs. The fitted decay curves of the IAT distributions for best and worst performing SPADs (SPAD1 and SPAD2) are shown in Fig. 4-16(a) at different temperatures, along with the corresponding CV of the IAT data. Almost 90% of the afterpulses are encountered in the first microsecond after the avalanche event. Due to the short dead-time, the deviation of the IATs from the Poisson distribution was considerable for SPAD1. SPAD2 had much higher DCR so this deviation was less apparent. The difference in AP behavior between SPAD1 and SPAD2 within the first hundred nanoseconds was attributed to the large difference in DCR between the pixels. As the temperature was elevated for SPAD2, the afterpulsing inducing traps that have longer lifetimes became indistinguishable from the DCR background counts, and only the shortest afterpulsing decay constant was clearly identifiable. Above room temperature, the number of carriers that were released after the SPAD has been fully recharged drops considerably, so the AP becomes almost negligible (~2%).

The total AP of the two pixels are shown in Fig. 4-16(b) together with the minimum hold-off time required for minimal (1%) AP. Although the AP of SPAD2 was smaller than SPAD1 and had less dependence on temperature, the two pixels had very similar decays in the minimum hold-off time as a function of temperature. As shown in Fig. 4-16(a) for IAT distributions for free-running SPAD’s operating at room temperature, a few hundred nanoseconds hold-off can reduce AP by orders of magnitude, since it covers most of the release transient and practically eliminates afterpulsing. However, a 40 °C reduction in operating temperature to reduce the DCR requires at least an order of magnitude increase in the hold-off time to achieve AP < 1 %.
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Figure 4‑16: (a) IAT probability distributions at different temperatures for SPAD1 (Left) and SPAD2 (Right) at *VEX* = 1.3 V. CV of histogram data is shown in the insets. (b) Calculated afterpulsing probabilities (left) calculated hold-off time required for 1% afterpulsing probability (right) for FR SPAD pixels as function of temperature at *VEX* = 1.3 V. Errors in the calculations arise from small uncertainties in temperature, breakdown voltage, and from variations in quality-of-fit to afterpulsing data.
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Figure 4‑32: (a) IAT probability distributions at different temperatures for SPAD1 (Left) and SPAD2 (Right) at *VEX* = 1.3 V. CV of histogram data is shown in the insets. b) Calculated afterpulsing probabilities (left) calculated hold-off time required for 1% afterpulsing probability (right) for FR SPAD pixels as function of temperature at *VEX* = 1.3 V. Errors in the calculations arise from small uncertainties in temperature, breakdown voltage, and from variations in quality-of-fit to afterpulsing data.

Due to the large DCR of the free-running SPAD pixels, SPAD were designed to operate in a time-gated mode to reduce the probability of detecting a dark count down to 10-6 per gate with a gating window of ~3 ns [53]. AP characterization was performed at –30 and 27 °C with *VEX* = 1.3 and 1.5 V for varying hold-off times. The time required to observe afterpulsing effects in the dark at low temperatures with sufficient accuracy for the TG SPAD was very long due to their low DCR (~2 kHz). This was compounded by the very short gating time, which meant that the time required to obtain a sufficient number of counts was prohibitively long. The photon-induced AP was therefore measured by illuminating the TG SPAD with an attenuated halogen light source in order to increase the per gate counting probability (~10-3) and thereby considerably reduce the measurement time.

In Fig. 4-17(a), the TG SPAD’s avalanche IAT distributions at –30 °C are shown for two different hold off times. On the right, the first 25 time-gates following an avalanche are shown for a 100 MHz gating frequency (corresponding to 7 ns hold-off time). There is an absence of counts in the histogram during the hold-off periods, since the histogram time resolution is 200 ps (equivalent to 15 histogram bins per time gate). Two afterpulsing components were identified with time constants of 9.7 ns and 29 ns. On the left, the IAT distributions are shown at –30 °C for a gating frequency of 6.25 MHz (corresponding to a 157 ns hold-off time). It can be seen that this hold-off time was sufficient to eliminate afterpulsing effects. For the TG SPADs at room temperature, afterpulsing effects were eliminated by using a ~40 ns hold-off time, which was considerably lower than the minimum hold-off time required the FR SPAD pixels.
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Figure 4‑17: (a) Measured distributions of afterpulsing in time-gated mode for illuminated SPAD at –30 °C with *VEX* = 1.3 V. 7 ns hold-off time results in 34.5 % afterpulsing probability (left). No detectable afterpulses for 157 ns hold-off time (right). The inset shows the superposition of the first 31 time-gates following an avalanche. The measured full-width at half-maximum (FWHM) of the gate width is 2.9 ns. (b) Measured afterpulsing probability versus hold-off time for TG SPAD. (Left) Fitted results at –30 °C show temporal behavior between exponential and power law. (Right) At room temperature the behavior is exponential.
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Figure 4‑34: a) Measured distributions of afterpulsing in time-gated mode for illuminated SPAD at –30 °C with *VEX* = 1.3 V. 7 ns hold-off time results in 34.5 % afterpulsing probability (left). No detectable afterpulses for 157 ns hold-off time (right). The inset shows the superposition of the first 31 time-gates following an avalanche. The measured full-width at half-maximum (FWHM) of the gate width is 2.9 ns. (b) Measured afterpulsing probability versus hold-off time for TG SPAD. (Left) Fitted results at –30 °C show temporal behavior between exponential and power law. (Right) At room temperature the behavior is exponential.

The differences in AP performance of the FR and TG SPAD pixels was attributed to the different front-end circuits. While the FR SPAD had a ~45 ns recharge time, the TG SPAD had very fast recharge (~800 ps) with a minimum hold-off time of 7 ns. Due to the shorter dead-time, the TG SPAD could detect afterpulsing decays with shorter time constants. Further, although the total avalanche charge obtained from simulations for the FR and TG SPAD pixels were very similar (~260 fC and ~290 fC at *VEX* = 1 V, respectively). Thus, the afterpulsing effects could be avoided in the time-gated mode by introducing a sufficiently long hold-off time that allows for complete de-trapping of the avalanche charge before the SPAD bias is restored. The time-gated mode was also more effective in suppressing higher-order afterpulsing effects (afterpulses of afterpulses), because the SPAD was turned off immediately after each avalanche. Therefore, long sequences of afterpulses were less likely to be encountered.

Fig. 4-17(b) shows the calculated AP of the TG SPAD at –30 °C and 27 °C using different hold-off times. As described in [281], the AP as a function of hold-off time for silicon SPADs falls somewhere between a power law and an exponential behavior. This is interpreted as broadening of the detrapping rate distribution as the temperature is lowered. When the temperature is elevated, the temporal decay of the detrapping process becomes exponential, corresponding to a narrowing of the distribution of detrapping rates. Regardless of the distributions of the traps, selecting a suitable hold-off time can practically eliminate afterpulsing effects operating the SPAD in the time-gated mode.

# CMOS SPAD Optical Characterization And Fluorescence Lifetime Measurement Results

The main benefit of using SPADs is the ability to detect extremely weak optical signals, which is critical for FLIM applications. However, the capability to detect low-level light is affected by the DCR and AP performance. Extensive SPAD characterization presented in the previous chapter has shown that the DCR and AP are extremely sensitive to the excess voltage, temperature, dead-time and fabrication quality. Therefore, these factors also affect the SPAD’s optical performance.

In Section 5.1, characterization results of the fabricated SPAD pixels in terms of dynamic range (DR), photon detection efficiency (PDE), and photon timing jitter are presented. Time-correlated single-photon counting (TCSPC) and continuous-wave (CW) and experiments were performed to assess the SPAD’s capability in detecting fast fluorescence decays in a laboratory setting. Results from these measurements are shown in Section 5.2 for the SPADs fabricated in this work. The key limitations and benefits of using SPADs fabricated in a low-cost standard digital CMOS technology for fluorescence lifetime measurements are highlighted and their performance is compared to a commercially available single-photon detector.

## Optical Characterization Results

### Dynamic Range

The ratio between the maximum and minimum detectable optical power by the SPAD defines the dynamic range. Whereas the lowest detectable light power is determined by the DCR and AP, the highest detectable light power is determined by the dead-time. The high-end of the dynamic range is very important for SPADs because the output can easily saturate when exposed to bright light (such as background light). Since the counting losses depend on the dead-time, the AP performance is important at the upper end of the dynamic range [101],[284].

The dynamic range is limited by the photon flux at which the SPAD count rate begins to deviate from a linear function [285]. Reducing the dead-time is the most straightforward way to achieve higher dynamic range, but because of the carrier trapping phenomenon in the active region, the detector dead-time cannot become too low, otherwise afterpulsing will dominate and the DCR will increase to reduce the lower end of the dynamic range. Indeed, the avalanche must be quenched and subsequently recharge only when the trapped carriers have been removed from the active region, resulting in a dead-time that can range from few tens of nanoseconds up to several microseconds, depending on the operating temperature. As a result, the maximum counting rate achievable is severely limited when low AP is required.

Measurement Set-up

In order to characterize the dynamic range performance of the SPAD, its response at different incident light intensities was measured. Fig. 5-1(a) shows the instruments that were used in the optical characterization. All optical instruments and SPADs under test were mounted on a vibration-free optical table in an isolated dark chamber. A xenon lamp generated a broadband light which was subsequently collimated by lenses in order to obtain a uniform beam. The desired wavelength was selected with optical bandpass filters (BPF) with 10 nm bandwidth.

Fig. 5-1(b) shows the measured spectrum of the xenon lamp as well the measured spectra obtained with 400, 500, and 600 nm BPF. Each BPF was verified to have 10 nm optical bandwidth as shown in Fig. 5-1(b). The light beam was attenuated through neutral density (ND) filters to vary the photon count rate at the detector. The optical intensity (power per unit area) was evaluated by means of a calibrated silicon photodiode (SiPD) placed at a known distance (50 mm) from the lamp where the beam was uniform over a diameter of several centimeters. The range of light intensities obtained by attenuation of the light beam was measured with the calibrated SiPD and the results are shown on the right of Fig. 5-1(b). The optical power meter was capable of measuring light sources from 50 nW to 50 mW at wavelengths between 400 nm to 1100 nm. The SiPD was then removed and replaced with SPADs that were to be characterized. The measurements were carried out through a custom-made MATLAB program. This program was used to control the oscilloscope and SPAD bias voltage supplies and for data collection and analysis.
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Figure 5‑1: (a) Instrumentation for optical characterization of SPADs. (b) Right: Measured optical spectrum of xenon lamp and filtered light. Left: Measured optical powers for λ between 520 – 580 nm.
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Figure 5‑2: a) Instrumentation used for optical characterization of SPADs. b) Right: Measured optical spectrum of xenon lamp and filtered light. Left: Measured optical powers for λ between 520 – 580 nm.
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Figure 5‑3: a) Instrumentation for optical characterization of SPADs. b) Right: Measured optical spectrum of xenon lamp and filtered light. Left: Measured optical powers for λ between 520 – 580 nm.
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Figure 5‑4: a) Instrumentation used for optical characterization of SPADs. b) Right: Measured optical spectrum of xenon lamp and filtered light. Left: Measured optical powers for λ between 520 – 580 nm.

The optical powers measured by the calibrated SiPD were converted to photon flux striking the SPAD active area according to

|  |  |
| --- | --- |
|  | (5-1) |

where *PSiPD* is the light power measured by the calibrated SiPD, *λ* is the wavelength, *h* is Planck’s constant, *c* is the speed of light, *ASPAD* is the active area of the SPAD, and *ASiPD* is the photosensitive area of the SiPD [184]. The measured count rate (CR) of the SPAD, as a result of the incident photon flux, *Φ'SPAD*, was obtained by fitting the measured IAT histogram using an exponential decay model as described in Chapter 3. From this analysis, the true counting rate of the SPAD, *ΦSPAD*, corresponding to the measured photon counting rate of the SPAD, was found according to

|  |  |
| --- | --- |
|  | (5-2) |

where the first term is the correction for the dead-time losses of the SPAD (section 4.1.1). The DCR was subtracted from the measurements to give the actual number of counts due to the incident photons.

To order to validate the results of the optical characterization set-up and verity its accuracy, comparative tests were carried out with a commercially available SPAD module from MicroPhoton Devices (MPD), a world-recognized and widely adopted manufacturer of standard instruments for single-photon counting measurements. The measured dynamic range of the MPD SPAD is shown in Fig. 5-2. In Fig. 5-2(a), the measured input photon flux striking the detector, *ΦIN*, as well as the measured SPAD counting rate, *Φ'SPAD*, is plotted as a function of optical attenuation level. The effects of the detector dead-time are apparent by the deviation from the linear function at the upper end of the dynamic range, while the DCR effects appear at the lower end.

|  |  |
| --- | --- |
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| (a) | (b) |

Figure 5‑2: (a) The measured input photon flux striking the detector along with the uncorrected SPAD counting rate is plotted as a function of the optical attenuation (b) The corrected SPAD counting rate as a function of optical intensity is shown together with a linear fit. Background DCR is indicated by the dashed line.
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Figure 5‑6: a) The measured input photon flux striking the detector along with the uncorrected SPAD counting rate is plotted as a function of the optical attenuation b) The corrected SPAD counting rate as a function of optical intensity is shown along with a linear fit.
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Figure 5‑7: a) The measured input photon flux striking the detector along with the uncorrected SPAD counting rate is plotted as a function of the optical attenuation b) The corrected SPAD counting rate as a function of optical intensity is shown together with a linear fit. Background DCR is indicated by the dashed line.
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Figure 5‑8: a) The measured input photon flux striking the detector along with the uncorrected SPAD counting rate is plotted as a function of the optical attenuation b) The corrected SPAD counting rate as a function of optical intensity is shown along with a linear fit.

Fig. 5-2(b) shows the same data as a function of the optical intensity corrected for the counting losses and after background DCR subtraction. *ΦSPAD* deviates from the ideal case at lower light intensities due to stray background light. This is because the subtraction of DCR in eq. (5-2) has a greater impact in the photon starved regime of the dynamic range. The measured counts showed good agreement with the linear fit over nearly six orders of magnitude in accord with the MPD SPAD specifications. These results served to validate the measurement-set up used subsequently for CMOS SPAD dynamic range characterization.

CS-SPAD Pixels

The measured count rates as a function of the optical attenuation are shown in Fig. 5-3(a) for the silicided CS-SPAD pixel at different excess voltages. The minimum light intensity from which signal counts can be distinguished above the background noise (i.e. the level where the SNR is approximately unity) is determined by the DCR level. Because CS-SPAD pixels have a much higher background DCR compared with the MPD SPAD, the response of the count rate flattens at the lower end of the dynamic range. Since the dead time of the CS-SPAD is around 30 ns, the maximum counting rate is approximately 33.3 MHz. However, the optical intensity in this set-up could not be set high enough to reach this counting rate. This is because the thin layer of silicide on top of the photosensitive area reflects a large fraction of the incident photon flux. As a result, the measured count rate was well below the incident photon flux *ΦIN*.

|  |  |
| --- | --- |
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| (a) | (b) |

Figure 5‑3: (a) The measured input photon flux striking the detector is plotted along with the uncorrected SPAD counting rate at different excess voltages for decreasing levels of optical attenuation. (b) The corrected SPAD counting rate with background DCR subtracted is plotted as a function of optical intensity. Measurement taken at λ = 560 nm.
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Figure 5‑10: a) The measured input photon flux striking the detector is plotted along with the uncorrected SPAD counting rate at different excess voltages for decreasing levels of optical attenuation b) The corrected SPAD counting rate with background DCR subtracted is plotted as a function of optical intensity. Measurement taken at λ = 560 nm.

Fig. 5-3(b) shows that the measured count rate linearly depends on the incident photon flux over a range of two decades indicating a dynamic range of at least 20 dB. Optical lenses can be used to focus more light on the SPAD to allow for a significant increase in the maximum count rate that can be measured.

Non-silicided SPAD test structures

The results in Chapter 4 revealed that non-silicided SPADs have significantly lower DCR compared to silicided ones. The absence of silicide - a well-known source of reverse leakage current in reverse biased pn junctions - on the photosensitive region results in a significant performance improvement in image sensor design [249]-[251]. As a result of the lower DCR, weaker light intensities could be detected with the non-silicided SPAD pixels. The measured dynamic range of such a pixel is shown in Fig. 5-4.

|  |  |
| --- | --- |
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| (a) | (b) |

Figure 5‑4: Measured dynamic range of non-silicided SPAD. (a) Plot of the measured input photon flux striking the detector along with the uncorrected SPAD counting rate as a function of the optical attenuation (b) Plot of corrected SPAD counting rate as a function of optical intensity on the SPAD. Measurement taken at λ = 560 nm.
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Figure 5‑12: Measured dynamic range of non-silicided SPAD test structure a) Plot of the measured input photon flux striking the detector along with the uncorrected SPAD counting rate as a function of the optical attenuation b) Plot of corrected SPAD counting rate as a function of optical intensity on the SPAD. Measurement taken at λ = 560 nm.

Compared with Fig. 5-3, the non-silicided SPAD shows better response to low-level light. This is because at the lowest excess voltage setting of *VEX* = 0.4 V, the DCR was as low as 500 Hz. This DCR is comparable to that of the MPD SPAD, and as such, the optical response at the lower end of the dynamic range was similar. In contrast, the silicided SPAD pixels were practically unresponsive to the low-intensity light. On the other hand, the non-silicided SPADs had worse performance at the higher end of dynamic range, since these devices were fabricated using an unbuffered test structure and this resulted in a long dead time of approximately 0.75 μs. Integrating the non-silicided pixel with the CS front-end circuit is expected to reduce the dead-time, thereby increasing the dynamic range of the pixel by up to 20 dB. For the silicided SPAD pixels, the light saturation level was considered to be reached when the optical intensity striking the detector increased to the point where the time interval between photon arrivals was comparable to the dead time (at approximately 1 MHz).

### Photon Detection Efficiency (PDE)

Photon detection efficiency (PDE) is defined as the probability that the detector generates a digital output pulse corresponding to an incident single photon. When biased below the breakdown voltage, QE is normally used to indicate the percentage of photons incident on a photodiode’s active area that produce an electron‐hole pairs. Although photons can be converted into carriers with high QE (which can be as high as 95% at 560 nm), none of the carriers can trigger a self-sustained avalanche so effect the PDE is considered to be zero.

When biased above the breakdown voltage, the PDE depends not only on QE, but also on the probability that an electron or hole will generate an avalanche, and this depends greatly on the excess voltage. In practice, the PDE is determined as the percentage of photons that actually trigger an avalanche compared to the total number of photons incident on the SPAD active area,

|  |  |
| --- | --- |
|  | (5-3) |

where *PAV* is the avalanche triggering probability (eq. (4-2)), QE is the quantum efficiency, and FF is the pixel fill-factor, defined as the ratio of the diode’s photosensitive area to the total area for a pixel. ΦIN and ΦSPAD are the incident photon count rate incident and photon counting rate of the SPAD, defined in eqns. (5-1) and (5-2), respectively. These were the quantities that were precisely measured by the optical set-up in Fig. 5(a).

PDE can be increased most straight-forwardly by increasing *VEX*. As excess bias increases, the internal electric field becomes stronger, leading to the increase of the avalanche trigger probability. However, the potential drawbacks include higher DCR and considerable afterpulsing effects due to the increased number of avalanche charges flowing through the avalanche junction. Therefore, the excess bias must be carefully chosen to achieve best overall performance.

Measurement set-up

The crucial point of the PDE characterization is to count only detections of incoming photons [263],[287]. The experimental procedure based on measurement of IAT statistics was used in order to only consider real photon detections and to neglect the afterpulses. The PDE measurements were carried out by selecting the desired wavelength with BPFs and evaluating photon flux (power per unit area) at the SPAD’s position by means of a calibrated SiPD. The power meter was then removed and replaced with the SPAD to be characterized. In order to verify the accuracy of the measurement set-up used for SPAD PDE evaluation, the PDE of the MPD SPAD was measured and compared to the quoted values.
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Figure 5‑5: (a) Measured PDE of the MPD SPAD compared to the quoted value. (b) Left: Measured IAT histogram used to evaluate PDE of MPD SPAD at λ = 400 nm. Effects of afterpulsing are eliminated from the measurement by taking the primary counting rate as 1/τ2. Right: CV of measured IAT histograms used in PDE evaluation as a function of wavelength.
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Figure 5‑14: a) Measured PDE of the MPD SPAD compared to the quoted value. b) Left: Measured IAT histogram used to evaluate PDE of MPD SPAD at λ = 400 nm. Effects of afterpulsing are eliminated from the measurement by taking the primary counting rate as 1/τ2. Right: CV of measured IAT histograms used in PDE evaluation as a function of wavelength.

Fig. 5-5(a) illustrates the measured PDE of the MPD SPAD with a very good agreement with quoted PDE values [283]. A representative IAT histogram of the MPD SPAD counts was fitted with a double exponential function as shown in Fig. 5-5(b). The accuracy of the measured PDE was thus guaranteed by only considering the primary count rate and discarding the afterpulsing component. Fig. 5-5(b) shows a plot of the calculated CV at each measured wavelength indicating the presence of afterpulsing effects in the measured IATs. Carefully accounting for the DCR and afterpulses is essential in order to quantify the true PDE of SPADs.

Another important consideration for accurate PDE evaluation involves the determination of the minimum incident photon rate to ensure that the measured SPAD’s count rate sufficiently exceeds the DCR. Ideally, the intensity of the incident light should be high enough so that the measured detector’s count rate greatly exceeds the DCR. Otherwise, the subtraction of the DCR in eq. (5-2) introduces errors when determining the actual count rate, as was the case shown in Fig. 5-3(a) for the silicided CS-SPAD pixel. On the other hand, if the optical intensity is too high, then the measured SPAD count rate enters saturation, as was the case shown in Fig. 5-4(b). Fortunately for the silicided pixels, the SPAD was free from saturation effects at the high end of the dynamic range because the silicide reflects a large portion of the incident light.

Fig. 5-6(a) illustrates the PDE overestimation for the silicided pixels, where the PDE values obtained at different levels of optical attenuation for wavelengths between 520 and 560 nm are plotted. At the highest attenuation levels, the PDE is overestimated by 100×. This occurs because the counting rate remains constant, even as the incident optical intensity decreases below the DCR. So as optical intensity is reduced and the denominator in eq. (5-3) decreases, the numerator remains constant leading to an apparent increase in the PDE. The PDE reaches its true value at higher levels of optical intensity, since the DCR is well below the measured counting rate. This is illustrated in Fig. 5-15(b) which shows the measured pulse count histograms in a 1 ms interval. With optical attenuation between 30 and 55 dB, the SPAD count rate distribution is very similar to the DCR distribution, whereas for 25 dB and below, the photon counts become apparent over the background DCR. As a result, the PDE values in this range were not overestimated when subtracting the DCR to obtain the true photon counting rate of the detector.
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Figure 5‑6: (a) Measured PDE at different wavelengths as a function of optical attenuation. The PDE is overestimated at the higher optical attenuations. b) Measured pulse count histograms with 1 ms integration time at 580 nm.
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Figure 5‑16: a) The measured input photon flux striking the detector along with the uncorrected SPAD counting rate is plotted as a function of the optical attenuation. b) The corrected SPAD counting rate.

Silicided SPAD

Based on the considerations above, the PDE of the silicided SPAD pixels was evaluated in the set-up using an optical attenuation less than 30 dB. The measurement results are shown in Fig. 5-7 for three different excess voltages. A histogram of CV values that were obtained at each wavelength and bias point is also shown in the inset. CV values near-unity indicate that afterpulsing effects were rather negligible for the SPAD at room temperature. The PDE curves exhibit maxima and minima at 500 and 540 nm respectively because the stack consisting of air/dielectric layers/silicon forms a Fabry-Perot resonator [188],[189]. Because the thickness of each dielectric layer can vary by as much as 20%, the optical transmission coefficient can vary strongly for different process corner cases and from chip to chip (Fig. 5-17(b) [289]. As a result, the process variations cause relative positions of the maxima and minima of the SPAD PDE characteristic to vary significantly between different chips. Post-process modifications are needed to remove the dielectric stacks and to add an anti-reflection coating (ARC) to improve the PDE [189].
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Figure 5‑7: (a) Measured PDE of silicided CS-SPAD pixel at three different excess voltages. The measurements were performed with an optical intensity that ensured accurate PDE calculations. Inset shows a histogram of CV values obtained from the IAT distributions measured at each wavelength and bias point. (b) Transmittance of light passing through the stack of dielectric layers in 130 nm IBM CMOS technology with ±20% process variation in thickness of layers [289].
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Figure 5‑18: (a) Measured PDE of silicided CS-SPAD pixel at three different excess voltages. The measurements were performed with an optical intensity that ensured accurate PDE calculations. Inset shows a histogram of CV values obtained from the IAT distributions measured at each wavelength and bias point. (b) Transmittance of light passing through the stack of dielectric layers in 130 nm IBM CMOS technology with ±20% process variation in thickness of layers [289].

The lower PDE at short wavelengths compared to the larger PDE at around 500 nm can be explained with the following reasoning. First, the transmittance of light through the silicon nitride passivation layer ranges between 5-50% in the 300-500 nm wavelength range, until it reaches nearly 100% at 580 nm [290]. Second, because the short wavelength light is mostly absorbed near the silicon surface (i.e. in the n+ layer above the multiplication region), the illumination results in pure hole injection into the SPAD’s avalanche region. In silicon, holes have a lower ionization coefficient than electrons so a hole-initiated avalanche breakdown has a lower probability than an electron-initiated one, resulting in a lower PDE at shorter wavelengths.

At longer wavelengths, electrons photogenerated deeper in the p-well are more likely (compared to holes) to drift into the avalanche region and initiate an avalanche. This is because the p-substrate and the DNW are electrically shorted, so the holes photogenerated in the DNW will either drift across the DNW/p-well junction towards the p+ contact in the p-well, or towards the p+ contact in the substrate. In either case, they do not enter the active region and trigger avalanches due to the potential barrier of the DNW/p-well. Also, the p-well is thicker than a n-well in a DSM technology, resulting in increased sensitivity of n+/p-well SPAD over a wider spectral range compared to p+/n-well structures [232],[288]. As such, the peak sensitivity of the measured SPADs occurs in the green to red wavelength range where most FLIM setups operate. However, the PDE performance is still below expectations due to the reduced optical transparency introduced by the thin silicide layer on the active region surface. Therefore, the silicidation of the n+ region was blocked, resulting in improved PDE performance.

Non-silicided SPAD

The measured PDE of the non-silicided SPAD test structure is shown in Fig. 5-8 for excess voltages between 0.4 and 1.2 V. This PDE also has the characteristic similar peaks and valleys due to multiple reflections within the IMD and passivation layers covering the active area of the photodiode. However, because of the lack of a silicide layer on the surface, the PDE is approximately 6× to 8× larger for the same values of *VEX*. The improved PDE, together with the reduced DCR of these pixels, opens up the capability of using these devices for high-sensitivity fluorescence lifetime analysis, as is shown in Section 5.2.
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Figure 5‑8: Measured PDE of non-silicided SPAD test structures pixel at five different excess voltages.
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Figure 5‑20: (a) Measured PDE of non-silicided SPAD test structures pixel at five different excess voltages.

Fig. 5-9(a) shows the comparison of PDE as a function of *VEX* for different illumination wavelengths. The PDE increases with *VEX* due to the increased avalanche triggering probability. For lower *VEX*, the rate of increase of breakdown probability is higher than that at lower values of *VEX*. This is because the triggering probability asymptotically approaches unity and eventually reaches saturation for high *VEX.* In contrast, the DCR keeps rising exponentially as *VEX* increases. Therefore, the plot of DCR versus PDE is approximately linear on a semi-log scale.

Fig. 5-9(b) shows that in order to reach the best PDE with an acceptable DCR, the optimal wavelength should be near 600 nm for the non-silicided n+/p-well SPAD structures. In contrast to the previously reported p+/n-well SPAD structures in similar DSM technologies, the SPADs in this work showed peak PDE response for blue/green light (470-500 nm). [165]-[167],[170]-[172]. The optimal excess bias lies between 0.4 V and 0.8 V for the SPADs in this work. Further increasing *VEX* has less of a benefit on the PDE, and only serves to increase the DCR, which lowers the dynamic range. Cooling and time-gating is expected to significantly reduce the DCR and AP, thereby allowing higher PDE and dynamic range values, opening up the possibility of further improvement of CMOS SPAD’s performance.
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Figure 5‑9: (a) The measured PDE as a function of excess voltage for non-silicided SPAD pixel at three wavelengths. (b) The corresponding plot of DCR versus PDE for the same pixel.
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Figure 5‑22: a) The measured PDE as a function of excess voltage for non-silicided SPAD pixel at three wavelengths. b) The corresponding plot of DCR versus PDE for the same pixel.

Time Gated SPAD (silicided)

The time-gating feature of SPADs was exploited in Chapter 4 to drastically reduce the effect of DCR and afterpulsing. However, by acquiring photons only in short and well-defined time slots while rejecting all the others, the PDE of the TG-SPAD is correspondingly reduced. As a result, in continuous wave (CW) operation, the effective PDE in the TG mode is lower compared to the PDE of the FR mode by a factor of the duty cycle (*TON*/*TG*, where *TG* is the gating period and *TON* is the gating on time). A fair comparison between FR and TG mode requires that the PDE inside the gate-on time is the same as the PDE of the FR SPADs, so the measured PDE of the TG SPAD should be normalized by the duty cycle.

Fig. 5-10(a) shows the measured and normalized PDE values of the TG-SPAD pixel in comparison to the FR-SPAD. The PDE of the TG SPAD is very similar to the PDE of the FR SPAD, other than the different location of peaks/valleys in the PDE response. The variation in wavelengths at which the PDE minima and maxima occur for the different measured chips is due to constructive/destructive interference of the incident light, which is affected by the variation of IMD thickness. The fabricated SPAD chips exhibited the most variation in optical sensitivity for green light, since the PDE variations were the most pronounced in this wavelength range.

A plot of the measured PDE performance of the FR and TG is shown in Fig. 5-10(b). The non-silicided SPAD showed a considerable improvement over the silicided structures. However, the PDE is still much lower than the MPD SPAD. Post-processing steps to remove the passivation and IMD layers above SPAD active area, as well as deposition of optimized antireflection coatings on the chip surface, is expected to improve the PDE of standard CMOS SPADs [189].
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Figure 5‑10: (a) Measured PDE performance of TG-SPAD pixel. The measured PDE (green) was normalized (red) by the duty cycle and compared with free-running PDE performance (blue). Both pixels were silicided. (b) Comparison of PDE performance between silicided and non-silicided SPAD pixels as well as MPD SPAD. The y-axis is shown on a log scale.
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Figure 5‑24: a) Measured PDE performance of TG-SPAD pixel. The measured PDE (green) was normalized (red) by the duty cycle and compared with free-running PDE performance (blue). Both pixels were silicided. b) Comparison of PDE performance between silicided and non-silicided SPAD pixels as well as MPD SPAD. The y-axis is shown on a log scale.

### Timing Resolution

The timing resolution is defined as the timing jitter between the true photon arrival time and the time instant when the output pulse is recorded. It is a critical parameter for SPADs, since in practical applications jitter limits the overall time resolution of the TCSPC system. The timing resolution is described by the full-width at half-maximum (FWHM) of the resulting statistical distribution of the delays between the photon arrival time and the time of the leading edge of the SPAD output pulse. When photons are absorbed, the photo-generated carriers may either undergo immediate avalanche multiplication, or may diffuse before undergoing avalanche multiplication. Although the statistics of these processes are different, the final result can be described as the superposition of a Gaussian response and an exponential tail, with the Gaussian component representing the variation in the avalanche build-up time and the exponential component representing the diffusive processes [87],[130],[139],[152].

Timing responses of the CS-SPAD were characterized by the TCSPC method at two different wavelengths (λ = 470 nm and 520 nm) using high repetition rate (up to 80 MHz) picosecond pulsed (FWHM = 70 ps and 110 ps) diode lasers (Picoquant P-C-470 and P-C-510). Fig. 5-11(a) shows the experimental set-up. The laser beam was aligned in free-space such that it was directly incident on the chip and thus illuminated the entire photosensitive area of the SPAD. The laser intensity was adjusted by placing ND filters in the path of the beam so that the detector operated in a photon starved mode. The laser driver (PDL 800-B) provided a low-jitter electrical signal synchronized with the laser pulse which was used as the START signal in the TCSPC set-up. The STOP signal was provided by the output pulses of the CMOS SPADs. The oscilloscope was programmed to digitize the time intervals between START and STOP pulses and to evaluate the corresponding IAT histogram. The histogram of time differences between the laser pulse and the SPAD output pulse yielded the overall timing uncertainty of the TCSPC system. Removal of the jitter components generated by the measurement setup (mostly dominated by the laser’s 70 ps jitter) yielded the SPAD’s jitter.
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Figure 5‑11: (a) The experimental set-up used to measure the timing response of SPADs. (b) Measured timing response of MPD SPAD (left) had good agreement with the manufacturer’s specifications. The measured timing jitter of CS-SPAD pixel (right) showed excellent performance in comparison.
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Figure 5‑26: a) The experimental set-up used to measuring the timing response of SPADs. b) Measured timing response of MPD SPAD (left) had good agreement with the manufacturer’s specifications. The measured timing jitter of CS-SPAD pixel (right) showed excellent performance in comparison.

To validate the measurement setup, the timing response of the MPD SPAD was measured with the results shown in Fig. 5-11(b), left. The measured FWHM is 86.4 ps for excitation at 470 nm. Taking the pulse width of 70 ps of the excitation laser into account, the resulting 50.6 ps timing resolution of the MPD SPAD was in good agreement with the manufacturer’s specifications. The measured FWHM results of the CS-SPAD pixels (Fig. 5-11(b), right) are comparable to the MPD SPAD, whereas the full-width at one-hundredth of maximum (FW(M/100)) value was better for CS-SPAD pixels. This could be on account of the variations of laser pulse shape when higher power settings on the laser driver were used to characterize the silicided SPADs.

The CS-SPAD pixels were optimized for high timing resolution performance. This was achieved through the design of the front-end circuit used for sensing the SPAD avalanche and generating digital output pulses. The timing jitter of the output pulses was minimized by utilizing a sensing threshold ~300 mV below the SPAD cathode supply voltage and utilizing the full logic-swing CMOS circuits in the output-driver circuit.
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Figure 5‑12: Measured timing jitter distributions of CS-SPAD pixels for two excess voltages, *VEX* = 1 V and 1.2 V. The laser wavelengths are (a) λ = 470 nm and (b) λ = 510 nm.
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Figure 5‑28: Measured timing jitter distributions of CS-SPAD pixels for two excess voltages, *VEX* = 1 V and 1.2 V. The laser wavelengths are a) λ = 470 nm and b) λ = 510 nm.

Fig. 5-12 presents the timing jitter measurement of four CS-SPAD pixels for the same design at two excess voltages and two different wavelengths (λ = 470 nm and λ = 510 nm). The measured histograms were fitted by a Gaussian model from which the FWHM was obtained. Each laser has its own specific fixed delay from the laser trigger to the laser output, so the mean time intervals are also shifted accordingly. Also, the timing jitter includes the laser and detector jitter. FWHM was measured for SPAD1 to be 78 ps at λ = 470 nm and 132 ps at 510 nm for 1 V of excess bias. The increased timing jitter for λ = 510 nm occurs because the laser has a FWHM of 110 ps compared to 70 ps at 470 nm. In addition, because the avalanche region of the SPAD is very shallow, photons with shorter wavelengths are absorbed closer to the surface and therefore generated avalanches with less timing uncertainty.

Compared to the SPAD structures with active region built into the deeper substrate, these devices show better time resolution. They are also free from the long exponential tail in the timing response that typically results from diffusion of minority carriers generated deep beneath the SPAD reaching the multiplication region [173]. Thanks to the high doping of the n+ layer and the depleted regions of reverse-biased p-well-/DNW and DNW/p-substrate junctions, the thickness of the neutral region beneath the SPAD was reduced, hence the effects of photo-generated carrier diffusion were avoided [160]. On the other hand, the thin avalanche multiplication region that results in very good timing performance also causes the dominance of band-to-band tunneling which leads to the high DCR (especially for the silicided junctions) that limited the optical sensitivity of the SPAD pixels.

The CS-SPAD showed the best timing performance amongst the different pixels because these were designed with an integrated front-end circuit to convert the cathode voltage discharge to digital output pulses with very low timing jitter. The non-silicided SPAD test structure utilized an external comparator circuit that contributed additional jitter to the measured response shown in Fig. 5-13(a). Fig. 5-13(b) shows that the jitter could be reduced by increasing the excess bias, but at the cost of increased DCR. In the next section, fluorescence lifetime measurements are demonstrated with both silicided and non-silicided SPADs.
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Figure 5‑13: (a) Measured timing jitter distributions of unbuffered SPAD test structure for four excess voltages and (b) corresponding FWHM values as a function of excess voltage at λ = 510 nm.
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Figure 5‑30: a) Measured timing jitter distributions of unbuffered SPAD test structure for four excess voltages and b) corresponding FWHM values as a function of excess voltage at λ = 510 nm.

## Fluorescence Lifetime Measurements

Fluorescence lifetime analysis is an extremely powerful tool because of the sensitivity of a sample’s fluorescence lifetime properties to its environment. In this section, experimental results of time-resolved fluorescence lifetime measurements are presented to assess the timing and sensitivity performance of the fabricated CMOS SPAD detectors relative to a commercially available detector (MPD PDM). Here, two different fluorescence lifetime experiments were performed using two different experimental set-ups.

In the first set-up, TCSPC was utilized to obtain the fluorescence lifetime of Rhodamine 6G (R6G) using silicided and non-silicided SPAD pixels and were compared to reference measurements provided by the MPD SPAD. The measured results demonstrate the capabilities of standard low-cost CMOS technology for resolving fluorescence decays on a nanosecond time scale. To perform fluorescence lifetime analysis on samples using such a short time scale, a pico-second pulsed laser was utilized to excite the sample.

In the second set-up, time resolved fluorescence measurements of ruby crystal were performed. Because of the millisecond-range fluorescence lifetime of ruby, the lifetime measurements could be performed with a low-cost CW laser in order to demonstrate the capabilities of standard CMOS SPADs for detecting 690 nm light. This wavelength is important for biological imaging, in particular for NIR diffuse optical tomography (DOT) experiments. NIR light is also transmitted deeper into thick tissues, so it is very suitable for sub-surface biomedical imaging [291].

### Rhodamine 6G Lifetime

Rhodamine 6G (R6G) is one of the most frequently used dyes for applications in dye lasers and it is also widely used as a fluorescence tracer. Its fluorescence lifetimes are well known in a variety of different solvents [292]-[297]. In methanol and ethanol, the absorption of RG6 peaks are at 530 nm and 526 nm, respectively [297],[298]. Thus, it is ideally suited for excitation by lasers operating at 532 nm. The resulting emission spectrum of R6G varies from about 510 nm to around 710 nm, with the peak at around 550 nm, depending on the solvent and the dye concentration.

Ethanol and methanol were chosen as the solvents, since R6G fluorescence is emitted at a peak wavelength of 573 and 568 nm respectively [297], matching well with the maximum PDE of the n+/p-well shallow junction SPADs employed in this work. When a very short pulsed excitation light irradiates the R6G specimen, the molecules enter an excited state and emit fluorescence light with rapidly decaying intensity. The time *t* at which the fluorescence intensity becomes 1/*e* of the initial intensity *A0* is defined as the fluorescence lifetime *τ*. For R6G, the fluorescence decay times are between 3 and 5 nanoseconds, depending on the solvent and solution concentration [292]-[296]. At higher concentrations, the fluorescence intensity and lifetime is influenced by self-absorption and reemission (the so-called ‘inner filter’ effects) that depend on the geometrical arrangement used. These phenomena can affect the measurement results greatly [1],[293],[296].
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Figure 5‑14: (a) Experimental set-up used to measure florescence lifetime of R6G. (b) A picture of the laboratory set-up.
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Figure 5‑32: a) Experimental set-up used to measure florescence lifetime of R6G. b) A picture of the laboratory set-up.

A TCSPC set-up was used to obtain the fluorescence decays of RG6 using the fabricated CMOS SPADs and was compared to those obtained by the MPD SPAD used as the control device. The experimental arrangement is depicted in Fig. 5-14. A 532 nm solid-state pulsed laser (Passat Compiler 355) with 7 ps FWHM pulse width and maximum repetition rate of 200 Hz was used as an excitation source. A pulse generator (Berkley Nucleonics Model 745T) was programmed to trigger the laser at 100 Hz with a timing jitter of < 5 ps. The laser beam passed through a beam-splitter to illuminate the sample. A perpendicular geometry was used whereby the emitted fluorescence was detected along an axis at right angles to the excitation beam to limit the amount of scattered excitation light reaching the detector [1]-[3]. A long-pass filter with 550 nm cut-on wavelength was used as an excitation filter to further suppress the 532 nm excitation light incident on the SPAD detector.

The laser beam illuminated a SiPD detector to produce voltage pulses synchronous to the laser light pulses which were used to trigger the oscilloscope. The histogram of delay time between the rising edges of the SiPD triggering signal and the SPAD output was obtained from the statistics functions in the oscilloscope. Since the laser pulses were so short (7 ps FWHM), they could be regarded as near-ideal δ pulses. Re-convolution of the source IRF with an exponential decay model to obtain the measured response is thus unnecessary in this case to obtain a good estimate for the fluorescence lifetime. Rather, the fluorescence lifetime was estimated directly by fitting the data with a best-fit mono-exponential decay function. This was achieved by applying the least square data fitting method in MATLAB.
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Figure 5‑15: (a) Measured IRF from MPD SPAD. (b) Measured fluorescence decays of R6G in ethanol (left) and methanol (right) obtained with MPD SPAD. Variations in fluorescence lifetime were apparent for different concentrations (10-4 to 10-6 M) of R6G solutions in ethanol and methanol.
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Figure 5‑34: a) Measured IRF from MPD SPAD. b) Measured fluorescence decays of R6G in ethanol (left) and methanol (right) obtained with MPD SPAD. Variations in fluorescence lifetime were apparent for different concentrations (10-4 to 10-6 M) of R6G solutions in ethanol and methanol.

A series of aqueous R6G solutions in methanol and ethanol were prepared spanning a concentration range from 10-3 to 10-7 M [1]. They were prepared by dilution of a small volume of a concentrated standard solution. Fluorescent solutions were chosen as the target samples for SPAD characterization since they are easy to prepare and easier to align in the optical measurement set-up compared to fluorescent dyes embedded in a material. For each lifetime measurement, the R6G solutions were filled into a quartz glass cuvette and illuminated by the laser. To obtain the IRF, the fluorescent samples were replaced in the set-up by a scattering solution consisting of a laboratory standard scattering solution of colloidal silica particles mixed with distilled water at approximately the same concentration as the fluorescent solution. Fig. 5-15(a) shows the measured timing response of the optical set-up with the scattering solution (absence of fluorophore). The measured FWHM is 13.6 ps for the MPD SPAD detector and Passat Compiler laser.

TCSPC is subject to many measurement artifacts and care needs to be taken to minimize stray light reaching the detector. Fig. 5-15(b) shows the recorded fluorescence decays measured by the MPD SPAD for R6G solution in ethanol (10-5 to 10-6 M) (left) and methanol (10-4 to 10-5 M) (right). The fluorescence decays measured by the MPD SPAD show a secondary peak in the distribution which was likely caused by reflected laser light in the measurement set-up that was detected by the highly sensitive MPD SPAD. Sources of this stray light were mainly due to laser light reflections from the metallic posts and sample holders. Nevertheless, the reflected light did not significantly affect the extraction of the fluorescence lifetime when using only the tail-end of the measured exponential decay data.

The fluorescence lifetime of the solution was extracted by fitting the tail-end of the histogram data with a best-fit mono-exponential decay function. In all the measurements, the best-fit decay function characterized by a single characteristic lifetime τ. The measured lifetimes for R6G in ethanol at 10-5 and 10-6 M concentrations were 3.55 and 3.32 ns versus the reported value of 3.99 ns at 10-6 M concentration [296]. Meanwhile, the measured lifetime values were 8.86 and 4.56 ns for R6G in 10-4 and 10-5 M methanol solutions, respectively. This measured lifetimes were longer than the reported value of 4.13 ns [296], [298] because the measured lifetimes were not corrected for the effects of self-absorption and re-emission that can cause the measured lifetimes to increase with higher sample concentration [299]. In addition, variations in the precise placement of the cuvette within its holder were additional sources of the experimental error because the fluorescence quantum yield is strongly dependent on the distance the fluorescence signal travels inside the dye solution [293]. However, the measured lifetime values of R6G in methanol (10-4 M) did correspond to the value of 8.2 ns reported in [293].

In this experimental set-up, it was found that the MPD SPAD was sensitive to the lowest R6G sample concentration of approximately 10-6 M. Since the emission spectra of R6G shifts to longer wavelengths at higher concentrations [1], less fluorescence signal was detected by the SPAD because of its decreasing PDE with wavelength. At 10-6 M R6G concentration in ethanol and methanol, the measured count rates were far below the DCR of the CMOS SPADs. Therefore, more concentrated solutions (10-5 M and 10-4 M) were used for characterization of the CMOS SPADs.

The MPD SPAD used for reference measurements was replaced by the fabricated SPAD pixels at approximately the same location in the set-up in order to study their comparative performance. Measured IRFs of the non-silicided and silicided SPAD pixels are shown in Fig. 5-16(a) and Fig. 5-17(a), respectively, obtained with the scattering solution at two different excess voltages. The IRF of the non-silicided test structure pixel depended strongly on the excess voltage because an external comparator IC was used to generate the digital output pulses from the passively quenched SPAD. Limitations on the maximum threshold value relative to the SPAD bias voltage of the comparator IC resulted in more jitter at lower excess bias. This effect was not seen in the IRF of the silicided pixels because an integrated CS front-end circuit with fixed threshold was used to generate the digital signal from the passively quenched SPAD. In addition, the CS-SPAD had less excess voltage range, leading to less variation in the measured timing jitter.

The measured IRF histograms of both silicided and non-silicided SPADs showed a primary dominant peak and several smaller secondary peaks. These peaks are attributed to afterpulses as well as to the reflected light in the optical set-up which experiences different delays on its path to striking the SPAD. These secondary peaks were also present when measuring the fluorescence lifetimes with the MPD SPAD. It was found that the amplitudes of the secondary peaks were sensitive to small changes in the position of the scattering solution sample relative to the position SPAD detector in the measurement set-up. In all the measurements, the scattering and fluorescence solutions were positioned so as to minimize the light reflections and thus the amplitude of the secondary peaks.

The measured fluorescence decays obtained with a non-silicided SPAD pixel are shown in Fig. 5-16(b). This particular SPAD was chosen out of the fabricated lot for its low DCR (~500 Hz at 0.4 *VEX*), making it sensitive enough to obtain the fluorescence lifetimes of R6G solutions down to 10-5 M concentration. Below this concentration, the fluorescence decay could not be detected due to the dominance of the background DCR over the fluorescence photon counts. Fig. 5-16(b) left panel shows that the fitted decay curves remain approximately parallel for both excess voltages as they all represent the same sample lifetime of R6G in ethanol (10-5 M). The measured lifetimes for *VEX* = 0.4 V and 1 V were 3.92 ns and 3.75 ns, respectively. These were similar to the 3.55 ns lifetime obtained by the MPD SPAD for R6G in ethanol (10-5 M). The R6G solution in methanol (10-4 M) showed greater variation between the extracted lifetimes at both excess voltages due to the lower signal counts. This occurs because at higher concentrations the self-absorption affects the peak intensity and lifetime of the fluorescence signal [1],[299].

|  |  |
| --- | --- |
|  |  |
| (a) | (b) |

Figure 5‑16: (a) Measured IRFs of the non-silicided SPAD pixels obtained with the scattering solution at two different excess voltages. (b) Measured fluorescence decay data of R6G solutions in ethanol (left) and methanol (right) at 10-5 M and 10-4 M concentrations, respectively. Best fit exponential decays are also shown with their corresponding lifetimes.
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Figure 5‑36: a) Measured IRFs of the non-silicided SPAD pixels obtained with the scattering solution at two different excess voltages. (b) Measured fluorescence decay data of R6G solutions in ethanol (left) and methanol (right) at 10-5 M and 10-4 M concentrations, respectively. Best fit exponential decays are also shown with their corresponding lifetimes.
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Figure 5‑17: (a) Measured IRFs of the silicided SPAD pixels obtained with the scattering solution at two different excess voltages. (b) Measured fluorescence decay data of R6G solutions in ethanol (left) and methanol (right) at 10-5 M and 10-4 M concentrations, respectively. Best fit exponential decays are also shown with their corresponding lifetimes.
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Figure 5‑38: a) Measured IRFs of the silicided SPAD pixels obtained with the scattering solution at two different excess voltages. (b) Measured fluorescence decay data of R6G solutions in ethanol (left) and methanol (right) at 10-5 M and 10-4 M concentrations, respectively. Best fit exponential decays are also shown with their corresponding lifetimes.

The measurement results of silicided CS-SPAD pixels are shown in Fig. 5-17. The IRF (Fig. 5-17(a)) fluorescence decay (Fig. 5-17(b)) were measured at *VEX* = 0.9 V and 1.1 V. The range of excess voltages that could be measured for this pixel was limited by the front-end circuit, so the measured IRFs and fluorescence decays show little variation between the two excess voltages. However, the improved timing performance for the CS-SPAD pixel over the unbuffered pixel is apparent. The corresponding fluorescence lifetimes matched reasonably well with those obtained by the MPD SPAD.

### Ruby Crystal Lifetimes

Ruby crystal (Cr3+:Al2O3) makes an excellent specimen for fluorescence lifetime experiment. This is because it has a stable and well known fluorescence lifetime from its use in pulsed ruby lasers, high-pressure sensors, and fiber-optic temperature sensors [300]-[303]. Additionally, ruby is a very convenient sample with no sample preparation unlike the fluorescent R6G solutions. Also, it can be handled and stored easily and it is quite inexpensive.
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Figure 5‑18: (a) The measurement set-up used to measure the fluorescence lifetime of ruby crystal. (b) A photograph of the laboratory set-up.
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Figure 5‑40: a) The measurement set-up used to measure the fluorescence lifetime of ruby crystal b) A photograph of the laboratory set-up.

Ruby has two broad absorption bands at approximately 410 nm and 550 nm and the fluorescence emission profile of ruby has two peaks at 694.3 and 692.7 nm [302]. Thus, the fluorescence decay of ruby is of interest to study the NIR performance of the fabricated CMOS SPAD. Further, the milliseconds range lifetime of ruby permits the use of Hertz-range light modulation rather than picosecond pulsed lasers. Finally, the fluorescence intensity can be measured by pulse counting in a fixed integration time, which requires relatively simple digital logic circuits, rather than by TCSPC which requires high-performance TDC circuits. The optical instrumentation and electronic circuits are thus relatively inexpensive and can be set-up easily so that time-resolved fluorescence measurements using CMOS SPADs can be performed with affordable and relatively simple instrumentation [304].

Fig. 5-18 is a block diagram of the setup used. A low-cost 405 nm CW laser diode was chosen because it offers a cheap and reliable excitation source near the absorption band of ruby. To modulate the CW light, the light beam from the laser was aligned onto the chopper blade of a variable-speed beam chopper (Thor Labs, Chopper Head 220A). The chopper frequency was set at 20 Hz so that the resulting laser excitation period was 50 ms. It was important to align the excitation light onto the chopper blade so as to obtain a 50% duty cycle of the excitation signal and minimize the on-off transient flanks during the repetitive excitation. The ruby sample was placed in a quartz cuvette and the excitation light was directly incident on the ruby sample when passing through the chopper blades. The light emitted from the ruby was collected and collimated into a parallel beam with a single lens, passed through a 690-nm BPF, and finally focused onto the detector. An electrical signal synchronous to the chopper frequency was used as a trigger source for the oscilloscope and the measured SPAD signal traces were recorded by the oscilloscope for post-processing using MATLAB.

Calibration measurements performed with the reference MPD SPAD are shown in Fig. 5-19. The photon counts of the MPD SPAD (normalized by their amplitude) are plotted in Fig. 5-19(a). The blue traces represent the digital output pulses of the MPD SPAD corresponding to individual photon detections. The chopper reference signal is also shown (black trace) indicating the position of the chopper blade. When laser light passed through the rotating chopper blade, the intensity of the fluorescence signal at the detector is at a maximum and the chopper reference signal is high. When the chopper reference signal is low, the excitation light is blocked by the chopper blade and the resulting photon counts are due to the delayed fluorescence emission. Using a single 128 ms oscilloscope acquisition period, ~2.5 excitation cycles could be recorded in a single acquisition. The total number of oscilloscope acquisitions was 150, so ~375 excitation cycles were averaged in total.
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Figure 5‑19: Measured data from the set-up in Fig. 5-10 with reference MPD SPAD. The intensity signals are shown for two different integration times. The chopper reference signal is also shown. (a) The acquisition time of the oscilloscope was set to 128 ms to record 2.5 excitation cycles using a 1 GS/s oscilloscope sample rate. (b) When the chopper reference signal is low the chopper blade blocks the incident light and the fluorescence decay can be obtained by fitting the decay portion of photon count rate with an exponential function.
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Figure 5‑42: Measured data from the set-up in Fig. 5-10 with reference MPD SPAD. The intensity signals are shown for two different integration times. The chopper reference signal is also shown. a) The acquisition time of the oscilloscope was set to 128 ms to record 2.5 excitation cycles using a 1 GS/s oscilloscope sample rate. b) When the chopper reference signal is low the chopper blade blocks the incident light and the fluorescence decay can be obtained by fitting the decay portion of photon count rate with an exponential function.

The average PCR corresponding to the average measured light signal intensity was obtained using two integration times, *TINT* = 100 and 500 μs. The number of photon counts within an integration time was calculated during post-processing of the individual SPAD photon counts. The number of counts occurring during the integration time was averaged over all the excitation cycles to obtain the average PCR. Both PCR curves show the same temporal behavior, but the signal obtained with *TINT* = 500 μm had higher SNR since more photons were counted during this interval.

The decay of the PCR corresponds to the fluorescence decay when the chopper blade blocks the incident light, as shown in Fig. 5-19(b). The data in this interval was fitted to an exponential decay model and the resulting decay time constant was approximately 3 ms, agreeing reasonably well with the reported lifetime of ruby at room temperature [301]-[303]. It is important to note that the precise lifetime of each ruby sample depends on level of Cr3+ doping level which was not known for the measured sample.

Following the reference measurements, the MPD SPAD was replaced in the set-up by the non-silicided SPAD test structure. The measured results are shown in Fig. 5-20 for two different integration times. Fig. 5-20(a) shows that the normalized PCR of the CMOS was accompanied with a reduction in SNR due to the lower PDE compared to the MPD SPAD. Nevertheless, a fluorescence lifetime of 2.97 ms was extracted from the measurements, agreeing well with the calibration measurements.
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Figure 5‑20: Measurement results for ruby lifetime obtained with the non-silicided SPAD pixel. (a) The measured SPAD output is plotted along with the extracted photon counting rates for two different integration times. (b) Fitting result is shown for the portion of the exponential decay in photon count rate.
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Figure 5‑44: Measurement results for ruby lifetime obtained with the non-silicided SPAD pixel a) The measured SPAD output is plotted along with the extracted photon counting rates for two different integration times b) Fitting result is shown for the portion of the exponential decay in photon count rate.

|  |  |  |
| --- | --- | --- |
|  | |  |
| (a) | (b) | |

Figure 5‑21: Measurement results for ruby lifetime obtained with the silicided SPAD pixel. (a) The measured SPAD output is plotted along with the extracted photon counting rates for two different integration times. (b) Fitting result is shown for the portion of the exponential decay in photon count rate.
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Figure 5‑46: Measurement results for ruby lifetime obtained with the silicided SPAD pixel a) The measured SPAD output is plotted along with the extracted photon counting rates for two different integration times b) Fitting result is shown for the portion of the exponential decay in photon count rate.
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Figure 5‑22: (a) Comparison of measured photon counts between MPD SPAD and silicided and non-silicided CMOS SPADs. (b) Corresponding plot of fluorescence decays on a y-axis log scale from which the fluorescence lifetime of ruby crystal was obtained.
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Figure 5‑48: a) The measured input photon flux striking the detector along with the uncorrected SPAD counting rate is plotted as a function of the optical attenuation b) The corrected SPAD counting rate
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Figure 5‑49: a) Comparison of measured photon counts between MPD SPAD and silicided and non-silicided CMOS SPADs b) Corresponding plot of fluorescence decays on a y-axis log scale from which the lifetime of ruby crystal was obtained.
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Figure 5‑50: a) The measured input photon flux striking the detector along with the uncorrected SPAD counting rate is plotted as a function of the optical attenuation b) The corrected SPAD counting rate

The silicided SPADs were tested as well with results shown in Fig. 5-21. The SNR was the poorest on account of the very low PDE, and the extracted lifetime was 3.22 ms. The error of the lifetime could be improved by increasing the number of excitation cycles in the measurement to average more photon counts. Fig. 5-22 shows a direct comparison of the measured photon counts for each measured device. It is clear that the measured fluorescence signal was the weakest for the silicided SPAD. However, all three measured SPADs were able to resolve the fluorescence decay of ruby.

# CMOS Time-to-Digital Converter Design, Simulation and Measurements

The unique operation principle of SPADs enables the detection of very weak optical power down to the single-photon level with sub-nanosecond timing resolutions. Therefore, the design of SPADs in a standard, low-cost, digital CMOS technology brings an entirely different set of challenges compared to that of CIS technology. In contrast to conventional APS, SPAD pixels do not produce an output voltage that is proportional to the overall photon flux. Rather, SPADs produce a stream of digital pulses corresponding to the absorption of single photons. As such, they are ideally suited for integration with high-performance mixed-signal circuits such as TDCs in CMOS to measure fluorescence lifetime decays with high resolution and accuracy.

A high-speed, compact and precise TDC prototype chip designed for SPAD imaging systems is presented in this chapter. The 6-bit TDC achieves sub-nanosecond resolution and high-speed operation with high accuracy. The maximum sampling rate and *TLSB* of the TDC are 60 MHz and 130.2 ps, respectively. Small circuit size and moderate power consumption are achieved by utilizing a coarse-fine delay-line architecture. The 0.61 LSB rms resolution measured over the dynamic range is attributed to the low non-linearity and low jitter of the coarse-fine delay lines. Compact size and robustness to PVT variations makes the TDC a suitable building block for multi-channel TCSPC and ToF systems such as FLIM. Full details of the design, simulation and measurements are described in this chapter.

## TDC Architecture and Design

TDCs that measure time intervals between two input signals are a fundamental building block of single-photon imaging systems [194]. In the past, TDCs for TCSPC systems were designed as stand-alone custom chips integrated separately from single-photon detectors [28]. With the advent of DSM CMOS technology, low-cost SoC integration of TDC with SPAD became feasible [43]-[49],[61],[62],[69]-[73],[196],[197],[221]. Important performance metrics of TDCs designed for high-speed TCSPC applications include high resolution and low non-linearity, as well as large dynamic range to accurately measure a wide range of timing signals. To facilitate multi-channel operation, low circuit area and power consumption, as well as robustness to process variations, are other important design prerequisites.

Traditionally, the main limitation of FLIM systems has been a slow frame rate due to the large SNR requirement for each pixel in order to distinguish the fluorescence lifetime signal from uncorrelated background noise [31]. An in-pixel TDC approach is commonly used to achieve high frame rates, whereby each SPAD and its associated front-end circuitry is connected to a dedicated TDC inside the pixel. Integrated arrays of SPADs with in-pixel TDCs have been developed for parallel acquisition in FLIM [42]-[46],[196],[221]. However, SPADs with in-pixel TDC are typically associated with very small fill-factor. On the other hand, TDC sharing among SPADs yields higher pixel fill-factor, while relaxing the TDC constraints on TDC area and power consumption. This results in TDCs that have lower INL and better uniformity [69][70],[197].

The proposed TDC is targeted for SPAD/TDC architectures which utilize TDC sharing for a reduction of silicon area and reduced power consumption. The performance must also be stable over different operating temperatures and voltage supply variations. For multi-channel realization, the variation of TDC performance between channels should also be reduced. Other important goals for the TDC design include < 1 LSB INL and high sampling rate (~50 MHz). Ideally, the precision of the TDC should be no worse than the FWHM of the SPAD intrinsic timing jitter, which has been measured to be between 70-150 ps. Thus, time digitization using multi-level interpolation can be carried out since time resolution range is achievable by VCDLs in 130 nm CMOS. IBM’s 130 nm CMOS technology was chosen for the fabrication of SPAD/TDC chips because this process provides a comprehensive suite of devices including thin and thick oxide FETs, triple-well and zero threshold voltage FETs and high integration density for high performance TDC circuits. In DSM technology, lower power consumption and gate delays as low as 10 ps are achievable, in addition to higher integration density compared to other technologies (180 and 350 nm) as a result of the STI and smaller lithographic feature sizes [224], [228]. On the other hand, the SPAD performance may be worse in DSM CMOS with respect to PDE and DCR performance, so the main benefit of using a standard digital process for single photon imaging is the much lower fabrication costs in conjunction with the integration of high performance mixed-signal circuits.
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Figure 6‑1: Coarse-fine TDC timing diagram. The fine interpolator calculates the time between rising edges of START2 and STOP2. This result *T2* is used to obtain the residue time *TR*, which is added to the coarse-interpolation result *T1* to digitize the timing interval *TM*.
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Figure 6‑2: Coarse-fine TDC timing diagram. The fine interpolator calculates the time between rising edges of START2 and STOP2. This result *T2* is used to obtain the residue time *TR*, which is added to the coarse-interpolation result *T1* to digitize the timing interval *TM*.

Fig. 6-1 illustrates the operational principle of a coarse-fine delay line TDC. Coarse-fine delay line interpolators are used to reduce the number of delay cells required to digitize the time interval, thus keeping the TDC core area small and the INL low (since a shorter VCDL is used). The reference clock period is sub-divided into *NC*×*NF* time intervals. The number of coarse/fine quantization steps, (*NC*/*NF*) are

|  |  |  |
| --- | --- | --- |
|  |  | (6-1) |

where *TCLK* is the reference clock period, *TC* is the delay of a single element in the coarse delay line.

In this work, the reference clock period is divided by a delay line into *NC* = 16 equally spaced coarse phases. Each coarse interval is further sub-divided into *NF* = 4 fine phases. Upon arrival of the STOP signal’s rising edge, the span of time since the preceding START signal’s rising edge is quantized with a thermometer code that represents the coarse interpolation result *T1*. The time elapsed between the STOP transition and the transition of the first successive phase of the coarse VCDL is measured by the fine TDC to obtain the fine interpolation result *T2*. Thus, the residue time *TR* is

|  |  |
| --- | --- |
| . | (6-2) |

The residue time *TR*is added to *T*1 to give the measurement time *TM*. With a 120 MHz clock, 16 coarse and 4 fine delay elements result in a 6-bit TDC with an LSB width of 130.2 ps according to eqns. (6-1) The coarse-fine TDC requires only 20 delay elements to achieve the given *TLSB* resolution compared to the 64 required with a single interpolating stage. The length of the delay line is thus kept relatively short, leading to better INL performance, since the INL tends to grow as the number of delay elements increases [199].

Fig. 6-2 illustrates the proposed architecture. *TDC*1 and *TDC*2 are comprised of coarse and fine VCDLs, respectively. The START signal is a PVT-invariant reference clock signal that propagates through the VCDL comprising *TDC*1. The clock is also fed to a replica VCDL of *TDC*2 (*VCDL*2). Regulation of the *VCDL*1/*VCDL*2 delay is done by *DLL*1/*DLL*2 consisting of two phase detectors (*PD*1/*PD*2) and charge pumps (*CP*1/*CP*2). The phase detectors compare the signals CLK and REF at their inputs, and generate UP/DOWN signals to their respective charge pump, depending on whether the CLK input is leading/lagging the REF input. The charge pump adjusts the control voltages *VCTRL*1/*VCTRL*2 to fine tune the delays of *VCDL*1/*VCDL*2*,* so that the inputs of the respective phase detectors are eventually locked in phase. This configuration ensures that the coarse and fine delays of the TDC are defined only by the external reference clock. The DLLs reduce the PVT sensitivity of the TDC, thus satisfying eqns. (2) and (3) over different operating conditions.

The multi-phase clock signal ϕ1 propagating through *VCDL*1, is fed into a synchronizer (*SYNC*) logic circuit to generate the precise timing signals for *TDC*2, based on *TDC*1coarse-interpolation result *O*1. *SYNC* generates a STOP2 signal for *TDC*2 to calculate the coarse-interpolation residual time, improving the coarse resolution by the factor *NF*. This circuit was designed with static logic to minimize its power and area consumption, and to produce STOP2for residual time calculation with minimal delay. A circuit replicating the *SYNC* delay is placed before *TDC*2 to compensate for the delay of *SYNC* logic, as described later in detail in section 6.1.2.
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Figure 6‑2: Architecture of a single channel of the proposed coarse-fine interpolating TDC. Only the circuits in the hatched portion of the TDC core need to be replicated for a multi-channel realization.
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Figure 6‑4: Architecture of a single channel of the proposed coarse-fine interpolating TDC. Only the circuits in the hatched portion of the TDC core need to be replicated for a multi-channel realization.

The TDC is designed to operate in the TCSPC mode, with the STARTsignal synchronized to a laser pulse. A STOP signal that arrives within a reference clock period signifies the detection of a photon. The 6-bit dynamic range of the TDC is suitable for FLIM applications that measures the lifetime of fluorophores up to several nanoseconds (ns). The maximum measurement range of the TDC in this work is 12.5 ns, corresponding to an 80 MHz reference clock. The measurement range could be increased by using a digital counter to count the number of clock cycles elapsed between START/STOP intervals longer than one reference clock period, but this was not implemented in the prototype described here.

### Voltage-Controlled Delay Lines (VCDL)

The objective in the design of the VCDL was adequate matching between the propagation delays of the delay cells. Due to the linear structure of these two delay lines, the measurement accuracy greatly depends on the matching of various delay cells [199]. Ideally the DLL provides as many evenly spaced clock signals within the clock cycle as there are delay cells in the delay line. However, the variation of the propagation delay of the delay cells caused by device mismatch is due to the variation of process parameters appears as nonlinearity of the delay line structures. Also the power supply noise caused by the bonding wires and wiring resistances introduce delay variations in the delay cells. The nonlinearity caused by the random variation between delay cells can be minimized at the circuit level by good device matching, and by restricting the number of delay cells in the delay line with the use of the coarse-fine architecture.

A VCDL delay element is shown in Fig. 6-3(a). The delay element is based on a differential-amplifier which improves power supply and substrate noise rejection compared to the single-ended inverter-based delay elements [305]. The delays of the differential amplifier cells are determined by the slew-rate limited rise/fall times of the signals at the drains of the pFET input transistors, which in turn depend on the capacitance of the nFET load transistors and the current supplied by transistor *PS*. A differential-to-single-ended converter (Diff.-to-S.E.) circuit restores the full logic swing of differential amplifier output signals. The full-swing, single-ended signal is converted back to differential format by an edge aligning circuit, ensuring that signal transitions are aligned and de-skewed [218].

Fig. 6-3(b) shows the structure of the coarse and fine TDCs. A replica bias circuit (V-to-I) was used to generate the bias current *IBIAS* from the control voltage *VCTRL* generated by the DLL, thereby allowing the VCDL delay to be regulated by the voltage across the DLL’s loop-filter capacitor as described in Section 6.1.3. Each phase of the delay line was converted to single-ended format by a buffer circuit to drive the sampling circuits and *SYNC* logic. It was also used to isolate the VCDL cells from delay mismatches due the different lengths of the metal interconnections used to route signals between *TDC1* and *SYNC*.
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Figure 6‑3: Voltage Controlled Delay Line (VCDL) (a) Schematic of VCDL delay cell used for coarse and fine interpolation, comprised of a differential stage (diff. stage), differential to single-ended (diff. to SE) conversion stage, and edge aligner stage. (b) Block diagram of VCDL. A single-ended to differential (SE-to-DIFF) converter is used to convert the single-ended input signal to differential format. A Voltage-to-Current (V-to-I) converter generates a bias current from *VCTRL*. (c) Layout of coarse VCDL.
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Figure 6‑6: Voltage Controlled Delay Line (VCDL) schematics (a) Schematic of VCDL delay cell used for coarse and fine interpolation, comprised of a differential stage (diff. stage), differential to single-ended (diff. to SE) conversion stage, and edge aligner stage. (b) Block diagram of VCDL.

The layout of the coarse VCDL is shown in Fig. 6-3(c). To minimize the impact of variation of transistor parameters on the VCDL delays, transistors were interdigitated to ensure good matching of device parameters. Also, the differential stage transistors had larger gate areas and operated in strong inversion to reduce the statistical mismatches between delay elements, thus improving the linearity of the interpolators [209],[210]. Additionally, the routing of all metal interconnections along the delay-lines was carefully done to match the metal trace lengths and avoid delay mismatches and dummy elements were used to equalize parasitic capacitance loading between delay-line cells. Dummy elements were placed at the beginning and end of each VCDL to ensure equal loading of all delay elements. The individual cells were carefully laid out such that the inputs and outputs of the neighboring cells directly abut with the least amount of metal in order to minimize parasitic capacitance of the delay chain, thus minimizing the inverter delay. The balanced cell layout ensured equal delays of the complementary delay chains. Every other cell was flipped along the horizontal axis in order to further desensitize the complementary delay mismatches from process gradients and metal interconnect parasitics.

Symmetric rise/fall times for each delay element were designed for all corners of process variations in the IBM 130 nm CMOS technology so that the duty cycle for each phase of the delay line was constant. Symmetric rise/fall times prevent the signals from disappearing during propagation in the delay line, as in pulse-shrinking TDCs. Special attention was paid on the symmetry and matching of the VCDL circuits in the layout. Further, the power supply of the TDC was partitioned into analog and digital sections to reduce noise coupling from the digital logic into the sensitive analog circuits. Substrate guard rings and large on-chip decoupling capacitors (300 pF) were utilized to achieve good VCDL supply noise immunity.

Fig. 6-4 shows the post-layout simulation results of the coarse and fine delay element characteristics for slow, nominal and fast CMOS process corners. The results show that the control voltage of the delay cells can produce the targeted coarse/fine delay values for the slow, nominal and fast process variations. The nonlinearity and gain of the delay characteristic in the operating range corresponding to a 120 MHz reference clock were minimized to reduce the sensitivity of VCDL to small fluctuations of control voltage. Reduced VCDL gain also helped to minimize the change in DLL loop-gain due to process variations [17],[27].
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Figure 6‑4: Post-layout simulation results of delay transfer characteristic of delay element and charge pump mismatch for (a) coarse and (b) fine interpolators. The range of VCDL control voltages that produce *TC* and *TLSB* at different process corners are indicated for 120 MHz reference clock frequency. In this range, the charge pump mismatch is at its lowest value, resulting in lower static phase error.
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Figure 6‑8: Post-layout simulation results of delay transfer characteristic of delay element and charge pump mismatch for (a) coarse and (b) fine interpolators. The range of VCDL control voltages that produce TC and TLSB at different process corners are indicated for 120 MHz reference clock frequency. In this range, the charge pump mismatch is at its lowest value, resulting in lower charge pump phase offset.

### Synchronizer Logic

The synchronizer circuit generates the proper timing signals so that *TDC2* can accurately calculate the residual time interval as illustrated in Fig. 6-1. *SYNC* logic selects the first multi-phase transition immediately successive to the STOP transition to produce the STOP2 signal for *TDC2*. The *SYNC* circuit was realized with combinational logic circuits which are advantageous because they consume no static power, are fast, and are of small area in DSM CMOS. The transistors were sized just greater than the minimum size to have sufficient capability to drive the inputs of successive logic elements and the interconnection load. Since there are no flip-flop elements in the synchronizer, then there are no potential set-up or hold time violations [201]-[203],[219]. As a result, the delay of the synchronizer is guaranteed to be below *TLSB* and is in fact defined by the propagation delay of the *SYNC* logic.
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Figure 6‑5: (a) Synchronizer logic diagram and (b) post-layout simulation results for case when *TM* = 5.1 ns and *TLSB*=156.25 ps (corresponding to a 100 MHz reference clock). In this case, *TM*/*TC* > 8, and according to *SYNC* logic, STOP2=ϕS*=*ϕ1(9). The *SYNC* delay between ϕ1(9)and STOP2is Δ2.
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Figure 6‑10: a) Synchronizer logic diagram and b) post-layout simulation results for case when *TM* = 5.1 ns and *TLSB*=156.25 ps (corresponding to a 100 MHz reference clock). In this case, *TM*/*TC* > 8, and according to *SYNC* logic, STOP2=ϕS*=*ϕ1(9). The *SYNC* delay between ϕ1(9)and STOP2is Δ2.

The *SYNC* logic is illustrated in Fig. 6-5(a). The VCDL Sampler samples the state of the multi-phase clock, *ϕ1*, at the instant when STOP arrives, producing a thermometer code *O1* representing the coarse interpolation result. The Decode Delay logic detects the first ‘1’ to ‘0’ transition in O1, and generates a ‘one-hot’ encoded selection signal on bus S according to

|  |  |
| --- | --- |
| . | (6-2) |

The ‘one-hot' encoded vector signal S is sent to the *ϕ*-Select logic, to select the first multi-phase clock transition successive to STOP according to

|  |  |
| --- | --- |
| . | (6-3) |

When STOP arrives before any positive transition of the multi-phase clock, S is identically ‘0’, so the MUX gives *ϕS*= *ϕ1*(1). Status bit *N0C* indicates this special case. For all other cases, S is ‘one-hot’ encoded, and eqns. (6-2) and (6-3) apply. An important consideration in the synchronizer design is the effect of the propagation delay of the *SYNC* logic on the fine conversion. The delay of the SYNC logic causes STOP2 to be delayed by an amount Δ2 with respect to the first coarse VCDL transition successive to the STOP transition. If this delay is not properly accounted for, then the fine interpolator will get the wrong result and introduce an error in the residual calculation. This delay can be compensated by adding a delay Δ1 between STOP and START2, as shown in Fig. 6-5(b). The *SYNC* replica circuit in *TDC2* ensures that the delay between STOP and START2 is Δ1 ≈ Δ2. The time interval *T2* measured by the fine interpolator then accurately represents the residue time according to eq. (4).

### Delay-Locked-Loop (DLL)

Two DLLs are integrated with the TDC to regulate the delay of the VCDLs, as illustrated in Fig. 6-2. *PD*1 compares the phase difference between the reference clock and the last delay element of *VCDL*1, ϕ1(16). *CP*1 adds or removes charge from the loop filter capacitor based on the phase difference at the phase detector inputs. A large loop filter capacitor is preferred to minimize the DLL’s jitter. This comes at the cost of a longer DLL locking time, which is not a concern in this application. To prevent false locking, a start-control circuit is utilized. At start-up, the loop-filter capacitor is fully charged, forcing the total *VCDL*1 delay to be less than the reference clock period. Once *DLL*1 is enabled, the loop filter capacitor begins discharging by a fixed amount during each clock cycle, causing *VCTRL*1 to adjust until the delay between *PD*1 inputs is equal to one period of the reference clock, so that ![](data:image/x-wmf;base64,183GmgAAAAAAAIAF4AEACQAAAABxWgEACQAAA+8BAAAEAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAYAFEwAAACYGDwAcAP////8AAE4AEAAAAMD///+0////QAUAAJQBAAALAAAAJgYPAAwATWF0aFR5cGUAAFAACAAAAPoCAAAQAAAAAAAAAgQAAAAtAQAABQAAABQCTAB6BAUAAAATApUBEAQFAAAACQIAAAACBQAAABQCQAGTBBwAAAD7AsD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAQ2RgA2JSIdoABjHZVEWa7BAAAAC0BAQAJAAAAMgoAAAAAAQAAADR5gAIFAAAAFAKTAdUAHAAAAPsCR/8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABDZGADYlIh2gAGMdlURZrsEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAABGQ30CcgEFAAAAFAJAASwAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuABDZGADYlIh2gAGMdlURZrsEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAABUVIgCgAIFAAAAFAJAAcYBHAAAAPsCwP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHaTEgrRMJSnABTZGADYlIh2gAGMdlURZrsEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAA9VIACkAAAACYGDwAVAU1hdGhUeXBlVVUJAQUBAAUCRFNNVDUAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQIBAgIAAgACAAEBAQADAAEABAAACgEAAgCDVAADABsAAAsBAAIAg0YAAAEBAAoCBIY9AD0DAAsGAAEAAgCDVAADABsAAAsBAAIAg0MAAAEBAAAKAQACAIg0AAAAAAAACwAAACYGDwAMAP////8BAAAAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAAVRFmuwAACgCBAIoDAAAAAP////9c4xgABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==).

The primary goal for the design of the PD/CP circuits is to minimize the systematic static phase offset. With a large static phase offset, the ideal phase spacing between the multi-phase clock depicted in Fig. 6-1 no longer applies, resulting in higher quantization error and larger INL. The static phase offset is primarily determined by the mismatch between the UP and DOWN currents of the CP during the idle time of the PD. The static phase offset error can be expressed as

|  |  |
| --- | --- |
| , | (6-3) |

where *Tidle* is the idle time of the PD, *TCLK* is reference clock period, *ICP* is the average CP current and Δ*ICP* is the CP current mismatch. The idle time is due to both UP and DOWN signals being asserted when the input signals are in-phase, so that the PD’s dead-zone is eliminated [211],[212]. In this work, a dynamic PD consisting of two true-single-phase clock (TSPC) latches was selected for its short idle time of approximately 90 ps [212]. A current-steering charge pump was utilized because of its excellent high-speed and current matching performance [213],[214].

Fig. 6-4 illustrates the current mismatch of the coarse and fine interpolator charge pumps. With ideal circuits, the phase difference at the PD inputs would be zero once the DLLs are in the locked state. However, a small static phase offset is always present due to non-idealities of the PD/CP circuits, which contributes to the INL [53]. By reducing the mismatch of the PD/CP, the phase offset can be reduced, and the delays of the coarse and fine interpolators are given by eqns. (2) and (3). At the nominal control voltage values (between 0.5 and 1.2 V for coarse interpolator and 0.4 and 0.75 V for fine interpolator) which produced the desired coarse and fine delays across slow, nominal and fast process corners, the current mismatch was -1 μA and 0.75 μA, respectively. With charge pump currents of 15 μA and 7.5 μA for *CP1* and *CP2*, respectively, the static phase offset error for coarse and fine DLLs is approximately 0.14% and 0.22%, respectively. The DLLs were designed to operate with a reference clock frequency between 80 and 120 MHz, and *TLSB* between 130.2 and 195.3 ps, corresponding to a measurement range between 8.3 and 12.5 ns.

### Data Read-out scheme

The 6-bit output code of the TDC is comprised of 4 coarse interpolation bits, 2 fine interpolation bits, as well as two status bits, according to

|  |  |
| --- | --- |
| . | (6-4) |

The coarse VCDL bits are ‘one-hot’ encoded in the synchronization logic and then converted to binary number format by a 16-to-4 decoder. Similarly, the fine VCDL thermometer code is ‘one-hot’ encoded and then converted to binary number format by a 4-to-2 decoder.

The coarse and fine status bits indicate special cases of the synchronization logic. *N0C* indicates whether STOP1 signal has arrived before or after the transition of the first phase of the coarse interpolator *ϕ1*(1). *N0F* indicates whether the STOP2 signal arrives before or after the transition of the first phase of the fine interpolator *ϕ2*(1). For example, in Fig. 6-5(b), 8×*TC* = 5 ns is the coarse interpolation result. The coarse status bit is *N0C* = 1. The fine interpolator result is *NF* = 3, since STOP2 arrives after *ϕ2*(3) and before *ϕ2*(4). The fine status bit is *N0F* = 1, since STOP2 arrives after *ϕ2*(1). The corresponding residual is (4 – 4)×*TF* = 0. The status bits are also used to trigger the data read-out instruments indicating the occurrence of a TDC conversion by their LO-HI transitions. At 60 MHz sampling, the maximum data rate for the TDC was 480 Mbps.

A timing diagram of the TDC operation is shown in Fig. 6-6(a). Fig. 6-6(b) shows the post-layout simulation results of the TDC read-out. A master reset signal (RST) initializes all the on-chip read-out registers and enables the TDC for operation. Two controls signals, DLL1\_EN and DLL2\_EN, enable the DLLs. Once the DLLs are locked after approximately 7 μs the TDC is outputting valid data. The START signal is synchronous with a laser reference and functions as the reference clock of the TDC. For testing purposes, a delayed replica of the reference clock is used as the STOP signal. The START signal is fed to an on-chip divide-by-two circuit, which produces the read-out clock, CLKDIV, as well as the reset signal for the TDC registers.
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Figure 6‑6: (a) Timing diagram of the TDC read-out. Once the DLLs are locked, the TDC outputs valid data M1, M2, M3, etc. (b) Post-layout simulation results of TDC read-out. Locking times of DLL1 and DLL2 are approximately 7 μs.
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Figure 6‑12: (a) Timing diagram of the TDC read-out. Once the DLLs are locked, the TDC outputs valid data M1, M2, M3, etc. (b) Post-layout simulation results of TDC read-out. Locking times of DLL1 and DLL2 are approximately 7 μs.

The TDC is designed to operate in time-interleaved mode as in [64],[197], whereby the TDC is enabled when CLKDIV is in the HI state, and reset when CLKDIV is in the LO state. The falling edge of the CLKDIV latches the TDC data from the TDC registers onto the read-out registers at the end of the reference clock cycle. So, while the TDC registers are being cleared for the next START-STOP measurement, the data from the previous START-STOP measurement is latched onto the output registers. However, the correct latching operation near the end of the reference clock cycle required that no code transitions occur during the set-up and hold times of the flip-flops. Therefore, approximately 1 ns of dynamic range (corresponding to 8 of the 64 TDC codes for *TLSB* = 130.21 ps) had to be used to ensure correct latching operation of the read-out circuits.
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Figure 6‑7: (a) Photograph of the TDC chip highlighting the TDC core area (b) Top level diagram of TDC chip and photograph of the printed circuit board (PCD) used for testing the TDC prototype chips. (c) TDC core layout with main components highlighted.
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Figure 6‑14: (a) Photograph of the TDC chip highlighting the TDC core area (b) Top level diagram of TDC chip and photograph of the printed circuit board (PCD) used for testing the TDC prototype chips. (c) TDC core layout with main components highlighted.

In this implementation, only one TDC channel was implemented. Using a 120 MHz reference clock the maximum sampling rate is 60 MHz. Implementation of a second TDC on the chip could double the maximum sampling rate to 120 MHz.

## Measured TDC Performance

The TDC was fabricated in a standard 130 nm digital IBM CMOS technology. The chip dimensions are 2 mm × 2 mm, with the TDC core occupying 0.04 mm2 of silicon area as shown in Fig. 6-7(a). Fig. 7-5(b) shows a top level diagram of the TDC chip, with the indicated arrangement of input, output, control and power supply pins, as well as photograph of the PCB that was used for testing. Fig. 6-7(c) illustrates the TDC core layout. The main components of the layout include on-chip decoupling capacitors (300 pF) used to improve the VCDL supply noise immunity and I/O blocks that were designed to drive off-chip 15 pF capacitive probes and provide input matching to the 50 Ω RF cables. The bias circuit was designed to provide stable voltage and current references for the TDC core over the temperature range between -40 and 40 °C. The silicon area of the TDC core area that would be replicated on the chip in a multi-channel realization (hatched area in Fig. 6-2) was only 0.0231 mm2.

The total power consumption of the chip was 35 mW for a 120 MHz reference clock and a 1.5 V supply. A significant portion of the power consumed is consumed by the I/O blocks which were designed to drive high-capacitance probes and cables. The TDC core power consumption was 7 mW from simulations. 40% of the TDC power was attributed to VCDL1 and VCDL2, which required large bias currents to attain the range of coarse and fine time resolution.

The TDC chip was packaged in a 68-pin ceramic PGA package and mounted on a PCB for testing purposes as shown in Fig. 6-7(b). Ten chips from the fabricated lot were measured to assess the chip-to-chip variation and the effect it has on performance of the TDC at room temperature and at -30 °C.

### Measurement Set-up

The measurements to characterize the TDC’s performance were performed at sampling rates of 1 MHz and 60 MHz. In both cases the TDC output was recorded by a LeCroy WaveRunner 640Zi mixed-signal oscilloscope. The measurement set-up for the TDC measurements at 1 MHz is illustrated in Fig. 6-8(a). A 120 MHz frequency was provided by a frequency synthesizer (Agilent, 83752A) and the reference clock signal (CLK) for the TDC was provided by a pulse pattern generator (PPG) (Anritsu, MP1763B). A Berkley Nucleonics BNC 745 Delay Generator (DG) was used to perform a linear delay sweep of the HIT signal relative to the CLK. The 50 Ω CLK and HIT signals from the PPG and DG were used as the START and STOP inputs of the TDC, respectively. The TDC chips digitized the time delay between the rising edges of CLK and HIT signals from which the TDC’s characteristics were obtained.
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Figure 6‑8: (a) Measurement set-up used for TDC characterization at 1 MHz sample rate. (b) Measured TDC input signals, CLK and HIT (left) and their respective cycle-to-cycle jitter (right).
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Figure 6‑16: (a) Measurement set-up used for TDC characterization at 1 MHz sample rate. (b) Measured TDC input signals, CLK and HIT (left) and their respective cycle-to-cycle jitter (right).

Calibration measurements of the HIT and CLK signals acquired by the oscilloscope are shown in Fig. 6-8(b) and Fig. 6-9. The left panel of Fig. 6-8(b) displays the HIT and CLK waveforms with peak-to-peak amplitudes of 1.5 V. The right panel shows that the measured cycle-to-cycle rms jitter for CLK and HIT signals was 12.6 and 23.5 ps, respectively. Fig. 6-9(a) shows the histogram of measured delays between CLK and HIT obtained by sweeping the delay of the DG using a 1 ns increment. Although the rms jitter was less than 25 ps for each delay setting, there was a constant delay error of approximately 350 ps when the delays were greater than 5 ns (Fig. 6-9(b)). The effects of these offsets were removed in post processing of the measured TDC data, as shown in the next sub-section.
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Figure 6‑9: (a) Measured histogram of delays from set-up in Fig. 6-8(a). (b) Measured average delays show a deviation from the ideal behavior.
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Figure 6‑18: (a) Measured histogram of delays from set-up in Fig. 6-8 (a). (b) Measured average delays show a deviation from the ideal behavior.

The maximum repetition rate of the DG was limited to 1 MHz. To obtain a higher sampling rate for the TDC, the DG was removed from the set-up. The TRIG signal from the PPG was used as the TDC’s STOP input to attain sampling at 60 MHz. On the PPG, the trigger (TRIG) signal corresponded to the CLK signal divided by 2. The delay of the trigger signal relative to CLK could be adjusted on the PPG in 1 ps increments. However, the maximum delay was only 1 ns and was not enough to characterize the entire TDC dynamic range. Thus, coaxial cables of different length were inserted between the TRIG output and TDC STOP input so that delays spanning the entire TDC dynamic range could be obtained. This set-up had approximately 2× lower jitter and 60× faster measurement rates, but the 1 MHz set-up using the DG could be fully automated, thus more chips could be measured to assess the TDC’s statistical variations.

### Transfer Characteristic

The TDC’s transfer characteristic includes all quantization and nonlinearity information required to assess the TDC’s performance. To obtain the TDC characteristic, the DG delay was swept over the TDC’s dynamic range in 10 ps increments, with 1000 samples measured by the oscilloscope at each input delay. In this manner, the effects of timing jitter on the TDC characteristic measurements could be averaged out. At each 10 ps delay step, the mean, representing the TDC’s accuracy, and standard deviation, representing its precision, were calculated.

Fig. 6-10(a) shows one sample of a measured transfer characteristic obtained at 1 MHz from the TDC as well as the transfer characteristic corresponding to an ideal 6-bit TDC with *TLSB* =130.2 ps. There are several imperfections of the TDC, as well as imperfections in the measurement set-up that affect the measured characteristic that will be discussed next.

|  |
| --- |
|  |

Figure 6‑10: Comparison between measured, corrected and ideal transfer characteristics of a 6-bit TDC. Figure inset shows an example of non-monoticitiy in the measured characteristic due to timing jitter. Measured TDC characteristics was obtained using a 120 MHz reference clock frequency corresponding to *TLSB* = 130.2 ps.
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Figure 6‑20: Comparison between measured, corrected and ideal transfer characteristics of a 6-bit TDC. Figure inset shows an example of non-monoticitiy in the measured characteristic due to timing jitter. Measured TDC characteristics was obtained using a 120 MHz reference clock frequency corresponding to *TLSB* = 130.2 ps.

i) The effects of timing jitter of the CLK and HIT signals as well as the jitter of the TDC cause the non-monotonic behavior seen in the measured characteristic (inset of Fig. 6-10(a)). The source jitter causes variations of the TDC output near the code transitions. The effect of jitter on the TDC characteristic was averaged out by repetitively measuring the same input time interval 1000 times and taking the average output code.

ii) The inaccuracy of the DG as the input delay increases beyond 4.5 ns (as shown in Fig. 6-9) caused the measured TDC characteristic to deviate considerably from its true characteristic. In order to correct for this error, 2 LSBs were subtracted from the measured TDC output code whenever the input delay exceeded 4.5 ns. The DG error of approximately 350 ps was accounted for in this manner. Fig. 6-9(b) shows the effect of DG inaccuracy on the measured characteristic data as well as the results of the correction.

iii) As the input delay increased above 7300 ps, the TDC is no longer responsive to changes of the input delay and the maximum output code was reached. This occurred because the flip-flops in the read-out circuits required approximately 1 ns of set-up and hold time to properly latch the output code bits. During this time the TDC was reset to ensure no flip-flop set-up and hold time were violated, which could lead to metastability and result in the arriving HIT signals not being registered. Also, because of the timing jitter, the TDC may also output codes near zero when the maximum TDC code is reached and HIT signals occur near the end of the timing interval.

iv) The two status bits of the TDC were used to trigger the oscilloscope and this caused variations within the first coarse TDC code. Based on the value of the input delay, the coarse status bit *N0C* indicate whether the HIT signal arrives before the first LO-HI transition in the coarse VCDL. If HIT arrives after, then a LO-HI transition of *N0C* is guaranteed in this case. When the HIT signal arrives before the first low-to-high (LO-HI) transition of the fine VCDL, then a LO-HI transition is guaranteed for fine status bit *N0F*. Thus the oscilloscope was programmed to switch the trigger source from *N0F* to *N0C* whenever the input delay exceeds 4 LSBs to ensure that it has a valid trigger for all input delays. In the ideal case, the oscilloscope would always have the proper trigger at each input delay setting. However, the trigger source was not always switched at the proper instant due to timing jitter of the instruments and nonlinearity of the TDC, and this caused variations in the measured output code when the input delay was near 4 LSB. The non-monotonicity of the transfer characteristic due to this effect was corrected during the post-processing

v) The first code transition of the TDC ideally occurs at the first LSB. However, this transition may be shifted in the measurements due to non-idealities such as timing jitter and non-linearity. The complete transfer characteristic is then shifted along the time axis as a result and the converter is said to have an offset error. The offset error causes an increase of the INL because INL is defined as the difference in time between the measured and ideal code transitions. However, as this portion of the INL is systematic and is common to all code transitions, it may be subtracted during post processing. The corrected data shown in Fig. 6-10(a) was also corrected for the offset error.

Fig. 6-11(a) shows the TDC characteristics of 10 measured chips and the ideal characteristic of a 6-bit TDC with *TLSB* = 130.2 ps. The measurements were obtained at a 1 MHz sample rate with a 120 MHz reference clock frequency. The corresponding quantization error (Fig. 6-11(b) top) was extracted from the characteristics by calculating difference between the measured TDC output and the input delay. The measured quantization error includes the all the error due to non-linearity, so the standard deviation of the measured quantization error corresponds to the rms time resolution of the TDC. The best and worst case rms resolutions were 0.48 and 0.86 LSB, for chip 8 and chip 6, respectively. Averaged over all chips, the rms resolution of the TDC was 0.61 LSB at room temperature.
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Figure 6‑11: Measured TDC characteristics of 10 chips using a 120 MHz reference clock frequency corresponding to *TLSB* = 130.2 ps. (a) Comparison between measured, corrected and ideal transfer characteristics of a 6-bit TDC. Figure inset shows an example of non-monoticitiy in the measured characteristic due to timing jitter. (b) Measured TDC quantization error (top) and associated histogram (bottom). The average rms resolution of the 10 measured chips was 0.61 LSB.
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Figure 6‑22: Measured TDC characteristics of 10 chips using a 120 MHz reference clock frequency corresponding to *TLSB* = 130.2 ps. (a) Comparison between measured, corrected and ideal transfer characteristics of a 6-bit TDC. Figure inset shows an example of non-monoticitiy in the measured characteristic due to timing jitter. (b) Measured TDC quantization error (top) and associated histogram (bottom). The average rms resolution of the 10 measured chips was 0.61 LSB.

### Non-linearity

The DNL and INL were extracted from the TDC characteristics in Fig. 6-11(a) by using eq. (2-2). The width of each TDC bin value was compared to the ideal *TLSB* value and the difference in time (in LSB units) between the measured code transitions and the ideal code transitions was calculated.

|  |
| --- |
|  |

Figure 6‑12: Top and bottom graphs are the DNL and INL, respectively, of 10 measured chips at room temperature.
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Figure 6‑24: Top and bottom graphs are DNL and INL, respectively, of 10 measured chips at room temperature.

The nonlinearity for 10 measured chips is shown in Fig. 6-12. DNL for all TDC codes for all the chips is within -1 and +1.15 LSB, and INL is within -0.84 LSB and +1 LSB. The DNL is evenly distributed about 0 LSB, implying low INL. The DNLs for all the measured chips have similar shape but the chip-to-chip variation of INL is considerable. Nevertheless, none of the measured chips had the occurrence of a missing code in the characteristic thereby ensuring the accuracy of the measurements to within 1 LSB across the entire dynamic range. The best and worst case rms INL values were 0.25 and 0.46 LSB, for chip 3 and chip 8, respectively. The rms DNL and INL values, averaged over all ten chips, were 0.4 and 0.3 LSB, respectively.

All the measured chips had similar systematic variation in DNL/INL, occurring with a period of 4 LSBs due to unequal matching of delays in the fine interpolator. Simulation results in Fig. 6-5(b), indicate that the delay between START2 and the first fine interpolator phase is slightly longer than the delays between the other 3 phases. This is due to the unavoidable mismatch in delay caused by the interconnection routing.

### Jitter

|  |  |
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Figure 6‑13: TDC jitter measured at 1 MHz sample rate. (a) The TDC jitter across the entire measurement range was 0.385 LSB rms. (b) Close-up view of the jitter due to a coarse code transition. In this shorter time range, the rms jitter was 0.8 LSB.
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Figure 6‑26: TDC jitter measured at 1 MHz sample rate. (a) The TDC jitter across the entire measurement range was 0.385 LSB rms. (b) Close-up view of the jitter due to a coarse code transition. In this shorter time range, the rms jitter was 0.8 LSB.

Besides the non-linearity, the TDC measurement accuracy depends on the source jitter and on the jitter of the coarse and fine VCDLs. The standard deviation of the repetitive delay measurements used to obtain the TDC characteristics represents the timing jitter. The timing jitter for one TDC chip (chip 1) measured at 1 MHz sampling rate is shown in Fig. 6-13(a). The rms value of the jitter over all time intervals reveals the overall jitter performance of the TDC. The measured rms value of jitter across the entire range was 0.39 LSB, and the maximum and minimum jitter values were 2.1 and 0 LSB, respectively. The best jitter occurs when the input time interval occurs halfway between any two code transitions. In this case, all the measurements of the timing interval give the same result when the time interval is measured repeatedly, so the source and VCDL jitter has no effect on the TDC’s precision. Conversely, the worst jitter is for input time intervals that occur near a code transition. When this happens, a constant time interval measured repeatedly gives different results each time and degrades the precision.

|  |
| --- |
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Figure 6‑14: TDC jitter measured at 60 MHz sample rate using 100 MHz reference clock.

The measured TDC jitter in Fig. 6-13 exhibits a periodic behavior where the jitter peaks at every 4th LSB corresponding to each coarse code transition. This behavior is on account of the different jitter behavior of the coarse and fine VCDLs. The coarse VCDL was designed to span a much longer range of delays for the same range of control voltages, so it had a much higher gain than the fine VCDL (Fig. 6-4). As a result, small variations on the control voltage or on the power supply will translate to greater variations of the delay for the coarse VCDL compared the fine VCDL. For the fine VCDL, the peak jitter was approximately 0.5 LSB, while for coarse VCDL the peak jitter was roughly 3× larger. The jitter histogram for the coarse VCDL in Fig. 6-13(b) shows a rms jitter of 0.8 LSB in this range.

Jitter performance of the TDC was further assessed at a 100 MHz sampling rate. In this case, the source jitter was approximately 2× lower since the delays were being generated by the PPG and coaxial cables instead of the DG. The measured jitter in Fig. 6-14 shows the same periodic behavior, but the peak rms jitter is reduced by about one half as expected from the calibration results in Fig. 6-8(b). The good jitter performance of the TDC was on account of the low DNL (< 1 LSB), that led to less variation of the time jitter for different input time delays. Also the short length of the VCDL led to less jitter accumulation along the delay line. The analysis reported in Figs. 6-13 and 6-14 confirms that the TDC jitter does not degrade the measurement accuracy and that the TDC LSB is equal to its resolution.

# Conclusion

The following sections provide a summary and some concluding remarks, as well as recommendations for future work.

## Summary and Discussion

In this work, single-photon avalanche diodes (SPAD) and time-to-digital converters (TDC) were developed for time-resolved fluorescence analysis in a low-cost, standard digital deep-submicron (DSM) complementary metal-oxide-semiconductor (CMOS) process. Although CMOS technology offers very high-speed, low power, and highly integrated digital circuits, it is mostly beneficial for high-performance TDC design. The realization of SPADs with high-sensitivity and wide dynamic range remains a significant challenge since standard CMOS technology is not optimized for single-photon imaging. However, besides the lower fabrication costs, the main driving factors of CMOS SPADs are unparalleled levels of miniaturization and portability, as well as potential for system-on-chip (SoC) integration as evidenced by the growth in the functionality and performance of time-resolved single-photon imaging applications over the years.

This research focused on the design, fabrication and characterization of SPAD pixels in a standard low-cost DSM CMOS process and the assessment their time-resolved single-photon detection capabilities. High-speed, compact and precise TDC prototype integrated circuits (ICs) with sub-nanosecond time resolution were developed as well. The SPAD pixels were designed to be are suitable for integration with multi-channel TDCs in order to realize a low-cost and fully miniaturized single-photon camera for biomedical imaging applications.

Chapter 2 reviewed the key system requirements and main measurement techniques used in single-photon imaging applications, particularly fluorescence lifetime imaging (FLIM). Some of the current competing technologies, such as PMTs and CCDs, were reviewed and their advantages and disadvantages were comparatively assessed. The principle of SPAD operation was introduced and an extensive literature review of CMOS SPADs was presented. The advantages of CMOS SPADs fabricated in DSM technology have been given particular focus and their main performance characteristics were studied and compared for different CMOS fabrication technologies. CMOS imaging technologies with dedicated features for optimum SPAD detector performance have been identified and contrasted with standard low-cost CMOS technology. For FLIM applications, the timing information of photons is required. A review of TDC concepts and circuit architectures was presented and the specifications of the TDC prototype ICs were outlined.

In Chapter 3, the design of SPADs in a 130 nm IBM CMOS process was presented featuring photosensitive areas larger than previously reported in the literature for this technology. Important technological considerations such as triple-well isolation, shallow-trench isolation (STI), silicide, and final chip passivation were considered for successful SPAD realization. The developments were mainly concerned with optimization of the SPAD structure (separating the STI from the active region and removing the silicide layer) which lead to a considerable improvement in the noise and the sensitivity performance.

Four different passively quenched SPAD pixels were characterized in this work. Unbuffered test structures were initially fabricated to measure the breakdown voltage characteristics of silicided and non-silicided SPADs, as well to investigate the voltage headroom limitations of SPADs in DSM CMOS. Measurements of output pulses from unbuffered test structures validated the SPAD circuit model used for simulations. An SPAD pixel with source-follower front-end was then designed in order to minimize the capacitive loading effects and to study the behavior of output pulses at different temperatures and bias voltages. However, this pixel had a high power consumption and large timing jitter, so a low-power and low-jitter front-end circuit based on a common-source amplifier was realized. This pixel structure was extensively characterized. Analysis of the dark counts and afterpulses as a function of temperature and excess voltage revealed important information about the noise generation mechanisms of SPADs in CMOS technology.

To circumvent the limitations of dark noise and afterpulsing, the time-gated mode of SPAD operation has been exploited in Chapter 4, and encouraging results have been reported in comparison to the free-running mode. Analysis based on the measured inter-arrival time data was performed to fully characterize the afterpulsing, enabling optimal operating temperature and excess voltage conditions to be found. The results of the afterpulsing measurements suggest that the time-gated mode of operation is essential for optimal performance when cooled to minimize the thermal noise. It was shown that time-gated operation at -30 °C could reduce the probability of a dark count occurring within the time gate to be as low as 10-4 % and requiring a hold-off time of 160 ns to completely eliminate the afterpulsing. In contrast, a hold-off time in the microsecond range was required to minimize afterpulsing in the free-running mode for the same excess voltage and temperature.

The characterization of the SPAD to low-level light and high-intensity light was performed in Chapter 5. While operating the SPAD in the time-gated mode was beneficial in reducing the dark counts, the sensitivity was shown to be considerably reduced. Although removal of the silicide layer from the SPAD’s photosensitive area benefits the detection efficiency, the consequence of fabricating SPADs in a non-imaging CMOS process meant that the peak detection efficiency was fundamentally limited by the technology. Nevertheless, the timing performance attained by the SPAD pixels with common-source front end was comparable to a commercially available device. The good SPAD timing jitter and improved PDE and DCR performance of the non-silicided pixels in this standard CMOS technology opens up the potential for their development as low-cost instruments for fluorescence lifetime analysis.

In Chapter 5, the SPAD’s performance in fluorescence lifetime analysis was demonstrated. The fabricated SPAD pixels were used to measure the lifetimes of two fluorescent calibration standards, Rhodamine 6G (R6G) and ruby crystal. R6G was chosen because its peak emission wavelength coincided with the SPAD’s maximum PDE wavelength and its nanosecond scale lifetime was suitable to demonstrate the SPAD’s time-resolved capability. The ruby crystal was chosen since it emits fluoresces in the near-infrared (NIR) spectrum and could thus demonstrate the SPAD’s capability in detecting NIR light, which is very important for biomedical imaging. The time-correlated single-photon counting (TCSPC) technique was utilized to reconstruct the lifetime of R6G over a nanosecond time scale and the lifetimes of R6G could be identified for concentrations down to 10-5 M. For the ruby lifetime measurements, very low-cost instruments were used to assess the SPAD’s performance in the detection of fluorescence on a millisecond time scale. The time-resolved fluorescence measurements of samples with well-known fluorescence lifetimes validate the applicability of the standard CMOS SPADs prototype chips that were fabricated in this work.

The final phase of the research continued by developing TDC circuits suitable for SPAD applications. The proposed 6-bit coarse-fine interpolating TDC utilized a differential amplifier as a delay line for both coarse and fine resolution. A synchronizer circuit using static CMOS logic gates was utilized to simplify synchronization between coarse and fine interpolators and to reduce the trade-offs between time resolution, linearity, sample rate and circuit size. The TDC prototypes were characterized by their ability to digitize input delay times with sub-nanosecond resolution and accuracy. The TDC required only 20 delay elements and 0.04 mm2 of silicon area for 130.2 ps least-significant-bit (LSB) resolution, < 1 LSB integral non-linearity (INL) and 60 MHz maximum sampling rate. Two delay-locked-loop (DLL) circuits ensured high linearity and good jitter performance and reduced process-voltage-temperature (PVT) sensitivity.

## Recommendations for Future Work

The SPADs and TDCs developed in this work were targeted for biomedical applications such as FLIM that require low-cost, low-power, miniaturized sensors that are able to detect light down to the single-photon level with sub-nanosecond timing resolution. The starting point for the development of such sensors was represented by the design and characterization of single-pixel SPADs, investigation of their performance for time-resolved fluorescence analysis, and the realization of high-performance single-channel TDC prototype ICs. Future developments are oriented towards full integration of SPAD and TDC on a single chip. However, there are improvements to the SPAD pixels and TDC prototype that can be made for the realization of fully integrated multi-channel, compact and low-cost CMOS sensors with time-resolved single-photon detection capabilities.

First, although the improved PDE together with the reduced DCR of the non-silicided pixels opened up the capability of using standard CMOS SPADs for high-sensitivity fluorescence lifetime imaging applications, more improvements in PDE and DCR performance are required in order to attain the levels of sensitivity that was demonstrated for the commercial SPAD detectors. Deep cooling past -30 °C may have additional benefits to reducing the DCR in the free-running mode if the afterpulsing probability can be correspondingly minimized. Optimized AQR front-end circuits are therefore required for the free-running SPAD pixels in the pixel to precisely control the hold-off time so that afterpulsing is reduced at lower temperatures. Operation of the SPAD’s in time gated mode was shown to be beneficial at low temperatures. However, operating the SPAD in time-gated mode involves a trade-off of the detection efficiency. Therefore, future work is needed to develop an array of time-gated SPAD pixels that operate in parallel so that the detection efficiency can be improved in the time-gated mode.

Second, for the SPAD pixel design, more research is required to more accurately model the dynamic behavior of the SPAD by considering the voltage dependence of the pn junction capacitance as well as the parasitic pn junction capacitance associated with the SPAD guard rings. SPAD models that take into account the statistical effects such as the avalanche triggering probability, the DCR and the afterpulsing phenomena and their dependence on temperature and excess voltage should be developed and implemented using a hardware description language (HDL) such as Verilog-A, which has the advantage that it can be used in many commercial circuit simulators.

Third, a multichannel TDC implementation is required in order to obtain a sample rate that can equal, or exceed, the reference clock rate. Improvements need to be made to reduce the core TDC’s power consumption to enable multi-channel operation. Immunity to electrical crosstalk interference from high-speed I/O pad drivers distributed throughout the chip and resulting simultaneous switching noise (SSN) should be also improved. Otherwise, jitter and linearity performance can be jeopardized when a large number of TDCs are integrated together on the same chip. Also, more research should be focused on improving the resolution of the TDC down to the picosecond range without incurring a reduction in sample rate or an increase in either the power consumption or circuit area.

Finally, another issue concerning the employment of SPAD/TDC arrays for multi-channel TCSPC operating at high sample rates is the challenge of processing the large amount of data generated by the TDCs. The flash architecture and simple synchronization scheme resulted in a 60 MHz sample rate, which corresponds to a data rate of 480 Mbps, for the designed TDC. Directly transferring the TDC conversions to an external computer to obtain the histograms represents a significant bottle-neck for real-time determination of fluorescence decays. Therefore, more work is required to implement on-chip histogram techniques that can significantly reduce the data read-out rate.
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