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Abstract

Surface tension driven flow is studied in films of viscous polymer liquid by monitoring the spreading of droplets or the capillary levelling of films with excess surface area. The research presented in this thesis is focused on three major themes where molecular details are important to flow: molecular anisotropy, interfacial friction, and the initial state of the film.

The effect of molecular anisotropy is studied by examining the dynamics of partially wetting diblock copolymer droplets using optical microscopy. The shape of the droplets is measured as they evolve towards equilibrium. In this system, it is found that energy is dissipated at the base of the droplets. This is consistent with a reduced interfacial friction at the liquid-substrate interface.

Flow dynamics are also found to depend on the symmetry of the initial film thickness profile. Thickness perturbations with different degrees of symmetry were created in an initially flat film using focused laser spike annealing. The films were allowed to flow under the driving force of surface tension, and using atomic force microscopy, the film thickness profile was measured as a function of time. We find the depth of the perturbations decreases as a power law in time, with a power law exponent that depends on the symmetry of the thickness perturbation.

The role of interfacial effects are explored by studying the flow in a film with zero interfacial friction: a freely-suspended film. Flow is measured in films with no interfacial friction using a technique which creates a film with a sharp step in the initial thickness profile. The excess surface area at the edge of the step drives flow, and information about the dynamics of the fluid is obtained by measuring the width of the step over time with atomic force microscopy. We observe flow that is consistent with plug flow: where the velocity of the fluid in the plane of the film is constant along the direction perpendicular to the film.

Finally, freely-suspended films provide a model system to study the nucleation and growth of pores in a membrane. By purposefully creating pores of different initial size, the critical radius for nucleation is measured as a function of the membrane thickness. The experimental results agree with a simple model in which the free energy cost at the perimeter of a pore is determined by the excess surface area due to the curved interface of the pore edge.
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Chapter 1

Introduction

The study of thin films of a polymeric liquid is the backbone of this thesis. Thin polymer films are used extensively in industrial applications including lubricating coatings, masks for photolithography, and adhesives. The use of thin polymer films in emerging technologies like flexible displays, high density data storage, organic electronics, and self-healing paint provides further motivation to understand their physical properties at the nanoscale. Polymer molecules are particularly useful in nanotechnology applications because of the ability to alter their molecular architecture, allowing for control of patterning down to sub-10 nm lengthscales [1–3].

From an experimental perspective, a benefit of studying polymeric liquids is their tunable physical properties. For example, by changing temperature, the viscosity of a polymeric liquid can change by orders of magnitude which allows experimenters the ability to speed up or slow down dynamics to suit their needs [4]. Other properties have the potential for alteration, such as the surface tension or the wetting conditions of the fluid. This provides a convenient system for the study of fluid dynamics. Since the material properties are tunable, the fluid dynamics can be studied over a range of lengthscales and forces.

A final, and perhaps most important motivation for using polymeric liquids to study fluid dynamics is the ability to make and measure thin films where the molecular details become important. Typically, a polymer molecule is on the order of $\sim 1 – 100 \text{ nm}$ in its unperturbed state, depending on the molecular weight. In fluid dynamics, one basic assumption is that the matter forms a continuum, and the den-
sity of the fluid is independent of the lengthscale being examined. By studying films only a few molecules thick, the effect of perturbing polymer molecules from their equilibrium conformations can be observed, thus introducing the possibility to measure deviations from the continuum approximation.

This thesis is structured around three themes where the molecular details play a non-trivial role in determining the flow properties: 1) Molecular anisotropy and heterogeneity, 2) Initial state of the film (initial condition) 3) Interfacial friction (boundary conditions). Each of these are active areas of research, and an overview of these three area provided in Section 1.5.2. A brief description of each area is provided here to put the five papers described in this thesis (see Chapter 3) in the context of these three categories.

Molecular anisotropy and heterogeneity
When a thin film is homogeneous and isotropic in both composition and dynamic properties, its flow can be described with a uniform viscosity. In contrast, materials which have molecular heterogeneity or anisotropy have a more complicated viscosity. There are a few experimental systems in which heterogeneity or anisotropy have been shown to play a large role, such as glassy polymer films near their glass transition temperature or films in which the molecules are confined. In this thesis, Papers I and II presented in Chapter 3 examine the effect of molecular anisotropy by using a particular type of polymer fluid - a diblock copolymer. An introduction to this class of materials is presented in Section 1.2.3, and the effect of anisotropy on the free energy of a diblock copolymer film is described in Section 1.3.2. The results of Paper I, where a quantized spectrum of contact angles is observed for diblock copolymer droplets, is a direct consequence of the free energy of the diblock copolymer film. While Paper I describes the equilibrium state of these droplets, Paper II examines the dynamics of the droplets as they approach their equilibrium state.

Initial state of the film
Depending on how a thin film is prepared, the measured flow can differ. For example, spin coating is a common method of creating films (see Section 2.1), which can leave residual stresses that results in an apparent viscoelastic response of the film during flow. Another way that the initial condition can affect flow is by the periodicity of an initial thickness variation in the film. Short wavelength variations decay more
rapidly than long wavelength variations, which is explained in Section 1.4.2. In this thesis, Paper III details how the symmetry of an initial thickness variation with finite horizontal extent determines the relaxation of the thickness profile as the film undergoes capillary levelling.

**Interfacial friction**

The boundary condition of fluid flow at a liquid-solid interface is in many situations a “no-slip” boundary condition, where the liquid molecules have zero horizontal velocity at the interface. Because the interfacial friction between the liquid and solid is so large, the molecules are unable to move horizontally at the interface. However, there are some liquid-solid combinations which have a relatively low interfacial friction, allowing the liquid molecules to slide across the solid interface. This is the “slip” boundary condition. There are several polymeric fluids which show slip effects. In this thesis, Papers IV and V examine films which are freely-suspended with no solid substrate. In that case there are two free interfaces of the film with no interfacial friction. This is an extreme limit of slip which cannot be realized on a substrate as there is always some degree of interfacial friction. Paper IV investigates flow in these “freestanding” films by using a capillary levelling technique reviewed in Section 1.5.1. Paper V examines the growth and shrinkage of pores, making connections to biological membranes.

With these themes in mind, this thesis will proceed as follows. Since this is a ‘sandwich thesis’, each of the 5 papers (published or submitted) will be presented with a preface in Chapter 3. Before that, the background information to the thesis will be presented. Chapter 1 provides an introduction to the structure and flow of thin polymeric fluids. Chapter 2 gives the experimental details of the thesis work, describing in detail the sample preparation and measurement techniques used. Finally, some general conclusions are drawn in Chapter 4 which tie together the work and discuss future research.

In this introductory chapter, an overview of fluid dynamics relevant to flow at small length scales will be presented first. Then, specific details about polymeric liquids will be given before delving into the equilibrium free energy and fluid dynamics

---

1For brevity, in this thesis the direction parallel to the liquid-substrate interface will be referred to as the “horizontal” direction.
of thin polymer films. Finally, the current experimental literature relating to the measurement of flow in polymeric fluids at small lengthscales will be reviewed.

1.1 Fluid dynamics at small length scales

One of the more remarkable aspects of the field of fluid dynamics is its breadth. Continuum fluid dynamics and the Navier-Stokes equation can be used to describe flows which occur on astronomical lengthscales down to flows at the nanoscale. Moreover, the types of flow (e.g. turbulent versus laminar) and forces involved vary depending on the system studied. As a consequence of this breadth, it is often necessary to narrow down study to a particular flow regime. To do so, one must consider the relevant forces involved in the system under study. A useful way to conceptualize the different forces involved is in terms of driving forces which push liquid to flow, and mediating forces which are internal to the fluid and emerge in response to flow. Examples of driving forces include surface tension, gravity, and external fields such as an electromagnetic field. Some mediating forces are viscous and inertial forces. Any given flow regime will involve one or more driving force and one or more mediating force.

For example, when a honey dipper is pulled out of a jar of honey, a stream of liquid honey flows off the end of the dipper and back into the jar. The potential energy due to the driving force of gravity is dissipated as friction through the viscous sliding of fluid molecules past one another. In this regime, there is gravity driven flow mediated by viscosity. Contrast flowing honey with a water droplet in space. When a water droplet is formed (by pinching out of a tube for example) surface tension will drive the droplet towards a spherical shape. However, since water has a significant inertial component, the momentum of the droplet will cause it to overshoot a spherical shape. This dynamic motion will cause the droplet shape to oscillate, and in the limit of a frictionless droplet the oscillations will continue indefinitely due to inertia. This is the regime of surface tension driven flow mediated by inertia. From these two examples we can develop some general characteristics of how the different forces affect fluids. For the driving forces, surface tension tends to favour spherical shapes (or surfaces of constant curvature), whereas gravity favours flattening of the fluid. For the mediating
forces, inertial forces typically lead to an oscillatory motion while viscous forces cause damped motion.

This thesis will focus on the regime of surface tension driven flow mediated by viscosity, which usually describes flows at small lengthscales. For small volumes of fluid, the gravitational force is small in comparison to the forces of surface tension. A way to characterize this is through the capillary length \[ L_c \equiv \sqrt{\frac{\gamma}{\rho g}}, \] (1.1)
where \( \gamma \) is the surface tension of the fluid, \( \rho \) is its density, and \( g \) is the gravitational acceleration. For lengthscales much larger than \( L_c \), gravitational forces dominate. For lengthscales much smaller than \( L_c \), capillary forces (surface tension) dominates. The capillary length of both water at room temperature and polystyrene in its liquid state are approximately 2 mm. So for droplets and films with a size on the order of microns or lower, gravity makes a negligible contribution to the dynamics of flow.

The relative contributions of the two common mediating forces (inertial and viscous forces) is typically characterized by the Reynold’s number of the fluid [5], defined by

\[ Re \equiv \frac{\rho v L}{\eta} = \frac{\rho \gamma L}{\eta^2}, \] (1.2)
where the characteristic velocity \( v \) is set by the ratio of surface tension to viscosity \( v_c = \gamma/\eta \) (the capillary velocity), and \( L \) is a characteristic lengthscale. Viscous forces dominate for small Reynold’s numbers, whereas turbulent flow can occur for large values of the Reynold’s number. An alternate way to think about the relative contribution of the mediating forces is through the characteristic lengthscale

\[ L_r \equiv \frac{\eta^2}{\rho \gamma}, \] (1.3)
which for capillary driven flows is the lengthsacle at which viscous and inertial forces are comparable. Above this lengthsacle, inertial forces begin to dominate, whereas for droplets and films much smaller than this characteristic lengthscale, viscous forces dominate. Here the difference between water and polystyrene offers a stark contrast. For water at room temperature with \( \eta \sim 1 \text{ mPa} \cdot \text{s} \), the characteristic lengthscale is
$L_r \sim 10$ nm, while for polystyrene with a typical viscosity of 1 MPa·s this characteristic lengthscale is larger than the diameter of the sun. This lengthscale is only relevant for capillary driven flow and gravitational effects become significant for polystyrene long before this astronomical lengthscale is reached. In other words, because the viscosity is large for typical polymeric liquids, whenever gravity can be ignored, so too can inertia. This is not the case for water or other fluids with a low viscosity.

Therefore, for small volumes of a viscous liquid both gravity and inertia can be ignored, and this thesis focuses on surface tension driven flow mediated by viscosity. To study this regime, we perform experiments with high viscosity fluids at small lengthscales, specifically polymeric liquids.

1.2 Polymeric liquids

Polymers are materials comprised of long molecules (chains) made of smaller repeating subunits (monomers) covalently bonded together. Polymers are well suited for fluid dynamics research for several reasons. First, their large molecular size makes the study of molecular confinement accessible at larger lengthscales compared to small molecule liquids. Second, the viscosity of polymeric liquids are tunable with both temperature and molecular weight, and can be altered by orders of magnitude without substantially changing the surface tension. Third, commercially available polymers have a wide variety of chain architectures and chemical compositions which allows for the study of anisotropic materials. Each of these three properties of polymers will be discussed in the following sections in further detail, which is based on the discussion in reference [6].

1.2.1 Size of a polymer molecule

One way to characterize the size of a polymer molecule is by its molecular weight. For the same repeating subunit, molecules with a greater mass correspond to having more repeating units, and as a result is a larger molecule. Suppose there was a polymeric liquid with chains having many different molecular weights $M_i$, and there were $N_i$ chains with molecular weight $M_i$. To characterize the molecular mass of such
a collection of polymer chains, the number-averaged molecular weight can be used

\[ M_n = \frac{\sum_i N_i M_i}{\sum_i N_i}, \quad (1.4) \]

which gives the average molecular weight per chain. Another way to characterize the overall molecular weight is through the weight-averaged molecular weight, where the number of molecules \( N_i \) in the above equation gets replaced by their weight \( N_i M_i \) to give

\[ M_w = \frac{\sum_i N_i M_i^2}{\sum_i N_i M_i}. \quad (1.5) \]

When using polymers to study fluid dynamics it is typically desirable to use polymers with a single chain size. In that case \( M_n = M_w \) and the polymer is “monodisperse”. The ratio of the weight-averaged to the number-averaged molecular weights is a measure of how many different molecular components there are in the polymer, or to what extent it is “polydisperse”. The polydispersity index \( \text{PI} = M_w/M_n \) equals one for a monodisperse polymer and greater than one when there is more than one molecular component. All the polymers used in this thesis have a low polydispersity with \( \text{PI} < 1.1 \).

Although the molecular weight of the polymer gives indirect information about how large the polymer chains are, a physical lengthscale is required to understand when confinement effects might occur in a thin film. A potential choice for this lengthscale is the length along the backbone of a single chain. Figure 1.1 shows a schematic of a polymer chain. Given the bond length \( l \) and bond angle \( \theta \) between the \( n \) repeating subunits, the contour length is the maximum extension of the polymer chain \( R_{\text{max}} = nl \cos(\theta/2) \). Another potential lengthscale is the average distance between the two ends of the polymer chain, the end-to-end displacement \( \langle \vec{R} \rangle \).

Since for typical polymer molecules, the correlations between the successive subunits falls off exponentially with a characteristic length only a few subunits long, the probability of finding a chain in a stretched state is infinitesimally small. The chain can be divided into \( N \) Kuhn monomers of size \( b \) such that the contour length \( R_{\text{max}} = Nb \). The conformations of successive Kuhn monomers is uncorrelated so the polymer chain is a random walk of \( N \) segments with length \( b \). As a consequence, the probability of finding a chain with an end-to-end distance vector \( \vec{R} \) is given by a
Figure 1.1: Characteristic lengthscales of a polymer chain. On the lengthscale of an individual monomer, the bond length $l$ is a relevant size. However, because correlations between the direction of neighboring subunits decay over roughly 10 monomers for many polymers, the bond length does not provide a useful characterization of the size of the polymer chain. Instead, the radius of gyration of the polymer $R_g$ or the end-to-end distance $R_{ee}$ give the characteristic size of a polymer chain.

Gaussian distribution

$$P(\vec{R}) = \left( \frac{3}{2\pi Nb^2} \right)^{3/2} \exp \left( -\frac{3R^2}{2Nb^2} \right).$$

(1.6)

The probability distribution for $\vec{R} = (x, y, z = 0)$ is shown in figure 1.2. The distribution is axisymmetric with a peak at $\vec{R} = 0$, and so the end-to-end displacement averaged over an ensemble of chains is zero. This average end-to-end displacement can be explicitly calculated by integrating

$$<\vec{R}> = \int d^3\vec{R} P(\vec{R}) = 0.$$  

(1.7)

From examining the probability distribution of chain lengths, the two candidate characteristic lengthscales for the polymer chain do not work. Since the the end-to-end displacement is zero, and the contour length is an unlikely state for a random walk, neither is an ideal lengthscale characterizing the size of the molecule. An alternative is to take the root mean square end-to-end distance given as $R_{ee} = \sqrt{<R^2>} = N^{1/2}b$, or the radius of gyration $R_g = N^{1/2}b/\sqrt{6}$. 
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Figure 1.2: The probability distribution for finding a polymer chain with \( N \) Kuhn monomers of length \( b \) at an end-to-end distance \( \vec{R} = (x, y, z = 0) \). The distribution is peaked at \( \vec{R} = 0 \).

Since the molecular weight of a chain is proportional to the number of Kuhn monomers in a chain (\( M_w \propto N \)), we can write \( R_g \) as

\[
R_g = \zeta \sqrt{M_w}, \tag{1.8}
\]

where \( \zeta \) is a material dependent parameter. Table 1.1 shows the radius of gyration and constant \( \zeta \) for polymers used in this thesis. Polystyrene (PS), poly(methylmethacrylate) (PMMA), and poly(2-vinyl pyridine) (P2VP) all have similar \( R_g \) for a given molecular weight.

Table 1.1: Radius of gyration for typical molecular weights and polymers used in this thesis. For PS and PMMA, \( R_g \) is determined from equation 1.8 with the parameter \( \zeta \) taken from ref. [7]. The \( R_g \) for P2VP is approximated by PS of the same molecular weight [8].

<table>
<thead>
<tr>
<th></th>
<th>( R_g ) (( M_w = 16 ) kg/mol)</th>
<th>( R_g ) (( M_w = 55 ) kg/mol)</th>
<th>( \zeta ) (nm (mol/g)^{1/2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>3.40 nm</td>
<td>6.31 nm</td>
<td>0.0269</td>
</tr>
<tr>
<td>PMMA</td>
<td>3.36 nm</td>
<td>6.24 nm</td>
<td>0.0266</td>
</tr>
</tbody>
</table>
1.2.2 Viscosity of an amorphous polymer

For a polymeric fluid, the viscosity, which characterizes the frictional interaction between molecules, depends strongly on temperature $T$ and the molecular weight of the polymer. A useful way to think about a material in its liquid state at the molecular level is to picture molecules in a crowded environment. In order for a single molecule to move and allow for flow, it needs to escape the surrounding cage of its neighbouring molecules. For a liquid with a low molecular friction coefficient this process can occur easily. At higher temperatures, there are more thermal fluctuations of the molecules, which increases the attempt frequency of escape. Therefore for a simple small molecule liquid, the ability to flow increases with increasing temperature, but decreases with an increasing frictional coefficient. In other words, the viscosity should increase with the molecular friction coefficient, but decrease with temperature.

These arguments do not take into account the connectivity of the molecules. For a monomer to move in a polymer fluid, the other monomers in the chain also need to move. Since the number of monomers is proportional to the molecular weight, the viscosity should increase with increasing molecular weight. There are two different regimes for this molecular weight dependence, which have different power law exponents for how the viscosity scales with molecular weight. The cross-over between these two regimes occurs at the entanglement molecular weight $M_e$. For molecular weights larger than $M_e$, topological constraints (entanglements) from surrounding chains confine the motion of a polymer chain to a tube. For molecular weights smaller than $M_e$, the chains can be modelled as $N$ beads connected by springs, which are confined by neighbouring chains.

In order to proceed in either of the low molecular weight or high molecular weight cases, we proceed based on the discussion in reference [9] by considering the longest relaxation time of the material $\tau^*$. The viscosity of the fluid can be approximated by the product of the plateau modulus and relaxation time [10]

$$\eta \approx \tau^* G(\tau^*). \tag{1.9}$$

The relaxation time can be found by considering the time it takes for a molecule to
diffuse out of its cage with a characteristic size $L$,

$$\tau^* \approx \frac{L^2}{D},$$

(1.10)

where $D$ is the diffusion coefficient of the molecule inside its cage. The plateau modulus is given by

$$G(\tau^*) \approx 3\nu k_BT,$$

(1.11)

where $\nu$ is the number density of elastic constraints each storing energy $k_BT$. In short, the viscosity can be calculated using equation 1.9, knowing the relaxation time and plateau modulus.

We now derive the molecular weight scaling of the viscosity by inferring relations for the relaxation time and plateau modulus using physical arguments [10]. In the case of high molecular weights ($M_w > M_e$) polymer chains are entangled and for flow to occur a molecule has to diffuse out of its confining tube. The entanglements, which are on average $N_e$ monomers apart, break up the tube into $N/N_e$ unconstrained segments each with a characteristic size of $bN_e^{1/2}$. This gives a total path length of the unconstrained segments, the primitive path $\Lambda$, as

$$\Lambda = \frac{N}{N_e} bN_e^{1/2} = \frac{bN}{N_e^{1/2}}.$$  

(1.12)

We need to consider the time it would take a chain to diffuse a distance $\Lambda$, with a diffusion coefficient given by the Einstein relation

$$D_{rep} = \frac{k_BT}{\mu_0 N}.$$  

(1.13)

Here the frictional coefficient is assumed to be proportional to monomeric frictional coefficient $\mu_0$ times the number of monomers $N$. This gives the reptation time

$$\tau_{rep} \approx \frac{\Lambda^2}{D_{rep}} \approx \frac{b^2 \mu_0 N^3}{k_BT N_e}.$$  

(1.14)

To obtain the viscosity, first the plateau modulus needs to be determined. The elastic constraints are due to the entanglements which have a number density $\nu \approx 1/N_e b^3$. 


Substituting this into equation 1.11

\[ G(\tau_{\text{rep}}) \approx \frac{3k_BT}{N_e b^3}, \quad (1.15) \]

and then combining the reptation time and plateau modulus yields the viscosity in the entangled, high molecular weight regime

\[ \eta_{\text{rep}} \approx \tau_{\text{rep}} G(\tau_{\text{rep}}) \approx 3 \frac{\mu_0}{b} \frac{N^3}{N_e^2}. \quad (1.16) \]

The viscosity scales with the number of monomers cubed (or molecular weight cubed) for large molecular weight. Now, the same procedure for determining the viscosity will be applied to the low molecular weight case.

For low molecular weights, the longest relaxation time of a polymer melt is given by the Rouse model. In that model, each monomer is treated as a bead connected to its neighbour by a spring. The longest relaxation time, or Rouse time \( \tau_R \), is the self-diffusion time of the chain. The chain diffuses a distance \( bN^{1/2} \), with the same diffusion coefficient given by equation 1.13. This gives the Rouse relaxation time as

\[ \tau_R \approx \frac{N^2 b^3 \mu_0}{k_BT}. \quad (1.17) \]

Since the elastic constraint is provided by the neighbouring springs, the number density of elastic constraints is the number density of chains (\( \nu \approx 1/Nb^3 \)). The plateau modulus is thus

\[ G(\tau_R) \approx \frac{3k_BT}{N b^3}; \quad (1.18) \]

leading to a viscosity of

\[ \eta_R \approx \tau_R G(\tau_R) \approx 3 \frac{\mu_0}{b} N. \quad (1.19) \]

Equation 1.19 and 1.16 show the viscosity scaling with molecular weight for the low molecular weight unentangled case and high molecular weight entangled case respectively. At low molecular weight, the viscosity is linearly related to the molecular weight. As molecular weight is increased, this dependence becomes stronger scaling with the cube of molecular weight. These scaling laws are useful in understanding why the viscosity changes with molecular weight, however, they are only an approximation.
Figure 1.3: The molecular weight dependence of polystyrene viscosity. Here equation 1.20 is used with literature parameters for polystyrene, \( \eta(192 \text{kg/mol}) = 9.1 \times 10^6 \text{Pa}\cdot\text{s} \) [13] and \( M_e = 18.1 \text{kg/mol} \) [14]. The left plot has linear axes, while the right has logarithmic axes to show the power law relationship between \( \eta \) and \( M_w \).

\[
\eta \propto M \left[ 1 + \left( \frac{M}{M_e} \right)^{2.4} \right]. \quad (1.20)
\]

Using \( \eta = 9.1 \times 10^6 \text{Pa}\cdot\text{s} \) at \( T = 140^\circ\text{C} \) for 192 kg/mol [13], and \( M_e = 18.1 \text{kg/mol} \) [14], the molecular weight dependence of PS is plotted in figure 1.3, on both linear axes (left panel) and logarithmic axes (right panel). The two different power-law scaling regimes are clearly visible as lines of constant slope in the right panel.

The viscosity of an amorphous polymer also depends on temperature. Amorphous polymers are a class of glass forming liquid, which means their viscosity appears to diverge as temperature decreases. One successful and widely used model to describe the viscosity of glass forming liquids is the Vogel-Fulcher-Tammann (VFT) equation. The viscosity is modelled with activation temperature \( T_A \), and a temperature where the viscosity diverges \( T_v \), such that

\[
\eta(T) = \eta_0 \exp \left( \frac{T_A}{T - T_v} \right). \quad (1.21)
\]

The parameters \( \eta_0, T_A, \) and \( T_v \) depend on the polymer and its molecular weight. Although assuming a diverging viscosity provides an effective model, it is not a nec-
Figure 1.4: The temperature dependence of polystyrene viscosity. Here equation 1.21 is used with literature parameters for polystyrene, $\eta_{192 \text{ kg/mol}} = 9.1 \times 10^6 \text{ Pa} \cdot \text{s}$ [13], $T_A = 1250 \text{ K}$ and $T_v = 320 \text{ K}$ [8]. The left panel shows linear axes, while the right has a logarithmic y-axis to show the divergence of the viscosity with temperature.

necessary assumption to describe the temperature dependence of the viscosity. Other non-diverging models also give a reasonable fit to experimental data [15].

The VFT equation is plotted in figure 1.4 for PS using $T_A = 1250 \text{ K}$ and $T_v = 320 \text{ K}$ [8], as well as the reference viscosity $\eta = 9.1 \times 10^6 \text{ Pa} \cdot \text{s}$ at $T = 140^\circ \text{C}$ for 192 kg/mol [13]. The viscosity diverges as the temperature is decreased.

### 1.2.3 Structured fluid - diblock copolymers

The flow of a polymeric liquid also depends on its molecular structure. A polymer chain can be comprised of many different chemical species, and although for the purposes of this thesis the specific chemical details will be ignored, the overall arrangement of chemical species can cause differences in rheological properties. One possible arrangement is where each chain is comprised of two different chemical species which are separated into two different blocks - a diblock copolymer. A schematic of a single diblock copolymer chain is shown in the left panel of figure 1.5. When many chains are brought together, there is an enthalpic benefit to having the similar blocks together which drives phase separation. Since the two chemical species are bonded together, phase separation can only occur on the lengthscale of an individual chain (tens of nanometres). This small scale phase separation, known as microphase separation, causes the fluid to be structured [16]. For chains where the two blocks are of equal
length, the structure is a lamellar phase where stacks of molecules form layers similar to stacks of lipid bilayers. The schematic in the right panel of figure 1.5 shows a lamellar forming diblock copolymer in its phase separated state. Other micro-structures are possible depending on the ratio of the lengths of the two blocks. For example, if one of the blocks is small compared to the other, the microphase separation will favour spheres with the minority block at the centre of the spheres. The experiments done in this thesis on diblock copolymers focus on lamellar forming diblock copolymers where the two blocks have equal length.

For a diblock copolymer, although microphase separation is enthalpically favoured there is an entropic cost associated with the stretching of chains. The equilibrium lamellar spacing \( L_0 \), which is the thickness of a bilayer of diblock molecules, is determined by the balance between the enthalpic and entropic contribution to the free energy. At high temperature, the entropic cost becomes more important and the lamellar spacing will decrease. There is a characteristic temperature, the order-disorder transition temperature \( T_{\text{ODT}} \), above which the entropic cost dominates and there is
Figure 1.6: Schematic of a diblock copolymer film on a substrate with a symmetric (left panel) and asymmetric (right panel) wetting condition. In the symmetric wetting case, the same block has preferential interactions with both interfaces, and as a result it is energetically favourable to have even numbers of molecular monolayers $\nu = \{2, 4, 6, \ldots \}$. On the other hand, if one block has a preferential interaction with the substrate while the other has an affinity for the air, then odd numbers of monolayers $\nu = \{1, 3, 5, \ldots \}$ are favoured.

no static microphase separated structure.

When a diblock copolymer is confined to a thin film there are some added features. Typically, there is an energetic preference for one of the two chemical blocks at each interface. This makes it energetically favourable for the film to form discrete numbers of layers stacked parallel to the interfaces. If both interfaces favour interaction with the same block (symmetric wetting condition), the film will form even numbers of molecular monolayers $\nu$. On the other hand, if the two interfaces prefer different blocks (asymmetric wetting condition), films with an odd number of molecular monolayers are energetically favourable. The two different wetting conditions are shown schematically in figure 1.6.

As a result of the interfacial interactions, a diblock copolymer film will have a free energy that strongly depends on film thickness. In the next section the free energy of a polymer film will be examined in more detail for both a polymer with a single molecular species (a homopolymer), and a diblock copolymer.

1.3 Equilibrium state of the fluid

The free energy of a thin film can be divided into two parts. First, there is a bulk free energy cost of creating interface, which is the surface tension. Second, as a film
Figure 1.7: Schematic of two fluid films of different thickness. The film on the left has a bulk-like thickness, where the free energy cost of creating interface is the bulk surface tension. A molecule at the top interface has fewer interactions than the one in the bulk of the fluid leading to the free energy cost of creating interface. The film on the right has a free energy cost to create interface that is different than the bulk. The characteristic lengthscale of interaction (shown schematically as the black arrows) is larger than the film thickness. In this case the free energy cost per unit area is the surface tension plus an additional contribution from the effective interface potential.

becomes confined, there are modifications to this free energy which are described by the effective interface potential. These two effects will be described below.

1.3.1 Surface tension

Surface tension is an energy cost per unit area of a fluid interface which is the result of molecules at the interface having fewer interactions than those in the bulk [17]. For a thin film the surface-to-volume ratio increases, which increases the relative contribution of surface tension to the free energy. The left panel of figure 1.7 shows a pictorial representation of a molecule at the interface compared to one in the bulk. Due to a difference in the interactions felt by each of the two cases, this gives a free energy cost of creating interface: the surface tension $\gamma$. The surface tension is given in terms of the derivative of the Helmholtz free energy $F$ with respect to the change in surface area $A$ at constant temperature, volume and number of particles:

$$\gamma = \left( \frac{\partial F}{\partial A} \right)_{T,V,N}. \quad (1.22)$$

The surface tension of a liquid depends on the chemical properties of the material, temperature and for polymeric liquids, the molecular weight. The temperature dependence of the surface tension is well-described by a linear approximation for most
polymeric liquids in experimentally accessible temperature ranges. Thus,

$$\gamma(T) = \gamma_0 + \frac{d\gamma}{dT} T,$$

(1.23)

where the material dependent parameters $\gamma_0$ and $\frac{d\gamma}{dT}$ are given in table 1.2 for four common polymers. Three of the polymers are studied in this thesis: PS, P2VP, and PMMA. The other polymer, poly(dimethylsiloxane) (PDMS), has a particularly low surface tension. There is a low energy cost to creating extra surface area for this liquid, which results in PDMS spreading to coat many surfaces. This makes PDMS well suited to its use as a coating in vacuum applications. On the other hand, as a result of the higher surface tensions of PS, P2VP, and PMMA, there are many surfaces these fluids do not coat. This leads to dewetting which will be discussed in section 1.3.4.

Table 1.2: Temperature dependent surface tension parameters for common polymeric liquids [18–20] as defined in Eq. (1.23).

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_0 = \gamma(T = 0^\circ \text{C})$ (mJ/m$^2$)</th>
<th>$\frac{d\gamma}{dT}$ (mJ/m$^2$/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>41.5</td>
<td>-0.068</td>
</tr>
<tr>
<td>P2VP</td>
<td>46.7</td>
<td>-0.063</td>
</tr>
<tr>
<td>PMMA</td>
<td>42.1</td>
<td>-0.072</td>
</tr>
<tr>
<td>PDMS</td>
<td>22.7</td>
<td>-0.067</td>
</tr>
</tbody>
</table>

The surface tension of all four of the polymers listed in table 1.2 have a similar temperature dependence. The surface tension weakly decreases as temperature is increased. Physically, the cohesive forces between molecules become effectively weaker at higher temperature, which results in less of a free energy cost for having a molecule at the interface.

The surface tension of polymeric liquids also depends on the number average molecular weight $M_n$. For the same material at the same temperature, a higher molecular weight gives a larger surface tension. Two different empirical relations have been used to describe $\gamma(M_n)$, both of which are a power law in $M_n$ of the form:

$$\gamma(M_n, T) = \gamma(T) - \frac{k_\gamma}{M_n^{\beta}},$$

(1.24)

where $\gamma(T)$ is the extrapolated surface tension at large molecular weight, and $k_\gamma$ is a
constant that depends on the polymer. The exponent $\beta$ is different for each of the two empirical models. The first is derived from a free-volume argument [21] and predicts $\beta = 2/3$. The second empirical relation can be derived from a difference between chain ends and the backbone of the polymer chains [22], and gives $\beta = 1$. Experimentally, high molecular weight data is best described by $\gamma \propto M_n^{-1}$, while low molecular weight data is better fit by $\gamma \propto M_n^{-2/3}$ [23]. Recently, a self-consistent field theory study has shown that the two different scalings arise from a complete exclusion of the polymer from the coexisting phase across the interface at intermediate molecular weight [24].

The temperature dependence of the surface tension ($\frac{d\gamma}{dT}$) from equation (1.23) is nearly independent of molecular weight [25], and so to a good approximation the temperature dependence and molecular weight dependence can be separated, as it has been in equation (1.24).

1.3.2 Effective interface potential

Up to this point in the discussion of the free energy of a thin film, we have only considered the bulk surface tension. This works well for films which have a thickness larger than the characteristic lengthscale of molecular interactions. However, when the film is thin enough that the molecular interaction lengthscale is smaller than the overall film thickness, the free energy cost per unit area of creating interface is modified from its bulk value of the surface tension. This situation is shown schematically in figure 1.7. The film on the right is thin enough such that the cost of having a molecule at the interface is different than the thick, bulk-like film on the left. In other words, in order to describe the free energy of the confined film per unit area $\Delta f$, there is a modification from the bulk surface tension value as:

$$\Delta f = \gamma + \Phi,$$

where $\Phi$ is the effective interface potential [26]. The effective interface potential depends on the fluid as well as interactions with the surrounding materials. For example, the effective interface potential has been shown to depend on the interactions of the fluid with a solid substrate [27]. The effective interface potential also depends on film thickness. Another way to think about the effective interface potential is as
a difference between the free energy cost per unit area of creating interface $f(h)$ for a film of thickness $h$ compared to an infinitely thick film:

$$\Phi(h) = f(h) - f(h \to \infty).$$  \hfill (1.26)

In this thesis three combinations of polymer films and substrates were investigated: PS films on a silicon substrate with a native oxide layer (SiOx/Si), PS-P2VP diblock copolymer films on SiOx/Si, and freely-suspended PS films with no substrate (see table 1.3 for a summary). The effective interface potential for each of these three systems will be discussed in turn.

Table 1.3: The combinations of polymer films and substrates used in this thesis, along with their corresponding reference to the papers in Chapter 3.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Substrate</th>
<th>Paper #</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS homopolymer</td>
<td>SiOx/Si</td>
<td>III, IV</td>
</tr>
<tr>
<td>PS-P2VP diblock copolymer</td>
<td>SiOx/Si</td>
<td>I, II</td>
</tr>
<tr>
<td>PS homopolymer</td>
<td>none (freestanding)</td>
<td>IV, V</td>
</tr>
</tbody>
</table>

**PS homopolymer on SiOx/Si**

In figure 1.8, the effective interface potential of a PS film on a silicon substrate is plotted against the thickness of the PS film (blue curve). For thick films, the effective interface potential goes to zero, meaning that there is no modification of the free energy cost per unit area. As the film thickness is decreased the free energy cost is modified.

To understand this modification in homopolymer thin films, there are two competing effects to consider, van der Waals interactions and short-ranged steric repulsion [30]. The effective interface potential can be written as a sum of these two contributions as [28]

$$\Phi(h) = \Phi_{vdW}(h) + \Phi_{steric}(h).$$ \hfill (1.27)

The steric repulsion term is due to the repulsion of electron orbitals, which are important for films with sub-nanometre thickness and are typically described by a
Figure 1.8: The effective interface potential plotted as a function of film thickness for a PS homopolymer film on a native oxide silicon substrate [28] (blue), and for a PS-P2VP diblock copolymer film on a native oxide silicon substrate [29]. The molecular order in the diblock film which is induced by the substrate causes an oscillatory potential with a long range decay in amplitude.

\[ \Phi_{\text{steric}}(h) = \frac{C}{h^8}, \]  

with \( C \) a positive constant. For PS on an oxidized silicon wafer \( C \) was experimentally determined to be \( C = 1.8 \times 10^{-77} \text{ J m} \) [31].

On the other hand, van der Waals interactions describe the molecular attraction between molecules which are not due to covalent or ionic bond formation, nor are due to electrostatic interactions. They are the result the interactions between the fluctuating dipole moment of molecules [32]. When two surfaces are brought into close proximity, there is a net attraction between each molecule from the one surface and all the molecules of the other surface. For two flat, infinite surfaces parallel to one another at a distance \( d \), the free energy potential is given by [28,33,34]:

\[ \Phi_{\text{vdW}} = \frac{-A}{12\pi d^2}, \]
where $A$ is the Hamaker constant of the system, and is determined by the indices of refraction of the liquid and the surrounding media. For a polymeric liquid with dielectric constant $\epsilon_p$ and index of refraction $n_p$ on a substrate with dielectric constant $\epsilon_{\text{sub}}$ and index of refraction $n_{\text{sub}}$, the Hamaker constant is given by:

$$A \approx \frac{3}{4} k_B T \left( \frac{1 - \epsilon_p}{1 + \epsilon_p} \right) \left( \frac{\epsilon_{\text{sub}} - \epsilon_p}{\epsilon_{\text{sub}} + \epsilon_p} \right) + \frac{3h\nu_e}{8\sqrt{2}} \sqrt{1 + n_p^2} \sqrt{(n_{\text{sub}}^2 + n_p^2)} \frac{1 - n_p^2}{\sqrt{(1 + n_p^2) + \sqrt{(n_{\text{sub}}^2 + n_p^2)}}} \left( n_{\text{sub}}^2 - n_p^2 \right), \quad (1.30)$$

which gives $A_{\text{Si}} = -2.2 \times 10^{-19}$ J for PS on a silicon substrate, and $A_{\text{SiO}_x} = 1.8 \times 10^{-20}$ J for PS on an oxidized silicon substrate [28]. Here the electronic absorption energy is given as $h\nu_e \approx 2 \times 10^{-18}$ J and $k_B T \approx 7 \times 10^{-21}$ J. The opposite signs of $A_{\text{Si}}$ and $A_{\text{SiO}_x}$ indicate that the silicon substrate favours thicker PS films, while the oxidized silicon favours thinner PS films. In other words, for PS on silicon wetting is favourable, while PS on oxidized silicon dewetting is favoured.

The substrates used in the experiments contained in this thesis are a mix of silicon and oxidized silicon. These substrates typically have $1.7$ nm of oxidized silicon coating approximately $1$ mm of crystalline $< 100 >$ silicon. In that case, the van der Waals interaction potential depends on the Hamaker constants of both materials as [28]:

$$\Phi_{\text{vdW}}(h) = -\frac{A_{\text{SiO}_x}}{12\pi h^2} + \frac{A_{\text{SiO}_x} - A_{\text{Si}}}{12\pi (h + 1.7 \text{ nm})^2}, \quad (1.31)$$

PS-P2VP diblock copolymer on SiOx/Si

The free energy cost of confining a lamellar-forming diblock copolymer is markedly different than the homopolymer case. The red curve in figure 1.8 shows the effective interface potential of a PS-P2VP diblock copolymer film above the order-disorder transition temperature, but with phase separation locally induced by favourable interactions of P2VP with the SiOx/Si substrate and PS with the air [29]. The effective interface potential is calculated using self-consistent field theory as has been done previously [35]. Self-consistent field theory (SCFT) is a mean field theory for determining the equilibrium state and free energy of a system. For polymer systems, SCFT treats the interactions between polymer chains as an interaction between a single chain and
an effective field created by other polymer chains [36]. For the case of a diblock copolymer film of a fixed thickness, the spatial density profiles of each of the two blocks is calculated to get the effective field. Assuming an initial field, a modified diffusion equation can be solved to give the density profiles. From those profiles a new effective field is calculated, and the process iterated until a self-consistent solution is reached. The equilibrium density profile of the two blocks is the one which satisfies the self-consistency condition. From that equilibrium state, the equilibrium free energy can be calculated. This process is repeated for many different film thicknesses to give the free energy as a function of film thickness. The effective interface potential is then determined from the difference in free energy compared to a film approaching the limiting value at infinite thickness, as in equation 1.26.

One notable feature from figure 1.8 is that the potential energy is larger for the diblock copolymer compared to the PS homopolymer on SiOx/Si. The contribution to the effective interface potential from $\Phi_{vdW}$ or $\Phi_{steric}$ is small compared to the free energy contributions from the connectivity and resulting phase separation of diblock molecules $\Phi_{molecular}$ [35].

The effective interface potential of the diblock is a decaying, oscillatory function of the film thickness. The decaying component can be understood as a competition between a bulk disordered phase and the surface induced ordering. For thin films, the two interfaces are close enough that the film thickness is smaller than the characteristic lengthscale over which the order decays. By phase separating at the interfaces, this satisfies the boundary conditions, which causes a reduction in the free energy. But since the thin film does not have much material, the unfavourable segregation away from the interfaces is minimized. On the other hand, the segregation induced by the interfaces in thick films is able to decay into the centre of the film. Since this segregation away from the interface is energetically unfavourable, this cancels out the energy reduction caused by segregation and leads to the decay of the free energy with film thickness.

The oscillatory component of the effective interface potential is due to the competition between the entropic cost of chains stretching and the enthalpic interaction of the two chemical blocks. This sets an equilibrium lamellar spacing of the layers in the film. When the film thickness matches the lamellar spacing of the diblock molecules,
while also simultaneously satisfying the interfacial interactions, there is a minimum in the free energy. The difference between successive minimums in figure 1.8 is the equilibrium lamellar spacing \( L_0 \approx 13 \text{ nm} \).

**PS homopolymer with no substrate (freestanding)**

For the final system studied in this thesis, a PS homopolymer which is freely-suspended, the effective interface potential is similar to that of the PS homopolymer supported on a SiOx/Si substrate. The steric repulsion should be similar, although this has never been experimentally determined. The van der Waals interaction is

\[
\Phi_{vdW}(h) = -\frac{A_{PS}}{12\pi h^2},
\]

where the Hamaker constant for PS with two air interfaces can be calculated from equation 1.30 by setting \( n_{\text{sub}} = 1 \),

\[
A_{PS} \approx \frac{3k_BT}{4} \left( \frac{1 - \epsilon_p^2}{1 + \epsilon_p^2} \right)^2 + \frac{3\hbar\nu_e}{16\sqrt{2}} \left( 1 - n_p^2 \right)^2 \left( 1 + n_p^2 \right)^{3/2}.
\]

For a PS film surrounded by air the Hamaker constant is \( A_{PS} = 6.5 \times 10^{-20} \text{ J} \) [33]. The positive Hamaker constant means the film is unstable. The Hamaker constant is larger for the freestanding PS film compared to the SiOx/Si supported PS film. This means that a freestanding PS film is less stable than a PS film supported by a SiOx/Si substrate.

### 1.3.3 Total free energy

Now we can put together the contributions to free energy from both surface tension and the effective interface potential. For the surface tension, we need to consider the total surface area of the film given by the surface \( h(x, y) \). This gives the overall free energy \( \mathcal{F} \) as a function of film thickness \( h(x, y) \)
\[ F(h) = \int \int dx \, dy \left[ \left( \gamma_0 + \frac{d\gamma}{dT} T - \frac{k_\gamma}{M_n} \right) \sqrt{1 + (\nabla h)^2} + \Phi_{vdW}(h) + \Phi_{steric}(h) + \Phi_{molecular}(h) \right]. \] (1.34)

Writing \( \gamma = \gamma_0 + \frac{d\gamma}{dT} T - \frac{k_\gamma}{M_n} \) and \( \Phi(h) = \Phi_{vdW}(h) + \Phi_{steric}(h) + \Phi_{molecular}(h) \), and taking the limit of small gradients in \( h \), the difference in free energy per unit area compared to a flat film simplifies to

\[ \Delta f(h) = \frac{\gamma}{2} (\nabla h)^2 + \Phi(h). \] (1.35)

From the total free energy of the system, the pressure which drives flow can be derived [5, 37]. A clear and instructive derivation is presented in reference [37], but here only the final expression for the pressure is quoted:

\[ p(x, y) = -\gamma \nabla^2 h(x, y) + \Phi'(h(x, y)). \] (1.36)

In both the free energy per unit area and pressure, there is a great deal of complexity buried in the effective interface potential. In particular, the stability of a film greatly depends on the effective interface potential, as discussed in the next section.

### 1.3.4 Stability and dewetting of a thin liquid film

**Complete, partial, and pseudopartial wetting**

One interesting consequence of equation 1.36 is that for a film with uniform thickness, \( h(x, y) = h_0 \), the pressure is only given by the derivative of the effective interface potential \( p = \Phi'(h_0) \). Depending on the film thickness dependence of the effective interface potential, the fate of a film can differ. If the derivative of the effective interface potential is negative, then the film is driven to become thinner. Since polymeric liquids are for the most part incompressible, for one region of the film to become thinner another region has to becomes thicker than its initial thickness \( h_0 \).

Three different wetting regimes are shown in figure 1.9. The important distinction
between the three regimes is the concavity of the effective interface potential. To understand why the concavity of $\Phi$ is important, consider the free energy cost of creating a thicker region with $h_{\text{thick}} = h_0 + \delta$, and a thicker region $h_{\text{thin}} = h_0 - \delta$. To second order in $\delta$, the effective potential in these two regions is

$$
\Phi(h_{\text{thick}}) = \Phi(h_0) + \Phi'(h_0)\delta + \Phi''(h_0)\frac{\delta^2}{2}
$$

(1.37)

$$
\Phi(h_{\text{thin}}) = \Phi(h_0) - \Phi'(h_0)\delta + \Phi''(h_0)\frac{\delta^2}{2}.
$$

(1.38)

The average free energy of these two regions is

$$
\Phi_{\text{avg}}(h_0) = \frac{1}{2} (\Phi(h_{\text{thick}}) + \Phi(h_{\text{thin}})) = \Phi(h_0) + \frac{1}{2} \Phi''(h_0)\delta^2.
$$

(1.39)

When $\Phi''(h_0) < 0$, $\Phi_{\text{avg}}(h_0) < \Phi(h_0)$, which means the system can lower the free energy by creating thinner and thicker regions. On the other hand, when $\Phi''(h_0) > 0$, $\Phi_{\text{avg}}(h_0) > \Phi(h_0)$, meaning there is an energetic cost to creating thicker and thinner regions.
Returning now to the first of three cases of wetting in figure 1.9, the red curve has $\Phi''(h) > 0$ for all $h$, which means that there is an energetic cost for a uniform film to create any non-uniform regions. This means a uniform film of any thickness is stable. Conversely, if a drop of fluid is placed on a substrate where the effective potential is described by the red curve, then the free energy can be reduced by the droplet spreading to coat the substrate. In other words, the fluid will completely wet the substrate, which is why this is referred to as the “complete wetting” regime.

The blue curve of figure 1.9 is concave down, with $\Phi''(h) < 0$ for all $h$. This means that for any uniform film thickness, it is energetically favourable for the spontaneous creation of thinner and thicker regions. Since a film of any thickness is unstable, the film will dewet from the substrate. Alternatively, if a drop of fluid is placed on a dry substrate where the effective interface potential is described by the blue curve, spreading to coat the substrate is not energetically favoured, and the fluid will only partially coat the substrate (hence the “partial wetting” regime).

Finally, the black curve of figure 1.9 describes the effective interface potential for the pseudopartial wetting regime, which has characteristics of both complete wetting and partial wetting. In this case the effective interface potential starts off concave up for thin films, but then switches over to concave down for thicker films. In the pseudopartial wetting regime, a uniform film will dewet, but will leave behind a thin wetted film with thickness $h_{\text{min}}$, which is the film thickness at which the effective interface potential is at a minimum. If a droplet is brought into contact with a dry substrate in the pseudopartial regime, a thin prewetting film will wet the substrate, coexisting with a droplet that only partially covers the substrate. Figure 1.10 schematically shows the equilibrium state of each of the three wetting regimes.
Dewetting

In the previous section, it was shown that a film with an initially uniform thickness can be unstable in the partial or pseudopartial wetting regime. In either case, there are two different mechanisms by which a film can dewet: nucleation of a thin region followed by growth, or spinodal dewetting. Depending on the shape of the effective interface potential and the initial thickness of the film, nucleated or spinodal dewetting can dominate [26]. Consider the two interfacial potentials sketched in figure 1.11. For the unstable film, $\Phi''(h) < 0$ for all $h$ and the film will spontaneously dewet. The dewetting will occur uniformly in the film, which is referred to as spinodal dewetting [38]. Fluctuations with a characteristic wavelength grow in time, which can be described by a linear stability analysis of the equations governing flow (for details see “Linearization” in Section 1.4.2).

In the case of a metastable film, $\Phi''(h) > 0$ for thicker films which means that there will not be a spontaneous dewetting occurring uniformly in the film. However, because the free energy eventually becomes lower at thinner films, it is still energetically favourable for the film to dewet. Dewetting can only occur through a nucleated process. Once a thinner region is nucleated, either through thermal fluctuations (homogeneous nucleation) or from an impurity in the film (heterogeneous nucleation), it is energetically favourable for it to grow [26]. The maximum in the effective interface potential for the metastable film is a free energy barrier to dewetting which has to be overcome by nucleation.

Equilibrium state of dewetted droplets

If the dewetting of a film is allowed to proceed until equilibrium is reached, the film will break up into droplets covering the substrate. When gravity is unimportant, the shape of the droplets can be described by a spherical cap (a section of a sphere created by slicing it with a plane). In this section, an expression for the angle at the edge of a droplet in equilibrium will be derived in terms of the free energy of the system. The pseudopartial wetting case will be considered first, from which the partial wetting case can be derived. This section follows closely the pedagogical derivation presented in reference [39].

Consider a spherical cap droplet shown schematically in figure 1.12 with base
Figure 1.11: The effective interface potential for an unstable and metastable film. For an unstable film, dewetting will occur spontaneously for any film thickness (spinodal dewetting). A metastable film has an energy barrier in the effective interface potential, and dewetting occurs as a nucleated process.

Figure 1.12: Schematic of a partially wetting droplet in equilibrium. The equilibrium geometry of a spherical cap droplet is defined in the left schematic in terms of its maximum height $H$, base radius $r$ and equilibrium contact angle $\theta_e$. The free energy cost of creating interface can be broken down into three regions. First, a region at the top of the droplet where the surface tension is the only contribution to the energy cost (red dashed line). Second, the wetting layer (green dashed line) where the energy cost is the result of surface tension plus the effective interface potential. Third, a transition zone between these two regions where the energy cost is varying. For a droplet which has a height much larger than the wetting layer thickness, the transition zone makes a relatively small contribution to the overall energy cost and can be ignored.
radius $r$, maximum height $H$, and equilibrium contact angle $\theta_e$. If the maximum height of the droplet is much larger than the thickness of the wetting layer, as is typically the case, the free energy cost for creating interface at the top part of the droplet is just the surface tension $\gamma$ times the total surface area at the top of the droplet $A_{\text{surface}}$ [red dashed line in figure 1.12]. On the other hand, regions where there is only a wetting layer and no droplet have a free energy cost per unit area of $\gamma + \Phi_{\text{min}}$ [green dashed lines in figure 1.12]. If the area of the transition zone between the two regions is small, the change in free energy of the system can then be written as

$$d\mathcal{F} = -(\gamma + \Phi_{\text{min}}) dA_{\text{base}} + \gamma dA_{\text{surface}},$$

(1.40)

where the base area of the droplet is $A_{\text{base}} = \pi r^2$, and $A_{\text{surface}} = \pi r^2 + \pi H^2$. Substituting the differential of these two areas into equation 1.40 gives

$$d\mathcal{F} = -(\gamma + \Phi_{\text{min}}) (2\pi r dr) + \gamma (2\pi r dr + 2\pi H dH).$$

(1.41)

The expression for the change in free energy in equation 1.41 depends on both the radius $r$ and height $H$ of the droplet. To proceed, one of these two variables can be eliminated by enforcing a conservation of volume $\Omega$ in the droplet. The volume of a spherical cap is:

$$\Omega = \frac{1}{6} \pi H (3r^2 + H^2),$$

(1.42)

and volume conservation implies

$$d\Omega = \pi H r dr + \frac{1}{2} \pi (r^2 + H^2) dH = 0.$$  

(1.43)

$$\implies dH = -\frac{2H r dr}{r^2 + h^2}.$$  

(1.44)

Using this expression for $dH$ along with $\cos \theta_e = (r^2 - h^2) / (r^2 + h^2)$ [39] in equation 1.41 gives

$$d\mathcal{F} = 2\pi r dr (-\gamma - \Phi_{\text{min}} + \gamma \cos \theta_e).$$

(1.45)

At equilibrium $d\mathcal{F} = 0$, which gives the final expression for the contact angle in terms
of the free energy costs per unit area

\[ \cos \theta_e = \frac{\Phi_{\text{min}} + \gamma}{\gamma}. \quad (1.46) \]

This equation is valid for the pseudopartial wetting regime where the dewetted droplet coexists with a wetting layer whose thickness matches the minimum in the effective interface potential. The expression for the equilibrium contact angle of a droplet in the partial wetting regime can be found by modifying the \( \Phi_{\text{min}} \) term. For a droplet which does not coexist with a wetting layer, \( \Phi_{\text{min}}(h = 0) \) needs to be considered. In the limiting case of no liquid film, the effective interface potential is the difference between the free energy cost for a dry substrate \( \gamma_{SV} \) (the solid-vapour interfacial energy), and the free energy cost for a substrate coated with a bulk film \( \gamma + \gamma_{SL} \) (the surface tension plus the solid-liquid interfacial energy). By letting \( \Phi_{\text{min}} = \gamma_{SV} - (\gamma + \gamma_{SL}) \) in equation 1.46, this yields the Young-Dupré equation describing the equilibrium contact angle of a partially wetting droplet

\[ \cos \theta_e = \frac{\gamma_{SV} - \gamma_{SL}}{\gamma}. \quad (1.47) \]

For the case of either partial wetting or pseudopartial wetting, the equilibrium contact angle is related in fairly simple terms to the free energy costs per unit area in the system. Thus, an experimental measurement of \( \theta_e \) is one way to access information about these energy costs. In Paper I of Chapter 3, the equilibrium contact angle of diblock copolymer droplets is measured. Knowing \( \gamma \) and \( \theta_e \), \( \Phi_{\text{min}} \) is determined by making use of equation 1.46.

In this section the equilibrium state of a polymer fluid in a thin film has been considered. We will now turn to the dynamics of fluid flow in thin films.

### 1.4 Flow of polymeric liquids at small lengthscales

We start our description of fluid flow with the Cauchy momentum equation [5], which gives the momentum transport in a continuum system as

\[ \rho \frac{\partial \vec{u}}{\partial t} + \rho \vec{u} \cdot \nabla \vec{u} = -\nabla p + \nabla \cdot \tau, \quad (1.48) \]
where $\leftrightarrow \tau$ is the shear-stress tensor, $\rho$ is the density, and $\vec{u}$ is the velocity of the fluid. For a purely viscous flow, $\leftrightarrow \tau = \eta \nabla \vec{u}$, and assuming that gravity and inertial forces are small, this leads to Stokes’ equations of creeping flow (slow viscous flow) of incompressible fluids

$$\eta \nabla^2 \vec{u} = \nabla p \tag{1.49}$$
$$\nabla \cdot \vec{u} = 0 \tag{1.50}$$

Written out explicitly in terms of the three spatial coordinates $\vec{x} = (x, y, z)$ and corresponding velocities $\vec{u} = (u, v, w)$ Stokes’ equation is given by

$$\eta \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial z^2} \right) = \frac{\partial p}{\partial x} \tag{1.51}$$
$$\eta \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 v}{\partial z^2} \right) = \frac{\partial p}{\partial y} \tag{1.52}$$
$$\eta \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right) = \frac{\partial p}{\partial z} \tag{1.53}$$
$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0, \tag{1.54}$$

where $z$ is the direction perpendicular to the plane of the film. At this point, we make the lubrication approximation which assumes that because the film thickness $h(x, y)$ is much smaller than typical horizontal lengthscales, the flow in the $z$ direction can be neglected and $w \approx 0$. For simplicity, the case with $h(x, y) = h(x)$ will be developed, which means $v = \frac{\partial p}{\partial y} = 0$. With these assumptions Stokes’ equations become

$$\eta \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial z^2} \right) = \frac{\partial p}{\partial x} \tag{1.55}$$
$$\frac{\partial p}{\partial z} \approx 0 \implies p(x, z) = p(x) \tag{1.56}$$
$$\frac{\partial u}{\partial x} = -\frac{\partial w}{\partial z}. \tag{1.57}$$

We will use equations 1.55-1.57 to develop a differential equation to describe the height profile $h(\vec{x}, t)$ in each of the following flow geometries studied in this thesis: 2D flow on a substrate, 2D flow in a freestanding film, and 3D axisymmetric flow.
Figure 1.13: Schematic of a supported film (left) and freestanding film (right). For the supported film, the $z$ axis is perpendicular to the film substrate (the substrate is semi-infinite and depicted in grey), and $z = 0$ at the liquid-solid interface. For the freestanding film, the pressure equilibrates rapidly in the vertical direction which causes an axis of symmetry to develop in the film (shown as the dashed black line). The $z$ axis in this case is perpendicular to the axis of symmetry, and $z = 0$ at the axis of symmetry. In both cases the film thickness profile is defined by $z = h(x,t)$.

1.4.1 Boundary conditions

Figure 1.13 shows a schematic of a supported film (left) and freestanding film (right) defining the coordinate system used. For the supported film $z = 0$ corresponds to the liquid-solid interface, while $z = h(x,t)$ is the air interface. For the freestanding film, there are two air interfaces. Because the vertical lengthscales are much smaller than the horizontal lengthscale and the pressure is independent of $z$, the freestanding film establishes the mid-plane of the film as a plane of symmetry. This plane defines $z = 0$ for the freestanding case.

For the supported film, there is a no shear boundary condition at the liquid-air interface. This gives

$$\frac{\partial u}{\partial z} = 0, \quad \text{at } z = h(x,t).$$

(1.58)

The boundary condition at the substrate $z = 0$ depends on the details of the molecular interactions between the liquid at the solid. For many liquid-solid interfaces these interactions lead to a large frictional coefficient, which means that the horizontal
velocity of the fluid goes to zero at the substrate

\[ u = 0, \quad \text{at } z = 0 \quad \text{(no-slip).} \quad (1.59) \]

On the other hand, for liquid-solid combinations which have a lower interfacial friction, liquid molecules at the interface can slide and \( u(z = 0) \neq 0 \). This molecular sliding is referred to as slip. A way to parameterize the effect of slip is through the slip length \( b \). The slip length is defined by the slip boundary condition as

\[ u = b \frac{\partial u}{\partial z}, \quad \text{at } z = 0 \quad \text{(slip).} \quad (1.60) \]

The no-slip boundary condition is recovered by setting the slip length to zero \((b = 0)\) in equation 1.60).

The velocity profiles near the liquid-solid interface are shown in figure 1.14 for three cases: no-slip \((b = 0)\), weak-slip \((b \ll h)\), and strong-slip \((b \to \infty)\). In the strong-slip regime, the horizontal velocity profile is nearly constant along the thickness of the film (known as plug flow). In the weak-slip and no-slip regimes, the horizontal velocity profile changes substantially along the thickness of the film. This difference between the strong-slip compared to both the weak and no-slip regimes is important for determining the relative importance of the two terms on the left hand side of equation 1.55. For the no-slip and weak-slip case, because the horizontal gradients are much smaller than the vertical gradients

\[ \frac{\partial^2 u}{\partial x^2} \ll \frac{\partial^2 u}{\partial z^2}, \quad (1.61) \]

and equation 1.55 becomes

\[ \eta \frac{\partial^2 u}{\partial z^2} = \frac{\partial p}{\partial x} \quad \text{(no-slip and weak-slip).} \quad (1.62) \]

The strong-slip case is more complicated and requires a careful analysis of an expansion of Stokes’ equations and boundary conditions in terms of the ratio of vertical to horizontal characteristic lengthscales, which leads to two coupled non-linear differential equations \([40]\). In what follows here, for viscous flow on a substrate only the no-slip and weak-slip regime will be considered.
Figure 1.14: Horizontal velocity profiles for no-slip, weak-slip, and strong-slip boundary conditions. For the no-slip case, $u = 0$ at the liquid-solid interface. In the weak-slip regime the horizontal velocity is non-zero at the liquid-solid interface. The slip length $b$ (shown in blue) is defined by equation 1.60 and is the extrapolation of the slope $\frac{\partial u}{\partial z}$ at $z = 0$ to $u = 0$ as depicted by the red dotted line. In the strong-slip regime, $b \to \infty$ and there is no change in the horizontal velocity along the thickness of the film.

In a freestanding film, there are two no shear boundary conditions at the liquid-air interfaces

$$\frac{\partial u}{\partial z} = 0, \quad \text{at } z = \pm h(x, t). \quad \text{(1.63)}$$

As it is in the strong-slip case, the horizontal velocity profile is also constant along the thickness of the film in the freestanding case. Since the interfacial friction is zero, the flow profile in a freestanding film is an ideal plug flow with $\frac{\partial u}{\partial z} = 0$. Therefore, in the freestanding case, equation 1.55 reduces to

$$\eta \frac{\partial^2 u}{\partial x^2} = \frac{\partial p}{\partial x} \quad \text{(freestanding).} \quad \text{(1.64)}$$

With the effect of the boundary conditions in mind, differential equations to describe the variation of the height profile will now be developed: first for supported films in the no-slip or weak-slip regime, and second for a freestanding film.
1.4.2 2D flow on a substrate

For flow on a substrate, the horizontal velocity can be found by integrating 1.62 twice with respect to $z$, which gives

$$\eta u = \frac{\partial p}{\partial x} \frac{z^2}{2} + C_1 z + C_2,$$

(1.65)

where $C_1$ and $C_2$ are constants of integration which depend on the boundary conditions. Using the boundary condition at $z = 0$ from equation 1.60 gives $C_2 = bC_1$. Applying the liquid-air boundary condition of equation 1.58 yields the horizontal velocity of the film

$$u(x, z, t) = \frac{1}{\eta} \frac{\partial p}{\partial x} \left( \frac{z^2}{2} - h(z + b) \right).$$

(1.66)

The continuity condition means that the flux $Q = \int_0^h u \, dz$ is related to the film thickness by $\frac{\partial h}{\partial t} = -\frac{\partial Q}{\partial x}$. Using continuity gives the time evolution of the film thickness profile as

$$\frac{\partial h}{\partial t} = \frac{\partial}{\partial x} \left[ \frac{1}{\eta} \frac{\partial p}{\partial x} \left( \frac{h^3}{3} + bh^2 \right) \right].$$

(1.67)

Finally, by using the pressure derived from the interfacial free energy given by equation 1.36, this gives the 2D supported thin film equation:

$$\eta \frac{\partial h}{\partial t} = \frac{\partial}{\partial x} \left[ \left( \frac{h^3}{3} + bh^2 \right) \left( -\gamma \frac{\partial^3 h}{\partial x^3} + \frac{\partial \Phi'(h)}{\partial x} \right) \right].$$

(1.68)

This nonlinear differential equation includes both the effect of weak-slip in the term $bh^2$, and the effective interface potential in the term $\frac{\partial \Phi'(h)}{\partial x}$. By setting $b$ and $\Phi$ equal to zero, this equation reduces to the more commonly used thin film equation for capillary driven flow on a no-slip substrate [41,42].

$$\frac{\partial h}{\partial t} = -\gamma \frac{\partial}{\partial x} \left( \frac{h^3}{3} \frac{\partial^3 h}{\partial x^3} \right).$$

(1.69)

**Self-similarity**

There is a special feature of the 2D thin film equation with $\Phi = 0$: the existence of self-similar solutions. For equation 1.68 with no effective interface potential, there exist solutions $h(x, t)$ that depend on $x$ and $t$ only through the ratio of $x/t^{1/4}$ [43].
This can be demonstrated by letting \( h(x,t) = f(u) \), with \( u = x/t^{1/4} \), and making this substitution for \( h \) in equation 1.68. This gives

\[
u f' = \frac{\gamma}{4} \left[ \left( \frac{f^3}{3} + bf^2 \right) f''' \right],
\]

(1.70)

which only contains the variables \( f, u \), derivatives of \( f \) with respect to \( u \), and constants. Since it does not contain any explicit dependence on \( h, x, \) or \( t \), there exist solutions to equation 1.68 of the form \( h(x,t) = f(u) \) subject to the constraint given by equation 1.70. Self-similarity is not only an interesting mathematical concept, but also allows robust experimental measurements of flow as will be detailed in Section 1.5.1.

**Linearization**

Knowing the film thickness profile at a given time \( t_1 \), \( h(x,t_1) \), the profile can be calculated at a later time \( h(x,t_2) \) by numerically iterating the differential equation subject to a given set of boundary conditions [42]. To make progress analytically, one can look at small amplitude perturbations from a film of thickness \( h_0 \). The profile can be written as \( h(x,t) = h_0 + \delta(x,t) \), with \( \frac{\delta(x,t)}{h_0} \ll 1 \). Expanding equation 1.68 in terms of \( \delta \) gives

\[
\eta \frac{\partial \delta}{\partial t} = \frac{\partial \delta}{\partial x} \left[ \left( \frac{h_0^3}{3} + bh_0^2 \right) + 2 \left( h_0 + b \right) \delta + \delta^2 \right] \times \left[ -\gamma \frac{\partial^2 \delta}{\partial x^3} + \frac{\partial \delta}{\partial x} \sum_{n=1}^{\infty} n^2 \Phi^{(n)}(h_0) \delta^{n-1} \right]

+ \left[ \left( \frac{h_0^3}{3} + bh_0^2 \right) + \left( h_0^2 + 2bh_0 \right) \delta + \left( h_0 + b \right) \delta^2 + \delta^3 \right] \times \left[ -\gamma \frac{\partial \delta^{4+n}}{\partial x^4} + \sum_{n=1}^{\infty} \left( \frac{\partial \delta}{\partial x} \right)^n \Phi^{(n+1)}(h_0) + \left( \frac{\partial \delta}{\partial x} \right)^2 \left( n + 1 \right) n^2 \Phi^{(n+2)}(h_0) \right] \delta^{n-1}
\]

(1.71)

where \( \Phi^{(n)}(h_0) \) is the \( n \)th derivative of \( \Phi(h) \) evaluated at \( h = h_0 \). This infinite series is still an exact series expansion of the 2D supported thin film equation. Taking terms first order in \( \delta \)

\[
\eta \frac{\partial \delta}{\partial t} = \left( \frac{h_0^3}{3} + bh_0^2 \right) \left( -\gamma \frac{\partial^4 \delta}{\partial x^4} + \frac{\partial^2 \delta}{\partial x^2} \Phi''(h_0) \right)
\]

(1.72)
gives the linearized supported thin film equation. One way to proceed from equation 1.72 is by seeking solutions of the form \( \delta(x,t) = \delta_0 e^{ikx + \omega t} \) to find the dispersion relation. Putting this solution into equation 1.72 gives the frequency \( \omega \) in terms of the wave vector \( k \) as

\[
\omega = -\frac{k^2}{\eta} \left( \frac{h_0^3}{3} + bh_0^2 \right) \left( \gamma k^2 + \Phi''(h_0) \right). \tag{1.73}
\]

The dispersion relation gives some important physical insight into the dynamics described by the linearized 2D thin film equation (Eq. 1.72). For all \( k \) such that \( \omega(k) < 0 \), this describes decaying modes in the film. If a film with thickness \( h_0 \) is made with a small sinusoidal perturbation of wavelength \( \lambda = 2\pi/k \) corresponding to a decaying mode, the perturbation will relax back towards a uniform film with a characteristic timescale \( \tau = \omega^{-1} \). However, for wave vectors with \( \omega(k) > 0 \), these modes are unstable. Instead of relaxing towards a flat film, any perturbation with an unstable mode will grow. It is instructive to look at a normalized version of equation 1.73 by letting \( \beta = \frac{2}{\eta} (h_0^3/3 + bh_0^2) \) and \( \psi = \frac{\Phi''(h_0)}{\gamma} \), which allows the dispersion relation to be written as

\[
\hat{\Omega} = -\beta \left( \hat{K}^4 + \psi\hat{K}^2 \right). \tag{1.74}
\]

Figure 1.15 shows the normalized dispersion relation plotted for \( \beta = 1 \) and for various values of \( \psi \). The parameter \( \psi \) gives the relative contribution of the effective interface potential. For \( \psi = 0 \) (black curve) the curvature of the interface potential is zero, and \( \hat{\Omega} < 0 \) for all \( \hat{K} \) meaning that the film is stable. Since \( \psi = 0 \) corresponds to the case of purely surface tension acting as the driving force, a stable film is to be expected. Stable films are also found for \( \psi > 0 \). This corresponds to the case where the effective interface potential is concave up, meaning any variations in film thickness are energetically unfavourable. On the other hand, when the effective interface potential is concave down, there is a band of modes \( \hat{K} \in (0, \sqrt{-\psi}) \) where \( \psi < 0 \) (red curves). These unstable modes drive dewetting. The peak in the dispersion relation can be found by setting \( \frac{\partial \hat{\Omega}}{\partial \hat{K}} = 0 \), which gives the characteristic fastest growing mode \( \hat{K}^* = \sqrt{-\psi}/2 \).

Translating back to the variables used in equation 1.73, when \( \Phi''(h_0) < 0 \) there is a band of unstable modes which will can cause the film to dewet. A fastest growing
Figure 1.15: Normalized dispersion relation for the linearized thin film equation (Eq. 1.73). Plotted is the function $\tilde{\Omega} = -\tilde{K}^4 - \psi \tilde{K}^2$, where $\psi$ gives the relative contribution of the effective interface potential. From bottom to top $\psi = \{5, 4, 3, 2, 1\}$ (blue curves), $\psi = 0$ (black curve), and $\psi = \{-1, -2, -3, -4, -5\}$ (red curves). As the effective interface potential becomes negative a band of unstable modes emerges where $\tilde{\Omega}(\tilde{K}) > 0$. These unstable modes drive the film towards dewetting.
mode is given by the peak in the dispersion relation \( k^* = \sqrt{-\Phi''(h_0)}/2\gamma \) which selects a characteristic wavelength \( \lambda^* = 2\pi/k^* = 2\pi\sqrt{2\gamma/\Phi''(h_0)} \). This mode grows with a characteristic time \( \tau^* = \omega^{* -1} \) as

\[
\tau^* = \frac{4\eta}{\gamma} \left( \frac{h_0^3}{3} + bh_0^2 \right)^{-1} \left( \frac{\gamma}{\Phi''(h_0)} \right)^2.
\]  

(1.75)

There is one other tunable parameter in the normalized dispersion relation of equation 1.74. Although the characteristic mode \( K^* \) is independent of \( \beta \), the overall dispersion relation still does depend on \( \beta \) as shown in figure 1.16. Shown is the dispersion relationships for a fixed \( \psi = -0.5 \), but with \( \beta \) changing. By increasing the ratio of the slip length to the film thickness \( b/h_0 \) for a fixed \( h_0 \), the parameter \( \beta \) is increased. Since it is the weak-slip regime, \( b/h_0 \) needs to be small for the dispersion relation to be valid. In fact, for the case of strong-slip, the dispersion relation has a different functional form and the characteristic mode decreases with increasing slip [44]. The dispersion relation in figure 1.16 shows that increasing the contribution of slip in the weak-slip regime increases the peak frequency without changing the characteristic wavelength. This means that \( \omega^* \) increases as slip becomes more important, and as a result decreases the characteristic time \( \tau^* \). In other words, decreasing the liquid-solid interfacial friction speeds up the dewetting of an unstable viscous film.

Returning now to the linearized thin film equation (Eq. 1.72), instead of looking at the dispersion relation of this equation there are other ways to gain insight into this differential equation. Equation 1.72 includes contributions from weak-slip and the effective interface potential. In the case where these two effects are negligible (as is the case for a PS film with \( h \gtrsim 50 \text{ nm} \) on a SiOx/Si substrate), equation 1.72 reduces to the linearized capillary-driven supported thin film equation found previously [41]

\[
\frac{\partial \delta}{\partial t} = -\frac{\gamma h_0^3}{3\eta} \frac{\partial^4 \delta}{\partial x^4}.
\]  

(1.76)

Recently, it was shown that for any non-pathological initial condition \( h(x, 0) \), the rescaled solution to equation 1.76 converges to a universal solution [45]. More plainly, if one was to add two arbitrary perturbations \( \delta_1(x, 0) \) and \( \delta_2(x, 0) \) to two different initially flat films, at some point in time the profiles of those two perturbations would have an identical shape. A little more precisely, there exists a finite time \( \tilde{t} \) such that
Figure 1.16: Normalized dispersion relation for the linearized thin film equation (Eq. 1.73) varying the slip length $b$. Plotted is the function $\tilde{\Omega} = -\beta(\tilde{K}^4 - 5\tilde{K}^2)$, with modifying $\beta$. As the ratio of the slip length to the average film thickness $b/h_0$ becomes larger, this increases the peak in the dispersion relation but it does not alter the characteristic mode. For weak-slip the characteristic spinodal wavelength does not change, but since the peak frequency increases with increasing $b/h_0$, the dewetting process occurs more rapidly with the presence of slip.
for all \( t > \tilde{t} \) there exists a horizontal and vertical scale factor \( \tilde{x} \) and \( \tilde{\delta} \) such that 
\[
\delta_1(x/\tilde{x}, t) / \tilde{\delta} = \delta_2(x, t).
\]
These universal solutions are called universal attractors, and are described in more detail in Paper III.

### 1.4.3 2D flow in a freestanding film

In contrast to the well-studied case of 2D flow on a substrate, we now explore 2D flow in a freestanding film (right panel of figure 1.13). We return to the relevant Stokes equation for 2D flow in a freestanding film (equation 1.64), with the no shear boundary condition at the liquid-air interfaces (equation 1.63). For simplicity, we assume that the film is thick and the effective interface potential contribution to the pressure can be ignored, which means the pressure is strictly due to excess surface area of the film, \( p(x) = -\gamma \frac{\partial^2 h}{\partial x^2} \). Integrating equation 1.64 with respect to \( x \) yields
\[
\eta \frac{\partial u}{\partial x} = -\gamma \frac{\partial^2 h}{\partial x^2},
\]
where the constant of integration is zero because there is no flow gradient for a flat film. Integrating once more with respect to \( x \) results in the horizontal velocity
\[
u = -\frac{\gamma \partial h}{\eta \partial x},
\]
where the constant of integration is once again zero because there is no flow for a flat film. Just as was done for the supported film case, the horizontal velocity can be integrated to get the flux \( Q = \int_0^h u \, dz \) and then is related to the film thickness by \( \frac{\partial h}{\partial t} = -\frac{\partial Q}{\partial x} \). This results in the capillary driven freestanding thin film equation
\[
\frac{\partial h}{\partial t} = \frac{\gamma}{\eta \partial x} \left( \frac{\partial h}{\partial x} \right).
\]

Remarkably, the capillary driven flow in a freestanding film can be described by a diffusion equation. The diffusion coefficient is identified as \( D = \gamma h/\eta \), which corresponds to a “concentration” dependent diffusion coefficient. Since the thickness profile \( h(x, t) \) gives the amount of material at a specific plane \( x \), there is a 1D diffusion of mass. The flow in this regime with no interfacial friction is described by a diffusion
of fluid in 1D with a local diffusion coefficient that depends on the amount of fluid in the same plane.

**Self-similarity**

Comparing this freestanding thin film equation to the capillary driven supported thin film equation (Eq. 1.69), the freestanding case has two spatial derivatives compared to four in the supported case. Since the four spatial derivatives and one time derivative in the supported thin film equation lead to self-similar solutions in the variable $x/t^{1/4}$, a natural ansatz for self-similarity in the freestanding thin film equation is the variable $x/t^{1/2}$.

Letting $h(x,t) = f(u)$ with $u = x/t^{1/2}$ in equation 1.79 gives a differential equation in terms of $u$, $f$, and derivatives of $f$:

\[
\frac{uf'}{2} = -\frac{\gamma}{\eta} (f'^2 + ff'') .
\]  

(1.80)

Since this equation does not have any terms with $h$, $x$, or $t$, this demonstrates the existence of self-similar solutions for $h(x,t)$ in the variable $u = x/t^{1/2}$.

**Linearization**

The linearization of equation 1.79 is straightforward compared to the supported case. Letting $h(x,t) = h_0 + \delta(x,t)$ gives to first order in $\delta$

\[
\frac{\partial \delta}{\partial t} = \frac{\gamma h_0}{\eta} \frac{\partial^2 \delta}{\partial x^2} .
\]  

(1.81)

This is mathematically equivalent to the heat equation, which is the diffusion equation with a constant diffusion coefficient. By letting $\delta = \delta_0 e^{ikx+\omega t}$, the dispersion relation for the linearized freestanding thin film equation is

\[
\omega = -\frac{\gamma h_0}{\eta} k^2 ,
\]  

(1.82)

which is plotted in figure 1.17. Since the effective interface potential was not included for the freestanding case, there is no disjoining pressure to destabilize the film in this model, and as a result all modes are stable with $\omega < 0$. If an initial perturbation is
made in a film with a particular wave vector \( k \), the frequency dictates how quickly the perturbation will relax. The larger the absolute value of the frequency \( |\omega| \), the faster the relaxation. For larger wave vectors, there is more curvature which drives relaxation, and therefore a larger \( |\omega| \). Increasing the surface tension or film thickness, or decreasing the viscosity, also results in a faster relaxation as shown by the prefactor \( \gamma h_0/\eta \) in the dispersion relation.

### 1.4.4 3D axisymmetric flow on a substrate

When the film thickness profile has an axis of symmetry perpendicular to the plane of the film, the profile can be written as a function of a radial variable \( r \), such that \( h(\vec{x},t) = h(r,t) \). This situation arises in several practical situations including the spreading of droplets on a substrate and the growth of a dewetted hole in a film. The thin film equation in the 2D supported case can be generalized to 3D as

\[
\eta \frac{\partial h}{\partial t} = \nabla \cdot \left[ \left( \frac{h^3}{3} + bh^2 \right) \nabla \left( -\gamma \nabla^2 h + \Phi'(h) \right) \right].
\]  

(1.83)
Using the gradient operator in cylindrical coordinates in equation 1.83 gives [46]

\[
\eta \frac{\partial h}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ r \left( \frac{h^3}{3} + bh^2 \right) \left[ -\gamma \left( \frac{\partial^3 h}{\partial r^3} + \frac{1}{r} \frac{\partial^2 h}{\partial r^2} - \frac{1}{r^2} \frac{\partial h}{\partial r} \right) + \frac{\partial \Phi'(h)}{\partial r} \right] \right].
\] (1.84)

**Linearization**

Proceeding as in the 2D cases shown in the previous sections, we let \( h(r, t) = h_0 + \delta(r, t) \). Substituting this into equation 1.84 and taking only terms which are first order in \( \delta \) gives the linearized axisymmetric thin film equation

\[
\eta \frac{\partial h}{\partial t} = \left( \frac{h_0^3}{3} + bh_0^2 \right) \left[ -\gamma \frac{\partial^4 \delta}{\partial r^4} + \frac{\partial^2 \delta}{\partial r^2} \Phi''(h_0) \right] + \frac{1}{r} \left( -2\gamma \frac{\partial^3 \delta}{\partial r^3} + \frac{\partial \delta}{\partial r} \Phi'(h_0) \right) - \frac{1}{r^2} \frac{\partial^2 \delta}{\partial r^2} + \frac{1}{r^3} \frac{\partial \delta}{\partial r} \right].
\] (1.85)

The right hand side of this equation has increasing orders of inverse powers of \( r \). An interesting limit is for objects with a large radius. In this case, terms with \( 1/r^n \) drop off and what is left is equivalent to the 2D linearized thin film equation (Eq. 1.72). Another interesting limit is for the case where the effective interface potential can be ignored. Then there are self-similar solutions in the variable \( u = r/t^{1/4} \) [42]. Also, just like there was for the 2D case, there is a universal attractor to which all initial axisymmetric profiles converge for the 3D axisymmetric thin film equation driven by surface tension [47]. The attractor for 3D axisymmetric flow is discussed in detail in Paper III of Chapter 3.

**1.5 Measurement of flow at small lengthscales**

The measurement of flow in bulk systems has been textbook knowledge for decades [48]. Commercial rheometers which probe the response of a test volume of liquid to a range of shear rates are used commonly by industry. Although traditional rheometers have been used to study molecular-level problems such as interfacial friction [49], the results can be difficult to interpret.

Since thin films are often used in technological applications there is a strong motivation to probe the flow properties, namely the viscosity of the thin film. There
have been several interesting observations of how flow in thin films is different from flow in thick films. In certain circumstances, the measured viscosity depends on film thickness [48,50,51] and on the molecular weight of the polymer in unconventional ways [52]. Viscoelastic effects have been measured [53,54] in thin PS films above their glass transition temperature, where the strain-rate depended on both the stress and stress-rate. The flow of the near surface region in polymer thin films below their glass transition temperature has been a particularly active field of research over the past decade [55–63]. As well, flow in thin films has been used to probe the effect of a slip substrate [49,52,64–87], where the fluid has a non-zero horizontal velocity at the fluid-sold interface.

With this motivation, we examine the current state of the art in measuring flow in thin films. Since traditional methods for measuring viscosity are ineffective at small lengthscales, new techniques have been developed over that last two decades. A common way that many of these techniques developed was the observation and careful characterization of a viscosity dependent process. An excellent example which fits into this paradigm is dewetting. By understanding the dynamics of dewetting, the observation of this physical process has turned into an experimental technique. Arguably, surface fluctuations, capillary levelling, and droplet spreading also fit into this paradigm. A review of some of the major techniques used to study nano-rheology is presented in the next section, before describing some of the findings relevant to this thesis.

1.5.1 Techniques

Surface fluctuations

When spin cast, polymer films start off with a surface roughness that is flatter than their equilibrium value [88]. The equilibrium square-amplitude of surface fluctuations $A_k^2$ is given by the equipartition theorem [88] as

$$A_k^2(t \to \infty) = \frac{k_B T}{\gamma k^2 + \Phi''(h_0)}.$$  \hspace{1cm} (1.86)
By measuring $A_k^2(t)$ as it evolves towards $A_k^2(t \rightarrow \infty)$, the viscosity can be fit to

$$A_k^2(t) = A_k^2(0) + (A_k^2(t \rightarrow \infty) - A_k^2(0)) \left(1 - e^{-2\Gamma_k t}\right),$$

(1.87)

where the wave vector dependent relaxation frequency $\Gamma_k$ is given by [89]

$$\Gamma_k = \frac{h_0^3 k^2}{3\eta} \frac{k_B T}{A_k^2(t \rightarrow \infty)},$$

(1.88)

with $h_0$ being the average film thickness. This dispersion relation is equivalent to equation 1.73, with $b = 0$.

In other words, if films are created which are initially flat, then by measuring the wavelength dependence of the surface fluctuation spectrum over time, the viscosity can be extracted based on how quickly the spectrum evolves. The surface fluctuation spectrum has been measured either using grazing incidence small-angle x-ray scattering (GISAXS) [90], atomic force microscopy (AFM) [52, 88, 90–92], or x-ray photon correlation spectroscopy (XPCS) [51, 93, 94]. One advantage of the technique is that it can be applied to films down to $h = 3$ nm [52]. A disadvantage of the technique is that the films being measured are always out of equilibrium, and the role of initial stresses in the film or out of equilibrium conformations of the polymer chains might affect the results [95].

The XPCS measurements have the added ability to look at correlations in the same region of the film. By recording the intensity autocorrelation function, the random thermal fluctuations of the surface modes can be observed. The autocorrelation function decays with a wave vector dependent relaxation time $\tau(k) \propto \frac{h}{k^2}$, from which the viscosity can be extracted.

**Surface force apparatus**

A surface force apparatus (SFA) measures the viscous force $F_v$ on a curved surface as it is moved into and out of contact with a thin film [73, 96, 97]. The gap between the sphere and the substrate is measured using interference fringes between the semitransparent substrate and sphere as observed from above. The force is extracted from a piezoelectric element connected to a cantilever supporting the substrate. Other variations exist, such as using an AFM with a sphere glued to the tip [98, 99] or a
dynamic surface force apparatus where there are two precise distance measurements made to completely decouple the force measured and gap distance \([79]\). For all of these cases the force can be written in terms of the gap distance \(D\), the relative velocity of the sphere and substrate \(\dot{D}\), the viscosity of the film, and the radius of the sphere \(R\) as \([79]\)

\[
F_v = \frac{6\pi \eta R^2 \dot{D}}{D} f^*,
\]

(1.89)

where \(f^*\) determines the effect of slip at the liquid-solid interface and is given by

\[
f^* = \frac{1}{4} \left[ 1 + \frac{3D}{2b} \left( \ln \left( (1 + 4b/D)^{1+4b/D} \right) - 1 \right) \right],
\]

(1.90)

which depends on the slip length \(b\).

Knowing \(\dot{D}\) and \(R\), the force versus gap distance curve can be fit to equation 1.89. From this fit, either the viscosity can be extracted assuming a no-slip boundary condition, or knowing the viscosity, the slip length can be determined.

**Dewetting**

For a purely viscous film dewetting a solid substrate with a no-slip boundary condition, the horizontal velocity of the dewetting rim \(v\) is given by \([100]\)

\[
v_{\text{no-slip}} \propto \frac{\gamma}{\eta} \theta_e^3,
\]

(1.91)

where \(\theta_e\) is the equilibrium Young’s contact angle of the liquid on the solid substrate. The dynamics of a dewetting front has been measured for the case of a 2D straight edge \([75]\), but is more frequently measured in the case of a dewetting hole \([101–103]\). For a dewetting hole, since the velocity given by equation 1.91 is independent of the radius of the hole \(R\), this means that the size of the hole grows linearly in time

\[
R_{\text{no-slip}} \propto \frac{\gamma}{\eta} \theta_e^3 t.
\]

(1.92)

On the other hand, if instead of a no-slip boundary condition at the liquid-solid interface there is a strong interfacial slippage, the slip velocity \(v_{\text{slip}}\) has been determined
to be \[104\]

\[
v_{\text{slip}} \propto \frac{\eta \theta_e - b}{\gamma \sqrt{h_0 R}}.
\]  

(1.93)

where \(h_0\) is the thickness of the film. Integrating to get the dynamics of a growing hole yields

\[
R_{\text{slip}} \propto \left(\frac{\eta \theta_e b t}{\gamma}\right)^{2/3}.
\]  

(1.94)

Another, perhaps more reliable [105], way to extract details of the molecular friction at the liquid-solid interface is by using the shape of the dewetting rim profile. At the edge of the hole material builds up into a rim, and the height profile of the outer half of the rim follows a damped harmonic oscillation which is altered in the presence of viscoelasticity [106] or slip [107]. For the case of strong-slip, the height profile of the outer edge of the rim \(h(x,t)\) can be described by a damped oscillatory profile \(h(x,t) = h_0 + \delta h_0 e^{k\xi}\), where \(\xi\) is the horizontal position relative to the rim. The wave vector \(k\) is related to the film thickness, slip length and velocity of the rim \(v\) by [107]

\[
\left(1 + \frac{h_0}{3b}\right) (h_0 k)^3 + 4 \frac{\eta v}{\gamma} \left(1 + \frac{h_0}{2b}\right) (h_0 k)^2 = \frac{\eta v h_0}{\gamma b}.
\]  

(1.95)

By measuring a rim profile with AFM and fitting this profile to a damped harmonic oscillation, the damping wave vector can be determined. Knowing \(\eta v/\gamma\), the measured damping wave vector can be used in equation 1.95 to extract the slip length \(b\).

In short, by observing the dewetting of a film, rheological properties of the fluid can be determined. Examining the growth dynamics of holes or the height profile of the outer edge of the dewetting rim leads to quantitatively similar results [66]. This consistency check provides a distinct advantage to using dewetting as an experimental technique. One potential drawback of dewetting is the theoretical uncertainty in how to treat the contact line at the trailing edge of the dewetting rim. Theoretically, there is a singularity in the energy dissipated at the contact line which requires a microscopic cutoff lengthscale to be introduced [108].

**Droplet spreading**

When a droplet is placed on a solid substrate, the spreading dynamics depend on the equilibrium state of the droplet. As is the case for dewetting, the presence of a
contact line can cause complications in describing the motion of a droplet.

The problem becomes tractable for the case of a droplet spreading on a prewetted film of the same fluid [46]. In that case the dynamics of a spreading droplet can be described by the axisymmetric thin film equation. The droplet height \( h \), the droplet contact angle \( \theta \), and droplet radius \( r \) follow a power law decay, where the power law exponents depend on the initial droplet volume \( \Omega \), the surface tension, the viscosity, the thickness of the prewetted film, and initial radius of curvature of the droplet. In the limit that the prewetted film thickness goes to zero, Tanner’s law [109] is recovered:

\[
\theta(t) \propto (t/\tau)^{-3/10},
\]

where the relaxation time \( \tau \) is given by

\[
\tau = \frac{\Omega^{1/3} \eta}{\gamma}.
\]

Tanner’s law describes the spreading of droplets which completely wet the substrate, but with no prewetted film. An alternate derivation of Tanner’s law is given by examining the dissipation at the contact line and equating that to the work done by the driving force: a procedure known as Frenkel’s method [110]. As the droplet spreads, the contact line moves radially outward. The dissipation in the droplet can be approximated by the dissipation in a wedge of fluid near the contact line [111]. In that case the power dissipated by a spreading droplet can be written as [110,112]

\[
P = \frac{\eta r}{\theta} \left( \frac{dr}{dt} \right)^2.
\]

The driving force for complete wetting is given by the derivative of the excess free energy with respect to \( r \) as \( F = -\frac{\partial \Delta F}{\partial r} \approx \pi r \gamma \theta^2 \). Setting \( P = F \left( \frac{dr}{dt} \right) \) yields

\[
\frac{dr}{dt} \propto \frac{\gamma \theta^3}{\eta}.
\]

Making a change of variables by using \( \frac{d\theta}{dr} = \frac{-2\theta^{4/3}}{4H^{4/3}} \) for a spherical cap droplet at small
contact angles \[112\], and integrating gives

\[
\theta^{-10/3} \propto \frac{\gamma t}{\eta \Omega^{1/3}},
\]

which is equivalent to Tanner’s law (equation 1.96).

In the partial wetting case, where in equilibrium the droplet comes to a non-zero contact angle \(\theta_e\), a similar energy dissipation argument can be made as the complete wetting case, except the driving force is given by a difference between the instantaneous and equilibrium contact angle \(F \approx \pi r \gamma (\theta^2 - \theta_e^2)\). Using the same steps as the complete wetting case, the velocity of the contact line in the partial wetting case is given by \[113\]

\[
\frac{dr}{dt} \propto \frac{\gamma \theta (\theta^2 - \theta_e^2)}{\eta}. \tag{1.101}
\]

For droplets which start off with an initial contact angle \(\theta_i\) close to their equilibrium contact angle, the solution to this differential equation is an exponential relaxation

\[
\frac{\theta^2 - \theta_e^2}{\theta_i^2 - \theta_e^2} = e^{-t/\tau}, \tag{1.102}
\]

with the relaxation time

\[
\tau \propto \frac{\eta \Omega^{1/3}}{\gamma \theta_e^{10/3}}. \tag{1.103}
\]

Comparing the dynamics of complete and partial wetting, the functional form of the contact angle relaxation is different (compare equation 1.96 and 1.102), but the relaxation times have a similar form (compare 1.97 and 1.103). In both cases, the relaxation time depends on the viscosity of the fluid.

Although in principle the contact angle dynamics could be used as a method to measure the viscosity of a fluid, the unknown constants of proportionality make this impractical. Instead, droplet spreading can give information about any extra driving forces such as van der Waals interactions for small droplets \[114\] or information about the interfacial friction \[115\] based on deviations from the contact line scaling laws derived above.
Capillary levelling

In the final category of experimental techniques, excess surface area is purposefully created in a thin film using a variety of methods, and then by monitoring the time evolution of the film’s surface under the driving force of surface tension, the rheological properties of the film are extracted. Initial perturbations have been created by the embedding and dissolution of gold nanoparticles into the surface of a PS film (nanohole relaxation) [58], by imprinting and subsequent removal of a carefully designed nanoimprinting mold (nanoimprint reflow) [53, 116–119], or by stacking a second film of the same material with a well characterized edge onto the original film [13,47,120,121].

For the nanoimprint measurements, the patterns created were uniform along one spatial direction, which means their viscous relaxation can be described by the results of Section 1.4.2. The mold used has either been a repeating pattern with a specific wavelength [116, 117], or a repeating pattern with a modulating wavelength [53, 54, 118, 119]. Often when using this technique, the amplitude of the patterns created are much smaller than the film thickness, which means the relaxation follows the linearized dispersion relation from figure 1.15. By measuring the decay of modes in the patterned film and comparing the decay to the dispersion relation, the prefactor \( \gamma \eta \left( \frac{h_0^3}{3} + bh_0^2 \right) \) can be determined.

Capillary levelling experiments performed by the Dalnoki-Veress group have focused on creating initial conditions with different geometries by using films with an initially sharp edge. One geometry in particular, known as step levelling, has been used as a convenient geometry to study flow. In step levelling, a film with a sharp edge that is uniform along one spatial dimension is stacked onto a second film of the same material. The initial condition is a Heaviside step profile. Because the edge of the step has excess surface area, the step broadens over time with a width that scales with \( t^{1/4} \). The step profiles are a self-similar solution of the capillary driven thin film equation (“Self-similarity” in Section 1.4.2) - the profile at a later time \( t_2 \) is just a horizontal stretch of the profile measured at an earlier time \( t_1 \) such that \( h(x/t_1^{1/4}, t_1) = h(x/t_2^{1/4}, t_2) \). The self-similar experimental profiles are compared to a numerically calculated solution of the supported thin film equation to extract the prefactor \( \gamma \eta \left( \frac{h_0^3}{3} + bh_0^2 \right) \).
Both capillary levelling experiments and surface fluctuation measurements benefit from having no contact line at the liquid-solid interface which simplifies the analysis compared to dewetting or droplet spreading. Capillary levelling has the added benefit of being able to measure films which have been pre-annealed for many reptation times. In contrast, to measure surface fluctuations the film needs to start in a non-equilibrium state where chain conformations can potentially be different due to the spin coating process [122]. The step levelling geometry in particular allows for long annealing times. Although the perturbation broadens with time in step levelling, it does not disappear over time as it does for other geometries. For example, a cylindrical hole will fill in over time, and its depth will decrease [47], which increases measurement noise for long annealing times.

1.5.2 Literature results

With those main classes of experimental techniques in mind, a brief review will be provided for the three areas introduced at the beginning of the thesis where polymer physics and fluid mechanics intersect: molecular anisotropy and heterogeneity, initial state of the film, and interfacial friction.

Molecular anisotropy and heterogeneity

One way to induce molecular anisotropy of a polymer molecule is to confine it to a film with thickness $h < R_g$. Since the molecule is only confined in one spatial dimension, the conformation of the chains will differ compared to the bulk, resulting in a different horizontal and vertical characteristic lengthscale. Surface fluctuations have been used to probe the confinement of entangled PS films well above the PS glass transition temperature [52]. For large molecular weights, it was found that the effective viscosity becomes independent of molecular weight. This effect was attributed to the onset of an effective slip boundary condition. The description of these results is in contrast to XPCS measurements which found reduced viscosity at the free surface above the glass transition temperature, and attributed this effect to reduced entanglements at the surface [51]. The XPCS measurements had gold nanoparticles embedded in the surface of the film, and the fluctuations of the gold was measured to determine the fluctuations of the surface.
It is difficult to decouple the effect of confinement and the effect of interactions with the substrate. The thinner the film, the larger the fraction of molecular segments interacting with the substrate. The more confined a polymer chain is in a supported film, the more likely that chain is to be found close to the substrate which means it has a larger effective interaction with the interface. Previous studies using a surface forces apparatus found that an adsorbed polymer layer creates an effective slip boundary condition \[84\], which could explain the onset of slip observed in the surface fluctuation measurements. It has also been shown using a surface force apparatus that an anisotropic structured fluid demonstrates slip behaviour \[68\].

Another system in which there is non-uniformity is a polystyrene film at temperatures below the glass transition temperature. It has been shown that there is a mobile surface layer $\sim 5 - 10$ nm thick at the free surface of glassy polymers \[55, 58, 59, 123\]. The viscosity of this layer can be orders of magnitude smaller than the bulk of the film. Surface fluctuations have been used to measure the effective viscosity of this mobile surface layer. Because the measured mobility was identical for all films thinner than 9 nm, this put a bound on the thickness of the mobile surface region to less than 3 nm thick \[91\]. Step levelling has been used to quantitatively measure the mobility prefactor $\gamma h^3 / 3\eta$ in samples with a bulk-like thickness. The step broadened at temperatures below the glass transition temperature, and the results agreed with a modification to the thin film equation where there was a no-slip boundary condition at a fixed distance from the air interface $h_m$. This parameter describes the thickness of the mobile surface layer, with reduced viscosity $\eta_m$. The ratio $\eta_m / h_m$ was found to be non-divergent at low temperature, and deviates from the extrapolation of the VFT equation (Eq. 1.21) at high temperatures.

**Initial state of the film**

To prepare a thin polymer film, polymer is first dissolved in a volatile solvent with a small concentration of polymer. A thin layer of this solution is spread onto a substrate (typically by spin coating), the solvent then evaporates leaving behind a polymer film. The process of solvent evaporation leaves behind residual stress in the film. Typically, polymer films are annealed after preparation to remove these stresses. However, to measure surface fluctuations, the film starts in the as-cast state.
with no pre-annealing. The question of whether residual stresses exist in surface fluctuation measurements was addressed by examining the viscoelastic behaviour of thin PS films. For films thinner than 10 nm, there was a measurable elastic component attributed to insufficiently long annealing time [124]. Other studies using XPCS found a similar viscoelastic behaviour but attributed it to the formation of an irreversibly adsorbed layer of polymer at the substrate [94]. Other measurement techniques have also found viscoelastic effects, even in pre-annealed films [53]. In that measurement, a nanoinprint pattern was pressed into a pre-annealed film well above the glass transition temperature, and then rapidly quenched to room temperature and removed. The capillary levelling was then measured using AFM before and after a short 30 second annealing at 140°C. The large wave vector relaxation was consistent with a viscoelastic response in the film [53].

The entanglement density can also vary for as-cast films. Surface fluctuations have been used to study the inter-chain entanglements of spin cast PS in decalin. Decalin has a Θ temperature near room temperature. The Θ temperature of a polymer in a solvent is the specific temperature in which $R_g \propto \sqrt{M_w}$ in the solvent. Using the measurement of surface fluctuations, it was found that the films start off with a lower effective viscosity [92]. The viscosity increased with time with a characteristic relaxation time that depended on the temperature at which the film was prepared [92]. This preparation dependence was ascribed to an onset of inter-chain entanglements for films prepared above the Θ temperature. Other work has shown that as-cast films can have an entanglement density that is different than the entanglement density in equilibrated films [122].

The initial state of the film does not just depend on the out of equilibrium chain conformations due to spin coating. Films can be purposefully prepared with an initial profile $h(x, t = 0)$ which affects the relaxation towards a flat film. For example, higher wave vector modes relax more quickly than shorter wave vectors as was shown in the dispersion relation of the supported thin film equation. Another way that the initial profile affects flow is through the dimensionality. The depth of surface profiles decay with a power law that depends on their dimensionality. For example, the depth of a 2D trench decays with a power law in time of $t^{-1/4}$ [120], while the depth of a 3D axisymmetric cylindrical hole decays with a faster power law of $t^{-1/2}$. 
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Interfacial friction

The existence of systems with reduced liquid-solid interfacial friction that leads to a slip boundary condition has gained strong experimental confirmation only within the past few decades. As a result, a surge of recent experiments have attempted to probe the exact nature of interfacial slip and what parameters affect the slip length.

Surface force apparatus measurements have revealed many interesting properties of slip. SFA results have shown that the measured slip length can depend on dissolved gas in the liquid as a result of gas reducing friction at the liquid-solid interface [83]. It has also been shown that the slip length can depend on shear rate [73] or not depend on shear rate [99] depending on the liquid-solid system. As well, surface roughness of the substrate can reduce the effect of slip in certain circumstances [125]. For partially wetting fluids, slip has been shown to be affected by the contact angle of the liquid on the substrate and the polarizability of the liquid molecules [68].

The dewetting of polymeric liquids has also been extensively used to study slip. Dewetting often occurs readily in slip systems as the substrates are typically unfavourable for most polymeric liquids. The slip length primarily depends on the polymer-substrate combination [126]. For one such combination, PS on AF1600 (Teflon), slip depends on the molecular weight of PS [66]. For low molecular weights the slip length is small, but at high molecular weights the slip length increases as $b \propto M_w^3$. Dewetting measurements have shown that the slip length measured is sensitive to the sample preparation and annealing procedure [105].

Recently, the effect of slip on droplet dynamics was examined. Slip at the liquid-solid interface influences both droplet shape and contact line movement [115].

1.5.3 Overview of Thesis Work

This thesis is comprised of work which examines viscous flow in thin polymer films. Each of the 3 major areas outlined in the previous section are touched upon: Molecular anisotropy in films of diblock copolymer is explored using droplet spreading. The initial state of a film is studied by patterning specific symmetries in the initial thickness profiles of PS films, and measuring the capillary levelling of those profiles. Interfacial friction is examined by measuring the step levelling of freestanding PS films.
More detail about the specific papers will be provided in Chapter 3, but first the details about how these experiments were performed will be presented in Chapter 2.
Chapter 2

Experimental

The experimental procedures used in the papers of Chapter 3 are summarized in the main text of each respective paper. Since each paper was written in a “letter” style, the experimental descriptions provided are concise. This chapter will serve as a supplement to those experimental sections and will outline the major experimental procedures used in this thesis work. In what follows, the technique used to create thin polymer films, spin coating, will be explained. Spin coating is typically used to produce films with a uniform thickness. However, because the experiments in this thesis involve droplet spreading or capillary levelling, non-uniformity in the film thickness had to be induced. Details about how perturbations in the initial thickness profile were created are described in Section 2.2. Finally, the methods used to measure the evolution of the thickness profile in both droplet spreading and capillary levelling experiments will be summarized in Section 2.3.

2.1 Creating thin polymer films

To create a polymer film with thicknesses ranging from nanometres to tens of microns, a substrate is typically coated with a solution of the polymer in a volatile solvent. After the solvent evaporates, only the polymer remains. Different techniques exist for coating a substrate with a dilute polymer solution.

Dip coating [127] is perhaps the most intuitively obvious way to coat a substrate. It involves dipping the substrate into the solution and then pulling it out. The residual
liquid that is left on the substrate after retraction from the solution will dry, leaving behind a polymer coating. The larger the concentration of polymer in the liquid left behind, the thicker the polymer coating. For the same concentration of polymer, the more liquid solution left behind after the retraction, the thicker the resulting coating will be. To get a uniform film thickness, the retraction speed needs to be constant, and the receding front of liquid needs to be in a non-inertial regime, requiring slow retraction speeds.

A related technique to dip coating is flow coating [128]. Flow coating involves the retraction of a substrate from fluid trapped between a knife edge (typically a glass slide is used) and the substrate. By adjusting the clearance height of the knife edge and substrate, or by changing the retraction speed of the substrate, films of different thickness can be created.

The coating technique used in this thesis work (as well as in many other papers in the literature) is spin coating. In spin coating, the substrate is placed on a disc connected to motor. The motor can spin the disc and substrate at angular speeds of up to thousands of rotations per minute. Polymer solution is deposited onto the substrate, typically with a pipette, creating a droplet of fluid which coats the substrate. The substrate is then rapidly accelerated to a set angular speed. Excess fluid is ejected radially, causing the droplet to flatten. The residual solvent quickly evaporates, decreasing the thickness of the film. At some point the concentration of solvent is low enough such that the polymer chains lose mobility and the film vitrifies.

Two main parameters control the thickness of the film created by spin coating: the mass fraction of polymer in the solution $c$, and the angular speed of rotation $\omega$. An approximate relation for the final film thickness $h_0$ in terms of these two variables is given by [129]

$$h_0 \propto c^{3/2} \omega^{-1/2}.$$  \hspace{2cm} (2.1)

Lower polymer concentrations or faster speeds lead to thinner films. Interestingly, a faster spinning speed in spin coating has the opposite effect of a faster retraction speed in dip coating. In either case, it is the amount of solution left on the substrate as the evaporation begins that is important for the final thickness. For dip coating, a faster retraction speed leaves more fluid on the substrate because the fluid has less time to drain away from the substrate. For spin coating, a faster spinning speed has
a larger centrifugal force, ejecting more fluid from the substrate and leaving less fluid behind.

Another important parameter for the creation of uniform films is the angular acceleration. If the substrate takes a long time to achieve its final angular velocity, a non-uniform thickness profile can occur with striations in the film thickness pointing radially outward from the centre of the film. Using a larger acceleration has been shown to give a more uniform film [130].

For the experiments in this thesis, a commercial spin coater (Headway Research Inc., Model PWM32) was used to spin coat polymer films. Dilute solutions with concentration $0.5 - 10\%$ were used in combination with angular speeds of $500 - 6000$ rpm. For the experiments with polymer films on SiOx/Si substrates, films were spin cast directly onto the SiOx/Si substrates. On the other hand, for freestanding films, the films were spin cast onto mica substrates and pre-annealed to remove residual stresses in the film. Mica, which has a much lower surface energy than silicon, provides a substrate for which it is relatively easy to remove the films. For the freestanding levelling experiments in Paper IV, films were transferred directly into the freestanding state. While the pore formation experiments required an additional transfer of the films onto SiOx/Si substrates to create pores, as described in section 2.2.3.

### 2.2 Creating perturbations in thin polymer films

Creating uniform films is often the goal of the coating procedures described in the previous section. However, to study the surface tension driven flow of a viscous liquid without any contribution from the effective interface potential, excess surface area needs to be created in the film. This section details the various ways a non-uniform thickness profile was created for films studied in this thesis.

#### 2.2.1 Non-uniform spin coating

A simple way to create a non-uniform film thickness is to do an intentionally poor job of spin coating. By using a slow acceleration or modulating the speed during the spin coating process, a film with a varying thickness can be made. Typically, this gradient in thickness is too small to be of practical use in capillary levelling experi-
ments. The variation in film thickness is usually only nanometres over a horizontal lengthscale of microns. The driving force due to the extra surface area is too small to cause an appreciable flow on experimental time scales. One way to explicitly estimate the timescale for flow is by looking at the linearized 2D supported thin film equation (Eq. 1.76). Using the 192 kg/mol reference polymer from Section 1.2.2 at 140°C, \( \gamma/\eta \approx 2.2 \times 10^{-4} \mu m/min \). Assuming a film thickness \( h_0 \sim 100 \text{ nm} \) and a film thickness gradient \( \nabla h \sim 10^{-3} \), the rate of change of film thickness is found to be \( \frac{\partial h}{\partial t} \sim 1 \text{ nm/year} \). Therefore, these gradients are far too small to observe capillary driven flow.

In this thesis, however, we were able to use non-uniform spin coating to study diblock copolymer films. Recall the effective interface potential for a diblock copolymer film in its disordered state with interfacially-induced order from figure 1.8. The potential energy is a decaying and oscillatory function of the film thickness. For a film with such an effective interface potential, the lowest energy state is a dewetted droplet coexisting with a wetting layer. The thickness of the wetting layer is given by the position of the global minimum in the effective interface potential. For a thick and uniform film, there are many potential energy barriers to creating thinner regions of the film. The global minimum cannot be reached through a spontaneous dewetting of the film. Instead, thinner regions have to nucleate for the film to reach its minimum energy state. Once nucleated, any material at the edge of a thinner region would be driven towards thicker regions. Therefore, a significant driving force in the fluid is only present after the nucleation of a thinner region. By purposefully spin coating films of non-uniform thickness, the diblock copolymer films are able to reach their minimum energy state in an experimentally measurable time because thin regions already exist in the film.

To accomplish this, diblock copolymer solution is dripped onto a 2 × 2 cm² SiOx/Si substrate [Fig. 2.1(a)]. Then, the substrate is rotated at a relatively slow angular speed (≈ 500 rpm). At this low speed, the solvent ejection is minimal, and fluid that is forced radially outward by centrifugal forces builds up at the edge of the substrate [Fig. 2.1(b)]. Finally, the angular speed is rapidly increased ejecting the solvent. An instability develops, which causes an undulatory thickness profile in the film as the solvent evaporates [Fig. 2.1(c)].
Figure 2.1: Schematic of the process to create non-uniform spin cast films.

Figure 2.2: Optical microscopy images of spin cast films with non-uniform thickness. (a) The thickness variations radiating out from the centre of a film are visible as variations in the colour observed with the optical microscope. Here the width across the entire image is $\sim 1.2 \text{ mm}$. (b) A different film, zoomed in on a region $\sim 600 \mu \text{m}$ wide, closer to the edge of the film.

Examples of films created using this spin coating technique are shown in figure 2.2. These optical microscopy images are taken looking at the film from above. Due to the thin film interference of the polymer film on the reflective silicon substrate, the film has an apparent colour which depends on the thickness and index of refraction of the film. The different colours in these images are the result of the non-uniform film thickness.

Another example of a non-uniform film is shown in figure 2.3(a). This film is a PS-P2VP diblock copolymer film, and has thin and thick regions. When the film is heated to $190^\circ \text{C}$ to allow flow to occur, material is pushed from the edge of the thin regions into the thick regions [Fig. 2.3(b-f)]. Over time, the area fraction of the thinner region increases, while the thick regions grow even thicker and break up into droplets. The equilibrium shape of these droplets is examined in Paper I, while the
Figure 2.3: Optical microscopy images of a non-uniform diblock copolymer film dewetting. Each image is $\sim 1.2$ mm across. The colours are due to the thin film interference of light. The thickness of the coloured regions are (from thinnest to thickest): brown ($\sim 50$ nm), blue ($\sim 100$ nm), yellow ($\sim 200$ nm), green ($\sim 300$ nm), pink ($\sim 500$ nm). Then the colour alternates between green and pink as the film gets thicker. (a) The diblock copolymer PS-P2VP film as cast with a purposefully non-uniform film thickness. (b-f) The time evolution of the film held at 190$^\circ$C for (b) 100 minutes, (c) 200 minutes, (d) 400 minutes, (e) 800 minutes, and (f) 1200 minutes. The thicker regions of the film break up into diblock copolymer droplets which coexist with wetting layers of the same fluid.

dynamics of the droplets as they approach equilibrium is described in Paper II.

2.2.2 Stepped films

A second way to create excess surface area in a film is by making a “stepped film” - the films described in the step capillary levelling experiments in Section 1.5.1. In this thesis step levelling is used to study flow in freestanding films. To make a freestanding step, PS (55 kg/mol) was spin cast from a dilute toluene solution onto a mica substrate. The PS film on mica was pre-annealed to remove residual stress and then floated off of the mica onto a deionized water bath (18.2 MΩ cm). The film was picked up onto a grid with holes, which provided support for the film while still allowing regions $\sim 1$ mm across where the film was freely-suspended. The film was allowed to dry and then heated above its glass transition temperature for approximately ten
minutes to remove any wrinkles in the film created during the transfer to the grid. A second film was floated off of mica and onto the water bath, and by tapping at the edge of the floating film with tweezers, the film was broken into pieces. The pieces had long, sharp, and clean edges. These pieces were then transferred onto the first PS film on the grid. After drying, the freestanding stepped film was ready to measure.

### 2.2.3 Focused laser spike annealing

The final method to create a film which has excess surface area is by using focused laser spike annealing. Focused laser spike annealing (Flask) is a technique used to pattern thin films. The temperature dependence of the surface tension described in Section 1.3.1 plays a vital role in the mechanism behind this technique: thermocapillary flow. Although described in detail elsewhere [131], the mechanism of focused laser spike annealing ties in well with concepts introduced earlier in this thesis, and will be described here.

In Flask, a laser is focused onto a silicon substrate with a polymer coating (in this thesis a Verdi V2 laser with $\lambda = 532\text{ nm}$ was used). The silicon has a large absorption coefficient, which causes the substrate to locally heat up at the focus of the laser. Thus, a radial temperature gradient in the plane of the substrate is created. Because the polymer coating is thin, the temperature of the silicon $T(x,y)$ is equal to the temperature of the film at the same point in the $x$-$y$ plane. The increase in temperature lowers the viscosity of the polymer film so that it is able to flow, while at the same time, the higher temperature regions have a reduced surface tension. A gradient in temperature means that a gradient in surface tension occurs in the film. This drives the flow of fluid away from regions of low surface tension to regions of high surface tension. In other words, the laser is used to effectively push fluid away from the centre of its focal point.

In this thesis, Flask is used to create 3D axisymmetric perturbations as well as 2D perturbations. A 3D axisymmetric feature is created by focusing the laser at a single point on the substrate. This results in a divot (hole) surrounded by a rim of fluid. By increasing the power of the laser or exposure time, features with a larger depth and wider horizontal extent can be created. A 2D feature is created by exposing the polymer film on the substrate to the laser while simultaneously translating a
motorized stage holding the substrate. This allows the patterning of 2D features which are similar to a trench with a rim at its edges. The depth and width of the trench can be increased by using a higher laser power or by translating the sample stage more slowly.

Paper III in Chapter 3 utilizes Flask to create a variety of 2D and 3D features. By combining combinations of holes and trenches arbitrary patterns can be created. In Paper V, holes were made with a depth that went down to the substrate with varying horizontal extent. By transferring the film into the free-standing state we are able to create a thin freestanding membrane with pores.

2.3 Measuring perturbations in thin polymer films

There were two main experimental techniques used in the papers contained in this thesis: optical microscopy (OM) and atomic force microscopy (AFM). For measuring the thickness profile of droplets, the thin film interference of light was measured with OM (Papers I and II). For capillary levelling experiments, AFM was used to measure the surface profile of the films (Papers III, IV). Paper V used both OM and AFM in order to determine the radius of pores in freestanding films. Here, more detail will be provided about how OM was used to measure droplet spreading followed by how AFM was used to measure capillary levelling.

2.3.1 Droplet spreading

When a thin film on a reflective substrate is observed from above using OM, the measured intensity of light is proportional to the reflectance [12,132]

\[
R(h) = \frac{A - B + C \cos (4\pi n_p h/\lambda)}{A + B + C \cos (4\pi n_p h\lambda)},
\]

(2.2)

where \(A = (1 + n_p^2)(n_p^2 + n_{\text{sub}}^2)\), \(B = 4n_p^2n_{\text{sub}}\), and \(C = (1 - n_p^2)(n_p^2 - n_{\text{sub}}^2)\). The reflectance depends on the index of refraction of the polymer \(n_p\) and substrate \(n_{\text{sub}}\), as well as the wavelength of light \(\lambda\). The reflectance is plotted as a function of \(h/\lambda\) in figure 2.4 for a typical polymer on a silicon substrate. The intensity of reflected light is a periodic function of the film thickness, repeating every \(\lambda/2n_p\). The periodicity of
the reflectance means that the thickness cannot unambiguously be determined for an arbitrary film thickness profile $h(x, y)$. However, if there is extra information about the surface profile (e.g. if the profile is a monotonically decreasing function), the film thickness profile can be extracted from the intensity of reflected light.

The dewetted diblock copolymer droplets discussed in the previous section are one such example where quantitative information about the thickness profile can be determined. An example of a droplet with a slightly irregular shape is shown in figure 2.5. The image on the left was obtained using OM with a monochromatic filter. The top of the droplet is the light grey circle in the centre of the image. By assuming the thickness decreases away from the centre of the droplet, the droplet profile can be determined from the locations of the maximums and minimums of intensity (shown in the second image “Intensity extrema”). Each thin white ring in the second image defines a band of constant film thickness. Moreover, the difference in thickness between bands is given by the half-periodicity of the reflectance $\lambda/4n_p$. 

![Graph](image)

**Figure 2.4:** Film thickness dependence of the optical reflectance for a polymer film on a reflective substrate. The reflectance is calculated from equation 2.2 for a normal incidence of light with wavelength $\lambda$. The intensity of reflected light observed using OM depends on the film thickness. Knowing information about the shape of the surface profile, allows the determination of the film thickness $h(x, y)$.
Figure 2.5: Image processing steps to extract the profile of a droplet from interference optical microscopy. The original image is measured with optical microscopy and a monochromatic filter \( \lambda = 420 \text{ nm} \). It shows a diblock copolymer droplet with a slightly irregular shape coexisting with two different thicknesses of wetting layer on the left and right. Local maximums and minimums in intensity which form a closed shape are extracted in the second image. From the periodicity of the reflectance curve, the droplet shape can be interpolated between the maximums and minimums, as shown on the right. An atypical droplet with an irregular shape is shown here to demonstrate a general case the droplet image processing can successfully handle.

This allows for a 3D reconstruction of the droplet shape [right image of figure 2.5]. Paper I and II of this thesis use the locations of the maximums and minimums in intensity measured by OM to extract the contact angle of droplets.

### 2.3.2 Capillary levelling

Although OM has been used to study capillary levelling [12], AFM is primarily used as it provides better resolution of the film thickness profile. Briefly, AFM uses a sharp tip attached to the end of an cantilever which can be used to map out the topography of a sample. In tapping mode (intermittent contact mode), the cantilever is driven at its base by a piezo with a fixed amplitude and frequency (the amplitude is typically \( \sim 100 \text{ nm} \)). A laser is reflected off the back of the cantilever and onto a split photodiode to detect variations in the frequency and amplitude of the oscillating tip. As the tip is brought near a film, the measured tip oscillation gives information about the distance between the cantilever and sample, as well as any energy dissipation that occurs. From this information, a height profile of the surface can be determined by rastering the cantilever tip across the surface.
Technical details required to perform capillary levelling experiments are described in reference [133]. Here, some of the important aspects of capillary levelling developed in this thesis work will be explained.

In capillary levelling experiments performed in the Dalnoki-Veress group, a film with a given initial perturbation is measured using AFM (Veeco, Caliber) at different annealing times \( \{t_1, t_2, ..., t_N\} \). This gives a set of profiles \( \{h(x, t_1), h(x, t_2), ..., h(x, t_N)\} \). The experimentally measured profiles should be self-similar to ensure a robust comparison to theory. As detailed in Section 1.4, the profiles should be self-similar in \( x/t^{1/\beta} \), where \( \beta = 4 \) for a supported film, while \( \beta = 2 \) for a freestanding film. Profiles measured for short annealing times might not be self-similar due to extra driving forces such as residual stresses from interfacial healing between the two stacked films. The sample should be annealed until profiles measured at two different annealing times collapse onto the same self-similar profile

\[
( h(x/t^{1/\beta}_{N-1}, t_{N-1}) = h(x/t^{1/\beta}_N, t_N). 
\]

Typically, profiles are considered self-similar if they agree to within less than 5% error. Once self-similarity is reached, the final profile can be compared to a non-dimensionalized numerical solution of the thin film equation \( H(U) \).

For the case of a supported film of thickness \( h_1 \) with a sharp step of thickness \( h_2 \) stacked on top, this means fitting the normalized film thickness to the theory:

\[
( h(x/t^{1/4}, t) - h_1)/h_2 = H(\alpha U). \tag{2.3}
\]

Here \( \alpha \) is a fitting parameter and represents the horizontal stretch factor required to match the theory and the experiment. Figure 2.6 shows the measured horizontal stretch factor plotted as a function of annealing time, for a PS film supported on a SiOx/Si substrate. The stretch factor increases as a function of time before coming to a plateau. If the profile is self-similar the stretch factor should be constant. For this sample, only profiles taken at annealing times \( \gtrsim 2000 \text{ min} \) should be used to fit to the theory. In the case of a supported film with a no-slip boundary condition, the stretch factor is related to the mobility prefactor as

\[
\alpha^4 = \gamma h_0^3/3\eta. \tag{2.4}
\]

Ensuring self similarity is essential for the success of a capillary levelling experiment.
Figure 2.6: The approach towards self-similarity in a capillary levelling experiment performed at \(140^\circ\text{C}\). The horizontal stretch factor \(\alpha\) to fit the theory to the experiment is plotted as a function of time. Due to residual stresses in the film, the fit factor changes before reaching a plateau. If an earlier time was used to extract rheological parameters, incorrect values would have been calculated. It is important to use self-similar profiles, where \(\alpha\) reaches a plateau.

Using profiles that are not self-similar will give improper values for any rheological parameters that are extracted. If a small difference in annealing times between successive profile measurements is chosen, the profiles might appear falsely self-similar because the step hasn’t sufficiently broadened. A good rule of thumb for the supported case is to choose \(t_N = 2t_{N-1}\) so that any features will broaden by a factor of \(2^{1/4} \approx 1.2\). Measuring a 20% increase in the width of a feature ensures that appreciable flow has occurred, so that it can be determined if the profile is truly self-similar.

For the freestanding films, features broaden with a stronger power law in time, and as a result self-similarity is more easily achieved. The process of fitting to a theoretically calculated profile for a freestanding film is similar to the supported case. However, the measurement of freestanding films with AFM is a difficult experimental challenge. Since the surface profile is measured by tapping the AFM tip onto the surface of the film, vibrations in the freely-suspended can be induced, much like the tapping of a drum head. To avoid noise in the surface profile measurement there
are some added precautions that are required for freestanding films. First, the $PI$ parameters that control the feedback loop of the AFM have to be set lower for a freestanding film than in a supported film. For the Veeco Caliber in the Dalnoki-Veress lab, $P \approx 0.2$ and $I \approx 0.02$ worked well. Second, acoustic noise has to be minimized by using a noise insulating cover for the AFM. Finally, the setpoint of the feedback loop has to be carefully monitored to ensure that the tip does not drift away from the surface. AFM measurements of freestanding films were performed for the capillary levelling experiments in Paper IV, and also for the measurements of pores in a polymer membrane in Paper V. In the case of the pore measurements, a difficulty arises when the AFM scans over an open pore. Over the pore the tip experiences no force, and as a result the piezo extends to the end of its range, and the tip is plunged several microns through the pore. The blunt edge on the side of the tip will then run into the opposite edge of the pore which can cause damage to the film. To avoid this unwanted effect, the AFM was mechanically raised so that the piezo was operating near the end of its range for the entire scan. That way when the tip experienced no force, the piezo only extended a small distance and the tip was not plunged through the film.
Chapter 3

Papers

3.1 Paper I - Dewetting and interface potential of a diblock copolymer


3.1.1 Preface to Paper I

In this work, we observed droplets of diblock copolymer fluid coexisting with layers of the same fluid. The diblock copolymer droplets were in equilibrium and did not spread on a fluid film of the same material. This phenomenon had previously been observed in a small number of other liquids for sufficiently thin layers of fluid, and had been termed “autophobic” deweting, self dewetting, or pseudopartial wetting. What had not been observed previously was pseudopartial wetting for such thick wetting layers. Compared to other systems where the wetting layer is a few nanometres thick, this diblock copolymer system had droplets coexisting with wetting layers up to 100 nanometres thick. Moreover, we observed that droplets could coexist with any odd integer number of monolayers. In the same sample, we observed droplets coexisting with $\nu = 1, 3, 5, \ldots, 15$ ordered monolayers.

We measured the contact angle of the diblock copolymer droplets using optical
microscopy. Instead of measuring a single contact angle for these droplets, we observed a discrete spectrum of contact angles. The contact angle measured for a given droplet depended on the number of underlying diblock monolayers coexisting with the droplet. Droplets coexisting with a single monolayer $\nu = 1$ had the largest contact angle, while droplets coexisting with $\nu = 3$ monolayers had a smaller contact angle. Having more underlying diblock monolayers coexisting with the droplet, resulted in a smaller droplet contact angle.

The contact angles depended on temperature. As the temperature changed, the spectrum shifted. Droplets coexisting with $\nu > 3$ ordered monolayers had a decreasing contact angle as the temperature increased, while droplets coexisting with $\nu = 1$ ordered monolayer had an increasing contact angle with increasing temperature. For droplets coexisting with $\nu = 3$ diblock monolayers, the behaviour was non-monotonic with temperature.

The diblock copolymer used has an order-disorder transition temperature $T_{\text{ODT}} = 160^\circ\text{C}$. For the temperatures used in these experiments, the polymer should be in the disordered state, where the formation of droplets is favourable. However, interactions with the interfaces induce a local order in the wetting layers. A self consistent field theory calculation of the free energy for a diblock copolymer in the disordered state with an interfacially induced order was performed by our collaborators Pawel Stasiak and Mark Matsen. The calculation revealed that the different temperature dependencies of the contact angle comes from the interplay between the bulk free energy of the film which favours disorder, and the interface contributions which favour order.

In this work, I made the original observation of the dewetting, performed the experiments, analyzed the data, wrote the first draft of the paper, and took part in the revising of the manuscript.
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The dewetting of a simple liquid from a solid substrate is a familiar process, such as when water droplets form on the waxy surface of an automobile. Small droplets, where gravity can be ignored, form spherical caps (see schematic in Fig. 1) with a contact angle, \( \theta \), given by

\[
\Phi(h_{\text{min}}) = \gamma (\cos \theta - 1),
\]

where \( \gamma \) is the interfacial tension of the liquid-air surface and \( \Phi(h) = [F(h) - F(\infty)]/A \) is the effective interface potential between the two surfaces of the liquid film [1–3]. The latter is defined in terms of the free energy, \( F(h) \), of a film with uniform thickness \( h \) and area \( A \). In general, dewetting leaves behind a microscopically thin residual wetting layer of thickness \( h_{\text{min}} \), corresponding to the minimum in \( \Phi(h) \) [3]. For simple liquids such as water, \( \Phi(h) \) has a single minimum as illustrated by the dashed curve in Fig. 1, which leads to droplets with a single contact angle. The behavior becomes more interesting for complex liquids such as liquid crystals in their isotropic (disordered) state, where surface-induced smectic (lamellar) order fades towards the center of the film. This should produce a series of minima in \( \Phi(h) \) with decaying depths, resulting in a discrete spectrum of contact angles. Although dewetting is a well-studied phenomenon in physics, these quantized contact angles have never been observed despite some experiments that come tantalizingly close to revealing such behavior [4–7].

Experiments on liquid crystalline polymers have shown a stepwise thinning of the wetting layer [4], a process which occurs reversibly in films of \( n \) alkanes [7]. A partial reconstruction of \( \Phi(h) \) around its global minimum was performed based on measurements of low molecular weight lubricant oils [5] as well as lamellar-forming diblock copolymers [6]. However, these studies did not observe discrete changes in the contact angle, though theoretically expected. Here, we examine the wetting behavior of a disordered melt of diblock copolymer on a silicon substrate. In this system, the different wetting layers are highly metastable (\( \sim \) days), which allows us to accurately resolve the quantized set of equilibrium contact angles.

FIG. 1 (color online). Effective interface potential between the surfaces of a film as a function of the film thickness for simple and structured liquids. The inset shows the geometry of our experiment: partial dewetting of a film results in a thin wetting layer with \( h = h_{\text{min}} \) corresponding to a minimum in \( \Phi(h) \) and a droplet with contact angle \( \theta \) given by Eq. (1). The dashed curve is for polystyrene on an oxidized silicon substrate [2], and the solid line is calculated for diblock copolymer as described in the text.
angles. Furthermore, self-consistent field theory (SCFT) calculations for structured polymers [8] exhibit qualitative agreement with the experimental observations.

A diblock copolymer is a linear polymer with two blocks of chemically distinct segments, typically labeled $A$ and $B$ [9]; the polymerization index (total number of segments) is denoted by $N = N_A + N_B$ and the composition is specified by $f = N_A/N$. The interaction between the segments is characterized by a dimensionless Flory-Huggins interaction parameter $\chi$, which varies inversely with temperature $T$. For most $A$-$B$ combinations, $\chi > 0$, which implies a tendency for the unlike components to segregate into $A$- and $B$-rich domains. This tendency depends on the product of the interaction strength and the size of the copolymer chains, $\chi N$. When $\chi N \gtrsim 10$ (corresponding to low temperatures), the domains form ordered periodic morphologies with different geometries depending on $f$. For a symmetric composition ($f = 0.5$), the diblocks self-assemble into thin flat $AB$ monolayers of alternating orientations, which creates a lamellar phase with a period equal to the $AB/BA$ bilayer thickness, $L_0$. As the temperature increases ($\chi$ decreases) beyond the order-disorder transition (ODT) temperature, $T_{ODT}$, thermal fluctuations destroy the long-range order producing a disordered phase.

In the presence of a flat surface, the domains align to form lamellae parallel to the surface provided that the surface has a sufficient affinity for one of the two components. This can happen even when $T > T_{ODT}$, although the order of the lamellar layers progressively deteriorates with increasing distance from the surface, resulting in an oscillating concentration profile of period $L_0$ [10] that decays in amplitude [11–14]. In a thin film, the concentration profiles from opposing surfaces can interfere with each other causing the free energy, $F(h)$, to oscillate with a period of $L_0$. The preferred thicknesses occur when $h = \nu L_0/2$, where $\nu$ is an even integer if the two surfaces have an affinity for the same component (symmetric wetting) and $\nu$ is odd if they have affinities for opposite components (asymmetric wetting). The solid curve in Fig. 1 shows the effective interface potential, $\Phi(h) = [F(h) - F(\infty)]/A$, between two surfaces with opposite affinities, where the minima occur for $\nu = 1, 3, 5, \ldots$. Since the effect of the surfaces diminishes towards the bulk of the film, the minima become shallower as the film thickness increases. Consequently, the diblock copolymer films tend to dewet one $AB/BA$ bilayer at a time ($\nu \rightarrow \nu - 2$), which should, theoretically, cause discrete jumps in the contact angle, given by Eq. (1), until the minimum thickness ($\nu = 1$) is reached. Although the thicker wetting layers ($\nu > 1$) are only metastable, the barriers between them can be relatively large, and thus, their lifetimes can be exceptionally long (~ days).

In our experiments, the polystyrene-poly(2-vinylpyridine) (PS-P2VP) diblock copolymer had a total number-averaged molecular weight of $M_n = 16.5$ kg/mol ($N = 158$), a polydispersity index of 1.09, and an equal composition of PS and P2VP (Polymer Source Inc., Canada). From previous studies, we know that $\chi = (97\,\text{K})/T - 0.11$ [15] and $T_{ODT} \approx 160^\circ\text{C}$ [14]. Thin films were prepared by spin coating from dilute toluene solutions onto silicon substrates using slow spin-coating speeds (500–1000 rpm) in order to intentionally prepare nonuniform films. The gradients in the surface topography caused instabilities in the film when heated above $T_{ODT}$ in an inert nitrogen environment (see movie in Supplemental Material [16]). The instabilities lead to dewetting with metastable wetting layers of different thicknesses as shown in Fig. 2(a).

Contact angle measurements were performed with atomic force microscopy (AFM, Veeco, Caliber) and with optical microscopy (OM, Olympus, USA) using a monochromatic filter (460 nm wavelength) to create interference fringes from which the profile of the droplet was inferred [17,18]. AFM and OM yield the same profile to within a few percent resulting in nearly identical values for the contact angle [see Fig. 2(b)]. Consistent with previous measurements [17], the AFM error signal shows steps near the contact line, indicating a small amount of residual order at the base of the droplets. Since the OM measurements are more easily performed, results were predominantly
obtained using this technique. Both advancing and receding contact angles were measured and were in agreement to within 0.1° [see Fig. 2(c)], indicating that our measurements are of the equilibrium contact angle and free from hysteresis or pinning effects. The metastable wetting layers were generally stable for several days, whereas the typical relaxation time for a droplet to reach its equilibrium contact angle is on the order of an hour [see Fig. 2(c)].

Dewetting was observed for temperatures ranging from 190°C to 240°C, well above \( T_{ODT} \approx 160°C \), and for wetting layer thicknesses from \( \nu = 1 \) to 15 (\( h \approx 7 \) to 96 nm). The contact angles ranged from 0.5° (the lower limit of our measurement technique) for the thickest wetting layer to 8.5° for the stable \( \nu = 1 \) wetting layer. As shown in Fig. 3(a), there is a spectrum of discrete contact angles indicating multiple minimums in the effective interface potential [Eq. (1)] corresponding to different values of \( \nu \). As the temperature is changed, the energy spectrum shifts. For thicker wetting layers, the contact angle decreases as a function of increasing temperature, while a more complex dependence is found for thinner wetting layers.

In order to develop a more complete understanding of the results, we calculate the free energy, \( F(h) \), of a uniform film of symmetric diblock copolymer as a function of film thickness, \( h \), using the standard SCFT for incompressible Gaussian chains [8]. Note that our calculations assume conformational symmetry, where the \( A \) and \( B \) segments occupy the same volume, \( \rho_0^{-1} \), and have equal statistical segment lengths, \( a \). Different values of temperature in the disordered phase, \( T > T_{ODT} \), are produced by varying \( \chi N < 10.495 \). The substrate and air surfaces were treated by imposing reflecting boundaries with delta-function potentials acting on the two polymer components, as described previously [19,20]. The affinity of the substrate for \( A \)-type segments was controlled by the dimensionless parameter, \( \Lambda_{\text{sub}} = (\gamma_{\text{sub}}/A - \gamma_{\text{sub}}/B)/2k_B T \rho_0 a N^{1/2} \), where \( \gamma_{\text{sub}/a} \) is the surface tension between the substrate and the \( a = A \) or \( B \) polymer component [19,21]. Likewise, an analogous parameter, \( \Lambda_{\text{air}} \), was defined for the air surface, which we chose with an opposite sign so as to reproduce the asymmetric wetting conditions of the experiment. To match the strong surface affinities characteristic of the experiment, the dimensionless amplitudes were chosen large enough (\( \Lambda_{\text{sub}} N = -0.3 \) and \( \Lambda_{\text{air}} N = 0.3 \)) such that the concentration of \( A \) and \( B \) segments at the substrate and air surfaces, respectively, were relatively pure. Increasing the affinities beyond these magnitudes had little effect on the contact angles.

The SCFT is performed in terms of reduced parameters such as \( h/a N^{1/2} \) and \( F(h)/nk_B T \), where \( n \) is the total number of molecules in the film. In order to explicitly evaluate \( \Phi(h) \equiv [F(h) - F(\infty)]/A \) as a function of \( h \), we estimated the volume occupied by a single diblock copolymer to be \( N/\rho_0 \approx 26 \text{ nm}^3 \) and the average end-to-end of an unperturbed diblock to be \( aN^{1/2} \approx 8.9 \text{ nm} \) [22]. The solid curve in Fig. 1 shows \( \Phi(h) \) calculated for \( \chi N = 10.3 \). As expected, \( \Phi(h) \) exhibits a series of minimums with decaying depths corresponding to odd-integer values of \( \nu \). Using Eq. (1) with an average air/polymer surface tension of \( \gamma = (\gamma_{\text{sub}}/A + \gamma_{\text{sub}}/B)/2 \approx 31 \text{ mJ/m}^2 \) [23], we can then extract a contact angle, \( \theta \), for each of the free energy minimums.

In Fig. 3(b), the theoretical spectrum for \( \theta \) is shown for three different values of \( \chi N \), and compared to the experimental results in Fig. 3(a). The experimental and theoretical results all show a monotonic decrease with \( \nu \). Furthermore, there is an increase in the difference between the contact angles for \( \nu = 1 \) and \( \nu = 3 \) as the system becomes more disordered, indicating a complex dependence of the contact angle on temperature. The temperature dependence of the interface potential inferred by the experiment [obtained by measuring \( \theta \) and making use of Eq. (1)] is shown in Fig. 4(a). Here, the data for \( \nu = 1 \) have been omitted because they exhibit a larger scatter, which we attribute to a partial ordering of the droplets close to the

![FIG. 3. The spectrum of quantized contact angles \( \theta \), shown for different numbers of diblock monolayers, \( \nu \), in the wetting layer. (a) Experimental and (b) theoretical results are presented for several different temperatures and values of \( \chi N \), respectively.](image)

![FIG. 4 (color online). The effective interface potential plotted as a function of (a) temperature for the experiments and (b) \( 1/\chi N \) for theory. Results are shown for wetting layers with different numbers of diblock monolayers, \( \nu \). Further results up to \( \nu = 15 \) are provided in the Supplemental Material, Fig. S1 [16].](image)
substrate as well as droplets pinning to small residual areas of \( \nu = 3 \) where an extra bilayer has not fully dewetted (see Figs. S2–S3 in the Supplemental Material [16]). The corresponding results from SCFT calculations are plotted in Fig. 4(b), with the temperature dependence mimicked by \((\chi N)^{-1}\). The calculations are in good qualitative agreement with the experimental data. For \( \nu \geq 5 \), the contact angle decreases monotonically as a function of \( T \) for the experiment or \((\chi N)^{-1}\) for the theory. Interestingly, this dependence becomes nonmonotonic at \( \nu = 3 \) in both theory and experiment. A complete data set from \( \nu = 1 \) to 15 is presented in the Supplemental Material (see Fig. S1) [16]. In addition to our results for PS-P2VP diblocks, we have observed similar behavior for PS-PVME diblocks (see Supplemental Material, Fig. S4 [16]) where the substrate has a strong affinity for PMMA while the air has only a slight affinity for PS, which illustrates the generality of our observations.

This behavior is best observed at temperatures just above the ODT. At higher temperatures, the metastable minimums in \( \Phi(h) \) will be too short lived to observe their contact angles. However, it is also essential that the system remains above the ODT so that \( \Phi(h) \to 0 \) as \( h \to \infty \), or else there will be no driving force for films to dewet. Indeed, droplets of ordered diblock copolymer are known to slowly spread [24], indicative of the fact that they do not possess an equilibrium contact angle.

The physics of this dewetting behavior is relatively simple. The affinities of the substrate and air surfaces favor the formation of ordered lamellae so as to minimize the surface energy, but entropy favors disorder given that \( T > T_{\text{ODT}} \). So as to minimize the number of ordered layers in a thin film while still maintaining the order next to the two surfaces, polymer is transferred from the film to the droplet where it can exist in a disordered state of lower free energy. The increased preference for thinner wetting layers (i.e., smaller \( h_{\text{min}} \)) causes a quantized reduction in the effective interface potential. This leads to a change in the force balance at the contact line of the droplets, driving flow of material from the edge of the droplets towards their centers and, thus, a monotonic increase in \( \theta \) with decreasing \( \nu \) (see Fig. 3). The complicated temperature dependence of \( \theta \) (see Fig. 4), on the other hand, is difficult to explain because of the numerous competing effects, such as the free energy difference between the ordered and disordered phases, the surface energies, and the decay length of the surface ordering. Nevertheless, SCFT captures the qualitative features. We note that accurate quantitative predictions should not be expected from SCFT because the mean-field approximation ignores composition fluctuations, which become important in the disordered phase [25].

The wetting layer is generally very thin for simple liquids, whereas it can be more than an order of magnitude thicker for structured liquids (compare the locations of the minimums in Fig. 1 for the two cases). It is for this reason that researchers [4,6,26] have referred to the latter case as autophobic dewetting, meaning that the droplet dewets from what is essentially itself. In true instances of autophobic dewetting, such as a homopolymer dewetting from a chemically identical polymer brush [27–34] or elastomer [35–37], the droplet actually sits on top of a polymeric substrate which is anchored. In contrast, the wetting layer here does not extend beneath the droplet but rather coexists side-by-side with the droplet. Although there are ordered layers at the base of the droplet, the number of layers and their detailed composition profile are distinct from those of the wetting layer. For instance, all three droplets in Fig. 2(a) would possess identical microstructure next to the substrate despite being in contact with two different wetting layers (\( \nu = 9 \) and 11). The only effect of \( \nu \), or rather the depth of the effective interface potential \( \Phi(h_{\text{min}}) \), is to modify the amount of force pushing material into the droplet, which in turn alters the Laplace pressure inside the droplet and, thus, the curvature of the polymer-air surface.

In summary, we have discovered a series of quantized contact angles when a film of structured isotropic liquid dewets from a solid substrate, specifically a disordered melt of diblock copolymer from a silicon wafer. The behavior results from a subtle competition between surface interactions that tend to order the film and entropy which favors the disordered state. Because the induced order is unfavorable above the ODT temperature, the film dewets so as to produce droplets of disordered diblock copolymer. The wetting layer left behind remains relatively ordered, and consequently, it forms, in our case, an odd number of diblock monolayers (\( \nu = 1, 3, \ldots, 15 \)). Since the surface-induced order decays at temperatures above the ODT, the monolayers at the center of a thick wetting layer will be somewhat disordered, and therefore, the tendency to dewet is relatively weak, resulting in a small contact angle. However, as the wetting layer thins, it becomes more ordered throughout, and consequently, the contact angle increases. It is this increase in contact angle due to the improved order of thinner wetting layers coupled with the step changes in thickness that creates the discrete spectrum of contact angles. We were able to observe the different angles with remarkable accuracy due to the long lifetimes of the metastable wetting layers (\( \nu > 1 \)). In fact, the lifetimes were sufficient for us to carefully probe temperature dependence. Given that the set of \( \theta \) and \( h_{\text{min}} \) is such a direct and accurate measure of the free energy, these experiments will provide a superb test for future calculations beyond SCFT [38,39]. Furthermore, the physics of this new dewetting behavior is reasonably generic to structured liquids, and thus, we expect it to occur in numerous other systems beyond the two lamellar diblock copolymer examples used in this Letter.

Financial support for this work was provided by NSERC (Canada) and EPSRC (U.K.).
We neglected the long-range van der Waals interaction in our SCFT calculations because for PS-P2VP diblock copolymers this interaction only contributes a small correction to the effective interface potential. Including the van der Waals interaction would result in a reduction in the contact angles for $\nu = 1$; the effect becomes negligible for the thicker wetting layers ($\nu = 3, 5, \ldots$).
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THE DEWETTING PROCESS

For thin films of PS-P2VP, dewetting was observed for all $T \geq 180^\circ$C. The first supplemental movie (SupplementalMovie1.mp4) shows a time-lapsed optical microscopy video of a film dewetting over the course of $\sim 24$ hours at $180^\circ$C. The image focuses on a small area ($\sim 1 \text{ mm} \times 1 \text{ mm}$) near the edge of the sample, where a relatively thin region of the film is surrounded by a thicker region that appears bright. The thinner part of the film in the middle of the image exhibits discrete changes in brightness, which correspond to steps of partially ordered lamellae. As the sample is annealed, two processes occur. Firstly, the relatively flat areas of the film undergo layer-by-layer dewetting down to $\nu = 7$ ordered monolayers after the 24 hours of annealing. Secondly, areas possessing large gradients in thickness experience a Plateau-Rayleigh type instability and break up into droplets. The final state of the film at the end of the movie, after the initial annealing procedure, contains wetting layers of different thicknesses, which are labeled by the number of ordered monolayers, $\nu$. The second supplemental movie (SupplementalMovie2.mp4) shows a different sample undergoing the initial annealing procedure over the course of 28 hours at $190^\circ$C.

FULL EXPERIMENTAL RESULTS

For simplicity of presentation, the experimental results for PS-P2VP droplets in figure 4 of the main text were only shown for wetting layers up to $\nu = 9$. Here, figure S1 plots the experimentally measured contact angle as a function of temperature for all values of $\nu$. For the thicker ordered layers where $\nu \geq 5$, the contact angle monotonically decreases with increasing temperature. In the case of the thickest wetting layers, the contact angle becomes too small to measure with optical microscopy; the technique is unable to resolve contact angles less than $\sim 0.5^\circ$. As the wetting layer becomes thinner, the contact angle shows a non-monotonic temperature dependence, and increases as a function of temperature at $\nu = 1$. Figure S2 shows the contact angle with experimental error for the three thinnest wetting layers ($\nu = 1, 3, \text{ and 5}$). The large scatter in the contact angles measured at $\nu = 1$ is likely due to the pinning of droplets onto areas of $\nu = 3$ that did not fully dewet. For example, figure S3 shows an optical microscopy image of droplets next to $\nu = 1$ ordered layers. The droplets show pinning at the contact line, which resulted in non-spherical cap
morphologies. This pinning was not observed for thicker wetting layers, which is reflected by the smaller uncertainty in the contact angles measured for $\nu \geq 3$.

COMPARISON TO PS-PMMA

To probe the generality of the experimental results, we chose to study a second diblock copolymer system, polystyrene-poly(methyl methacrylate) (PS-PMMA). Samples of PS-PMMA with $M_n = 20,000$ g/mol and polydispersity index of 1.05, and an equal composition of PS and PMMA (Polymer Source Inc., Canada) were prepared in the same way as the PS-P2VP samples described in the main text. The molecular weight used here is similar to that used in a previous study of the effective interface potential of PS-PMMA near a $\nu = 1$ ordered substrate layer [1]. For PS-PMMA, $\chi$ is relatively insensitive to temperature compared to PS-P2VP [2] and is deeper in the disordered state with $\chi N \approx 8$ for the molecular weight used here. After annealing at 160°C in an inert environment, we observed droplets coexisting with wetting layers of $\nu = 1, 3, \text{ and } 5$. Droplets were not observed for thicker wetting layers, which is consistent with the system being further above ODT than the PS-P2VP one where droplets were observed up to $\nu = 15$. The contact angles of the PS-PMMA droplets were measured using the same technique as described in the main text. Figure S4 plots the experimentally measured contact angles as a function of temperature for the three different values of $\nu$. Consistent with the PS-P2VP system, the PS-PMMA droplets show a monotonic decrease in contact angle with increasing temperature for the thickest ordered layers, with non-monotonic temperature dependence emerging as $\nu$ decreases. The absolute values of the contact angle are lower for PS-PMMA, which is consistent with PS-PMMA having a lower average surface tension than the PS-P2VP.

In order to compare the temperature dependence of PS-P2VP and PS-PMMA, the SCFT calculation described in the main text was extended further into the disordered phase (lower values of $\chi N$). The calculated contact angles are shown as a function of $1/\chi N$ in figure S5. Qualitatively, the PS-P2VP data from figure S1 corresponds well with the $1/\chi N$ interval immediately above the ODT, indicated by the arrows at the top of figure S5. The experimental PS-PMMA data in figure S4, on the other hand, is consistent with an interval further to the right deeper into the disordered phase, just as we would expect based on our estimated value of $\chi N \approx 8$. Hence, the SCFT captures the qualitative temperature dependence of
FIG. S1. The contact angle of dewetted PS-P2VP droplets plotted as a function of temperature for all observed residual wetting layer thicknesses. The circles are the experimentally measured contact angles and the solid lines are guides to the eye.

both materials, albeit in different regions of the disordered phase.
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FIG. S2. Measured contact angles of PS-P2VP droplets with experimental error for $\nu = 1$, 3, and 5. The contact angle measurements of droplets coexisting with a $\nu = 1$ wetting layer showed a large scatter.
FIG. S3. An optical microscopy image of PS-P2VP droplets coexisting with a \( \nu = 1 \) wetting layer. The droplets show pinning at their edges.
FIG. S4. Contact angle of PS-PMMA droplets shown as a function of contact angle. Results are shown for all layers that droplets were observed.
FIG. S5. The calculated contact angle from SCFT plotted as a function of $1/(\chi N)$ for PS-P2VP. The range of $\chi N$ presented here is greater than was shown in Fig. 3 of the main text.
3.2 Paper II - Droplet spreading of a diblock copolymer


3.2.1 Preface to Paper II

In this paper we used the diblock copolymer system from Paper I to study the dynamics of partial wetting. Previous studies of partial wetting dynamics had found that the viscous energy dissipation scales with the length of the contact line, which is proportional to the perimeter or radius of the droplet. This is due to the large shear strain rates at the thin wedge of fluid near the edge of the droplet. One difficulty that plagues experiments on partially wetting fluids is contact line pinning. Any defects on the substrate can create regions where the contact line is impeded, which causes a longer measured relaxation time for droplets going to their final state.

The dewetted diblock copolymer provided an excellent system to study partial wetting dynamics. Nature provides a system in which the droplets spontaneously form and coexist with the same fluid. There are comparatively fewer defects in these films than for a system which is manually prepared.

A dynamic measurement was performed as follows. A droplet was monitored at a fixed temperature to ensure that it started in equilibrium. Then, the temperature was quickly changed by 10°C. From Paper I, the equilibrium contact angle of a droplet depends on the temperature, and so the equilibrium contact angle of the droplet changes with the 10°C temperature jump. Since the droplet has a large viscosity, it takes time for the droplet to respond and come to its new equilibrium contact angle.

The relaxation of the droplet contact angle was found to be an exponential decay. By measuring the contact angle of the droplets as they approached their new equilibrium angle, a relaxation time could be extracted by fitting the evolution of the contact angle in time to an exponential decay.

For partially wetting fluids this relaxation time depends on three parameters: the capillary velocity of the fluid $v_c = \frac{\gamma}{\eta}$, the droplet volume, and the equilibrium contact angle. Another remarkable feature of the diblock copolymer system is that
all three of these parameters could be tuned on the exact same sample: The capillary velocity could be changed by changing temperature. For any given sample, there were hundreds of droplets with different volume. As well, the equilibrium contact angle could be varied because there was a spectrum of contact angles.

We found that the relaxation time of the droplets was not consistent with a contact line scaling of the dissipation as it is for other partially wetting fluids. The dissipation depended on the base area of the droplets for this diblock copolymer fluid. This is consistent with the onset of an effective slip boundary condition at the liquid-solid interface, which we postulate is related to the anisotropy of the diblock copolymer molecules.

For this work I designed and performed the experiments, analyzed the data, developed a generalized model to describe the dissipation, wrote the first draft of the paper, and was involved in the revision of the manuscript.
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We probe the viscous relaxation of structured liquid droplets in the partial wetting regime using a diblock copolymer system. The relaxation time of the droplets is measured after a step change in temperature as a function of three tunable parameters: droplet size, equilibrium contact angle, and the viscosity of the fluid. Contrary to what is typically observed, the late-stage relaxation time does not scale with the radius of the droplet—rather, relaxation scales with the radius squared. Thus, the energy dissipation depends on the contact area of the droplet, rather than the contact line.

DOI: 10.1103/PhysRevLett.115.046103 PACS numbers: 68.08.Bc, 47.55.D-, 68.15.+e, 82.35.Gh

The dynamics of a liquid wetting a solid substrate has applications in diverse technologies including oil recovery [1], coating deposition [2], electronic paper [3], capillary switches [4], and microfluidics [5]. Flow in liquids can be driven by a number of forces (e.g., gravity, surface tension, external electromagnetic fields), which are mediated by inertial and viscous forces in the fluid. Large inertial forces can lead to oscillatory motion [6–17], whereas viscous forces cause damping. The study of the viscous (i.e., low Reynolds’ number) motion of wetting fluids has been the focus of much research because it is typically dominant at the micrometer and nanometer length scales (for reviews see Refs. [18–23]), and it is the subject of the current Letter. For a viscous liquid droplet that wets a substrate there are two possible cases: complete wetting and partial wetting depending on the presence and interplay of short- and long-ranged intermolecular forces in the system [24]. In the case of complete wetting, the final equilibrium state is that of a flat liquid film of uniform thickness covering the substrate. The dynamics of this process is well understood in both the case of an initially dry substrate [24,25], as well as the case where the substrate is covered by a prewetted layer of the same liquid [26]. On the other hand, in partial wetting the final equilibrium state is a droplet that makes a well-defined equilibrium contact angle \( \theta_e \) with the substrate [24]. In this case, the dynamics of a droplet as it moves towards equilibrium is less well understood and there are unresolved fundamental questions [21], in particular involving the nature of energy dissipation as a droplet spreads.

Exponential relaxation is a generic feature of near-equilibrium partial wetting, having been observed in capillaries [27,28], droplet coalescence [29–31], stripe spreading [32], and droplet spreading [30,33–35]. For a system with a well-defined volume \( \Omega \) the relaxation time \( \tau \) of the exponential decay is a function of \( \Omega, \theta_e, \) and the fluid viscosity \( \eta \). In the limit of small contact angles, there are several different predictions for \( \tau(\Omega, \theta_e, \eta) \) [32,34–39], but there is a dearth of experimental systems where \( \tau \) can be systematically probed as a function of all three variables. The lack of experiments is largely due to the fact that contact angle pinning is the bane of careful dynamics measurements especially at small contact angles [40] and can occur at even dilute concentrations of defects [41].

Here, we use a liquid-substrate system that allows the systematic probing of partially wetting droplets that coexist with a nanoscopically thin layer of the same liquid (known as pseudopartial wetting [42,43]), as shown schematically in Fig. 1(a). Droplets with a well-defined \( \theta_e \), coexisting in equilibrium with a prewetted layer can arise from a single global minimum (or even multiple minima in the case of stratified films [44]) of the effective interface potential, i.e., the free energy of the system comprising repulsive and attractive intermolecular interactions. Little is known about the dynamics of moving contact lines in the partial wetting regime with a prewetting layer [45]. The dynamics depends on whether there is enough material to fully prewet the substrate [46,47], and there is a lack of hysteresis results from the self-assembly of the droplets on a metastable wetting layer of the same material (rather than defect prone manual preparation). We use a lamellar-forming diblock copolymer that dewets into droplets with a quantized spectrum of contact angles. While the details of the quantized droplet system can be found in our earlier study [44], we recall some of the salient features crucial to this work. The diblock copolymer liquid can self-assemble into stacks of monolayers below the...
order-disorder transition temperature $T_{ODT}$, whereas order is destroyed above $T_{ODT}$. In our experiments we work above $T_{ODT}$; however, the substrate-liquid and air-liquid interactions have a tendency to induce local ordering. Thus, one can arrange the temperature of the experiment such that a mostly disordered “bulklike” droplet coexists with a wetting layer made up of a stack of monolayers [see the schematic in Fig. 1(a)]. The wetting layer thickness $h_e$ and temperature $T$ determine the free energy of the wetting layer. As a result, the droplet contact angle depends on $h_e$ and $T$. An increase in $T$ reduces the order in the wetting layer, resulting in a smaller $\theta_e$, and the droplet spreads. Similarly, a decrease in $T$ causes a droplet to recede. Because a change in temperature shifts $\theta_e$, we can examine both advancing and receding droplet motion in a controlled manner simply by performing a step change in the temperature. Thus, we are able to systematically vary $\Omega$, $\theta_e$, and $\eta$ using a single liquid on a homogeneous substrate with no chemical modification. By measuring the relaxation time of droplets as they approach equilibrium, one can probe the nature of energy dissipation in the droplets.

Previous work has shown that in the case of a simple liquid droplet on a substrate with a small contact angle the majority of the energy dissipation occurs near the contact line, where there is the greatest shear [20]. For late-stage relaxation, the instantaneous contact angle $\theta$ exponentially decays to $\theta_e$ with a relaxation time $[20,38,48]$ (see the Supplemental Material [49])

\[ \tau_L \propto \frac{\eta \Omega^{1/3}}{T \theta_e^{\Omega/3}}, \]  

where $\gamma$ is the liquid-air surface tension. To probe the energy dissipation in a structured liquid and the role of the prewetting layer, we examine the near-equilibrium ($\theta \approx \theta_e$) dynamics of droplets. We will show that, in contrast with the assumptions made leading to Eq. (1), the relaxation of the droplets is consistent with a contact area dependent dissipation mechanism being dominant.

As described previously [44], thin films of polystyrene-poly(2 vinyl pyridine) (PS-P2VP) diblock copolymer were spincast onto silicon wafers from a dilute solution of toluene at slow speeds to purposefully create films of nonuniform thickness (the PS-P2VP was obtained from Polymer Source Inc., Canada, $M_n = 16.5 \text{ kg/mol}$ with an equal block composition). Upon heating above $T_{ODT} = 160^\circ\text{C}$ the liquid dewets into droplets coexisting with ordered wetting layers. The contact angle of the droplets was measured from Newton rings using optical microscopy with a monochromatic filter (460 nm) as shown in Fig. 1(b) [26]. A relaxation measurement was performed as follows. The sample temperature is controlled using a high-precision ($\pm 0.1^\circ\text{C}$) heating device (Linkam, UK). First, a droplet was held at $T = T_i$ until it reached its equilibrium initial contact angle $\theta_i$. At time $t = 0$, the temperature of the system was changed by $10 \pm 0.1^\circ\text{C}$ to $T_f$. The temperature equilibrates rapidly (within 10 sec) compared to the measurement time (tens of minutes). $\theta(t)$ was measured until the droplet reached its new equilibrium contact angle $\theta_e$. Figures 1(b)–1(d) show a typical measurement of a droplet with an initial contact angle of $3.29^\circ$, just as the temperature is rapidly changed from 180 to 190°C. The approach to the equilibrium contact angle of $\theta_e = 2.69^\circ$ for this advancing droplet is shown in the inset of Fig. 1(d). Note that both the contact angle and the change in the contact angle are small, validating the small angle approximations.

The relaxation time $\tau(\Omega, \theta_e, \eta)$ of 60 droplets was measured at different $T_f$ (between 180–210°C) for droplets of varying $\Omega$ and coexisting with different $h_e$ (between 5–15 ordered monolayers). An exponential decay well describes the droplet relaxation for both advancing and receding contact angles [Fig. 1(d)]. There is negligible contact angle hysteresis ($\leq 0.1^\circ$) [44]; thus, $\theta_e$ does not depend on whether the droplet is advancing or receding.
The relaxation time, however, does depend on whether the droplet is advancing or receding towards $\theta_e$. Previous studies [32,34–39] predict that, because the dominant mechanism for dissipation is viscous dissipation near the contact line, $\tau \propto \Omega^{1/3}$ [see Eq. (1)]. The data here, however, are not consistent with this scaling (see Fig. S1 in the Supplemental Material [49]). As the essential assumptions related to the contact angle are safely validated (i.e., $\theta \approx \theta_e < 10^\circ$) and the droplet volume stays constant to within 5% as the droplet spreads, the only possible explanation for the deviation from $\tau \propto \Omega^{1/3}$ is that the assumption of contact line dissipation is wrong. If we write a generalized power dissipation as $\mathcal{P}(r, \theta) \propto K r^\alpha \theta^\beta$, then in the limit of near-equilibrium relaxation to a small $\theta_e$, the contact angle dynamics follows an exponential decay with relaxation time (see the Supplemental Material [49])

$$\tau \propto K \frac{\Omega^{2/3}}{\gamma d_0^{2/3} \theta_e^{2/3}}. \quad (2)$$

In the case of purely viscous dissipation at the contact line, $K = \eta, \alpha = 1,$ and $\beta = -1,$ which recovers the contact line relaxation time of Eq. (1), as required. Here, the diblock copolymer is an anisotropic fluid near the substrate: the wetting layer consists of stacked monolayers and the base of the droplet is also ordered. We might then suspect that the base of the droplet could provide a mechanism for a contact area dependent dissipation. In that case $\alpha = 2$ and $\beta = 0,$ resulting in $\tau \propto \Omega^{2/3}$. In Fig. 2(a) we plot $\tau$ as a function of $\Omega^{2/3}$ for four different values of $T_f$. Indeed, we find that the data are consistent with a straight line going through the origin. For an area-dependent dissipation $\mathcal{P}_A \propto K r^2 \dot{r}(t)^2$ and using Eq. (2), the relaxation time is

$$\tau_A = \frac{K \Omega^{2/3}}{\gamma d_0^{2/3}} \frac{\theta_e^{2/3}}{A}. \quad (3)$$

where $\kappa \propto K.$ Just as $K = \eta$ for pure viscous dissipation at the contact line, here $\kappa$ also governs the dynamics. Given $\gamma \approx 31 \text{ mJ/m}^2$ for the experimental temperatures used [50], and by measuring $\tau$, $\theta_e$, and $\Omega$ experimentally, we can obtain $\kappa$ for each droplet. We find that $\kappa$ is not a constant, and depends on $\theta_e$ as shown in Fig. 3. Furthermore, $\kappa$ decreases as temperature is increased, and also depends on whether the motion is advancing or receding.

For the diblock copolymer system, the dynamics represented by $\kappa$ is more complex than $\eta$ for a simple liquid. The dynamics depends on both the mobility, or friction, of the molecules as well as the degree of segregation of the two blocks within the monolayers. In the limit of an unsegregated wetting layer, the droplet will completely spread into a homogeneous liquid. As $\theta_e \to 0$, the area-dependent dissipation must also vanish and $\kappa \to 0$ [26]. Conversely, with greater induced order in the monolayers the area-dependent dissipation increases. Since $\theta_e$ increases with greater segregation of the wetting layers [44], this means that $\kappa$ must increase with $\theta_e$. For small $\theta_e$, and to first order, $\kappa \propto \theta_e$, consistent with the linear fits shown as the solid lines in Fig. 3. The molecular mobility at the base of the droplet, while not equivalent to the viscosity due to the presence of order, is still a molecular friction and can be expected to scale with the viscosity, $\kappa \propto \eta(T)$. Thus, we can then write $\kappa = \theta_e \eta/\Lambda$ with $\Lambda$ a constant with a dimension of length. This gives the area-dependent relaxation time as

$$\tau = \frac{\eta \Omega^{2/3}}{\gamma d_0^{2/3} \Lambda}. \quad (4)$$

Our data are consistent with this relationship (Fig. 4). Here, we use $\eta/\gamma = 0.045 \text{ min/\mu m}$ at $180^\circ \text{C}$ for PS-P2VP [51], and the Williams-Landel-Ferry scaling of polystyrene [52] to calculate $\eta(T)/\gamma$. To recognize that the droplet relaxation might be different for advancing and receding motion, we allow $\Lambda$ to differ for advancing $\Lambda_a$ or receding $\Lambda_r$ motion.

**FIG. 2** (color online). The relaxation time $\tau$ as a function of $\Omega^{2/3}$ for different values of $(T_f, h_o)$ (with correspondingly different $\theta_e$) as indicated in the legend, for receding and advancing droplet motion. Solid lines are the best fit to a $\tau \propto \Omega^{2/3}$ scaling with zero intercept.

**FIG. 3** (color online). The area-dependent relaxation prefactor $\kappa$ plotted as a function of $\theta_e$ (shown on a double logarithmic plot for clarity of the data). $\kappa$ is not a universal constant for the system, and depends on $T$ as well as $\theta_e$. The lines are fit to $\kappa \propto \theta_e^\alpha.$
The difference in $\Lambda_\alpha$ and $\Lambda_r$ indicates that relaxation is faster for advancing than for receding when comparing droplets with the same $\Omega$ and $\theta_e$. This result can be easily understood as follows. In a typical experiment the droplet radius changes by approximately 15%. For a given $\Omega$ and $\theta_e$, receding droplets have a greater base area during the course of their evolution, resulting in a stronger power dissipation and slower relaxation times. We note that the ratio $\Lambda_\alpha/\Lambda_r = 1.4$ roughly corresponds to the ratio of the average receding droplet area to the average advancing droplet area given the same volume and final contact angle.

The lack of contact angle pinning in this system has facilitated measurements of the relaxation of a structured liquid droplet in the partial wetting regime. A contact area dependent dissipation describes the data within error using only two adjustable parameters $\Lambda_\alpha$ and $\Lambda_r$. In previous work on the spreading of disordered diblock copolymer droplets in the absence of a prewetted film, a power law consistent with Tanner’s law and proportional to $\Omega^{1/3}$ was observed [53]. Thus, a purely viscous dissipation mechanism dominates in the limit of no prewetted film for this system. In contrast, the experimental results show the onset of a secondary dissipation mechanism that is area dependent and originates from the presence of the ordered wetting layer.

The origin of the area-dependent dissipation could be from the onset of a hydrodynamic slip boundary condition at the base of the droplet, i.e., a nonzero horizontal velocity of the fluid at the interface [54]. Interfacial slip has previously been observed in a manifold of different systems, ranging from small molecule liquids, e.g., $n$-alkanes [55], which can have a prewetted layer similar to the system studied here [56], to large molecule liquids like polymers. In particular, slippage of polymeric liquids has been subjected to extensive theoretical and experimental studies (see Ref. [57] and the references therein), including slip at polymer-polymer interfaces in multilayered films [58]. The dissipated power of a slip mechanism due to friction at a fluid interface scales with the contact area between the moving fluid and the substrate, in contrast to viscous dissipation, which predominantly acts in the immediate vicinity of the contact line [24]. In thin polymer films dewetting from hydrophobic substrates, it is precisely the area dependence of the slip mechanism that has been shown to govern the growth dynamics of holes [57,59,60] as well as the appearance of characteristic instabilities of receding liquid fronts [61]. Thus, our observations on the area-dependent droplet relaxation dynamics are consistent with interfacial slip between the (disordered) droplet and the (well-ordered) wetting layer.

The onset of a hydrodynamic slip boundary condition could be the result of the structure of the diblock copolymer molecules near the interface and an anisotropy in their dynamics [62,63]. In a previous molecular dynamics study, the degree of hydrodynamic slip was shown to be related to the microscopic structure induced by the interfaces of a thin fluid film [64]. This idea has also been supported by experimental findings on the interfacial molecular structure of polymeric liquids that exhibit a significant amount of slip [65]. In the case of droplet dynamics, as the droplet spreads its height decreases to conserve volume, and this flow perpendicular to the layers would be hindered by the anisotropy in the dynamics leading to an apparent interfacial slip between successive layers of fluid.

In summary, we have measured the relaxation time of droplets of a structured liquid in the pseudopartial wetting regime as a function of three tunable parameters, droplet volume, equilibrium contact angle, and viscosity, $\tau = \tau(\Omega, \theta_e, \eta)$. For the first time, we are able to vary these parameters on the same sample leading to quantitatively comparable measurements. The diblock copolymer provides a robust system for the measurement of contact angle dynamics because there is negligible pinning of the contact line ($< 0.1^\circ$). The ideal nature of this system is the direct result of the pseudopartial wetting regime: rather than manually preparing droplets on an ideal surface, the droplets can self-assemble on a metastable wetting layer of the same material. In all 60 experiments we observe that the droplet relaxation scales with the base area of the droplet. This is in direct contrast with the spreading of simple liquids where the energy is dissipated near the contact line of the droplet, and scales with the radius. The area-dependent dissipation can be interpreted as arising from the presence of anisotropic molecular dynamics leading to an apparent interfacial slip.

The authors would like to thank NSERC (Canada) and the German Research Foundation (DFG) under Grant No. BA 3406/2.

I. DERIVATION OF RELAXATION TIME FOR NEAR EQUILIBRIUM DYNAMICS WITH CONTACT-LINE DISSIPATION

In order to derive the relaxation time of the partially wetting droplets, we employ Frenkel’s method [1] in which the dissipated power is equated to the rate of change in energy from the driving force. In this section we will show the derivation of for the case of dissipation solely at the contact line case. We first review some aspects of the spherical cap geometry.

A. Small angle approximation of a spherical cap

The volume $\Omega$ of a spherical cap is related to the droplet height $h$ and base radius $r$ by

$$\Omega = \frac{\pi}{6}h(3r^2 + h^2)$$  \hspace{1cm} (1a)

$$\Omega \approx \frac{\pi}{2}hr^2 \quad \text{(small angle approximation).} \hspace{1cm} (1b)$$

The contact angle $\theta$ is given by

$$\cos \theta = \frac{r^2 - h^2}{r^2 + h^2}$$  \hspace{1cm} (2a)

$$\theta \approx \frac{2h}{r} \quad \text{(small angle approximation).} \hspace{1cm} (2b)$$

Assuming a constant volume $\Omega$, the relative change of droplet height with radius is given by taking $d/dr$ of Eq. (1a), and using Eq. (2a)

$$\frac{dh}{dr} = \frac{r}{h}(\cos \theta - 1). \hspace{1cm} (3)$$

Using Eq. (1b) and Eq. (2b) with the small angle approximation for $\cos \theta$, gives the droplet contact angle in terms of the radius

$$\theta \approx \frac{4\Omega}{\pi r^2}. \hspace{1cm} (4)$$

and

$$\frac{d\theta}{dr} \approx \frac{-2\theta^{4/3}}{3\Omega^{1/3}}. \hspace{1cm} (5)$$
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B. The driving force of partial wetting

Here we consider a droplet of liquid with surface tension $\gamma$, initial radius $r$, height $h$, and contact angle $\theta$. The droplet is spreading on a wetting layer with an effective interface potential of $\Phi$. We assume that the droplet is much larger than the wetting layer so that the effective interface potential is zero inside that droplet, and the droplet volume $\Omega$ is conserved. The droplet, initially not at equilibrium, will spread towards an equilibrium radius $r_f$, height $h_f$ and contact angle $\theta_e$. The contact angle $\theta_e$ can be written as $\Phi = \gamma(\cos \theta_e - 1)$. The excess free energy of the system is

$$\Delta F = (\Phi + \gamma)\pi(r_f^2 - r^2) + \gamma \pi(r^2 + h^2 - r_f^2 - h_f^2),$$

(6)

where the first term is energy difference due to the change in wetting layer area, and the second term results from the difference in the surface area of the droplet. The driving force pushing the contact line at the edge of the droplet towards $r_f$ is

$$F = -\frac{\partial \Delta F}{\partial r} = (\Phi + \gamma)2\pi r - \gamma h \frac{dh}{dr}.$$

(7)

Then using Eq. (3) for $dh/dr$ and $\Phi = \gamma(\cos \theta_e - 1)$ we obtain

$$F = 2\pi r \gamma(\cos \theta_e - \cos \theta)$$

(8a)

$$F \approx \pi r \gamma(\theta^2 - \theta_e^2)$$

(small angle approximation). (8b)

C. Dissipation

In the case of a simple droplet spreading on substrate, the majority of the dissipation in the spreading of a droplet with a small contact angle occurs near the contact line. The viscous dissipative power $P_v$ scales with the fluid viscosity $\eta$ as [1]

$$P_v \propto \eta \theta^{-1} \left(\frac{dr}{dt}\right)^2.$$

(9)

Given the driving force (Eq. (8b)) and power dissipation (Eq. (9)), we can solve for the velocity at the contact line using $P = F(\frac{dr}{dt})$, which gives the Hoffman-de Gennes law

$$\frac{dr}{dt} \propto \frac{\gamma}{\eta} \theta(\theta^2 - \theta_e^2).$$

(10)

This is consistent with the work of Brochard-Wyart and de Gennes[2]. The two variables $r$ and $\theta$ in this differential equation are related through the droplet volume $\Omega$ which we take to be a constant. Thus Eq. (10) is an ordinary differential equation in one variable. The two different formulations of the differential equation result in the same characteristic timescale of droplet relaxation for droplets close to their final state, namely $\theta \approx \theta_e$ and $r \approx r_f$. Below we first solve the ODE in terms of the contact angle, and then show that formulating the ODE in terms of the droplet radius gives the same result.

D. ODE in $\theta$

Using Eq. (5) to replace $dr/dt$ with $d\theta/dt$,

$$\frac{d\theta}{dt} \propto \frac{\gamma}{\eta \Omega^{1/3}} \theta^{7/3}(\theta_e^2 - \theta^2).$$

(11)

Letting $x = \theta^2/\theta_e^2$, leads to the differential equation

$$\frac{dx}{dt} \propto \frac{\theta_e^{10/3}}{\eta \Omega^{1/3} x^{5/3}} (1 - x).$$

(12)
In the limit as $\theta \to \theta_e$, $x \to 1$, the differential equation can be approximated to first order by

$$\frac{dx}{dt} = -\tau^{-1}(1 - x),$$

with

$$\tau = \frac{k\eta \Omega^{1/3}}{\gamma \theta_e^{1/3}} \equiv \tau_L.$$  \hspace{1cm} (14)

Here $k$ a global constant of proportionality, and the subscript in $\tau_L$ refers to the contact-line dissipation. This has solutions of an exponential relaxation in $x$ with characteristic timescale $\tau$

$$\frac{1 - x}{1 - x_i} = \exp\left(\frac{t_i - t}{\tau}\right).$$

(15)

When integrated from $x_i$ to $x$ and $t_i = 0$ to $t$, the solution can be written in terms of $\theta$ as

$$\frac{\theta^2 - \theta_e^2}{\bar{\theta}^2 - \theta_e^2} = \exp(-t/\tau).$$

(16)

E. ODE in $r$

We now return to Eq. (10) and write the ODE in terms of $r$. This will lead to the same differential equation in a reduced variable $x = (r_f/r)^6$, with the same characteristic relaxation time $\tau$ as before. Using Eq. (4) to substitute for $\theta$, and Eq. (1b) to substitute for $h$ gives

$$\frac{dr}{dt} \propto \frac{\gamma \Omega^3}{\bar{r}^3} \left(r_f^6 - r_f^6\right).$$

(17)

Now substituting $x = (r_f/r)^6$ gives

$$\frac{dx}{dt} \propto \frac{\gamma \Omega^3}{\bar{r}_f^3} (1 - x).$$

(18)

In the limit as $r \to r_f$, $x \to 1$, the DE can be approximated by

$$\frac{dx}{dt} = -\tilde{\tau}^{-1}(1 - x)$$

(19)

where $\tilde{\tau} = (\tilde{k}\eta \theta_e^{10})/(\gamma \Omega^3)$, and $\tilde{k}$ is a global constant of proportionality. Using the relationships between $r$ and $\theta$ from Eq. (1b) and Eq. (2b), we can show that indeed $\tau = \tilde{\tau}$ and the two formulations of the differential equation are equivalent.

II. EXPERIMENTAL RELAXATION MEASUREMENTS

If contact line dependent dissipation was the dominant energy dissipation mechanism, then according to Eq. (14) we would expect $\tau \propto \Omega^{1/3}$. Plotting the experimental relaxation time as a function of $\Omega^{1/3}$ in Fig. S1, shows the data is not consistent with a contact line dissipation. The lines of best fit do not pass through the origin, which suggests an alternate scaling must be used.
A scaling law of $\tau \propto \Omega^{2/3}$ better describes the data (Fig. S2), which suggests that a different dissipation mechanism might be dominant. Comparing the intercept $\tau_0$ for both an $\Omega^{1/3}$ scaling and an $\Omega^{2/3}$ scaling, the intercept is smaller for the $\Omega^{2/3}$ scaling as shown in Fig. S3. This highlights that the data is indeed consistent with an area-dependent dissipation, and not a contact-line dissipation.

III. GENERAL FORM OF DISSIPATION

Suppose the power dissipation takes a more general form

$$P \propto Kr^\alpha \theta^\beta \dot{r}(t)^2,$$

(20)
then making use of the driving force from Eq. (8b) and solving for the velocity at the contact line using $P = F \frac{dx}{dt}$ we get a general DE

$$\frac{dx}{dt} \propto \frac{\gamma}{K} r^{(1-\alpha)} \theta^{-\beta} (\theta^2 - \theta_e^2). \quad (21)$$

Casting in terms of only $\theta$

$$\frac{d\theta}{dt} \propto \frac{\gamma}{K \Omega^{\alpha/3}} \theta^{(\alpha/3 - \beta + 1)} (\theta_e^2 - \theta^2). \quad (22)$$

Letting $x = \theta^2/\theta_e^2$, leads to the differential equation

$$\frac{dx}{dt} \propto \frac{\gamma \theta_e^{(\alpha/3 - \beta + 2)}}{\eta \Omega^{\alpha/3}} e^{\alpha/6 - \beta/2 + 1} (1 - x). \quad (23)$$

In the limit as $\theta \rightarrow \theta_e$, $x \rightarrow 1$, the differential equation can be approximated to first order by

$$\frac{dx}{dt} = -\tau^{-1} (1 - x), \quad (24)$$

with

$$\tau \propto \frac{K \Omega^{\alpha/3}}{\gamma \theta_e^{(\alpha/3 - \beta + 2)}}. \quad (25)$$

This has solutions of an exponential relaxation in $x$ with characteristic timescale $\tau$

$$\frac{1 - x}{1 - x_i} = \exp \left( \frac{t - t_i}{\tau} \right). \quad (26)$$

When integrated from $x_i$ to $x$ and $t_i = 0$ to $t$, the solution can be written in terms of $\theta$ as

$$\frac{\theta^2 - \theta_e^2}{\theta_i^2 - \theta_e^2} = \exp(-t/\tau). \quad (27)$$

3.3 Paper III - Capillary levelling of initial conditions with different symmetry
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3.3.1 Preface to Paper III

This paper was motivated by the theory work of our collaborators Dr. Michael Benzaquen, Dr. Thomas Salez, and Dr. Elie Raphaël [45]. They showed that any summable initial film thickness profile would converge in finite time to the rescaled Green’s function of the linearized supported capillary driven thin film equation. In other words, for any initial perturbation $\delta(x, t = 0)$ to a film with thickness $h_0$ in which $\int dx \delta(x) \neq 0$, the film thickness profile at a later time converges to the same shape. Regardless of the initial shape of the perturbation, the perturbation will relax to the same shape at some intermediate time provided volume was added or removed from the film to create the perturbation. The time has to be long enough for memory of the initial condition to be forgotten, but it still happens in a finite amount of time.

Here we explore what happens at intermediate times for the case where the perturbations add no extra volume to the film. Many lithographic techniques involve creating these type of perturbations, so there is a technological motivation for studying what happens in these types of films. The way we create such “zero-volume” perturbations is by using focused laser spike annealing. Since the laser effectively pushes material out of the way, it conserves the total volume of the initially uniform film.

In the paper, we show that the film thickness profile (in the notation of the paper $\delta(x, t) \to d(x, t)$) can be written as an infinite series $d(x, t) = \sum_{n=0}^{\infty} W_n$. The nth term in the series depends on the nth moment of the initial film thickness profile $W_n \propto \int dx x^n d(x, 0)$. The nth term in the series is also a power law in time $W_n \propto$
This means that the higher order terms decay more quickly in time. The intermediate behaviour of the film thickness profile is dominated by the first non-zero term in the expansion. For example, in the case of a trench created by Flask, the 0th and 1st order moments are zero $W_0 = W_1 = 0$, and the dynamics are described by the second order term at intermediate time, with the depth of the profile decaying as $t^{-1/2}$.

We experimentally verified this series expansion for the $n = 1$ and $n = 2$ terms ($n = 0$ was published previously [121]). Also a version of this expansion was derived for 3D axisymmetric perturbations. We experimentally show that a non-axisymmetric shape evolves towards the axisymmetric zero-volume attractor in the 3D case.

The results here have important implications for the stability or erasing of an initial perturbation. Just by altering the symmetry or dimensionality of an initial condition, the power law which describes the relaxation of the depth of the feature will change.

In this work I helped Mike Massa revive the Flask setup in our lab, performed the experiments, analyzed the results, wrote a first draft of the manuscript, and was involved in revisions.
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We report on how the relaxation of patterns prepared on a thin film can be controlled by manipulating the symmetry of the initial shape. The validity of a lubrication theory for the capillary-driven relaxation of surface profiles is verified by atomic force microscopy measurements, performed on films that were patterned using focused laser spike annealing. In particular, we observe that the shape of the surface profile at late times is entirely determined by the initial symmetry of the perturbation, in agreement with the theory. The results have relevance in the dynamical control of topographic perturbations for nanolithography and high density memory storage.
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of excess volume the perturbation adds, or equivalently the 0th moment of the initial profile ($M_0 \propto \int dx \cdot d(x, 0)$). For that reason, this term is labeled as “non-zero volume.” In the second term, $M_1$ is non-zero when the profile is asymmetric, and it is proportional to the 1st moment of the initial profile ($M_1 \propto \int dx \cdot x \cdot d(x, 0)$). Because, at long times, this term becomes the leading order term when $M_0 = 0$ and $M_1 \neq 0$, it is termed “zero-volume asymmetric.” Similarly, the third term is proportional to the 2nd moment of the initial distribution ($M_2 \propto \int dx \cdot x^2 \cdot d(x, 0)$). This term becomes dominant when the initial distribution has no excess volume and is perfectly symmetric, namely, $M_0 = M_1 = 0$ and $M_2 \neq 0$ and is thus labelled “zero-volume symmetric.” The attractor functions $F_i(u) = F_i^0(u)$ are the $i$-th derivatives of $F_0(u)$ and encode the rescaled shape of the spatial profile of the perturbation. Examples of attractor functions are shown in Figures 1(b) and 1(d). Because of the different power-laws in time for each term, after an initial transient regime, the overall relaxation is dominated by the first term with a non-zero prefactor in Eq. (1), regardless of the exact shape of the initial surface feature. In that sense, the attractor functions are referred to as universal attractors. If volume is added to the reference flat film by the initial perturbation, $M_0 \neq 0$, the profile $d(x, t)$ will converge to the function $F_0(u)$ in finite time. If no volume is added by the initial perturbation, then the profile will converge to the first term with a non-zero prefactor in Eq. (1).

In the case where the surface displacement is a function of two spatial dimensions in the plane, $r = (x, y) = (r, \psi)$, an angular average on $\psi$ around the center of the perturbation can be taken and the averaged profile, $(d(r, \psi, t))_{\psi}$, can be written as the following asymptotic series expansion:

$$\frac{(d(r, \psi, t))_{\psi}}{t_0} = \frac{N'_1 G_0(r)}{t_0} + \frac{1}{t_0} \frac{N'_2 G_2(r)}{t_0} + \cdots. \tag{2}$$

Here, $\psi = (r/t_0)^{1/4}$, where $r$ is the radial distance from the center. Each term in the series has a similar structure to that of the 2D case. There are moments $N'_i$ that depend on the symmetry of the initial perturbation, attractor functions $G_i(u)$ that encode the rescaled shape of the spatial profile, and power-laws in time which have larger respective exponents than the 2D case. Higher order terms in the series are zero-volume terms that depend on higher order moments of the initial perturbation.

Previous studies have focused on non-zero volume perturbations and the convergence to 0th order terms in the 2D, 3D, and 3D cases. In particular, special attention was dedicated to the convergence time, a first crucial quantity for practical purposes as it is the time-scale after which a surface feature has undergone significant relaxation. Here, we study zero-volume perturbations which are of technological significance, since patterns designed by inducing flow in the material show no volume change from the initially flat film (e.g., through wetting properties, electro-hydrodynamic instabilities, or thermocapillary forces). In that case, the first terms in Eqs. (1) and (2) vanish—$M_0 = 0$ in the 2D case, and $N'_0 = 0$ in the 3D case—and the relaxation at late times is therefore dominated by the next, lowest, zero-volume moment. In contrast with previous investigations on the convergence time, we here focus on the second crucial quantity for practical purposes: the temporal exponent of the relaxation. For zero-volume perturbations with similar convergence times, we show that the higher the symmetry, the larger the exponent, i.e., the faster the erasing.

In order to test the role symmetry plays in surface relaxation, three types of zero-volume perturbations were made (see Figure 1) using focused laser spike annealing on thin polystyrene films (see supplementary material for further information): (i) a 2D asymmetric feature which maximizes the second term in Eq. (1), as shown in Figures 1(a) and 1(b); (ii) a 2D symmetric feature dominated by the third term in Eq. (1), as shown in Figures 1(c) and 1(d); and (iii) a 3D feature with no apparent symmetry such that only the first term in Eq. (2) is zero, as shown in Figures 1(e) and 1(f). The 2D asymmetric feature was created with large extrema, with a peak-to-peak height of 114 nm. The 2D symmetric feature had an initial amplitude of 361 nm. Finally, the 3D feature was created by making 4 different depressions of varying depths, resulting in a deepest feature with an amplitude of 188 nm, and with three smaller features nearby.

Each sample was annealed above the glass transition temperature ($T_g \approx 100^\circ C$) to probe the surface relaxation.

FIG. 1. (a), (c), and (e) Experimentally measured AFM profiles of three different zero-volume surface perturbations atop thin polystyrene films, initially and after annealing. (b), (d), and (f) Corresponding attractor functions which appear in Eqs. (1) and (2).
After a certain annealing time, the sample was quenched to room temperature, its height profile measured with atomic force microscopy (AFM), and then it was placed back on the hot stage in order to repeat the annealing-quenching-measure sequence. The 2D features were annealed at 140 °C. Because the 3D dynamics is faster than the 2D case, as stated above, the 3D feature was annealed at 120 °C to slow down its relaxation and ensure that the annealing times were much longer (≥1 min) than the time it took to quench the sample (<10 s). Since the films are rapidly quenched deep into the glassy state between annealing steps, flow only occurred during the time the samples were annealed above $T_C$.

To explicitly test the convergence of the 2D surface profiles to the corresponding attractor functions $F_1(u)$, the normalized profiles are plotted in Figure 2 as a function of the rescaled position $u$ for several times $t$. Figure 2(a) shows the normalized relaxation profile of the 2D asymmetric feature from Figure 1(a), that is, with $M_0 = M_1 = 0$ and $M_3 ≠ 0$. The profiles collapse onto the normalized attractor $F_1/F_{1\max}$, which corresponds to the lowest-order non-zero term from Eq. (1). Similarly, Figure 2(b) shows the normalized relaxation profile of the 2D symmetric feature from Figure 1(c), that is, with $M_0 = M_1 = 0$ and $M_2 ≠ 0$. In this case, the data collapse to the normalized attractor $F_2/F_{2\max}(0)$.

For the 3D feature shown in Figure 1(e), that is, with $N_0 = 0$, the normalized profiles are shown from above in Figure 3(a) along with the normalized attractor $G_2(u)$. The feature starts off with a low degree of symmetry, evolving towards a roughly axisymmetric depression. The radially averaged profiles are shown in Figure 3(b), with $u = 0$ taken to be the deepest point of the surface perturbation. As predicted by Eq. (2), there is a collapse of the profiles to $G_2(u)$ at late times.

So far, we have shown that depending on the initial symmetry of a surface perturbation, Eq. (1) or Eq. (2) describes well the shape of the relaxing profile. Now, we focus on the temporal evolution of the amplitude of such perturbations. We show that the initial symmetry plays a key role in the amplitude of such perturbations. According to Eqs. (1) and (2), the maximum amplitude $d_{\max}$ of the feature: the darker the deeper. The corresponding 3D attractor (see Eq. (2) and Figure 1(f)) is shown in the last panel. (b) Angularly averaged profiles of the normalized AFM images above plotted as a function of the rescaled radius $v$. The inset shows that the oscillations on the right hand side have a finite spatial extent.

FIG. 2. Normalized profiles of 2D features for both the (a) asymmetric and (b) symmetric initial perturbations, as a function of the rescaled horizontal position $u = (x/h_0)/(t/t_0)^{1/4}$, for different times $t$ that the feature was annealed at 140 °C. The black dashed lines correspond to the normalized attractor functions in 2D (see Eq. (1), Figs. 1(b) and 1(d)). The inset shows that the oscillations on the right hand side have a finite spatial extent.
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55See supplementary material at http://dx.doi.org/10.1063/1.4927599 for details of the theoretical and experimental methods.
56In the general case, although the center of the surface perturbation is not uniquely defined, the results are independent of the choice of the center. For most real experimental features, the position of the center can be chosen quite naturally.
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I. Experimental Methods

Thin polystyrene films, with molecular weight $M_w = 31.8$ kg/mol and polydispersity index 1.06 (Polymer Source), were spincoated from dilute toluene solution (Fisher Scientific, Optima grade) onto silicon wafers (University Wafer). The films were pre-annealed for 2 hours at 150°C on a hot stage (Linkham Scientific Instruments) to relax the polymer chains. Zero-volume surface perturbations were created using a home-built focused laser spike annealing setup similar to that described previously\textsuperscript{1-3}. Briefly, a focused laser (Coherent, Verdi V2, 532 nm) is rastered across the thin polymer film at room temperature. The silicon substrate absorbs some of the laser energy which creates a large temperature gradient. This locally heats the polymer film above its glass transition ($\sim 100$ °C). Since the surface tension decreases with increasing temperature, there is a surface tension gradient that drives flow away from the region of higher temperature, thus creating a perturbation in the film without any resulting change in volume. Both 2D and 3D depressions can be created using this method. A 2D feature is created by holding the laser at a constant power and moving it over the surface at constant speed in a long (200 μm) straight motion, creating a nearly-uniform height profile in the direction $y$ parallel to the laser motion. The 2D asymmetric feature was created using multiple passes of the laser with progressively lower power and a small horizontal shift along $x$ between passes. As a line is rastered with the laser, material gets pushed to either side of the line. Because there are multiple passes of the laser, there is an imperfect clearance of the material resulting in small oscillations to the right ($x > 0$). These are all less than $\sim 20\%$ of the main feature height (see inset of Figure 2(a)), and become less important after annealing. On the other hand, the 2D symmetric feature was created using a single pass of the laser, and no oscillation was present due to the single pass of the laser. Finally, a 3D depression is created by opening the laser shutter at a fixed point for a brief amount of time ($\approx 1$ s). Atomic force microscopy (AFM, Veeco, Caliber) was used to measure the surface profiles of the films and was performed after a quench at room temperature.
II. Theoretical Methods

The theory is based on the lubrication approximation and the thin film equation:

\[ \partial_t h + \frac{\gamma}{3\eta} \nabla \cdot (h^3 \nabla h) = 0, \tag{S1} \]

which describes the capillary-driven relaxation of a thin supported film with vertical thickness profile \( h(r, t) \), along horizontal space \( r \) and time \( t \). Equation (S1) can be nondimensionalized through \( h = h_0 + d(r, t) = H h_0, \ r = R h_0 \) and \( t = T t_0 \), where \( t_0 = 3\eta h_0/\gamma \), and where \( h_0 \) is the reference height at infinity. Equation (S1) is highly nonlinear and, as of today, hasn’t been solved analytically. When the surface of the film is only slightly perturbed, meaning that the surface displacement \( d \) is small compared to the reference height \( h_0 \), the capillary-driven thin film equation can be linearized\(^5,6\) by letting \( H(R, T) = 1 + \mathcal{Z}(R, T) \), with \(|\mathcal{Z}(R, T)| \ll 1 \), where \( \mathcal{Z} = d/h_0 \) denotes the dimensionless surface displacement. This yields, at the lowest order in \( \mathcal{Z} \), the dimensionless linear thin film equation:

\[ (\partial_T + \Delta^2) \mathcal{Z}(R, T) = 0, \tag{S2} \]

where \( \Delta^2 \) denotes the bi-laplacian operator. Equation (S2) can be solved by deriving its Green’s function \( \mathcal{G}(R, T) \). Proceeding as in a previous communication\(^6\) yields \( \mathcal{G}(R, T) = \tilde{\mathcal{G}}(U, T) \) with for all \( T > 0 \):

\[ \tilde{\mathcal{G}}(U, T) = \frac{1}{T^{(d-1)/4}} \phi(U), \tag{S3} \]

where the function \( \phi \) depends only on the dimensionality of the system \( d \in \{2, 3\} \):

\[ \phi(U) = \frac{1}{(2\pi)^{(d-1)/2}} \int Q e^{-Q^2} e^{U Q} dQ, \tag{S4} \]

and where we introduced the self-similar variable \( U = RT^{-1/4} \). Note that the function \( \phi \) can be written in terms of hypergeometric functions\(^7,8\). The solution to any summable initial perturbation \( \mathcal{Z}(R, 0) = Z_0(R) \) is simply given by the convolution \( (\mathcal{G} \ast Z_0)(R, T) \). Assuming that the initial perturbation is rapidly decreasing in space, namely for all \( n \in \mathbb{N} \),

\[ \lim_{|R| \rightarrow \infty} |R|^n Z_0(R) = 0, \]

allows for writing the solution as a series in which the different terms naturally decrease with time, and where remarkably: the higher the order, the faster the decrease. Defining respectively the algebraic volume, \( \mathcal{M}_0 \), the first and second moments,
$\mathcal{M}_1$ and $\mathfrak{M}_2$, of the initial perturbation $Z_0(R)$, as well as the Hessian matrix $\mathcal{H}_\phi(U)$ of the function $\phi(U)$, yields $Z(R, T) = \tilde{Z}(U, T)$ with:

$$
\tilde{Z}(U, T) = \frac{1}{T^{(d-1)/4}} \left[ M_0 \phi(U) - \frac{\mathcal{M}_1 \cdot \nabla \phi(U)}{T^{1/4}} + \frac{1}{2} \mathfrak{M}_2 : \mathcal{H}_\phi(U) \right] + O \left( \frac{1}{T^{5/4}} \right), \quad (S5)
$$

where $\mathfrak{A} : \mathfrak{B} = \sum_{ij} \mathfrak{A}_{ij} \mathfrak{B}_{ij}$ is the tensor contraction of $\mathfrak{A}$ and $\mathfrak{B}$. In the 2D case, $d = 2$, where the profile depends on only one spatial variable, Eq. (S5) simply becomes:

$$
\tilde{Z}(U, T) = \frac{1}{T^{1/4}} \left[ M_0 \phi^{2D}(U) - \frac{\mathcal{M}_1 \phi^{2D}(U)}{T^{1/4}} + \frac{1}{2} \mathfrak{M}_2 \phi^{2D}(U) \right] + O \left( \frac{1}{T^{5/4}} \right), \quad (S6)
$$

where $M_a = \int dX \; X^a Z_0(X')$. In the 3D case, the first moments of the initial perturbation $Z_0(R)$ read:

$$
\begin{align*}
\mathcal{M}_0 &= \int d^3 R \; Z_0(R) \quad \text{(S7a)} \\
\mathcal{M}_1 &= \int d^3 R \; R \; Z_0(R) \quad \text{(S7b)} \\
\mathfrak{M}_2 &= \left\{ \int dX \; dY \; X^2 Z_0(X, Y) \int dX \; dY \; X Y Z_0(X, Y) \right\} \quad \text{(S7c)}
\end{align*}
$$

Letting the polar change of variables $U = U_R (\cos \psi, \sin \psi)$, together with Eqs. (S7) yields:

$$
\mathcal{M}_1 \cdot \nabla \phi^{3D} = \int dR' \; d\alpha \; R'^2 \cos(\alpha - \psi) \; Z_0(R', \alpha) \phi^{3D}(U_R) \quad \text{(S8a)}
$$

$$
\mathfrak{M}_2 : \mathcal{H}_\phi = \int dR' \; d\alpha \; R'^3 Z_0(R', \alpha) \left[ \cos^2(\alpha - \psi) \phi^{3D}(U_R) + \sin^2(\alpha - \psi) \frac{\phi^{3D}(U_R)}{U_R} \right] \quad \text{(S8b)}
$$

Considering the averaged profiles over the angle $\psi$ yields $\langle \mathcal{M}_1 \cdot \nabla \phi^{3D} \rangle = 0$ and:

$$
\langle \mathfrak{M}_2 : \mathcal{H}_\phi \rangle = \frac{1}{2} \int dR' \; R'^3 Z_0(R') \left[ \phi^{3D}(U_R) + \frac{\phi^{3D}(U_R)}{U_R} \right] \quad \text{(S9)}
$$

Note as well that, if the initial profile is axisymmetric, namely $Z_0(R, \alpha) = Z_0(R)$ then one has $\mathcal{M}_1 \cdot \nabla \phi^{3D} = 0$, and $\mathfrak{M}_2 : \mathcal{H}_\phi = \langle \mathfrak{M}_2 : \mathcal{H}_\phi \rangle$ as given by Eq. (S9).

In the manuscript, Eq. (1) is none other than Eq. (S6) where we have let $F_n(u) = \phi^{2D(n)}(u)$, and Eq. (2) is the angular average of Eq. (S5), where $G_0(v) = \phi^{3D}(v)$, $G_2(v) = \phi^{3D'}(v) + \phi^{3D'}(v)/v$, $\mathcal{N}_0 = \mathcal{M}_0$ as given by Eq. (S7a), and $\mathcal{N}_2 = \int dR' \; R'^3 Z_0(R')$, consistent with Eq. (S9).
As mentioned in the article, the convergence time can be computed analytically using the scheme proposed previously for the particular case of non-zero volume surface perturbations. Briefly, denoting by $Z_\infty(R, T)$ the dimensionless surface displacement in the long-term asymptotic regime, the dimensionless convergence time is determined by its intersection with the initial amplitude. Choosing the maximum amplitude over space as a reference value yields: $\max_X |Z_\infty(X, T_c)| = |Z_0|_{\text{max}}$. For the three-dimensional case, the method is naturally applied to the angularly averaged profiles. Using Eqs. (S5), (S6) and (S9) in the three particular cases relevant to the experiments presented in this article, one obtains:

\[
\begin{align*}
\text{2D asymmetric:} & \quad T_c = \left( \frac{M_1 \theta_0'}{Z_{0,\text{max}}} \right)^2 & (\text{S10a}) \\
\text{2D symmetric:} & \quad T_c = \left( \frac{M_2 \theta_0''(0)}{2Z_0(0)} \right)^{4/3} & (\text{S10b}) \\
\text{3D:} & \quad T_c = \left( \frac{\mathcal{N}_2}{16\pi Z_0(0)} \right) & (\text{S10c})
\end{align*}
\]
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3.4 Paper IV - Freestanding thin film flow


3.4.1 Preface to Paper IV

Here, the flow in freestanding films described in Section 1.4.3 of this thesis was experimentally measured using capillary levelling. By monitoring the evolution of an initial step profile, we find that the width of the step $w$ broadens as a power law in time as $w \propto (v_c h_0 t)^{1/2}$, where $h_0$ is a characteristic thickness and $v_c$ is the capillary velocity. This scaling agrees with the freestanding thin film equation derived in Section 1.4.3. Therefore, we have experimentally measured flow which is consistent with pure plug flow.

Another interesting aspect of freestanding flow is the linearization of the freestanding thin film equation, which is equivalent to the heat equation. This has an analytical solution for a Heaviside step profile given by the error function $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-\phi^2} d\phi$. We show that experimentally measured profiles are described by the error function for the case where the step is much thinner that the overall film thickness.

Finally, as a consistency check, the levelling of both freestanding and supported steps of 55 kg/mol was measured simultaneously by placing samples of each type side-by-side in a vacuum oven. With freestanding or supported levelling, the capillary velocity is extracted by fitting to solutions of the freestanding or supported thin film equation. Since the two types of samples are the same liquid at the exact same temperature, the extracted capillary velocity should be the same. Using the freestanding thin film equation presented in Section 1.4.3 of this thesis gives a freestanding capillary velocity which is three times smaller than the supported capillary velocity. This discrepancy is resolved by including a viscous stress term in the pressure, as is done in the paper. The end result is that equation 1.79 presented in this thesis is not complete and the left-hand side needs to be multiplied by 3 to give:

$$3 \frac{\partial h}{\partial t} = \frac{\gamma}{\eta} \frac{\partial}{\partial x} \left( h \frac{\partial h}{\partial x} \right).$$ (3.1)
The sample preparation and measurement were quite difficult: freestanding films can easily rupture, temperature gradients can occur due to poor thermal conductivity of the films, and measuring a freestanding film with AFM is especially challenging. This work was the result of the perseverance of a talented B.Sc. thesis student Miles Couchman, who performed most of the measurements in this paper. In this work, I co-supervised Miles, helped with experiments, performed analysis, wrote a first version of the paper, and helped revise the manuscript.
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We measure the capillary-driven leveling of viscous, thin free-standing polystyrene films using atomic force microscopy. Films with an initially heaviside step profile broaden in time, with a step width that increases with the square root of time. A continuum fluid dynamics model is developed which assumes a constant velocity profile along the thickness of the film (plug flow), leading to a second order partial different equation: the free-standing thin film equation. Solutions to this equation agree with the experimentally measured height profiles. The use of the free-standing step-leveling geometry is a promising experimental candidate to study the enhanced mobility previously observed in both free-standing glassy films and polymer films under confinement.

Continuum fluid dynamics gives a remarkably accurate description of liquid flow on length scales ranging from tens of nanometers to astronomical sizes, and can accommodate a variety of forces that drive or mediate flow (e.g. gravity, surface tension, inertia, viscosity). Surface tension driven flow mediated by viscosity is a particularly interesting regime as these two forces dominate in many technologically relevant applications (e.g. thin films, microfluidics) [1, 2] where flow occurs on small length scales. Moreover, in this regime simplifications can be made which allow for conceptually simple experiments that probe underlying physics internal to the fluid. For example, assumptions about the molecular motion of fluid particles at a solid interface can be tested [3]. A thin film geometry allows further simplification, since the majority of flow occurs in plane of the film [4]. In this regime, the fluid dynamics are determined by the capillary velocity \( v_c = \gamma/\eta \) (the ratio of surface tension to viscosity) along with a characteristic film thickness. Research in this area has largely been focused on a thin film of fluid which coats a solid substrate. One way to probe the dynamics of such a film is by applying a stress to the film and measuring the departure from its initial state. This can be achieved with a variety of experimental techniques, such as a dynamic surface force apparatus [5], nanoparticle embedding [6–8], electrohydrodynamic instability [9–11], unfavorable wetting conditions [3, 12–18], and Marangoni flow [19–22]. Alternatively, dynamics of a thin coating of fluid can be probed by starting with an initial strain and measuring the film as it relaxes towards equilibrium. The initial strain can be accomplished by starting with a film flatter than this equilibrium roughness [23–26], or by purposefully applying an initial perturbation [25, 27–37]. Both of these approaches, an applied stress or an initial strain, can be used to study physical phenomena like the glass transition [6–8, 25, 27, 36], viscoelasticity [32, 34, 35], and address questions about interfacial molecular friction [3, 17, 18]. The initial strain measurements have the added benefit of simplicity since the only forces involved are properties of the fluid (surface tension and viscosity).

In contrast to studies of thin fluid films coating a solid substrate, here we examine surface tension driven flow mediated by viscosity in a configuration with no interfacial friction: a freely-suspended film. Instead of supporting the film underneath with a substrate, the film is supported at its edges creating a membrane or free-standing film. A useful visualization is to picture cling wrap covering the opening of a bowl, except the free-standing films here are orders of magnitude thinner than cling wrap and are in the liquid state. Flow in free-standing films has been previously studied for fluids which have some internal structure which stabilizes the film against rupture, such as surfactant stabilized films of water (soap films) [38–42] or liquid crystalline films with some molecular order [43–45]. In those two cases, the structure has a significant impact on the flow dynamics. In this letter, we examine an idealized system where the only friction in the flow is internal to the liquid and due to its isotropic viscosity. Boundary conditions on a thin viscous film can have a significant impact on flow, and the free-standing films we study here are in an interesting and extreme limit of zero interfacial molecular friction.

Working with nanoscopically thin films which are able to flow presents experimental challenges in both the creation of stable films and in their measurement. Experimental techniques used to characterize flow in supported films typically do not work in the free-standing geometry. However, the potential application of a free-standing flow geometry to study physical phenomena is compelling. Previous studies have found that the glass transition temperature reductions observed for supported films are even more pronounced for free-standing films [46]. As well, a free-standing film provides an ideal system to study molecular confinement effects of polymeric liquids due to the absence of any fluid-substrate interaction.
To characterize free-standing film dynamics, we use a convenient initial-strain geometry known as step leveling [31, 47], where a film with a sharp edge is placed upon a second film made of the same material [see schematic in Fig. 1(a)]. The edge has excess surface area which drives flow, causing the step to broaden over time thereby reducing the surface area. The broadening of the step is a measure of the fluid’s capillary velocity. Previous step leveling experiments of thin polystyrene films on a supported substrate have shown that the width of the profile, \( w \), increases as a power-law in time \( t \) as [31]

\[
w \propto (v_c h_2^2 t)^{1/4}, \quad \text{(supported)} \quad (1)
\]

where \( h_2 \) is the thickness of the film with the sharp edge [shown schematically in Fig 1(a)]. Eq. (1) is derived from the thin film equation [31], which is Stokes equation in the thin film regime with a no-slip boundary condition at the solid-liquid interface. This no-slip condition, which assumes zero horizontal velocity at the fluid-solid interface, results in a parabolic velocity profile in the film (Poiseuille flow) which is largest at the liquid-air interface. In this letter, we empirically determine the scaling law for the profile width for the case of a free-standing film. Then, by modifying the boundary conditions in the theory, we derive a free-standing thin film equation consistent with our observations. Experimentally measured atomic force microscopy (AFM) profiles show excellent agreement to solutions of the free-standing thin film equation. Finally, by performing simultaneous measurements of supported and free-standing films, we show that the measured capillary velocity is independent of the boundary conditions on the film.

The free-standing samples were prepared using a similar protocol as the preparation of supported step leveling films [47]. Here, thin polystyrene films (polymer obtained from Polymer Source, Canada with weight-averaged molecular weight 55 kg/mol) with thickness ranging from \( \sim 100 \) to \( 500 \) nm were spincast from dilute toluene solution onto mica (Ted Pella, USA) and pre-annealed in a home-built vacuum oven for 12 hours at \( 140^\circ \mathrm{C} \), well above the glass transition temperature \( T_g \approx 100^\circ \mathrm{C} \) of the films. After annealing, the films were floated onto a deionized water bath (18.2 M\( \Omega \cdot \mathrm{cm} \), Pall, USA) and picked up onto custom-machined stainless steel grids. Each grid had 85 hexagonal holes, roughly 1 mm across, which allowed each free-standing film to be sectioned off into smaller regions. Having the film sectioned off by the grid stopped the growth of nucleated holes into other regions of the film. This prevented rupture from destroying the thin free-standing films. Each grid had up to 85 parallel experiments, most of which were not stable over the course of the entire experiment. The results described in this letter are from the portions of the grid that were stable. After floating a film onto a grid, the film was heated above \( T_g \) to remove any wrinkles caused by floating. A second film with a sharp edge created by a floating induced gap [48] (with thickness \( h_2 \)) was then floated on top of the initial film (with thickness \( h_1 \)) schematically shown in Fig. 1(a). The stepped films were then annealed at \( T_g + 10^\circ \mathrm{C} \approx 110^\circ \mathrm{C} \) on a hot stage (Linkham, UK) for an annealing time \( t \). To minimize the excess surface area, the films underwent a "symmetrization" shown schematically in Fig. 1(b). The step which was originally created on one side of the film, rapidly develops into a step on both sides of the film with a plane of mirror symmetry in the center. Because the vertical length-scale is orders of magnitude smaller than the typical horizontal length-scale, the symmetrization occurs rapidly (on the order of seconds), and could not be resolved in our experiments. A slower process that could be measured is the broadening of the stepped films. To measure the height profile of the step, the films were cooled quickly (> \( 90^\circ \mathrm{C} \)/min) to room temperature, deep into the glassy state, and then measured using AFM (Veeco Caliber, USA). Since using AFM on a thin, solid membrane can easily lead to noise due to resonance between the oscillating AFM tip and the freely-suspended film, extra caution was required to avoid acoustic noise. After imaging, the films were placed back on the hot stage and rapidly heated back above \( T_g \) to continue the leveling process. Because appreciable flow does not occur at room temperature, the films could be intermittently imaged at room temperature with no affect on the dynamics above \( T_g \).

The time evolution of a free-standing stepped film is shown in the main panel of Fig. 1(c). The step was prepared by stacking two films of identical thickness \( (h_1 = h_2 = 176 \text{ nm}) \). The initially sharp step profile broadens over time. To characterize the broadening, the width of the profile as a function of annealing time was measured. The width was extracted by fitting a tangent line to the center of the profile and multiplying the inverse of the slope by the step height [47], as shown by the schematic in the inset of Fig. 1(c). The width of the step is consistent with a \( t^{1/2} \) power law [red open circles in Fig. 2(a)] at late times. At small values of \( t \), the width shows a small deviation from the power-law behavior, consistent with previous work [31, 34] which attribute this deviation to residual stresses in the film (e.g., interfacial healing between the two stacked films). Also shown in Fig. 2(a) are the results for two other measured steps with \( h_1 = h_2 \), which also follow a \( t^{1/2} \) scaling of the width. Each dataset in Fig. 2(a) is fit to \( w = (Mt)^{1/2} \). The prefactor \( M \) scales linearly with \( h_2 \) [Fig. 2(b)]. Using dimensional analysis, this empirically gives free-standing version of Eq. (1) as

\[
w \propto (v_c h_2^2 t)^{1/2}, \quad \text{(free-standing)} \quad (2)
\]

The scaling of the width in the free-standing case has a similar form to the supported case in Eq. (1), but with different power-law exponents. The width has a stronger dependence on time in free-standing films compared to supported films, which is consistent with free-standing
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FIG. 1. (a) Schematic of a stepped free-standing film, prepared by stacking a film with a sharp edge and thickness \(h_2\) on top of a film with thickness \(h_1\). (b) After annealing above the glass transition temperature, a plane of symmetry quickly develops (dotted line), and the initially sharp step begins to broaden. The height profile from the plane of symmetry, \(h(x, t)\), is measured by an AFM scan of the top surface. (c) AFM profiles of a stepped film with \(h_1 = h_2 = 176\) nm are shown for different annealing times \(t\) above \(T_g\). The width of the AFM profiles is defined by the intersection of tangent line at the center of the profile with the two flat regions of the film, as shown in the inset.

Armed with the motivation from the empirical scaling of Eq. (2), we develop a theoretical description of the free-standing flow. Let us consider a symmetric free-standing film of total thickness \(2 \times h(x, t)\) shown schematically in Fig. 1(b). At \(z = 0\) (the axis of symmetry) the boundary conditions are:

\[
\begin{align*}
v &= 0, \\
\partial_z u &= 0,
\end{align*}
\]

where \(u\) and \(v\) are respectively the horizontal and vertical velocities. Since at the liquid-air interfaces there is no appreciable friction, there is a no-stress boundary condition at \(z = h\)

\[
\begin{align*}
\partial_z u &= 0, \\
p &= -\gamma \partial_x^2 h + \sigma_{xz},
\end{align*}
\]

where \(\sigma_{xz} = 2\eta \partial_x v|_{z=h}\). This implies that the flow cannot be Poiseuille type flow as it is for the supported case. Here we make the hypothesis of plug flow, where the horizontal velocity is uniform along the \(z\) direction, i.e. \(u = u(x, t)\). The leading non-vanishing order of the dynamical equations yield:

\[
\begin{align*}
\eta \partial_x^2 u &= \partial_x p, \\
\partial_x u + \partial_z v &= 0.
\end{align*}
\]

Integrating Eq. (7) twice with respect to \(x\) together with Eq. (6) and Eq. (8) leads to

\[
3u = -v_c \partial_x h,
\]

where the constants of integration are set to zero by taking into account that \(u\) is constant when the film is flat. Applying the conservation of volume constraint \(\partial_t h = -\partial_x(hu)\), gives the free-standing thin film equation (FSTFE):

\[
\partial_t h = \frac{v_c}{3} \partial_x(\alpha \partial_x h).
\]

Eq. (10) can be nondimensionalized if we let \(H = h/h_2\), \(X = x/h_2\), and \(T = v_c t/3h_2^2\). Proceeding in a similar manner as ref. [31], by introducing the variable

\[
U = X \frac{T^{1/2}}{T^{1/2}} = x \left(\frac{3}{v_c h_2^2 t}\right)^{1/2},
\]

the AFM profile width \(w\) is consistent with a \(t^{1/2}\) scaling for free-standing stepped films with \(h_1 = h_2\). The open symbols are the measured widths for different film thickness \(h_2\). The solid lines are fits to \(w = (Mt)^{1/2}\), where \(M(v_c, h_2)\) is a fitting coefficient. (b) The fitting coefficient \(M\) scales linearly with the characteristic film thickness \(h_2\). Combining the results of (a) and (b), and enforcing dimensional consistency gives Eq. (2).
one can show the existence of self-similar solutions of the form $H(X,T) = F(U)$. In other words, solutions to the FSTFE with dimensionalized variables can be related to the self-similar solution $F(U)$ by means of equation (11). At fixed values of $U$, this relation confirms the empirical scaling of Eq. (2).

The theory can also be used to determine the full height profile of free-standing films as they flow. By employing a numerical scheme [49], solutions to Eq. (10) were calculated and fit to the experimental data. Fig. 3(a) shows a typical experimental profiles (red line) for the step with $h_1 = h_2 = 176$ nm. The normalized height is plotted against the normalized horizontal position $x/t^{1/2}$ for three different annealing times. The three experimental profiles collapse onto one curve and agree well with the numerically calculated theory (green line). The difference between the experiment and theory is less than 1 nm [red lines in Fig.3(b)]. There is a similar level of agreement between the theory and experiment for the other measured self-similar profiles with $h_1 = h_2$.

A further simplification can be made in the case where the size of the surface perturbation is small in comparison to the overall thickness of the film. This situation can be experimentally realized by creating a stepped film with $h_1 \gg h_2$. In that case, the nondimensionalized height profiles can be written as $H(X,T) = 1 + \Delta(X,T)$, with $\Delta \ll 1$. One can show that to first order Eq. (10) reduces to a simple diffusion equation

$$\partial_t \Delta = \partial_x^2 \Delta.$$  

(12)

This linearized version of the free-standing thin film equation has an analytic solution

$$F(U) = 1 + \frac{\Delta_0}{2} (\text{erf}(U/2) + 1).$$  

(13)

To test the linearized theory, a sample with $h_1 = 681$ nm and $h_2 = 92$ nm was annealed above $T_g$ and measured with AFM. The linearized theory [yellow line in Fig. 3(a)] shows remarkable agreement to the collapsed AFM data [blue lines in Fig.3(a)], with $< 0.5$ nm deviation over the entire profile as shown by the blue lines in Fig. 3(b). In short, there is an excellent agreement between the theory and experiment. Not only is the experimentally measured scaling law reproduced by the theory, the profile of the stepped films as they evolve in time agrees with both numeric and linearized analytic solutions to the FSTFE.

A final experiment was performed to compare the capillary velocity measured in a free-standing film to ensure that it is equivalent to the supported film value. Both supported and free-standing PS stepped films were annealed side-by-side at the same time. Since the capillary velocity is a material property of the film independent of the substrate, the supported samples should have an equivalent $v_c$ to the free-standing films. Stepped PS films ($h_1 = h_2 = 390$ nm) were created on the free-standing grids as well as on supported substrates (both silicon and $\approx 4\mu$m thick polysulfone films were used as substrates to ensure the substrate thickness did not affect the temperature of the PS film). The samples were placed in a home-built vacuum oven at 120°C, where a metal cap was clamped above the samples to ensure there were no temperature gradients in the vacuum oven. The samples were measured after 735 and 1485 minutes of annealing to confirm that the measured profiles were self-similar in time. Fig. 4(a) shows the results of the supported measurements. The normalized height of the step for 10 different supported profiles is plotted as a function of the normalized horizontal position ($x/t^{1/4}$). The collapse of the profiles for the two different annealing times shows that the flow is self-similar in $t^{1/4}$ as is the case for supported thin-film flow [Eq.(1)]. The theoretical profile [49] is fit to the experimental data with only one free parameter, $v_c$. This gives the capillary velocity of PS (55 kg/mol at 120°C) as $v_c = 0.068 \pm 0.008 \mu$m/min in the supported case. Fig. 4(b) shows the results of the free-standing measurements, plotting the normalized height of the profiles as a function of the normalized horizontal position $x/t^{1/2}$. There is a collapse of all 16 free-standing profiles for the two different annealing times.

![FIG. 3. (a) Normalized height profile plotted as a function of normalized horizontal position for two different samples. A sample with $h_1 = h_2$ (bottom right legend), which agrees well with the calculated numeric solution to Eq. (10), and a sample with $h_1 > h_2$ (top left legend) which agrees with the analytic linearized solution of Eq. (12). (b) The residuals of the fits to the theoretical profiles show a < 1 nm deviation for both the sample with $h_1 = h_2$ (red solid lines) and $h_1 > h_2$ (blue solid lines). The colors correspond to the same annealing times as the legend in panel (a).](image-url)
reconfirming the $t^{1/2}$ self-similarity predicted by the theory. Similarly, the numeric theory (from Fig. 3) is fit to the collapsed profile with one free parameter ($v_c$), which gives $v_c = 0.068 \pm 0.008 \mu m/min$ in agreement with the supported measurement. The fact that the free-standing measurement gives the same capillary velocity as the supported measurement proves the robustness of the step leveling technique. Having a well-characterized technique to measure flow in a free-standing geometry opens new avenues of research in the study of thin fluid membranes.

In summary, we have measured flow in thin free-standing polystyrene films using a stepped film geometry. The steps broaden as they are annealed above $T_g$, and the width of the step follows a $t^{1/2}$ power law. Unlike a supported film with a no-slip liquid-solid boundary condition, the flow in free-standing films is consistent with theory derived from an assumption of plug flow, i.e., a uniform flow velocity along the thickness of the film. The free-standing thin film equation (Eq. (10)) reproduces the both the empirical scaling law and AFM profiles. The capillary velocity was determined to be independent of the film’s boundary condition by a simultaneous measurement of supported and free-standing films. Using free-standing capillary leveling to study flow in thin films should readily allow for its application to unresolved physical problems. Probing the flow of thin free-standing films just below their glass transition temperature would provide insight into the mechanism behind large $T_g$ reductions. Comparing the response of supported and free-standing films made of high molecular weight polymer would clarify the role that the substrate plays in systems that demonstrate a viscosity reduced by confinement [26].

![Graph showing step leveling measurement of supported and free-standing films](image)

**FIG. 4.** (a) Step leveling measurement of supported films. The 10 different experimentally measured profiles for two different annealing times (solid blue lines) collapse when plotted as a function of the rescaled horizontal position $x/t^{1/4}$ which indicates self-similarity. The numerical solution to the thin film equation [31] (solid yellow line) is fit to the experimental profiles which gives $v_c$. (b) A step leveling measurement of free-standing films performed simultaneously to the supported measurement. Here, the 12 free-standing profiles for the same two annealing times collapse as a function of the normalized horizontal position $x/t^{1/4}$. The capillary velocity is determined by fitting the numeric solution to the FSTFE Eq. (10) to the experimental profiles, and is in agreement with the supported measurement.

In summary, we have measured flow in thin free-standing polystyrene films using a stepped film geometry. The steps broaden as they are annealed above $T_g$, and the width of the step follows a $t^{1/2}$ power law. Unlike a supported film with a no-slip liquid-solid boundary condition, the flow in free-standing films is consistent with theory derived from an assumption of plug flow, i.e., a uniform flow velocity along the thickness of the film. The free-standing thin film equation (Eq. (10)) reproduces the both the empirical scaling law and AFM profiles. The capillary velocity was determined to be independent of the film’s boundary condition by a simultaneous measurement of supported and free-standing films. Using free-standing capillary leveling to study flow in thin films should readily allow for its application to unresolved physical problems. Probing the flow of thin free-standing films just below their glass transition temperature would provide insight into the mechanism behind large $T_g$ reductions. Comparing the response of supported and free-standing films made of high molecular weight polymer would clarify the role that the substrate plays in systems that demonstrate a viscosity reduced by confinement [26].
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3.5 Paper V - Stability of holes in a freestanding film


3.5.1 Preface to Paper V

Freestanding polystyrene films were also the subject of this work, focusing on the stability and evolution of holes (pores) created in the film. The freestanding films in this work ranged in thickness from $\sim 100 \text{ nm} - 2 \mu \text{m}$. A pore in a membrane was created by exposing a supported PS film to the focused laser spike annealing procedure with a stationary sample stage. Laser exposure continued until the substrate was exposed in a small circular region of the film. The film could then be transferred into the freestanding state, yielding a freely-suspended polymer membrane with a pore. The initial size of the pore could be tuned by changing the laser power or exposure time.

In these experiments, films were created with arrays of hundreds of pores of varying size. When the films were heated above their glass transition temperature to allow for flow, the radius of some of the pores grew exponentially in time, consistent with previous measurements of rupture in thin viscous films. Other pores were observed to shrink, and closed over time. A select few of the hundreds of pores did not grow or shrink over the course of the measurement. These unchanging pores define a critical radius for pore growth. This critical radius $r_c$ was measured for 9 different thicknesses of PS, and it was found that the critical radius scaled linearly with film thickness $r_c \propto h$.

These experiments relate to the phenomena of nucleation and growth. In the case of pore formation in a viscous film, creating a pore reduces the surface area at the two air interfaces in the plane of the membrane. This gives a reduction in the free energy proportional to the area of the pore in the plane (energy reduction $\propto 2\pi r^2 \gamma$). However, at the edge of the pore there is an increase in the free energy cost proportional to the perimeter of the pore. The energy cost per unit length of perimeter, known as the line tension, depends on the curvature of the interface at the
edge of the pore, as well as any molecular rearrangements that might occur near the pore to accommodate the curved interface.

For the case of the PS membrane, we assume that the line tension contribution to the free energy is the surface tension cost of creating a torus shape at the edge of the pore. This gives $r_c = \pi h/4$, which agrees with the experimentally measured data with no fitting parameters. To change the line tension, a PS-PMMA diblock copolymer is used. Layers of molecules at the edge of the pore then need to undergo a rearrangement to accommodate the curvature of the pore. This extra line tension cost increases the critical radius of pores for thin films.

This work, much like the other freestanding project, involved difficult sample preparation and measurement. Here as well, a bright and determined undergraduate student Christian DiMaria was instrumental in this work. For my contribution, I co-supervised Christian, designed and performed initial proof-of-concept experiments, developed a model for the diblock copolymer films, wrote the first draft of the paper, and was involved in the revision of the manuscript.
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We study pore nucleation in a model membrane system, a freestanding polymer film. Nucleated pores smaller than a critical size close, while pores larger than the critical size grow. Holes of varying size were purposely created in liquid polymer films, and their evolution in time was monitored using optical and atomic force microscopy to extract a critical radius. The critical radius scales linearly with film thickness for a homopolymer film. The results agree with a simple model which takes into account the energy cost due to surface area at the edge of the pore.

Nucleation and growth occurs in a variety of physical systems where there is a phase transition. Crystallization of ice, the formation of micelles in solution, and the growth of diamonds from vitreous carbon are all systems where a nucleus can form and then either grow or shrink depending on its size [1]. In crystallization, for example, there is a trade-off between the volumetric free energy contribution which favors the crystalline phase, and the surface area dependent cost of the interfacial tension between the two phases which favors a single liquid phase [2]. By examining the free energy cost of creating a nucleated phase with radius $r$, the critical radius $r_c$ can be derived from classical nucleation theory. For a nucleus with $r < r_c$, the nucleated phase is unstable to fluctuations, while for $r > r_c$ the nucleated phase is energetically favorable and the nucleus can grow. The same physics governs diverse phenomena including bubble nucleation of false vacuum states in inflationary cosmology [3], as well as many biologically important processes such as amyloid-beta protein aggregation [4, 5], microtubule growth [6], and pore formation in cell membranes [7]. In this letter we focus on pore formation in a membrane. Membrane pores can be created by pathogenic bacteria to invade target cells [8], and play an important role in many biological processes such as mechanical force transduction [9] and water permeability of biological membranes [10].

For the nucleation of a pore in a membrane, there is a balance between two competing effects. First, there is an energy cost of having an interface between the membrane and its surrounding phase. Because the presence of a pore removes interface, this reduces the interfacial energy cost. Opposing this effect is the energetic cost of creating an edge around the perimeter of the pore. The stability and growth of pores depends on the relative contribution of interface reduction compared to the edge cost. Written mathematically, the free energy cost of creating a pore in a membrane which has two surfaces with interfacial tension $\gamma$ is given by [11]

$$\Delta G(r) = 2\pi r \Gamma - 2\pi r^2 \gamma,$$  \hfill (1)

where $\Gamma$ is the line tension (or edge tension) of the pore, which is the free energy cost per unit length of creating interface at the edge of the pore (see schematic in Fig.1(a)). The line tension in lipid membranes has been the subject of both experimental [12–19] and theoretical [20–26] studies, which address important questions about the composition profile of the lipid molecules around the pore edge [21, 25] as well as the role of peptides in the free energy of the pore [17–19]. An experimental challenge working with lipid membranes is their size. Typically the thickness of such membranes is a few nanometers, while pores can be sub-nanometer in size.

![FIG. 1. (a) Cross-sectional diagram of a pore in a membrane with interfacial tension $\gamma$ and line tension $\Gamma$. (b) Schematic of the grids used to support the freestanding polymer membranes. Each hexagon is $\sim 1$ mm across. (c) Optical microscopy image of a sample with hundreds of holes of various sizes. (d) The size of the hole is monitored with optical microscopy after annealing above the glass transition temperature of the polymer. Because the polymer is in the liquid state, pores can grow or shrink depending on their size.](image-url)
Here we study the formation of pores in a model membrane system, a thin freely-suspended polymer film. Previously, viscous polymer membranes have been used as a model system to study the growth dynamics of rupture in bubbles [27] as well as to study the spontaneous nucleation and growth of holes [28–30]. Our approach is to purposefully make holes of various sizes in a liquid polymer membrane and allows them to evolve under the force of surface tension. Holes with a radius below the critical radius fill in, while those larger than the critical radius grow. Examining the shrinkage or growth of many holes allow for the determination of \( r_c \) which depends on the film thickness \( h \).

To create the polymer membranes, monodisperse polystyrene (obtained from Scientific Polymer Products, USA, \( M_n = 48 \text{ kg/mol} \)) was spin coated from dilute toluene solution onto freshly cleaved mica (Ted Pella, USA). The polystyrene (PS) films were then floated off the mica onto a deionized water bath (18.2 MΩ cm, Pall, USA), and transferred onto silicon (University Wafer, USA). Pores in the polystyrene film were created by a focused laser spike annealing setup [31–33], where a tightly focused laser (Coherent, Verdi V2, 532 nm) was used to locally heat the silicon wafer supporting the PS film. This heating had two effects. First, the local temperature of the PS film became greater than its glass transition temperature (\( T_g \approx 100^\circ \text{C} \)), which created a local region of liquid PS. Second, the laser caused a lateral temperature gradient within the PS film, and because the surface tension of PS decreases with increasing temperature, thermocapillary flow created an axisymmetric dewetted region around the center of the laser beam. By varying the power and exposure time of the laser, holes of various sizes in the PS film could be created. The process of exposing the film to the laser, closing the laser shutter and then translating the sample to a new location was repeated to yield hundreds of holes in each PS film. Having hundreds of holes ensured a good statistical average for the critical radius measurement. After exposure to the laser, the films were then floated off the silicon back onto the water bath, and picked up onto stainless steel grids shown schematically in Fig. 1(b). The edge of the grids supported the PS film, with a freely-suspended region of PS film in the center. The films were then heated above \( T_g \) on a heating stage (Linkham, UK) to bring them into the liquid state. The size of the pores was measured in situ using optical microscopy (OM) [Olympus, USA] as shown in Fig. 1(c-d), or by intermittently quenching the samples to room temperature, deep into the glassy state of PS where no flow occurs, and scanning the film with atomic force microscopy (AFM) [Veeco Cailber, USA].

The AFM profiles of three pores in a film with thickness \( h = 810 \text{ nm} \) are shown in Fig. 2 for three different annealing times \( t \) at temperatures above \( T_g \). The largest hole grew (left column), the next largest was stable over the timescale of the experiment (middle column), and the smallest hole shrank (right column). The size of the stable pore gives an estimate of \( r_c \approx 500 \text{ nm} \) for \( h = 810 \text{ nm} \).

\[
\frac{\Delta G(r)}{\gamma h^2} = -\pi + \pi^2 \left( \frac{R}{h} \right)^2 - 2\pi \left( \frac{R}{h} \right)^2, \quad (2)
\]

In order to perform measurements on hundreds of pores in the same film, OM was used to measure the pore radius. Fig. 3 shows the time evolution of the radius of three different holes for a film \( h \approx 900 \text{ nm} \) thick. The largest pore grows exponentially with time, consistent with previous studies [28, 29, 34]. The intermediate sized pore does not change over the measurement, while the smallest hole rapidly shrinks. Repeating this measurement on a sample with hundreds of holes, we find only 8 stable holes. From the size of the stable holes, we find \( r_c = 730 \pm 100 \text{ nm} \) for \( h = 965 \text{ nm} \).

The results of \( r_c(h) \) for 9 different PS film thicknesses are shown in Fig. 4 (black squares). For PS homopolymer films, the critical radius depends linearly on the film thickness.

To understand the linear relation between \( r_c \) and \( h \), we need to consider the line tension term in Eq. (1). Since the PS films are composed of a single polymeric species and the film thickness is much larger than the typical molecular dimensions, the energy cost of creating the rim of the pore is just the bulk surface tension cost. If we consider the edge of the pore to be the a torus [26] with a diameter \( h \), then the surface area of the rim is given by the surface area of the inner half of a torus \( A = \pi^2 hr - \pi h^2 \). This gives the free energy of the PS pore as
FIG. 3. The radius of three different sized pores in a film $h \approx 900$ nm thick. The pore which started off with the largest radius (green triangles) grew over time, while the smallest hole (red circles) shrank and closed. The intermediate sized pore (black squares) was stable in size during the measurement. The solid green line is a fit of $r = r_0 e^{t/\tau}$ to the growing hole, with $r_0 = 1.3 \mu m$ and $\tau = 910$ s. The inset shows the same data over a smaller range of time to highlight the dynamics of the shrinking pore.

FIG. 4. The critical radius plotted as a function of film thickness for a PS homopolymer (black squares) and a PS-PMMA diblock copolymer with additional line tension (green triangles). For thick films, there is no difference in the critical radius. The line tension becomes important for thin films, and the critical radius of pores in the diblock films becomes larger than that in the homopolymer case. The black solid line is the theoretical prediction of Eq. (4) with no fitting parameters. The green line is a fit of Eq. (7) to the diblock copolymer data.

where we identify the line tension as

\[ \Gamma_{\text{homopolymer}} = \frac{\gamma}{2} \left( \frac{\pi h - \frac{h^2}{r}}{r} \right). \]  

The solid black line in Fig. 5 shows the free energy cost of creating a pore with radius $r$ in a viscous membrane of film thickness $h$ and surface tension $\gamma$. For $r < r_c$, the pore is unstable and will shrink. Larger pores with $r > r_c$ will grow exponentially in time. The solid black line is given by Eq. (1), and the value of $r_c$ (dashed black line) is given by Eq. (4) for a film with no confinement effects. The free energy barrier increases and $r_c$ shifts further to the right as the energy cost of creating curvature at the edge of the pore increases (increasing edge tension). The green curves are generated by setting $2\pi e L / \gamma h^2 = \{0.02, 0.04, 0.06, 0.08, 0.1\}$ in Eq. (6), with higher values corresponding to larger edge tension and darker colored curves in the figure.

This theoretical expression for the critical radius is shown in Fig. 4 (black solid line). Eq.(4) agrees with the experimentally measured values with no fitting parameters. Since $h > 200$ nm for all measured films, the contribution from disjoining pressure is negligible [35]. The excellent agreement between the theory and experiment confirms the assumption that surface tension is the only free energy contribution in creating a pore in PS homopolymer films. The PS homopolymer films are behaving as model membranes with only the total surface area contributing to the free energy.

Now that we have a well-characterized model membrane, we turn to incorporating some aspects of biological membranes. The stability of pores in membranes is largely determined by the effects of line tension at the edge of the pore. For example, peptide binding can alter the line tension which stabilizes pores [18]. Here we explore the effect of altering the line tension in our model system by making a small alteration. Instead of using a homopolymer (as has been used up until this point in the letter) in our polymer membrane, we use a diblock copolymer. A diblock copolymer is a type of grow. The critical radius is given by the maximum in the free energy, which we find by setting $\partial \Delta G / \partial r = 0$, which gives

\[ r_c = \pi h / 4. \]  

(4)
polymer in which each molecule contains two distinct chemical blocks [2]. Due to an enthalpic repulsion of the two parts of each chain, phase separation is favorable at sufficiently low temperatures. But because the two chemical species are covalently bonded together, phase separation can only occur on the lengthscale of the individual molecules (typically 10 – 100 nm). Here we use a symmetric polystyrene-poly(methylmethacrylate) (PS-b-PMMA) diblock copolymer (with \( M_a = 25 \text{ kg/mol} \) for the PS block and \( M_b = 26 \text{ kg/mol} \) for the PMMA block, obtained from Polymer Source, Canada). A symmetric diblock copolymer will phase separate into lamellar layers with equilibrium thickness \( L \), similar to a lipid bilayer. In fact, diblock copolymers have previously been used to model lipid bilayer membranes in previous theoretical work [26]. When confined to a thin film, there is an extra free energy cost of a curved diblock surface [36]. Unlike the case of a homopolymer membrane where the free energy cost at the edge of the pore is just due to the bulk surface tension of the fluid, a diblock copolymer has an added energy cost of rearranging molecules near the curved edge of the pore which is inversely related the radius of curvature. Here, the radius of curvature is \( r \), and to first order this adds an additional cost to the line tension of a hole given by Eq. (3) in terms of the non-dimensional curvature \( L/h \) as

\[
\Gamma_{\text{diblock}} = \Gamma_{\text{homopolymer}} + \phi \frac{L}{h},
\]

where \( \phi \) is an energy cost per unit length associated with the curvature. Putting Eq. (5) into Eq. (1) gives

\[
\frac{\Delta G(r)}{\gamma h} = -\pi + \left( \frac{\phi}{2 \gamma k^2} \right) \left( \frac{r}{h} \right) - 2 \pi \left( \frac{r}{h} \right)^2.
\]

The free energy cost of a pore in a system with an added line tension contribution is shown in Fig. 5. The free energy given by Eq. (6) is plotted for successively larger values of the line tension. The larger line tension creates a larger free energy barrier to hole growth, which shifts \( r_c \) to a progressively higher value.

To obtain the critical radius for the diblock copolymer case, we once again set \( \partial_r \Delta G(r = r_c) = 0 \), which results in the critical radius

\[
r_c = \frac{\pi h}{4} + \frac{\phi L}{2 \gamma h}.
\]

to increase as the film thickness is decreased. The solid green line is the fit of Eq. (7) to the diblock data, which gives \( \phi L/2 \gamma = 0.0475 \text{ mJ/m}^2 \). Given the surface tension \( \gamma \approx 34 \text{ mJ/m}^2 \) and lamellar spacing \( L = 27 \text{ nm} \), this gives the energy cost of confinement per unit length for this system as \( \phi \sim 10^{-7} \text{ J/m} \).

Polymer membranes have provided a convenient system to examine a nucleated process. The ability to use direct optical measurements allows for a conceptually straightforward demonstration of nucleation and growth, which are important in many other physical processes. The simplicity of the system allows for an uncomplicated mathematical description of the physics involved. The ability to tune the pore stability by changing molecular architecture gives a clear understanding of the competing contributions to the free energy of the system.

In conclusion, we have studied the stabilities of pores in a model membrane. We find that for a simple polystyrene film, the critical radius depends linearly on the film thickness. A model which only accounts for the surface tension contribution to the free energy and takes into consideration the surface area at the edge of the pore describes our experimental results with no free parameters. On the other hand, we find that for a membrane made of a diblock copolymer the critical radius does not match the simple model for thin films. The ordered microstructure of the diblock causes deviations from the bulk free energy cost due to surface tension. This added contribution to the edge tension can be accommodated with an additional term in the free energy which becomes important for thin films. This modification is able to describe the experimental diblock copolymer critical radius with one fitting parameter. The study of pores in polymer membranes provides a model system for nucleation and growth where the critical radius can be derived from simple mathematical arguments. In this model membrane system the effect of the line tension, which is important to biological processes, can be altered simply by changing the molecular architecture of the polymer used in the membrane.
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tical biology of the cell (Garland Science, 2012).
Chapter 4

Conclusions

This thesis work has focused on the study of capillary driven flow mediated by viscosity in thin polymer films. We have used a variety of sample geometries to study flow: the capillary levelling of trenches, divots, and steps was used to extract quantitative information about the rheological properties of films. Droplet spreading was used to investigate dissipation in a polymer fluid. The dynamics of pores opening or closing in a polymer membrane was used to study nucleation.

In all of the studies, the properties of the polymer fluid played a role in the dynamics. The temperature and molecular weight dependent viscosity of polymeric liquids determined the rate at which energy dissipation occurred. The size and the molecular structure of the polymer chains had important effects on the boundary condition and free energy of the films.

There is a strong connection between the free energy of the film and the dynamics of flow. When the film is in a high energy state, a driving force pushes the liquid to flow. In Papers I and II, this connection between the equilibrium free energy and flow allowed for the careful study of a partially wetting fluid. The presence of a bulk disordered state with interfacially induced ordering resulted in a non-monotonic film thickness dependence of the free energy. As a direct consequence of the decaying oscillatory interface potential energy we were able to observe the unique phenomenon detailed in Paper I. For a single liquid on a homogeneous substrate, the fluid dewetted into droplets which did not have a single contact angle as is usually the case; the droplets dewetted into a discrete spectrum of contact angles. Using the tem-
perature dependence of this spectrum, we studied the dynamics of the droplets as they approached equilibrium. Unlike other systems where the dissipation in droplets mostly occurs at the contact line, in Paper II we found that the droplets forming the spectrum of contact angles dissipated energy at the base of the droplets. This was consistent with an effective slip boundary condition at the liquid-solid interface.

In the other three papers, the connection between the flow and the free energy of the film was more straightforward. In those works, flow was induced purely by the extra surface area of the fluid which was a free energy cost due to surface tension. We used these purely capillary driven systems to study the effect of different initial conditions and boundary conditions.

In Paper III, initial conditions with different symmetry and effective dimensionality were created in supported films. The initial perturbations decayed over time, as the excess surface area decreases bringing the film towards its equilibrium flat state. The depth of the perturbations decayed as a power law in time with an exponent that depended upon the initial symmetry and effective dimensionality of the perturbation. The types of features slowest to decay are 2D features in which material is added or removed from a flat film. Faster erasing of surface features can be achieved by creating a 3D feature with a higher order symmetry.

The boundary condition was changed in Papers IV and V. Instead of working with polymer films supported underneath by a solid substrate, films were freely-suspended by holding them at their edges. This removed any interfacial friction in the system which had a drastic impact on flow. In Paper IV, we used capillary levelling to show that the flow in freestanding viscous films is consistent with plug flow: a flow profile where there is no gradient in horizontal velocity in the direction perpendicular to the film.

Freely-suspended films were then used as a model membrane in Paper V. By creating pores of various sizes in viscous polymer membranes, we observed that some pores grew, others shrank, and some did not change over hours of heating above the glass transition temperature of the film. From this we were able to determine that the critical radius for pore growth depended linearly on film thickness, which agreed well with a simple model with no fitting parameters. It was found that the critical radius could be made larger by using a diblock copolymer membrane because of the
larger energy cost at the edge of a pore.

In this thesis, three themes in which molecular details have a role in determining the flow in a viscous fluid film were addressed. First, the structure of a diblock copolymer fluid can lead to modifications to the boundary condition. Second, the dynamics of flow depends on the symmetry of the initial condition. Third, removing interfacial friction at the boundary of a fluid film drastically alters the velocity profile in the fluid as it flows.

One intriguing aspect of all these situations is how continuum fluid dynamics still works remarkably well. Even in situations where molecular details are important, continuum mechanics is still able to describe the flow we observe. The relative importance of the terms in the Stokes’ equations change, which results in qualitative differences in the dynamics of flow. However, the same framework is still able to give quantitative details in a wide array of situations.

There are some natural extensions to the work presented in this thesis, some of which are ongoing work. For example, the diblock copolymer droplet shown in figure 2.5 which coexisted with two different wetting layer thicknesses has a different contact angle on each side. This causes an unbalanced force on the droplet and as a result, the droplet moves towards the side with a thicker wetting layer. The measurement of this effect is a work in progress.

Another ongoing project is measuring the capillary levelling of a viscous film on a thin, flexible substrate. If the substrate is thin enough, the viscous film will undergo a symmetrization similar to a freestanding film. However, since there is still a no-slip boundary condition at the interface between the viscous film and the flexible substrate, the flow has the same self-similar scaling as a film supported by a rigid substrate.

The ability to use AFM on a freestanding film has provided our group with some new avenues of research. For example, future work could examine the universal attractors for a freestanding film. Since the linearized freestanding thin film equation is simply the heat equation, the attractor functions are analytically solvable. In fact, the zeroth order attractor for the case of non-zero volume should be a Gaussian function. The higher order attractors would then be derivatives of the Gaussian function.
Perhaps the most interesting extension to this thesis would be the use of freestanding films to probe some of the existing questions in the literature. How does the surface of a glassy freestanding film flow, and how does this depend on molecular weight? How does flow in a freestanding film change when the polymer molecules are confined? Is it possible to measure surface fluctuations in freestanding films similar to the way it is done in the supported case? Progress on answering these questions could provide an important contribution to the field of polymer physics.
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