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SCOPE AND CONTENTS:

The logit format for a modal split model, which
has previously been used for only binary cases, is used to
build a new set of behavioural, probabilistic, multi-mode
models. The models and the testing were carried out on a
CDC 6400 Computer.

A program developed at Chicago was used to construct
the models while a separate program was developed to analyze
the results. The type and number of variables to be used in
the different sections of the model were investigated and an
attempt was made to find the best method of aggregation. An
inferred 'value of time' was also calculated and statistical
testing of the individual and aggregate models was made.

It is shown that this method of modelling is indeed
feasible in terms of the significance of the models and

the accuracy of the predictions on a separate data set.
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CHAPTER I

INTRODUCTION

I-1 Background

As the standard of living in the world, and particu-
larly in North America, has increased, an awareness of problems
within our environment has developed. Since the large
proportion of the population are city-dwellers, this has
been reflected in a desire for improved conditions in our
large urban centres.

Cities are still the most efficient form of habitation
and must remain in basically the same form for many years to
come. Many cultural and economic aspects of modern living are
dependent upon a certain size of community for their sustenance.
The post-war years have seen a higher reliance upon personal
transportation which has afforded greater mobility and has led
to the resultant urban sprawl.

It is becoming more necessary that the growth of the
automobile population of our city centres must be checked before
the transportation arteries either strangle the city by
clogging the streets or demand a too large share of the core
land. A trend towards more efficient mass transit systems is

evident.



In Canada, both the federal and provincial governments
have just recently become aware of these trends. The Ottawa
government has set up the Canadian Transportation Commission to
control all facets of transportation. The Ontario government
has halted work on a major freeway in Toronto by withholding
financial support. At the same time the former Department of
Highways has been reorganized as the Department of Transportation
and Communication and a provincial subsidy of fifty per cent
on all costs for rapid transit systems is now available.

New technology will provide our society with still
further concepts which are feasible for travel within our
large urban centres. These will most likely be compromises
between the absolute privacy and convenience of the private
auto and the less convenient but more efficient mass transit
systems.

We must not forget also that man evolved with a built-
in means of mobility. In the "New Towns" in both North
American and in Europe, a greater emphasis has been placed
on pedestrian accessibility. See Buchanan, 1963.

It may be seen then that several different means
of travel will be available to the urban population in the
future. Even now with present technology, a city like
London, England has at least nine distinct means of transport
including two types of rail service and two types of bus
service. The smallest city can easily count on taxi, bus or

private auto for transportation.



I-2 Present Transportation Planning

Transportation planning has developed to a point at
which travel demand is conventionally predicted using a
sequence of four steps: trip generation, trip distribution,
modal split and network assignment. These four steps are |
each taken using a separate model for each process. The
first step, trip generation, predicts the absolute number of
trip-starts and trip-ends which will occur in given urban
areas. The second model, trip distribution, apportions the
given trips to specific generating and absorbing areas
creating a corridor flow pattern. Mode split models determine
the share of trips which will be made on each separate mode
of travel available. The last model, trip assignment, then
uses the limitations of the plant within the corridor to allot
the vehicles to specific thoroughfares. See Davis, 1969, or
Martin, Memmott, Bone, 1961.

Since the building of new models for each separate
city is an inefficient use of time, a definite and standard
"“Urban Transportation Planning” (UTP) Package is desirable.
None of the existing models are entirely satisfactory. To
remedy this situation we may start by taking one of the
present models and reformulating it to make it more
satisfactory. This may be used as a starting point to
develop a whole new UTP Package.

The modal split model has the best defined bounds

with a most definite and measureable result. It then provides



a reasonable starting point upon which other models can be
based and to which they may be co-ordinated. Most models
have so faf used an aggregate approach. The present work is
an attempt to follow a path only recently opened towards |
disaggregate, behavioural models.

The idea is to use behavioural theory and the
individual's traits as well as the characteristics of the
systems involved, as an indication of his probability of
choice of mode. The disaggregate approach is a change
from the initial theory in modal split which involved aggre-
gate statistics. Using the same type of zonal division
barriers the aggregate models produced absolute numbers or
percentages of total travel for each mode between the zonal
pairs. This method was highly inaccurate because of the
variation in trip lengths and characteristics of the
individuals within the zone. The results were limited by
zoning and geographical considerations of the urban geometry,
to each unique study area. A new model was required for
each city. The disaggregate approach should have a more
universal application, since it is based on non-local
variables.

The identification of the correct variables to be
employed is still very much in the embryo stage. The
disaggregate technique tries to pattern the choice through
theoretical behavioural prejudices of the individual trip-
maker evolving from most socio-economic conditions such as

his sex, income, age and stage in the family life-cycle.



The form which the ‘'ultimate model' will eventually
have is also an unsolved problem. As pointed out above, this
choice has become more varied, as new facets of transportation
have been introduced. One school of thought says that the
individual has a binary choice no matter how many choices he
has in the absolute sense. This creates a problem for the
modeller who must determine the two most appropriate choices‘
for the users. This thesis tries to show that a multi-
dimensional format can be used to predict the probabilistic
choice. It hopes to show that a simplification can be
realistically accomplished by building a multi-mode dis-
aggregate stochastic type model.

The actual model form is an extension of an existing
binary form which has been previously proven viable. See
Stopher, 1969. The multinomial extension is easily achieved
mathematically, Theil, 1969. The set of variables to be used
is also of the same pattern as that used in the previous
binary models. The linear relationship which is a part of
the technique also allows us to develop an understanding of
the individuals' comparitive attitudes towards the separate
variables and choices involved.

The thesis tries to discover whether a multinomial
logit formulation of the modal split model is feasible.
Chapter II reviews past work in modelling modal split.
Chapter III outlines the theory and strategy. Chapter IV

gives the results of the empirical testing of the model and



Chapter V points out the conclusions to be reached and the
future directions of research. In the Appendix there are

listings of the computer programs used and the data available.



CHAPTER 11

IN REVIEW OF THE STATE OF THE ART

Studies to improve the flow and direction of traffic
volumes have been made for many years, starting before the
turn of the century. As early as 1844, traffic counts were
being made in France. Yet it was not until Federal legis-
lation in the United States in 1944, that transportation
planning in the form of Origin-Destination Studies evolved
to a recognizable form. Before 1955, these studies con-
centrated on an extrapolation of present trends. Modern
ana!yticapredictive planning, then, has only a relatively
short life of less than 20 years up to this point. Even so,
institutional research into this field adﬁ doT1ar volume to
consultants has mushroomed. See 0i and Shuldiner, 1969.

This thesis concerns itself with only one part of
the 'Urban Transportation Planning' (UTP) Package; the
choice of mode for a relatively short journey. The UTP
package comprises four models, trip generation, trip
distribution, modal split and network assignment. The
relative placing of trip distribution and modal split in the
sequence are not rigidly set. Both Davis, 1969, and Martin,

Memmott, Bone, 1961, discuss the UTP package in full. One
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sequence prescribes modal split as the second factor and
trip distribution as the following model, while the other
reverses this alignment.

In the late fifties major transportation studies
were first commissioned. Each of these studies was required
to produce its own modal split model. Early research used
zonal aggregate values in multiple linear regression formats.

A large emphasis was placed on urban land use and zoning

as reflected in early work by Wynn, 1955, Carroll, 1954 and
Adams, 1959. This was followed by Chicago Area Transportation
Study Reports by Howe, 1958, Biciunnas, 1964, and Sharkey,
1958, 1959, and a Milwaukee Study Report by Hadden, 1962.

These models used only socio-economic measures and activity
levels dérived from urban zonal theory. §incq these measures -
age, income, car ownership, residential dgnsi%y, etc. - were
the only variables, any changes in the systems were not
reflected in the model. Also, since these measures all
suffered an inflationary trend as the standard qf living
increased, an ever increasing share was predicted for the
car over transit. No significant change in mathematical
form occurred in any of these works.

By using high levels of aggregation there was a very
high variance within the zones, especially when short trips
were being considered. A trip from zone A to adjoining zone
B could vary from several blocks to more than a mile. A

generalized zonal activity could over-ride small pockets of



different types. Since the techniques of these studies also
used socio-economic factors such as income, car ownership,
level of education, the within zone variation was further
generalized and thus distorted. This was perhaps the largest
source of error, for even on a given street in an urban area,
car ownership could vary from 0-3 cars per family or education
from public school to post-graduate level. These high
variance levels, together with errors in generating the co-
efficients and errors inherent within random sampling surveys,
were enough to make these models unreliable for the present,
let alone for use in predictions of the future, for which
there are additional errors generated.

In the late fifties, a large amount of data was
collected in conjunction with the development of a new
series of models. The pendulum swung away from the socio-
economic variable to the system variable, although the level
of aggregation still remained on a zonal basis. Large
studies in Washington, Chicago, San Francisco, Toronto, and
Philadelphia resulted in the definition of a new set of
diversion curves for modal split prediction. These models
worked on either time saved or time ratio vs. per cent of
total trips diverted from one mode to the other. The
techniques used are well documented in papers by Quinby,
1961, Hamburg and Guinn, 1966, and Hill and Von Cube, 1963.
Quinby recognized that the multiple regression techniques

used up to this time might not be the best-fit solution,.
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He proposed that Pearl-Reed logistic curves be fitted, but
eventually settled on a Gompertz exponential curve
formulation. His curves, however, took into account only
travel time ratio. Hamburg and Guinn extended this into
another dimension with some research into 'transit response
surfaces'. Hill and Von Cube did a more extensive study on
the effects of many different variables, both system and user
types. This work led to a large set of diversion curves
developed by Traffic Research Corporation which set up
relationships between travel time ratios and per cent on
transit for different cost ratios and income levels, which
was used in Washington, Toronto, and Philadelphia and duly
dogumented by Deen, Mertz, and Irwin, 1963. Similar studies
were made by Moskowitz, 1956, in Ca]ifonyia using diversion
curves for an analogous route-choice problem involving a free-
way-toll situation. One gross problem involved projections
into the future. The portions of the curves of highest
importance in the predictive sense were also the areas of
greatest uncertainty. The diversion curves also profess a
geographical constancy, that is, the use of results from one
city upon diversion curves for prediction in another. This
probably has only limited regional validity. Most of the
problems of accuracy and large confidence limits were still not
solved by this second generation of models. The aggregate

deterministic technique was suspect as a predictive tool.
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The first attempts at solving the many problems
of the early deterministic approach were such as McClynn and
Watkins, 1965, who decided that feedback and interchange of
results were required between the separate steps of the UTP
package. They tried to combine trip generation and mode
choice, feeling that the latter step had some definite
effect on the decision to make a trip. Reichman and Stopher,
1971, point out one major flaw, saying that in order to
operationalize this model, trip distribution also must be
included, so that the specific system characteristics oper-
ating in a given direction can be described. This of course
adds to the complexity of the model. Charles Rivers Assoc-
iates, 1968, further feel that statistical validity for these
models ié ver& Tow. They feel that the numbec of residual |
errors a}ising from oversimplifying this %ecision into one
model combined with all other sampling and predictive errors
give a too high uncertainty for the model to be of practical
use. " !
The third wave of opinion is still building. Research
is not complete nor has any major study found an optimum way
of using the newest techniques. Errors in earlier models
were as much as 300 per cent. Much of the error in pre-
diction was attributable to the level of aggregation at which
the models were built. By working at the zonal level, the
large variance within the zonal populations could not be

accounted for. By reducing to the basic component, the
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individual user, this problem can be eradicated. The
resulting model could then be aggregated to any level desired
with only the relatively small variance error of the individual
carried into the final prediction. Early results have tended
to indicate that there is some future for these types of
models. Modal split provides an excellent starting point
to redevelop the entire UTP package. This model is most
easily developed and data are very easily gathered. The
range of variables can be more easily defined and a definite
result can be expected within definable bounds. From this
model a complete set of UTP models can be integrated using
the same mix of user and system characteristics.

This concept borrows from individual behaviour theory.
It takeséthe relative desires and preferences of the
individual user towards the attributes of each mode in order
to predict a probability for his use of ;;ch individual mode.
This then, is an attembt td present the modal choice as the
market-place decision process that it truly is, and indeed
many of the statistical techniques so far employed have had
a basis in economic theory previous to being adopted into
the transportation field. See McClynn, Goldman, Meyer,
Watkins, 1967.

The resulting experimentation was involved with

studies into the form that the model should take. The first

stochastic models developed were by Warner, 1962, in Chicago.
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Quarmby, 1967, in Management Science, and Lisco, 1967, an
economist, followed with further studies. Currently three
separate classes of models exist, depending upon the form
of the mathematics; discriminant analysis; probit analysis;
logit analysis. The use of linear regression has largely
been discarded because of the invalidity once it passes
probabilities of one or has negative probabilities.

The discriminant function was used first to tell
the difference between different strains of plant life and
in work on taxonomic problems. See Fisher, 1936. The theory
is based on the existence of overlapping normal sub-populations
which are distinct in the decision sense - either by strain or
in this case, choice of mode. The analysis tries to pinpoint
attfibutés of both populations which can account for the
difference in choice and develop a functtfn which 'discriminates’
between the two populations, by minimizing the number which are
misclassified by the model. In the binary case, it sets a
lTimit for the discriminant function below which the member is
classified in group I. It sets a second 1imit above which
the member is classified in group II. The area between these
two limits is a probabilistic area for which a secondary logit-
type exponential description is provided. Mongini, 1965, was
the first to apply this theory to modal split for intercity
trips in the "Northeast Corridor Project" of the Atlantic
seaboard. Quarmby, 1967, also uses discriminant functions

employing differences for his time and cost variables, while
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McGillivray, 1969, uses ratios for systems characteristics.
Both models incorporate user characteristics as well but
the set of variables and their form is still a subject for
much debate and research amongst all the current model
developers.

Several researchers have tried to put the problem
of significant descriptive variables into a concise form,
Paine, 1962, at the University of Maryland, Bock, 1968,
for the Highway Research Board, and John and Claudia Betak,
1969, at Northwestern University. The Betak paper presents
an overview of all thought on both systems and user variables
as well as an exhaustive bibliography of the modal split
literature. The papers do not agree on any concrete conclu-
sions for the form wh1ch any of the varlaPIes should take,
or indeed the exact number which should enter. This is a
problem which is common to all forms of the behavioural
disaggregate models.

The form of the model which incorporates Probit
analysis was first suggested by Warner, 1967, for use in
modal split, who rejected it as computationally too complex.
Lisco, 1967, was the first to use this method successfully
in his studies on the 'value of time', a result derived from
the cost and time coefficients of the model. Since he was
most interested in this secondary result, it was left up
to Lave, 1968, at Stanford to build the first true modal

split models using this mathematical form.
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Probit analysis assumes that the frequency of choice
is normally distributed with respect to the function of user
and system characteristics. Thus by using a normal probability
distribution function and different weights for the character-
istics in the form of coefficients, the actual split can be
determined. Any user with probability of .5 or greater for
a given mode accepts that choice. This is a technique which
also has derivative roots outside the Transportation field,
having been developed for use in toxicology by Finney, 1964.
Logit analysis was developed into its present form
by H. Theil, 1969. Stopher, 1969, has built his models
using this technique at Northwestern. Theil has also developed
the logit theory to the multinomial case. Rassam, El11is and
Bennett, 1970, have been the only ones to use this concept in
modal split so far, but have confined thémselbes to an aggregate

form, rather than the disaggregate form, which seems to hold

more promise, and which is the subject of this thesis.



CHAPTER 111

THEORY AND DATA

In almost all cases of model building, the builder
has restricted the model form to two dimensions. He has
assumed that the choice has been made between only two modes
for the model. This has been found to be inadequate, and so
attempts have been made to build a series of models which
break down the choice into binary choice steps. This is
conceptually and behaviourally inadequate. This method also
tends to accumulate high error terms. A multinomial approach
would seem to be an improvement. This Chapter explores the
background for the models in terms of:

(1) Theory of multinomial models
(2) Data base and variables choice

(3) Statistics used to measure the value
of the models

ITI-1 Theory

Binary models have been successfully built using the
method explained below. The question is, "Is the multinomial
extension viable?"

Henri Theil, 1967, first developed the mathematical

theory for the model. What follows is a simple explanation
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of the mathematical workings, as modified by Stopher, 1969.
A complete development of the model mathematics is
found in Appendix II. The following is a brief outline.

For a binary choice, the model takes the form III-1-1
G(x)
_ e _ _ 1
p = G(x) ° q=1-p-= TTx) II1-1-1
1 + e 1 + e

A linear relation is hypothesized for G(x), so that
G(x) = constant + I akxk. The Xk are system and user variables
of the individual.
From the binary, it is possible to propose the multi-
choice form of the model as in III-1-2.
d U, . St $§ O
Pe © —724 éé;L()OJ ‘ I-1-
£=1

A pictorial representation is given in Figure III-1
below of a binary choice situation.

The major problem given the thegry above is
the estimation of the coefficients in each equation.
To do this a maximum likelihood estimator program
developed by John Cragg was used. Previous to this
application, the program had been used only sparingly

in the field of economics.
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+ G(x)

NOTE: Given a G(x) for a particular
observation, p and q are the.resulting

probébi]iﬁies.

TYPICAL 2-DIMENSIONAL LOGIT CURVE
FIGURE III-1

II1-2 Data Base and Variables

The data used to derive and test the models have
been titled the "Suburban Station Access" data. They were

collected from people using the Chicago Transit Authority

18

suburban routes from the Northwest corridor out of Chicago.

The trips that were modelled were not to the Centre of the
city but rather the shorter trip between home and the

commuter station.
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Ten different stations were involved as destination
points, but only one area (211th Street) had a situation in
which all four modes were not available to each user. The
four modes involved were: a) Walking, b) Drive and park, c)
Driven (Kiss and Ride) and, d) Bus. Bus was not available
for these people. A final set of 117 observations was used
to build the models from the area of Skokie, I1linois, since
it had a good balance of each mode-type user. A second set
was used in evaluating the models. This set had 400
observations and was labelled the Northwest Corridor Study
Area. This second set did not have this same balance but
this can be interpreted as a desirable feature for, if we
hope that the models will have some validity jn being
transferred from one area to another, then obviously it is
better to test the models with a set that has different
characteristics than the original data set.

The information obtained from this study was placed
on computer cards according to the card form#t also found jn
the appendices. In addition, a number of thése absolute
terms were regenerated into dummy variables on a third card.
Those involved were distance - 1 variable taking the value 0
if less than .5 miles, 1 otherwise-, income- four dummy
variables-, and age- three dummy variables. A1l the data
used were complete except for the Pavement variable, which
tried to evaluate the condition of the road surface for the

trip (wet or dry). This variable was collected for the



20

Northwest Corridor only and was not used in the model at all.

Probably the most important task for the model builder
is the choice of variables to be used in the models. Below,
is a discussion of each of the variables which were tried
and whether they eventually proved significant or not.

1 Cost - This variable has surprisingly not often proven
very important in explaining the choice process. It is the
measure of almost every other good in our society, and as
such, it is logical that it be the measure of this commodity
as well. The form of cost that is used is another question,
however. In the choice process, the real cost of trans-
portation is seldom the cost which the user considers for
his decision. Rather, he uses the cost which he perceives.

In the case of bus and walking his out %f pogket costs are:
going to be quite accurate, not taking ;ﬁto account the

hidden costs involved in subsidies through taxes. On the

other hand however, the real costs of operating a personal
means of transport is probably underestimated to a high

degree, since usually only out of pocket gas, parking and

toll costs are taken into account. It is not a universal
opinion that this variable is of great import. Betak feels
that because there is no true substitutability between trans-
portation modes, costs do not substantially affect mode choice.
This may be true of the higher income bracket user but should
not be true of the low income user. This correlation |
between income and costs has been noted by others before, but

the scope of this work does not allow for experimentation
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into this matter.

2. Time - This is another of the important system
characteristics. Again it is not a clear cut variable since
the effects of different segments of the total time seem to
be more important in the choice process than others. The
decision criterion does not seem to be based on the
absolute time itself but rather on the activity connected
with that time. Thus by segmenting the time, this difference
in attitude between separate activities will be reflected as
a different coefficient. This would not necessarily reflect
a change in the value of time saved but rather would be a
measure of the inconvenience associated with that activity.
The}type‘of activity inferred would be such as waiting time,
tra;sfer time, or time spent in getting to a bus stop.

{ o
A corollary to thesg first two variables is the
| )

I8

inference of a "Value of Time". That is, since time and

cost are entered into the equation linearly with respect to
each other, it is possible to calculate a 'value of time'

by finding the ratio of the coefficients of time to that_of
cost. This has been done previously by Lisco with bina;y
probit models, but has not been attempted in the multi-

mode case. This could possibly raise some interesting points
concerning the change from mode to mode of this value, as
well as in comparison with the values found in the binary

case,
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3. Rush - This is another of the system characteristics.
(Rush is a dummy variable which has a value 1 if the trip is
taken between 6:30 and 8:30 a.m. or 0 if at any other time.)

It was entered linearly, but there would seem to be a good
argument for using this dummy-type variable to stratify the
model into two separate entities. Within this program however,
this would add too many variables (double the number) to keep
the calculation within the bounds of the program. For a
stratification, two separate models would be built with this
variable determining which would be used. Used as it was, it
served to change the effect of each variable by the same ratio,
instead of the change being calculated uniquely for all variables.
That is, there is an assumption that all of the variables change
in the seme way between the;two conditions. Although the |
effect entered was not optfma], it proved, to Be significant.

4. Other System Characteristics - The data source

reported only those systemlvariables mentioned above, so that
the only way to gain an insight into their effect is collecg-
ively through the difference in time and cost;coefficients as
mentioned above.

5. Age - Age was entered in two forms. The first
way was as a linear variable, where the actual value was used,
This is conceptually, as well as computationally, less accurate,
since it can not be expected that the effect upon choice at say
age 50 would be twice as much as at age 25. As a partial

solution, this variable was transgenerated into three dummy
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variables. The dummy variables were 0,1 variables with a
maximum of one variable having the value 1. This allowed
for division into four groups; those younger than 25; fhose
between 26 and 45; those betwen 46 and 65; those older than
65. These seem to be reasonable divisions for age as far as life-
cycle is concerned; the rebellious youth; the young family;
the middle age; the retirement age. The first group would
be expected to walk and take the bus, since they would be less
able to afford the personal transportation and quite capable
of walking to save the bus fare. The second group would
probably be more able to afford the costs of a car and
therefore be less likely to take the bus or walk. The third
groyp would be most able to afford the luxury of an auto since
costs would be of leasi importance to thgse pﬁople. The pegple |
of retirement age would be most likely tg tak: the bus since
it is inexpensive, and least likely to take to the sidewalks,
due to their advanced age.

6. Income - Income was treated in the same way as age.
A direct correlation should not be expected between a variable
such as this and choice, so that a set of four dummy variables
were put forward. The groups were: less than $5 thousand;
$5 - $8 thousand; $8 - 12 thousand; $12 - $17 thousand; $17 -
$25 thousand; greater than 25 thousand. Obviously then, this
survey does not reflect the cross-section of an ordinary city
but the upper-middle class fringe regions. It is not then
going to be satisfactory in the centre-city region, where

the distribution of income will be more in the lower ranges
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than this data set. This, of course, does not affect the
validity of the model, only its application to a different
type of trip-maker.

Many researchers have used income as a combining
variable, especially with items of cost, for example,
De Donnea, 1970. Again, time limitations prevent this idea
from being tested with respect to the multi-mode case.

7. Auto Ownership - This variable should be of extreme

importance for obviously without a vehicle available it is
impossible to drive and park at the station. Likewise, after
having made the investment in a personal vehicle, there is a
desire to have a high utilization and hence the greater
probabi]§ty of driving or being driven. This variable could
likely be more descriptive as a dummy-typg vaﬂiable, since the
degree of utilization decreases as the nJhber of cars
available increases. This avenue was not explored however.
8. Sex - This variable is in the form of a dummy 0,1
variable -0 for male -1 for female. The difference in
attitudes between the two sexes will be reflected by the co-
efficient of this variable. It would seem that the female
should be less likely to regard the car as a status symbol
and hence would have a greater probability of taking the bus

or of walking.
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9. Stage in the Family Life-cycle - This variable

is in the form of three dummy variables. The first has a
value of 1 if the user is unmarried and living at home of
parent, otherwise it is 0. The second has a value of 1 if
he is unmarried and not living at his parent's home or is
married with a spouse who does not drive or with a spouse
who drives to work with him. Otherwise the value is 0. The
final dummy is 1 if the user is married and has a spouse who
drives to work independently. All other categories have all

three dummy variables with a value of 0.

The difference between these categories would seem
to be the availability of the auto in the family. A second
criferioh of separation would be the achievement of status.
These groupings also ref]eét distinct ingome Jevels as well
and may be highly correlated to the incoge variable. At any
rate the first group would be expected to use the bus more
often because of a lower car availability and a lower desire
for status. The second group would be more likely to have a
car available, hence would be most likely to use it in the
journey to work. If the user falls into the third category
there is going to be competition for an available means of
transport and hence one of the competitors is likely to take
the bus or to walk. This is valid if only one car is avail-
able or the ratio of cars/drivers is less than 1. Hence there

should be some inter-relation between this variable and the

ownership variable.
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10. Trip Purpose - This variable could be used to des-

cribe the different economic demand generated by the separate
trip purposes. This would involve stratifying and thus compli-
cating the model, making it computationally impossible for

the program. Thus we assumed a constant demand function and
trip purpose was rejected as a variable.

11. Other User Characteristics - No other variables

were available from the data. Other relevant indicators

might be race, housing type, occupation, education or religion.

III-3 Statistics

In order to evaluate the models, there must be some
criterign of their worth with respect to other models which
ha&L been built. To fulfill this requirement, statistical
theory has developed ﬁany tests of significance which can be
used as a measure of Eompafison and also as a measure of worth
in their own right. Many of these values were incorporated in
the original program by Cragg. These statistics have been‘
supplemented by the use of a second program,:STAT3, develofed
by the author for this research. A listing of the program is
to be found in the appendices.

The Theil program developed by J. Cragg, uses the
maximum likelihood estimates of the coefficients and combines
these with standard errors which it also calculates and uses
to calculate student's t-values for each of the estimates.
These figures can be used to assess the significance of the

individual coefficients in the equation. They are the sole
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basis for rejection of - or acceptance of - the variables
in the model.

Besides these values, there are two aggregate
statistics for the model, the first is the value for the
"Likelihood Ratio Test" with its accompanying degrees of
freedom. The second and probably most useful for comparison
purposes within the research is the "Proportionate Pseudo R-
square", It is not clear however whether or not it is a valid
approximation of the R squared values commonly found in
statistical literature.

In addition to tests of the model there is also a
"Variance-Co-variance Matrix" given to allow some analysis
of the relation between variables. The diagonal of the matrix
is the variance and the off-diagonal entries are the covarigncesQ
This allows an investigation of a possible duélication of worth
for a variable. Any non-zero value of the covariance is
evidence of non-independence between variables. Thus a large
covariance between two variables would indicate that one of
them is superfluous to the equation. The approximations made
in the program have resulted in imperfections in the accuracy
of these values as indicated by differences in covariances
between the same two variables, when they have been entered
into all three equations of a four choice model. The order
of the magnitude of those values is, however, extremely useful.

To supplement the above, the STAT3 program was

developed. It was designed to assess the models with respect
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to a second data set. This set was considerably larger
than the set used in deriving the models to show the effects
of aggregation upon the accuracy.

This program also has statistics related to the
individual variables. There is a complete "Correlation
Ratio Matrix" and a complete "Simple F-scores Matrix" for
this purpose. The former is used to determine the degree
to which a relationship exists between variables. This is
useful since the variables are combined linearly in the
formulation. This is not of course any guarantee of“a
causal relationship since some third common factor cbu]d
be involved in a causal relation with both. Rounding errors
in the program computations cause a correlation of income
with itself in two different equations t& giw? the result
.9972 instead of 1.000. The relative vaiues and their order
of magnitude can still be considered as highly indicative
of relations between the variables. The latter matrix con-
tains values for the simple F-scores. This statistic is in
common use, and significance tables are easily located.

The program also has two aggregate measures of the
model. The "Multiple Correlation Ratio" and "Multiple F-Value"
both test the overall model significance in describing the
choice process. The program further determines the number
individually predicted from the model by assuming the maximum
probability mode to be the one chosen. It also sums the total

probabilities for each mode and determines the average
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probability given by the aggregate figures. All of these
are then compared to the values from the data source. It is
to be assumed that the summing of the probabilities will
result in the superior prediction since the data focuses

on only one day, and probably the situation would chagge from
day-to-day for the individual while maintaining some overall
consistency. To illustrate, assuming that an individual had
probabilities of .2, .3, .4, and .1 for a four mode choice,
it is likely that on the survey date he chose the third mode
yet he 'probably' chooses some other mode 60 per cent of the
time. Thus by summing the probabilities we attain a more
illustrative explanation of the causal relationships between
the variables and the choice.

The use of the second data set in the analysis allowed
for an examination of the models for a larger data sei; Since
there are several means of aggregating as discussed above, it
allows for an analysis of the methods on an unbiased set. The
use of the larger set can perhaps give an indication of whether the
method of choosing the highest probability for the individual
is superior or inferior to the method of summing probabilities
over the whole range. With a larger set, there is a greater
opportunity for a sure evaluation. It can serve as a definite
indicator of the effects of aggregation. One of the
deficiencies inherent in these data is the salary range within

which the people interviewed fall. The Skokie set has an
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average wage of approximately $8 thousand, while the

Northwest Corridor data has an average wage of $10 thousand.
These values are quite above the national average if all
classes are taken into account. The former group could be
classed as lower middle class while the latter could be
classed as upper middle class. This is to be expected of
people living in the suburbs of a large city, since a con-
siderable income would be required to allow for such a con-
siderable expenditure on transportation.

Other deficiencies in the data set are readily
apparent. The trip under study is itself only a part of a
much longer trip, so that attitudes with respect to this trip
may differ drastically from attitudes for a trip to a more
local destination of the same distance. ht may be more
appropriate to consider the whole trip iggtead of this one
fragment. This is especially true since the length of the
trip on the CTA is not constant across the data. The
sociological information available here is not adequate.
Other factors which would be perhaps significant have been
mentioned above. An attempt should also be made to derive
measures of system characteristics which were also not
available. Attributes which could be studied would include
safety, convenience, personal privacy and comfort, flexibility
in destination and timing, status, perhaps in the form of age

and appearance of the vehicles, or reliability. Not every
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member of the original data was complete. As a result

a great many of the observations were useless in the
calculations. Of course in all cases not all modes were
available. It should be possible to incorporate this

problem into the model since the probabilities are calculated
separately. For this reason models were developed using a
varying number of modes. In this way the change in coefficients
could be observed as the mode-availability changed. One
drawback to taking this into account is the increase in
complexity which is introduced into the model by this
secondary structuring.

Several advantages are attributable to this technique,
particularly in terms of theoretical assumptions. ‘There is no
assumption of normality to be met in the G(x) function resulting
in a more general model. Also the proposed use of a probabilistic
sum for aggregation gives a better conceptual idea of the true
process that occurs in this mechanism. That is,.instead of
summing individual absolute choices, which may vary from day to
day, the individual probabilities are summed to give totals.
This better describes the behavioural process since we are
dealing with human beings who can and will change their minds
in this non-exact manner.

However, in order to maintain the conceptual basis of
the model, it is neCessary to constrain the coefficients of

system dependent variables which appear in more than one
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sector. That is not to say that a freeing of the values
cannot be a good fitting technique, rather, on the contrary,
it may prove to give a better fit since it is less
restrictive. A1l user characteristics are mode independent

and may be left free if appearing in more than one sector.



CHAPTER IV

RESULTS
This Chapter presents the most important results

of the research work done for the project. There are two
view-points from which to work, both of which are discussed.
As explained in Appendix II, the conceptual basis of the model
depends upon the use of a constant coefficient for each
separate system dependent variable in all sectors of the
model, each mode defining one sector. The coefficients of
time and cost must then be the same in each sector of the model.
It may be assumed that there is some change in attitude from
mode to/mode. This would be reflected in different co-
efficients in each seétor. There is no ;impLe solution for
this mathematically. 'Thus, if we allow the coefficients to
take different values independently, it must be considered
only as fitting technique and can thus have little analytic
value.

The Chapter will show best-fit models of both of
these two positions. From this basis, a comp&rison can be
made of the two different techniques using the STAT3 program.
Another set of models are presented involving time and cost
only in the functions. In addition, there are three choice
models using the best-fit variables. All of these models have
STAT3 analyses accompanying them.

a3
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A secondary result of keeping the time and cost
coefficients constant, is the possibility of deriving the
‘'value of time' calculations of Lisco and Stopher and also
it is possible then to compare the models derived here with
those of these authors.

In order to understand the effect of a change in the
variable magnitude, a sensitivity test is done on the best-
fit model. This also affords a better idea of how the model

will work when it is operationalized.

IV-1 Best-Fit Models

Table 1 and Table 2 below contain the best-fit
model using the restriction for the time and cost coefficients.
In the tables there are only three choice equations. This is
because the fourth choice probability is defined by the
lTimitation that all the probabilities sum to unity. The
effect of the time and the cost of the base mode are included
by the use of difference formulations for these variables in
the other sections of the model.

In Table 2, "The counts according to the model"
are found by finding for each individual, which mode has the
highest probability of being chosen and assigning that individual
to that mode. "The true counts" represent the sums of the choices
actually made by the members. "The counts by summing pro-
babilities" are found by summing all of the individual

probabilities for each mode as calculated from the model.
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"The mode]l mean probabilities" are the previous values
divided by the number in the population. Similarily, “The
mean true probabilities" are the true counts divided by the
number of observations. "The number correctly predicted”
counts the number for each mode in which the model had the
highest probability for the mode which was actually chosen.

To help understand both the signs and the magnitudes
of the coefficients, a sensitivity test of this model follows.
The test presents four different individuals each of which
takes one of the modes as his choice in the sampling. This
should also show and explain more completely how the model
works.

The degrees of freedom are calculated for the multig]e
statistics and quoted on the table. The firsE value quotedL
is the number of arrays minhs one. The number of arrays
determine the intervals in the technique used. 1In the case
of STAT3 this value is constant at 10. The second degree of
freedom is the number of observations minus the number of
arrays, again for the testing of this data set a constant

at 399 - 10 = 389.
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BEST-FIT MODEL FOR FOUR CHOICE WITH RESTRICTED COEFFICIENTS

VARIABLE COEFFICIENT t-VALUE AN

. LEVEL
Drive Mode

~Cost -.11397 5.0254 0.9995
Time Difference -.00421337 5.13562 0.9995
Frict .23824 3.2905 0.995
Walking Time PL-Stn. -.0123129 2.1434 0.975
Car Ownership 1.4924 3.3222 0.995
Age .0107903 1.5720 0.900
Income Dummy 1 -5.5707 2.2152 0.975
Income Dummy 2 -7.4174 3.2807 0.990
Income Dummy 3 -7.9819 3.8004 0.999
Income Dummy 4 -7.0880 3.5293 0.995
Driven Mode

Cost - 11397 5.0254 0.9995
Time Difference - .00421337 5.1352 0.9995
Rush Dummy -2.2600 3.4537 0.995
Income Dummy 4 1.1685 1.9737 0.950
Bus Mode

Cost - .11397 5.0254 0.9995
Time Difference - .00421337 5.1352 0.9995
Rush Dummy -1.3456 1.8551 0.950
Constant 2.0248

Proportionate Pseudo R-squared

Likelihood Ratio Test

120.062 with 15 degrees of freedom
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BEST-FIT MODEL FOR FOUR CHOICE WITH RESTRICTED COEFFICIENTS

MULTIPLE F-VALUE = 6.954123 (3.38 at .999 LEVEL)

MULTIPLE CORRELATION RAT

WITH 9 AND 389 DEGREE

THE COUNTS ACCORDING TO T

WALK DRIVE DRIVE

31 1M 181

THE TRUE COUNTS ARE

WALK DRIVE DRIVE

54 117 187

I0 = ,138594

S OF FREEDOM

HE MODEL ARE

N BUS
76

GIVEN AS

N BUS
41

THE COUNTS BY SUMMING PROBABILIT4ES ARE

WALK DRIVE: DRIVE

44.9 86.5 158

THE MEAN TRUE PROBABIL

0BS = 399 WALK  DRIVE  DRIVE
.135338 .293233 .46867

THE MODEL MEAN PROBABI

WALK DRIVE DRIVE

.112412 .216785 .39836
THE NUMBER CORRECTLY PREDICTED IS
THE NUMBER CORRECTLY PREDICTED IS
THE NUMBER CORRECTLY PREDICTED IS
THE NUMBER CORRECTLY PREDICTED IS

TOTAL

N BUS
.9 108.7
ITIES ARE
N BUS
2 .102757

LITIES ARE

N BUS
1 .272442
16
28
75
19

138

IN MODE
IN MODE
IN MODE
IN MODE

WALK
DRIVE
DRIVEN
BUS
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The first individual chose to walk to the commuting
station. Below are the values of the variables found on
Table 1 for this person, along with the contributions to
the value of G(x), the model function as explained in Chapter

111,

COST 17 cents -1.94
TIME -410 seconds 1.72
FRICT 19 4,52
" WALK 70 seconds -0.86
CARS 1 car 1.49
AGE 50 years 0.54
INCOME DUMMY 4 -1 -7.09
: G(x)
Total G(X) for the drive mode -1.62 e = .1980

B

Probability of this mode = ;%085

COST 10 cents -1.14
TIME -480 seconds 2.02
RUSH DUMMY-1 -2.26
INCOME DUMMY-1 1.17
G(x)
Total G(x) for the driven mode -.23 e = ,7945

Probability of this mode = .341
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COST 20 cents -2.28

TIME -120 seconds 0.51

RUSH DUMMY-1 -1.35

CONSTANT 2.02
G(X)

Total G(X) for the bus mode -1.10 e .3329
Probability of this mode = 143
Probability of the walk mode 1.00 -.085 -.341 - .143

.431

The choice of the highest probability is the walk mode which
this member of the population did indeed choose. If the
proper method of aggregation is to be the summing of
probabilities, then we would assume that he follows the
probabilities in his choice of transport. That is, he would
choose to walk 43% of the time, to drive 8 1/2% of the time,
to be driven 34% of the time and to ride the bus for the
remaining 14% of the time. Below are three other individuals

of the population, one for each of the other three modes.
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ACTUAL CHOICE
VARIABLE TO DRIVE TO BE DRIVEN TO TAKE THE BUS
Value 6(x) Value G(x) Value G(x)
Cost 44 -5.02 20 -2.28 42 -4.78
Time -3940 16.60 -2470 10.40 -3.70 13.34
Frict 21 5.00 9 2.16 21 5.00
Walk Time PL-Stn 30 -.37 90 -1.08 30 -+35
Car Ownership 1 1.49 1 1.49 1 1.49
Age 60 .65 50 .54 60 .65
Income Dummy 3 -7.98 3 -7.98 4 -7.98
G(x) +10.37 +3.25 +8.27
G(x)
e 31,900 25.79 3,910
Probability .709 .02 103
Cost 30 -3.42 20 -2.28 48 -5.46
Time -3970 16.71 -2560 11.57 43200 13.41
Rush Dummy 1 -2.26 1 -2.26 1 -2.26
Income Dummy 3 - 3 - 4 1:17
G( x) +8.52 +7 .03 +6.86
G( x)
e 5,020 1,130 951
Probability 111 .880 .025
Cost 30 -3.42 20 -2.28 20 -2.28
Time -2790 1175 -1530 6.46 -2850 12.00
Rush 1 -2.26 1 -2.26 1 -2.26
Constant 2.02 2.02 2,02
G(x) +9.00 +4,85 +10.40
G(x)
e 8,103 127.8 32,900
Probability __ __ __ __ __.180 _£099 __ . __ .. .87
Walk Mode
Probability .000 .000 .001
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In each case the choice and the maximum probability
were the same. As in the first example a sum of the individual
probabilities is possible. For these four data the prediction,

a sum of their four probabilities separately, is, drive .085

+ .709 + .021 + .103 .918, driven = 1.357, bus = 1.293 and
walk = .432. The sum of these four values is of course 4.000.
This method of aggregation changes the picture, if we were
using each of these as a proxy for 10 users for example. The
first method predicts 10 on each mode. This method predicts
9 drive, 14 are driven 13 are on the bus while the remaining
4 walk. Some further work is required to satisfactorily
determine the superior method.

I j The counts according to the model seem to give a ‘
superior prediction in Table 2. Only 35§ othhe population
are misclassified as to mode using this method while 76 are
wrongly assigned by summing the probabilities. This is the
first indication that the model formulation is more suited to
an absolute choice on the individual basis than to a summing
approach as hoped. This would mean that for best results
every user would have to be characterized. For absolute
testing, the model could only agree with the actual choice on
138 of the 399 sample members. The attractiveness of the bus
was less for the second data group, even though they were
making similar trips, as far as purpose and length are

concerned. The model also expected that fewer people would

walk, but was very good on the other two mode splits.
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For the sensitivity test itself, the above datum,
the one who chose the drive mode, was selected arbitrarily.
This test is one means of illustrating the effect of a
change in a variable on the probability of the mode choice.

To start suppose that there is a ten per cent
decrease in the cost of operation of a car, perhaps because
the user has purchased a car which is more economical to run.
His cost is now 40 cents instead of 44. This results in an
increase in G(x) for the drive mode. G(x) now has the value
10.87 and all of the probabilities change. The drive
probability goes up to .800, while all others decrease
proportionately according to their magnitude. Of course,
for the advantage which has been mentioned, there is also
the same cost saving for the driven mode, and hence, an
accompanying change in the cost value for that mode. G(x) for
the third choice now becomes 8.86. Now the final probabilities
are walk .00, drive .777, driven .104 and bus .118. This
interdependence seems to confirm that cost, and indeed time,
should be spoken of in terms of the type of time or cost that
is being considered. To illustrate, taking another kind of
cost, the parking fee, it is noted that its effect is only
on the drive mode. But, it is entered in two difference
variables, Cost and Frict. This time, suppose a ten per cent
increase in cost occurs in the form of increased parking. For
this datum the parking cost is 35¢, half of which is charged
to the inbound trip and half of which is charged to the outbound
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trip. A ten per cent change in cost means a 4¢ change.
Therefore, a change of 8¢ in the parking charge results.

The effect on G(x) is to 10.82 almost the same as

previously calculated for a decrease in the running cost.

At any rate a change in costs is not going to effect the
result as far as absolute choice is concerned at this level.
In the case of sums of probabilities, there is some change
of ten per cent for the drive mode, in both of the above
examples. Change in cost is not confined to the drive mode.
One oft discussed change to increase the transit patronage is
the abolition of fares. In this model it would mean a
change in G(x) for the bus sector to 12.42, since the cost
difference is now nil. This is highly significant in this
particular case, since it means that this mode now becomes
the user's most probable. The new probability is now .873,
while the driven is .017 and drive is .110, walk being almost
completely eliminated. A twelve cent decrease in the bus
cost is required to make the drive and bus modes equally
attractive. This is a percentage decrease of 40%. The
resulting probability is .465 for both choices. The driven
mode can also have an independent reduction of cost if for
example the driver had a destination closer to the station
after the transit rider was dropped. Here a 10% reduction
means G(x) = 8.86 and probability .153 up .042 from the

previous value. A unique change can also be achieved for the



44

drive mode if a car pool is set up amongst a number of users
who live in the same area. In this way it is possible to
halve or even quarter the cost without seriously changing

the values of any of the other variables. If we assume a

two user car pool, this means that the G(x) value is now

12.88 and the probability is .966. By adding any more
passengers, this mode becomes a virtual certainty. The high
cost elasticity may reflect the nul requirement for mobility
during the day, hence reducing the factor involved in choosing
the auto.

The other system characteristic which can easily be
changed by the transportation planner is the time difference.
Saving§ in time can be achieved by many traffic methods such as
traffic light synchronization, or by reduction of congestion by

removing parking from one or both sides of the street. In”the

d
same way, an increasg in the travel time is also quite possible
as the number of cars on the road increases. A ten per cent

rise in the time difference, meaning that the motorized mode

is now quicker, means a change to 12.03 for the drive mode.

This means an increase of its probability to .926. If the change
is in the driven mode alone, the probability rises to .536 ‘

for this mode and it becomes the most probable choice. If by
setting up separate right-of-ways or if by some other method

the bus time alone is decreased, its share is elevated to .378,
not far below the drive value of .488.

As in the case of cost, there are secondary changes

depending upon the type of time change. A change in the line
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haul portion of the trip proceeds as above, but a change in
the walking time from the parking lot to the station is
different. It is reflected in three of the variables

entered into the first sector, time difference walking time
to the station from the parking lot directly and in the

Frict variable. Assuming a ten second change in this segment
of the trip, the new G(x) for the second choice is 11.10,

the new probability .840. This is only a 2.5 per cent

change in the time difference.

The user variables are not so easily changed in the
aggregate sense with which we must be ultimately concerned.
Even in the behavioural sense of the individual, they are
variables which are not susceptible to radical and large
change, with the possible exception of the dummies where a
change in group can have a large effect on the overall
probability.

A change of ten years in a person's age means only
a change of .107 for the value of G(x). From 10.37 to 10.48
means a change in share from .709 to .728 in the drive case.
Only when the distance to the station is smaller will it have
a large effect, as the proclivity to walk is lessened with
age increase.

A change to two cars from one would definitely cause
a large change in the value of the G(x) for choice two, but

in the data sets used it must be considered as a dummy type
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variable since all values were either one or zero. If this
user did not own a car his revised probabilities would be
walk .001, drive .351, driven .248, bus .400. As might
be expected the bus becomes the choice. The high value
for drive seems to indicate that some control should be put
on car ownership, that the present method does not describe
the effect well.

The user chosen was in income dummy 3. If this
were to change to dummy 4, changes would occur in the first
two of the three sectors of the model. Gl(x) becomes 11.27
and G;(x) becomes 9.68. The four probabilities are then walk
~ .001, drive - .762, driven - ,157, bus - .080. If the change
w§§ toﬁincome dummy 2, then only the first sector is changed
td‘10.94 and the probability to .791. If the income is further
decreased to dummy 1% theE drive becomes the’ choice at .927 \
probability. No memter 6f the data set has a level income
in the lowest range so that at least one of the four dummies
entered had a value of one. This makes the use of the model
in the lowest range invalid. p
| The Rush dummy is the only other variable which has
not bgen dealt with in the sensitivity testing. In its form
as a dummy it too can have a drastic effect upon the results.
If it were not the rush hour for this user, his new
probabilities would be walk - .001, drive - .287, driven - ,[431,
bus - .282 and the absolute choice is to be driven.

The sensitivity test gives an insight into the

workings of the model, in particular into the magnitudes
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and signs of the variable coefficients in the model. It is
also noteworthy to point out the variables which failed to
enter significantly into the equation. These variables
were rejected on the basis of low t-value scores for their
coefficients. That is, the t-value scores were not
significant at the .90 level.

One of these variables is sex, a variable which Lisco,
1967, found to be significant in his work. There was a 21 per
cent representation for the female in the data source for
deriving the equation, so that there are enough data available
to allow a differentiation to be made if one exists. However,
even in preliminary testing of the data it was noted that the
correlation of this variable to the dependent variable is very
Tow. ﬁhe t-values that it achieved were amongst the lowest
so that it was one of the first to be rgjectgd.

An attempt was made to enter a distance dummy
especially for the re]atibn with the walk mode. Perhaps
if a different base mode were used and a user characteristic
dependence investigated for this mode it would prove sign1f1capt
but in the other three segments and using the walk mode as a
base, no significant t-value was achieved.

Age, as a linear variable was found to be insignificant
in two of the modes. The 'a priori' assumption that a dummy
variable use would be superior, was tested, but complicafions
arose since their use generated an unsolvable matrix for the

maximum likelihood estimator. Unfortunately, it is felt that



48

the present form of the variable is much less than
satisfactory for describing the effect upon the choice
process. It was not then surprising that the coefficients
had Tow t-values in two cases, and even in the first sector
the magnitude is only marginally acceptable at the .90 level.

Another big disappointment was that the life-cycle
dummy variables proved to be insignificant in the model.
Again the 'a priori' assumption was that they would prove
to be very helpful in describing the choice process. It
was thought that they would help to determine the availability
of the car by indicating the number of drivers competing for
the use of the car in the household.

An attempt was made to try to break up the time
d1fference into line hau] and waiting times to uncover some
relation between the 1nconven1ence and tqe vaJue of time
which is allotted to the d1fferent activities. Again the
attempt failed due to low t-values being achieved for the
coefficients.

The next thing which can be discussed about this
model is the 'value of time' which can be derived using the
coefficients of the time difference and the cost difference.
By dividing the former coefficient by the latter and
multiplying this ratio by 36 a 'value of time' in terms of
$/hour can be obtained. For this model this figure is
$1.33 per hour. Based on a 2000 hour work year and the

average yearly wage of the data set ($11,000) this value
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works out at 24.1% of the wage rate. This can now be
postulated as a 'value of time' for a short trip to a
commuter station. This is not an absolute value for the
total time as such but rather it is a measure of the worth of
saved time. Whether or not the magnitude would be the same
is a matter for conjecture. This 'value of time' is only
about half the value found by Lisco, 1967, in his probit
model of modal split. His data, however, was for a longer
line haul trip and as such the characteristics would be
different. The user is less concerned about saving a small
amount of time when the trip is of considerable length.
Therefore, for the user, this small segment of the total trip
is not regarded as a separate entity, but rather in the context
of the whole voyage. A trip which is in itself complete,

of the same length as the trips with which we are concerned,
is likely to have a 'value of time' more in line with the

values found by Lisco.

Values are also available from other authors. Stopher,
1968, found values of time as a proportion of the wage rate to
vary from .33 to .14 depending upon the salary range. This
compares very favourably with the values above. This is the
only valid comparitive measure since the monetary values in
England where the studies were made are different.

Thomas and Thompson, 1970, give a large range of
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values depending upon the trip purpose and income level.
This is also set up for savings by a rural toll freeway.

The values which appear vary greatly. If we may assume

that 10 minutes is a fair time savings level, applicable

to this study, then for our income levels his average value
is $2.23/hour, higher than that above. As a per cent of
income the average is 33% again above the values

previously discussed. The values, it may be argued, are for
a totally different type of trip and thus the values are not
validly comparable.

Assuming that it is based on valid premises, we can
make comparisons with the R-squared values of other models.
The size of the R-squared statistic for this model is small
when compared to those of Stopher, 1969, but the dimension of
this model is that much greater. To model a complete set of
four choices, a binary system requires some method of
stratification. A minimum of three separate models is
required to find the ultimate split. To achieve results as
good as those for the given model R-squared values greater
than .89 are needed. This assumes that R-square represents the
% of variance explained and that the cumulative effect is
multiplicative. Stopher's models achieved .90 so that they
are possibly as good in their predictive ability. There is
a great space for improvement of the variables entered in
the multi-mode models. As far as computational simplicity,

the multi-mode model also holds an edge over the binary models.
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The model developed by Lisco, 1967, used a probit format.
Using the method of elimination for variables used here,
his models would not enter the sex value. Therefore his
statistics cannot be compared to those of this model if the
criterion for significance is to be maintained. The Likelihood
Ratio does confirm that the model is highly significant
well above the .99 level.

| In using the fit technique for the data in the same
formulation but not restricting the coefficients of time
difference and cost difference as in Tables 3 and 4 the same
variables do not enter.

In the first segment of the model, the first income
dummy variable was found to be insignificant. Since there
were no members of the data set which hqy thé lowest grouping
this does not change the power of exp]aﬁ;tion in any way since
those in the 1st group now have a zero value for all the
remaining dummies, this simply means that the ceiling wage
for the first group has been raised to include those of the
previously second group. Other than this variable all others
were still included in both of the models. In the second
segment, one more variable has been added. Age proved to
enter significantly in both the second and the third segments
of the model. The same number of variables result because the

age replaces the Rush dummy of the first model.



52

The multiple statistics for the two models are
not significantly different so that we can not assume any
advantage to using this technique simply as a fitting
method, over the conceptually more accurate first model.

In the STAT3 counts however the prediction of
the second are superior in every way to those of the first
model. By absolute count, 35 are misclassified in the first
model, 30 in the second, by summing probabilities, 76 are
misclassified for the first, 48 by the second. In the matter
of correct individual predictions the latter also did
better, 146 to 138. Especially in the case of summing of
probabilities, the fit technique is better.

. » The computation required for the second model is slightly
more than that for th¢ first model making it more expensive N
to run. The size of fhe central memory.}equfred for the
calculation is not effected in the Theil program, and in STAT3
there is no difference in complexity for the two. So only
a little advantage is gained for the first model.

The coefficients in the fit model can be compared
not on any conceptual basis but as a matter of interest. The
cost and time coefficients are widely varying over the range
of the model and only in the bus mode is there any similarity
to the magnitude of the first model. In this case, the
difference is only in the second significant figure. All of
the common variables have the same sign showing that there is
no large change in correlation. On the other hand the magnitudes

are all significantly changed from the one to the other.



LARGE SCALE BEST-FIT MODEL

TABLE 3
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VARIABLE COEFFICIENT t-VALUE
DRIVE MODE
Car Ownership 1.2245 2.8845
Age -.0442 1.9550
Walking P-L to Stn. -.02805 1.4257
Frict (see below) .34127 1.5227
Cost -.25785 2.0226
Time difference -.005378 2.92717
Income Dummy 2 -3.2799 2.1844
Income Dummy 3 -3.8929 3.2269
Income Dummy 4 -2.9545 2.7130
DRIVEN MODE
Age -.042356 2.1026
Cost difference -.092659 3.3403
Time difference -.004333 4.7149
Income Dummy 1.3042 2.1104
Rush Dummy -.93175 1.4898
BUS MODE
Age -.037945 1.3624
Time difference -.004602 4.8414
Cost difference -.13720 1.6476
Constant 2.5821 42.4919

Likelihood Ratio Test 119.161
Proportionate Pseudo R-square

with 15 degrees of freedom

.6883




TABLE 4

LARGE SCALE BEST-FIT MODEL - STAT3
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0BS

THE
THE
THE
THE

MULTIPLE CORRELATION RATIO
MULTIPLE F-VALUE = 6.96521 (3.38
WITH 9 AND 389 DEGREES OF

THE COUNTS ACCORDING TO THE

WALK DRIVE DRIVEN

39 102 202

THE TRUE COUNTS ARE GIVEN AS

WALK DRIVE  DRIVEN
54 117 187

= ,13898

AT .999 LEVEL)
FREEDOM

MODEL ARE

BUS
56

BUS
41

THE COUNTS BY SUMMING PROBABILITIES ARE

WALK DRIVE DRIVEN
45.6 91.0 173.2

BUS

89.3

THE MEAN TRUE PROBABILITIES ARE

= 399 WALK DRIVE DRIVEN
.135338 «293233 .468672

BUS

.102757

THE MODEL MEAN PROBABILITIES ARE

WALK DRIVE DRIVEN
.114194 .228022 .433968

NUMBER CORRECTLY PREDICTED IS
NUMBER CORRECTLY PREDICTED IS
NUMBER CORRECTLY PREDICTED IS
NUMBER CORRECTLY PREDICTED IS

TOTAL

BUS

.223816

1
33
84
18
146

IN MODE
IN MODE
IN MODE
IN MODE

WALK
DRIVE
DRIVEN
BUS
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IvV-2 Secondary Testing

The following tests merely show the effects upon the
model of changing the variables to strictly system character-
istics, or by changing the number of dimensions of the model.
There is a further desire to find an accurate 'value of time'
through possibly eliminating the interference of other variables.

Table 5 and Table 6 contain the testing for time and
cost only models. It may be noted that three constants appear,
one in each of the sectors of the model. This was not the
case in the previous model formulations. The reason for this
is that many iterations are required to find a solution for
the coefficients if all three constants are used, thus
generating both high time costs on the computer and also
caqsinq the no solution result, since there is a 1imit put
on the number of iterations which can be performed in the V
program as it now stands. This can be rectified in the future
to allow better models to be built, since there is convergence.

The time difference coefficient changed only 5% from
the first model, but the cost differencg coe%ficient decreased
by 33%. The t-values are still very hiéhly significant and
the multiple statistics are slightly lower than the first
model. This shows that the behavioural models are superior

to simple time and cost models.



TABLE 5
RESTRICTED COEFFICIENTS - TIME AND COST ONLY
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VARIABLE COEFFICIENT t-VALUE
DRIVE MODE
Cost -.0765749 4.,8761
Time Difference -.00445492 5.2761
Constant -1.4143
DRIVEN MODE
Cost -.0765749 4.8761
Time Difference -.00445492 5.2761
Constant -2.1116
BUS MODE
Cost - .0765749 4.8761
Time Difference - .00445492 5.2761
Constant .14068

Likelihood Ratio Test 91.4085 with 6 degrees of freedom

Proportionate Pseudo R-square

«5799
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TABLE b

RESTRICTED COEFFICIENTS - TIME AND COST ONLY - STAT3

_ MULTIPLE CORRELATION RATIO = .132339
MULTIPLE F-VALUE = 6.592448 (3.38 at .999 LEVEL)
WITH 9 AND 389 DEGREES OF FREEDOM
THE COUNTS ACCORDING TO THE MODEL ARE
WALK DRIVE DRIVEN BUS
51 105 178 65
THE TRUE COUNTS ARE GIVEN AS
WALK DRIVE DRIVEN BUS
54 117 187 41
THE COUNTS BY SUMMING PROBABILITIES ARE

WALK DRIVE DRIVEN BUS
86 .2 ]11.3 124.2 108;3
THE MEAN TRUE PROBABILITIESdARE
399 WALK DRIVE‘ DRIVEN BUS
.35338 .293238 .468672 . 1027517

THE MODEL MEAN PROBABILITIES ARE
WALK DRIVE DRIVEN BUS
.138357 .279027 .311281 «24 1335

THE NUMBER CORRECTLY PREDICTED IS 26 IN MODE WALK

THE NUMBER CORRECTLY PREDICTED IS 41 IN MODE DRIVE

THE NUMBER CORRECTLY PREDICTED IS 97 IN MODE DRIVEN

THE NUMBER CORRECTLY PREDICTED IS 15 IN MODE BUS
TOTAL 179
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In contrast, this model does the best job of pre-
diction in the STAT3 results of Table 6. Only 24 members are
misclassified in the counts of the model. 59 are misclassified
in the summing of probabilities. A total of 179 correct
individual choices were achieved. This may indicate that the
individuals made their decision on the basis of time and cost
more than the Skokie area people did.

The 'value of time' for this model is $2.09 per hour.
This is much closer to those of Lisco, 1967, and Thomas and
Thompson, 1970, than the previous values, but the model itself
is far inferior making this less trust-worthy.

Table 7 and Table 8 set forth the fitting technique
time and ;ost difference model. Several marked changes occur.
First]y,'%he sign of the cost difference changes in the drive
sector. As there is no conceptual basis for tnis model there
is no particular way in which to interpref this change. Since
there is a sign change there is no reason to compare the
magnitudes to the first case. In the other two sectors the
time difference as before did not change by a great amount.
Only the values of the cost coefficients varied drastically.
The constants change since the nature of the constant is to
account for the variation which is not directly attributable
to the entered variables.

The R-squared value of the last model and the

Likelihood Ratio Test are both up over the restricted
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coefficient model. The aggregate values of the second test
program however, counter this result. There is mis-
classification of 48 in the absolute count, 69 by summing
probabilities. Strangely, the exact prediction number

is the highest yet at 188.

Tables 9, 10, 11, 12 below contain the analysis of
the model split when there are only three dimensions. Those
members of the population who chose the fourth alternative
were eliminated in the derivation and testing of these models.
This is not totally realistic in the real world situation since
the users that remain still do have the fourth alternative in
reality. The purpose is to show the changes which occur
with respect to the multiple statistics and the forecasting
part of STATB.

In this case the time difference and cost difference
coefficients have been restricted to the same value for each
mode. The constant is placed on the last sector of the
mode, either the bus mode or the driven mode. The variables
used are those which were developed from the four choice model,
and they are adapted to the three choice situation only by the

movement of the constant.
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TABLE 7

FREED COEFFICIENTS - TIME AND COST ONLY

VARIABLE COEFFICIENT t-VALUE
DRIVE MODE

Cost .0091026 227138
Time Difference -,0036333 4.,1208
Constant -2.4589

DRIVEN MODE

Cost -.0818613 3.0855
Time Difference -,0041409 4.,9989
Constant -1.7568

BUS MODE
Cost -.10935 1.8974
Time Difference -.0044824 5.3511
Constant .34819

PROPORTIONATE PSEUDO R-square .6082
LIKELIHOOD RATIO TEST 98.3839 with 6 degrees of freedom




TABLE 8

FOUR CHOICE - TIME AND COST FREED COEFFICIENTS
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MULTIPLE CORRELATION RATIO =
MULTIPLE F-VALUE = 6.575738 (3.38 AT .999 LEVEL)

.132048

WITH 9 AND 38 DEGREES OF FREEDOM

THE COUNTS ACCORDING TO THE MODEL ARE

WALK DRIVE DRIVEN

51 143

142

BUS
63

THE TRUE COUNTS ARE GIVEN AS

WALK DRIVE DRIVEN

54 117

THE COUNTS BY SUMMING PROBABILITIES ARE

187

WALK DRIVE DRIVEN

57.9 130.2

117.4

BUS
41

BUS
93.6

THE MEAN TRUE PROBABILITIES ARE

0BS

399 WALK DRIVE DRIVEN
.135338 .293233 .468672

BUS

.102757

THE MODEL MEAN PROBABILITIES ARE

WALK DRIVE DRIVEN

. 144989 .326328 .294201

THE NUMBER CORRECTLY PREDICTED IS
THE NUMBER CORRECTLY PREDICTED IS
THE NUMBER CORRECTLY PREDICTED IS
THE NUMBER CORRECTLY PREDICTED IS

TOTAL

BUS

.234482
25 IN
66 IN
81 IN
16 IN
188

MODE
MODE
MODE
MODE

WALK
DRIVE
DRIVEN
BUS
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TABLE 9
THREE CHOICE MODELS RESTRICTED COEFFICIENTS

VARIABLE MODEL 1 MODEL 2 MODEL 3
DRIVE MODE

Cost -.11177 -.15552
Time Difference -.0086448 -.0053491

Frict .29327 .35606
Walking PL-S -.010014 -.018493
Car Ownership 1.3798 1.4232
Age .0072984 .0089530

Income Dummy 1 -10.470 -7.7027

Income Dummy 2 -9.3919 -9.1352

Income Dummy 3 -13.400 -9.5666

Income Dummy 4 -9.7496 -8.6719

DRIVEN MODE ‘
Cost -anrr . -.11852
Time Difference -.0086448 -.0043701
Rush Qummy -2.1604 -2.6090
Incgme"ﬂqpmy 4 3.0037 1.4559
ConEtant‘:f -3.9025 T ¥
BUS MODE = -

Cost -.15552 -.11852
Time Diffe}ence -.0053491 -.0043701
R%fh D%me -.55339 -2.3490
Constant 2.0212 2.9254
Proportionate Pseudq R-squared .7381 .7463 .7607
Likelihood Ratio $3.90 92f5] 89.67
Degrees of Freedom 13 12 6

T
f

2



TABLE 10
THREE CHOICE - RESTRICTED COEFFICIENTS - MODEL 1
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0BS

THE
THE
THE

MULTIPLE CORRELATION RATIO = .,085312
MULTIPLE F-VALUE = 3.606396 (3.38 AT .999 LEVEL)
WITH 9 AND 348 DEGREES OF FREEDOM
THE COUNTS ACCORDING TO THE MODEL ARE
WALK DRIVE DRIVEN

67 91 200

THE TRUE COUNTS ARE GIVEN AS
WALK DRIVE DRIVEN
54 117 187

THE COUNTS BY SUMMING PROBABILITIES ARE

WALK DRIVE DRIVEN

68.7 80.2 209.1

THE MEAN TRUE PROBABILITIES ARE

358 WALK DRIVE DRIVEN
.150838 .326816 .522346
THE MODEL MEAN PROBABILITIES ARE

WALK DRIVE DRIVEN

191791 .224119 .584090
NUMBER CORRECTLY PREDICTED IS 21 IN MODE
NUMBER CORRECTLY PREDICTED IS 24 IN MODE
NUMBER CORRECTLY PREDICTED IS 97 IN MODE

TOTAL 142

WALK
DRIVE
DRIVEN



TABLE 11

THREE CHOICE - RESTRICTED COEFFICIENTS - MODEL 2
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MULTIPLE CORRELATION RATIO = .054633

MULTIPLE F-VALUE = 1.290643 (3.38 AT .999 LEVEL) -

WITH 9 AND 201 DEGREES OF FREEDOM
THE COUNTS ACCORDING TO THE MODEL ARE
WALK DRIVE BUS

5 184 22

THE TRUE COUNTS ARE GIVEN AS
WALK DRIVE BUS
54 116 41

THE COUNTS BY SUMMING PROBABILITIES ARE

WALK DRIVE BUS

6.3 185.1 19.7

THE MEAN TRUE PROBABILITIES ARE

0BS = 211 WALK DRIVE BUS
.255924 .549763 .194313
THE MODEL MEAN PROBABILITIES ARE
WALK DRIVE BUS
.029665 .877089 .093246
THE NUMBER CORRECTLY PREDICTED IS 3 IN MODE
THE NUMBER CORRECTLY PREDICTED IS 102 IN MODE

THE NUMBER CORRECTLY PREDICTED IS
TOTAL 11

IN MODE

NN

WALK
DRIVE
BUS



TABLE 12
THREE CHOICE - RESTRICTED COEFFICIENTS - MODEL 3
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MULTIPLE CORRELATION RATIO = .222619
MULTIPLE F-VALUE = 8.654763 (3.38 AT .999 LEVEL)
WITH 9 AND 272 DEGREES OF FREEDOM
THE COUNTS ACCORDING TO THEiMODEL ARE
WALK DRIVEN BUS

57 128 97

THE TRUE COUNTS ARE GIVEN AS
WALK DRIVEN BUS
54 187 41

THE COUNTS BY SUMMING PROBABILITIES ARE

WALK DRIVEN BUS

61.5 119.4 101.0

THE MEAN TRUE PROBABILITIES ARE

0BS = 282 WALK DRIVEN BUS
.191489 .663121 .45390
THE MODEL MEAN PROBABILITIES ARE
WALK DRIVEN BUS
.218249 .423576 .358175
THE NUMBER CORRECTLY PREDICTED IS 22 IN MODE
THE NUMBER CORRECTLY PREDICTED IS 82 IN MODE
THE NUMBER CORRECTLY PREDICTED IS i IN MODE

TOTAL 126

WALK
DRIVEN
BUS
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The first thing to note is that the value of the
R-squared statistic is increased even though there is no
change in the variables entered. This means that by
increasing the number of choices we are going to have to
expect a smaller explanatory power for the model, We would
expect that an increase to five different modes would
reduce the R-squared value to below .600 or in that area
at 1east. Therefore the variable investigation should
point towards a good explanation of the behavioural
phenomenon so that larger mode choices can be accommodated
with sufficient accuracy.

It would seem that, although the drive mode has
the most variables for explanation, it is not as good a
model for this sector as for the other two. ]he R-squared
figures for Models 1 and 2 are less than'for ﬁodel 3; 1n
which the drive choice does not enter,

Previously, the time difference coefficient has
remained fairly consistent while the cost coefficient varied
widely. This is not the case in this transition. The
first varied from the third model's close figure to
Model 1's figure which is twice the magnitude of the four
choice value. Both the values of Model 1 and Model 3 cost
coefficients are close to the original four choice value, and
Model 2 has only increased this by 25%Z. These changes are
reflected in the new ‘'values of time' which can be found from

these models. They are $2.78 per hour for Model 1, $1.24 per
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hour for Model 2 and $1.33 per hour for Model 3. The first
value is right in the range that both Lisco, 1967, and Thomas
and Thompson, 1970 found while the other two values are
similar to the previous findings of this paper in the four
choice model. Certainly, the fact that the constant has been
moved, for the one case where the value changes, may have some
bearing on that change.

In this light, it may be noted that the coefficients
in general changed quite highly from the four choice model
to Model 1. Again this may be an effect of the moved
constant. Although the magnitudes of the income dummies
changed in Model 2, they maintained their relative positions
with respect to each other. This is not true in Model 1.

‘ ' There seems to be Tittle correliyionwbetween the
R-squared statistic aﬁd thte results of testing in aggregation.
The best results in this regard come from Model 1, which has the
smallest value for R-squared. Only 26 were misclassified
iq the count method and 31 in the summing of probabilities,

This contrasts to 68 and 69 for Model Ziand“59 and 67 for

Model 3, both on smailer ‘totals. As before the Likelihood

Ratio Test shows that the models are highly §ign1ficant even

at the .99 level. x y
A comparison%bf teends in prediﬁjionacan be made. » N

The prediction for walk is low in both 1d?ge:sca1e models,

w&j]e gus is high. Walk is accurate with time and cost/;/'f

only, while Bus is quite high. It isjonly ip Table 11 that,
" .

Ly
-
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Bus is underestimated. This model is dominated by the
drive mode. Driven is usually underestimated. Table 4
once and Table 10 twice being the exceptions. Drive is
only underestimated in Table 11.

The "multiple statistics" shown in the earlier
tables still require some validation. It is not yet clear
whether they represent the fit to one mode or to all. They
have been included only as a comparison between the models

presented.



CHAPTER V
CONCLUSIONS

This chapter sets forth the conclusions drawn
from the experimental work. Following that is a discussion
of the direction and content of future work in this field.

The main interest of the research was to determine
whether or not the multi-mode, multinomial logit formulation
is significant as a descriptive and analytic model of mode
split. The foremost conclusion then is that this type of
model does produce significant models. 1In every case the
Likelihgod ratio statistic proved to be highly significant
at the .99 level.

| In addition to the technique, which 1; to fit a

mathemafica] form to dn observed pattern, the type of model
which is most efficient is another matter. The thesis shows
that statistically the behavioural concept, which enters user
as well as system characteristics, is superior in explanatory
power to the simple market place model, which enters only
time and cost differences. As far as the use of the two
models for prediction is concerned, the thesis work has not
been able to prove any advantage to either method. The
predictions on the second data set were equally as accurate

for both of the models. There also seems to be no advantage

69
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to a non-conceptually based model.

Another of the questions raised, was the problem
of aggregation. The method of predicting peoples' absolute
choice and then summing in this way has proved to give more
accurate analyses in all cases investigated. No real
conclusion can be drawn here I feel because this was
simply an exercise to test a model on a larger set of data
anq not to predict the reaction of grouped populations.
That is, in an operational model, the total population would
be represented by a number of different characteristics and
thus divided into sub-groups represented by one member. To
aggregate then, his probabilities would be extended to the
group. When each individual is entered into the model, no
such exténsion is required and so his maximum probability is
his choice. In the operational model the idea is to model
the choices of a group of people at an 1;sta£t in time,
whereas in the thesis form of aggregation there is an analysis
of the individual user over a period of time. As the data
are formulated for an instant in time, the use of an absolute
sums method should prove to be better, as it does.

Although it is possible to state that this sort of
model will be significant, from this limited study it is
not possible to make any absolute statement on the accuracy
compared to the binary stratification technique. The
statistics of these models are lower than those for the binary

models, but the problems of stratification and aggregation are
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greater, so that any real value judgement is impossible at
this time. Several points can be made in this vein however.
The multi-mode structure is most definitely more conceptually
satisfying in that there is no arbitrary decision pattern set
up. In the binary stratification model, there is a two step
decision process set up so that, for example, in our four
mode case, the first decision would be whether or not to

use the family auto for the trip. Having decided to use

that mode, the second decision is then to determine whether
to drive or be driven. This seems to be quite plausible. On
the other hand, if the decision is not to use the car, then
the secondary decision is to walk or to take the bus. It is
not 1ikely that these two alternatives are considered
separately from the use of the auto. Another way of dealing
with this problem of stratification may be more conceptually
satisfying, but must then be more structurally complex. The
problem becomes more unsatisfactory as the number of modes
increases while the structural problems do not change for the
multi-mode method. The problems of unavailable modes is quite
easily handled in the multi-mode case simply by setting the
cost and time differences to arbitrarily high values. For
example, if the bus mode of the modes is not available, then
a large and positive time difference is sufficient to cause
that mode to have a very small finite probability. 1In theory,
if the availability of modes varied widely across the
population, it would still be possible to use this model
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without any structural change, whereas the use of a binary
structure would cause much confusion.

One of the most vexing problems for the modeller is
the choice of variables which are to be included in the model
and once the choice has been made, the form which the
variables are to take. The conclusions which are forthcoming
from this research are not highly sophisticated since the main
purpose was to test the model not to investigate the variables.
No detailed study of form for the variables has been done in
this work. It is safe to say that these variables which have
been accepted as valid in the explanatory sense should have
some place in all behavioural models. These main elements

are time, cost, for the system and income, age and car owner-

4

shib fon the user. This 1§ a study of ahpartjcular group,
making a particular type of trip, so that there is little
basis for making any general statement without a more
comprehensive study of a wider data base on this matter. The
one variable which is unlikely to hold any hope for 1nc1usion
is the sex of the user, which this thesis found so insignificant.
It is immediately obvious that this is not an
operational model. Problems that must still be resolved
include many of those mentioned above. Also there is a
problem of directionality. It is fallacious to assume a mirror
of the trend for the return trip. There are limitations of
course since anyone who drives to the station is obliged to

return by the same mode. However, in other cases, this is
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not true. It is quite likely that the 'value of time'

may change for the return trip. It is also likely that the
driven mode, having a different structure as it must, will
have a completely changed G(x) form., It is obvious that it
has a completely different waiting time structure, for
example.

The 'value of time' which is found from the first
model is $1.33 per hour. This should be the most trustworthy
value, since it comes from the most accurate model, with the
least interference. This seems to indicate that the value of
time is less for this short intermediate trip than for the
longer line haul trip.

! The data collected for the testing of these models
were 1nferior to what would be desired fgr an adequate )
building base upon which tb develop the %odef. The information
available was incomplete fpr many members of the population,
leading to a small final population for model design and
calibration. Future work in the behavioural field must then
include the collection of adequate data. Not only was the
size of the set too small, but also the range of information
which was forthcoming was too small. A greater number of
variables must be investigated. The type of socio-economic
variables which must be evaluated should be such as the
information which is available thrdugh the census, so that

aggregation is easily accomplished. It is easy to see that
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given the effect of housing, for example upon the choice of
mode and also given the housing breakdown for a particular area
from the census data, a definite prediction of the modal split
for the whole area is conveniently achieved. Deficiencies also
occur in the variables which were presented in the data set.
The way in which the income was recorded posed difficulties in
use because the information was coded for different sections

in different ways. The difference was not easily reconciled
between the groups, and, in fact, the income variables for

the two separate data sets were slightly different in the
ranges that were covered for each variable. Data should also
be collected for both directions of the trip. A more accurate
picture of the true probability distribution might be derived

if the dependent variable were structured so,;hat it reflects

w

!

the percentage of the time that the user takes each separate
mode.

Given a good data source and a good mathematical and
conceptual form for modal split, the next step for research
is the extension of the behavioural approach to the other steps
in the UTP package. The ultimate goal then is an integrated
universally applicable set of models which use this approach
taking the results of the first to supply the input for the

second and so on.



APPENDIX I

The following pages show the format for the data
source which was used for building the models. The total
sample was about 2000, but when it was assessed for
completeness, it was found to be lacking, so that the
sample amounted to only about one third of the original.
Often the data had the information for a complete mode
missing indicating that the alternative was not available
to that member.

The text has indicated that this data set was
d;fic{ent in many ways. Yet without this s?urce of inform-
ation the time required to make any sugh sfﬁdy would have
more than doubled. Therefore the author wishes to thank
the Chicago Area Transportation Study for making this

source available.
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SUBURBAN STATION ACCESS

CARD FORMAT

(CARD # 1)
ITEM NO. COLUMN NO. DESCRIPTION

Sample

1 1 -6 Number: Number assigned to

commuter.

OTXXXX
51XXXX
02XXXX N.W. Corridor - Outer Study
52XXXX Area
03XXXX
53XXXX N.W. Corridor - Inner Study
04XXXX Area
54XXXX
T4 XXXX 211th Street
200XXX Skokie

2 8 Access Mode: Mode used to Station:
locee- Walk
R Drive & Park
KT Driven
L Bus

3 10 - 11 Station used:
0l1---- Palatine
02---- Arlington Heights
03---- Mt. Prospect
04---- Dee Road
05---- Park Ridge
06---- Edison Park
07---- Norwood Park
08---~ Dempster
09---- Evanston
10---- Howard

11---- 211th Street
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ITEM NO. COLUMN NO. DESCRIPTION

4 13 Trip Purpose:
N.W. Corridor & Skokie
2 === Work
3 cene-- Shop
4 caa-- School
5 wccua Social Recreation
f me-m- Eat Meal
] == Personal Business
8§ ----- Serve a passenger
211th Street
1 «==u- Work
2 ~me--- School
3 ----- Shopping
4 cce-- Personal Business
5 ccea- Social Recreation
6 ~-=== Other

5 15 - 16 Street Distance: Residence to

Station; Coded to nearest tenth of
mile; Example: 24 - 2.4 miles

6 : 18 Rush or Non-Rush Hour Trip:
4 Departure from Suburban Station
N.W. Corridor

{ 6:15 - 8:30 a.m., --=--- 1
; | Other Times  -------- 0
' Skokie
6:30 - 8:30 a.m, ----- 1
Other Times  ~cccc--- 0
211th Street
6:15 - 8:05 a.m, ~---=-- 1
Other Tipes " -==c---- 0
7 20 Pavement Condition: N.W. Corridor
Only
0 ~-==-- Dry
1 ==e-- Wet
S8 22, Household Income: ‘& 14
"SR N.W. Corr¥dor ™ '
" £

w
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ITEM NO. COLUMN NO. DESCRIPTION

1 cemen Under $5,000
8 e2 2 cee-e- $5,000 - $7,999

J ~-e-- $8,000 - $11,999
4 ceuu- $12,000 - $16,999
5 acea- $17,0000 - $24,999
6 ~==== $25,000 +
Skokie
1 cceaa Under $5,000
2 ~e--- $5,000 - $6,999

3 «eme- $7,000 - $8,999
4 ----- $9,000 -$11,999
5 «=v-- $12,000 -$15,000
6 ----- $15,000 +
9 24 Auto Ownership: Number of cars
at household. (exact number)
10 26 - 27 Age: Actual age given in

original interview (N.W.C.)
Average of age range given in

original interview --- (Skokie)
11 29 Sex: 0 ----- Male
1] =ceu- Female
12 31 Dummy Variable I: (N.W. Corridor Only)
If unmarried, living at home of
parents ----- 1
Otherwise: -- 0
13 33 Dummy Variable II: (N.W. Corridor
& Skokie)

If unmarried not living at parents

home or married and spouse cannot

drive or drives to work with spouse.
----- 1

Otherwise:--- 0

14 35 Dummy Variable III: (N.W. Corridor &
Skokie)
If married and has a spouse who
drives to work or school independ-

ently of trip taker -------- 1
Otherwise: = =--c-cc----- 0
15 37 - 40 Walk Time: Residence to Station

Coded in seconds: Walking speed
3 MPH or 1200
seconds per mile.
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ITEM NO. COLUMN NO. DESCRIPTION

16 42 - 44 Platform Wait Time: Coded in
in Seconds: One-half headway
time between assigned train
and next later train up to a
maximum of 4 minutes. (8 minutes
or more between trains).

7 46 - 49 Total Time:
Walk time + Platform Wait Time.
(Items 15 + 16)

18 51 - 54 Driving Time: Residence to
Parking Lot - Coded in Seconds -
Driving speed approximately 20
MPH or 1800 seconds per mile.

19 56 - 58 Walk Time: Parking Lot to
Station - Coded in seconds -
Walking speed 3 MPH Varies
with time of day according to
how full parking lot is.

20 60 - 62 Platform Wait Time:
Same as Item # 16

21 64 - 67 Total Time: Driving Time + Walk
Time + Platform Wait Time - (Items
# 18 + 19 + 20)

22 69 - 70 Driving Cost: 7.5¢ per mile

23 72 - 73 Parking Cost: One-half daily
parking cost. (One-half the daily
parking cost is assigned to the
inbound trip, one-half to the out-
bound trip.g

24 75 - 77 Total Cost: Driving Cost +
Parking Cost. (Items # 22 + 23)

25 79 - 80 Drive and Park Friction:

This is a measure of the disutility

of parking expressed in cents at a

suburban station; it is comprised of:

1. one-half the daily parking cost

plus

2. average walk time from parked
auto to station entrance assessed
at 6¢ per minute.
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ITEM NO. COLUMN NO. DESCRIPTION

1 1 - 6 Sample Number: Number assigned
to commuter
(Same as Item # 1 - Card 1)

26 8 - 11 Driving Time: Residence to Station
Coded in Seconds -

27 13 - 15 Platform Wait Time:
(Same as Item # 16 - Card 1)

28 17 - 20 Total Time: Driving Time +
Platform Wait (Items # 26 and 27)

29 22 - 23 Driving Cost - 15¢ per mile

30 25 - 27 Walk Time: Residence to Bus Stop

Coded in Seconds - Walking speed
3 MPH or 1200 seconds per mile.

31 29 - 31 Bus Wait Time: Coded in Seconds -
One-half of headway time between
assigned bus and next bus up to a
' maximum wait time of 4 minutes. (8
¥ minutes headway).

32 33 - 36 + Bus Travel Time; Coded in Seconds -
‘ Scheduled departure time of bus from
commuter residence bus stop less
scheduled arrival time of bus at
suburban station.

33 38 - 40 Platform Wait Time:
(Same as Item # 16 - Card 1)

34 42 - 45 Total Time:
Walk Time + Bus Wait + Bus Travel
Time + Platform Wait Time.
(Item # 6 + 7 + 8 + 9)

35 47 - 48 Bus Fare

36 - 45 Dummy Variables as explained in
the Text
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The following program listing is that used to
calculate the maximum likelihood estimates for the model
coefficients. The program was developed by an economist,
John Cragg, and modified first by Dr. Peter Stopher for
the CDC 6400 computer at Northwestern University. Testing
for the multi-mode case was limited and it was not until
the author adapted it to the CDC 6400 facility at McMaster
University that it became totally operational.

The primary basis for trying to model the modal
split is based upon the premise that the probability of
using a particular mode is a continuous function whose
dependent variable Pe varies in the range from 0 - 1
according to some function of his sociological traits and
the characteristics of the mode. Thus, as any of these
variables change, so does the function and hence the
probability. The use of a simple linear relationship is
rejected because of the bounds imposed by the 0 - 1 range.
The function should be assymptotic to both of these limits.
This can be done using a logit formulation as in AII-1 for a

binary case
eG(x)
p = AII-1
1 % LX)

e

81
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The choice probability for the second mode is then AII-2

G(x)
= - = - e = ] .
: ] d ] T:ZGT;T_ —T—:_;ET;) il
NT+N2

where G(x) constant + kzlakxk where N1 is the number of

system dependent variables (such as time, cost) and N2 is

the number of system independent variables. In order to take
into account the system dependent variables of the second
mode while only dealing with one function we can enter this

type of variable as a difference sz - Xkl

(x) N1 ( ) N1+N2
therefore G(x) = constant + I o, (X - X + I o, X AII-3
k=1 K Kz kit “panier KK

By substituting @ =T oy for the system independent

variab]gs and simplifying AII-4 results

' o N1 N1+N2 * )
G(x) = (constant # I o X, + I a, X
Ck=1 Kka gy k2K

N1 N1+N2 |
Xy * B oy X ALI-4
k=N1+1 K1k

K

We may represent this by a difference of two functions as in

AII-5
G(x) = Gz(x) - Gl(x) AII-5
Substituting in AII-1 we have
) eGz(x)-Gl(x) ) er(xl/ié}x)
p = G (x)-6 (x) G (x)/ G (x)
1 +e? ‘ 1 +e? e !



83

GZ(X)
G (x)
2

e
G (x)
1

e + e

GI(X)
M) AII-6

and q = = (x?
e ! + e

An obvious symmetry exists which may be extended

to the multi dimensional form by proposing AII-7.

G,(x)

Pe = HE0aT R
L
L e
£=1

A similar derivation can bring us to the same result using
ratios instead of differences for the system variables. It is
important to note the first derivation depends upon a constant
value for o k = 1, N1 although s k = N1+1, N2 can and will
vary greatly. The use of the model without this restriction
has no conceptual base but has been used in this thesis simply
as a fitting technique.

To illustrate a binary case where

G(x) = 1.0 + .23 At + .067 Ac + .05 S
where At is minutes and Ac is cost difference in cents, and S
is the sex of the user. The two choices are Bus and Drive,
p is the probability of using the car, while q is the
probability of using the bus. If we hypothesize a time

saving of 3 minutes by car ( i.e. At = + 3.0) and a loss

of 15 cents by driving (Ac -15) for a male driver (S = 1)
the value of G(x) is now 1.0 + .23 x 3.0 + .067 x (-15) + .05(1)

=+ .74
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e’ 2.096
p = _—.71. = (Ml L Kl O .677
1 + e’ 2.096
q = s ed s

Therefore the probability of taking the bus is only 32%
while the probability of driving is 68%.
The above is a contrived model, and while quite
realistic is not derived from any empirical data.
In aggregation we may use this method by having
one of the sample act as a proxy for n like members of
the population. Using the above example we would conclude
that 32% of those n would use the bus on any given trip
and that 68% would drive. Alternatively the whole n could
be assibned to the drive mode. The merits of the two meth@ds
have yet to be investigated. o
The program uses a maximum likelihood estiﬁator
of the coefficients. This value then replaces the 0 value
initially assumed. From this point the program refines the
values of the coefficients in an iterative loop using the
Newton method until an acceptably small difference in value is
reached. This convergence value is entered by the user. The
program will terminate if this value is not satisfied after
25 iterations.
The program does not derive the model exactly as
constituted by AII-7, however. To achieve the form which

is used, divide the top and bottom of each probability by

G,(x)
2 M . A similar derivation to that for the two-dimensional
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case simplifies to the form of AII-8.

G,(x)
p = e L p = ]
(Z) M-1 Gl(x) (M) M-1 Gz(X)
1 +Z e -1 +Z e
£=1 £=1

AII-8
This is the final form of the model to be tested by the
program. There is a limitation to AII-8, however, in that
the coefficients of the system variables for which differences
are used must be the same in each of the sections of the model.
User characteristics are the same in each section so that
the magnitude of the coefficients can vary.

One advantage that should be built into this program
is the ability to build the model in a stepwise fashion.
As it i§ now conceived, complete new runs must be made each
time a variable is found to be insignificant. Beyond this
the program proved to be extremely usefu] anq quite easy to
use and understand. :

The program uses'a central memory of 60K and the
time required for solving a problem is of the order of 30
decimal seconds for the size of model which nas been dealt

with in this work.
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PROGRAM THEIL(INPUTsOUTPUTsTAPE1sTAPE2sTAPE3sTAPE4sTAPES=INPUT s TAPPRSI0U1U

$E6=0UTPUT)

JeGeCRAGG PROGRAM FOR MULTINOMIAL MULTIVARIATE LOGIT ANALYSIS»
TO €DC64UU AT NORTHWFSTFRN UNIVERSITY BY PETER STOPHERS

DIMENSION XDAT(7U)sAIR(10)sPLIM(10)9AV(10)
DIMENSION DATE(2)

DIMENSION VARNAM(70)sNAME(12)

DIMENSION CV(70)9eKVR(7095)

DIMFNSION DER(70) s TRIL(70) ¢XX(70970)
DIMENSION TRAT(70) sPAMES(70V)

DIMENSION SUBNAM(8)

DIMENSION RKEEP(65)

COMMON TRAT

DATA PROG/6HTHEIL /

REWIND 1

REWIND 2

READ(551111)KPROB

FORMAT(10Xs14)

ICOUNT=0

ICOUNT=ICOUNT+1
IF(ICOUNT-KPROB)55553555599989

STOP :

READ(591) (KRUNsKSUBSs (DATE(I)sI=192))
FORMAT(10Xs2T45A69A2) '

KSUR = 10

KPAGE = U

READ(592) (NAME(I)9I=1512)

FORMAT (6X912A6)

CALL HEAD(PROGsDATEsKPAGE sKRUNsKSUBsNAME )
CALL TSAT (IOBAsSKTAPEsNBVsNFIRsLTO)

KSUB = KSUB + 1

KPAGE = O

IF(KSUB-KSUBS) 73795 :
READ(5511) KOPTsKVARsTOLA (SUBNAM(I)sI=158)
FORMAT (X214 9FB98A6)

KPAGE = O

CALL HEAD(PROGsDATE sKPAGE sKRUNsKSUB» NAME )
CALL SUBHED(KSUB»SUBNAMsKOPT)

CALL SETDR(IOBASIOBSsNFIRsLTOsMBORTsNYsM2sVARNAMsNBVsDERS
1XXsATRsKVRsCVsNPARSKTAPEsKVAR sPAMES )
IF(MRORT) 5UUUs5000s4

CALL HEAD(PROGsDATEsKPAGE sKRUNsKSUB»NAME )
CALL SUBHED(KSUB s SUBNAMsKOPT)

STEP=100

M1=M2-1

M=M2-2

0OBS = FLOAT(IOBS)

CLIK = 0.0

WRITE (6 s813)(AIR(TI)sI=19NY)

FORMAT (//6Xs 11IHFREQUENCIES //6X98F740)
DO 1U7 TI=1sNY

PLIM(I) = AIR(I) /7 OBS

IF(PLIM(T)) 8UUs80Us801
IF(PLIM(I)=14,0)80358U05800

WRITE (6 s8U2)1

FORMAT (//6Xs12HLIMIT VALUE » 16)
KNUMQ=777
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JULY 1970

ADAPTEDPRSTUL4U

PRSTOO5U

PRSTuUBU
PRSTOUS0

PRSTOUL3

PRSIuulb

PRSPUUVYU

PRSTO370
PRSTU39U
THEIO4UU
THEIU41U
PRSTU420
PRSI uU406U

THEIO&4 70
THE1048U
THEIO490V
PRSTO500
PRSITUS1U
THEIOU55U
THEIUS6U
THEIUS /U

THEIV6E30
THEIO64U
THEIU6OU
THEIO6 /U
THEIO68UL

THEIQT7UU
THEIU /71U

THEIOT740
THEIO7b50
THEIO760


http:6Xt8F7.0l

8U3
107

e 811
810
414
600

418
w 416

> 7890
»
7876

7889

515
152

»
252

"
755
?53

W ou
15519

155

" 158

GO TO 107
CLIK = CLIK + AIR(I)*ALOG(PLIM(I))

CONTINUE

IF (KNUMQ-777)

GO TO 4
KITS = O
WRITE (6
WRITE (6
FORMAT (

MQ=M2
MD=NPAR

IF(KOPT-3)78895789057890
READ(5+7888) (TRIL(I)sI=1sMD)
READ(597876)KITSsQLIM

9416)CLIKs (IsPLIM(T)sI=1sNY)

s6UU) TOLA

/6X923HITERATIONS TO TOLERANCE

FORMAT(6X9A691UX3G15e5921X9G15e5)

FORMAT (/6X943HLOG OF LIKELIHOOD FOR MULTINOMIAL MODEL
(6Xs5HVALUEsI2910H ESTIMATE

FORMAT (I49E2VUe4)

GO TO 437

DO 15U I=1sMQ
KF=KVR(Is1)

KC=KVR(Is3)
KQ=KVR(T192)

DER(KC)=DER(KC)=PLIM(KQ)*CV(KF)

TRIL(T)=0aU
DO 152 I=1sMQ
DO 152 J=1sMQ

K=KVR(Is2)

L=KVR(Js2)
D=PLIM(K)Y*PLIM(L)

IF(K-L)

15295159152

D=D-PLIM(K)

XX(IsJ)=

—1eUxD¥XX(T9J)

DO 252 I=1sNPAR
DO 252 J=I1sNPAR
XX(IeJ+1)=UeU
DO 253 I=1sMQ
DO 253 J=1sMQ
KC=KVR(Is3)
KQ=KVR(Js3)

IF(KQ-KC)25392559255
XX(KCoKQ+1)=XX(KCoKQ+1)+XX(JsI)

CONTINUE

DO 254 I=1sNPAR
DO 254 J=1sNPAR
XX(JeI)=XX(T9eJ+1)
XX(TeJ)=XX(Js1)
DO 155 I=1sMQ

IF(KVR(Is1)-KVAR+1)15591599155

L=KVR(Is2)

K=KVR(Is3)
TRIL(K)=ALOG(PLIM(L)/PLIM(1
CONTINUE
MD=NPAR
GLIK = CLIK

QLIM=GLIK=-1U0,0

810s8119810

THEIUTTU
IHEIOQ78U
THETO790
THEIOB8UO
THEIO81U
THEIUBZ2U
THEI0830
THEIO84U
THEIO850
THEIU86U
THEIUBTU
THEIO88V

PI
Pl

P:1
PI

PI

THEI 1130



2111

L5

5004
5002

, 5001
5003
- 173

174

6744
6745
6746
L7467
6743

710

711
175

1178
1177

1180

GO TO 480
DO 419 I=1sMD
DER(I) = 0.0

DO 419 J=1sMD

XX(Ted) = Qe

KJAB=U

KLUG=0

GLIK = U.U

DO 181 LL= 1-I0BS

READ ( 1 )(XDAT(I)sI=1sKVAR)
DO 2111 I=1sNY

AV(I)=0,0

DO 171 I=1sMQ

K=KVR(Is2)

L=KVR(Is3)

KF=KVR(Is1)
AVIK)=AVIK)+XDAT(KF)*TRIL(L)
TEMP = OOU

DO 173 I=1sNY
IF(AV(1)=220,)50049500495001
IF(AV(1)4320,)500255003+5003
AV(1)==320, ‘

GO TO 5003
AV(1)=320,
AV(II)= EXP(AVI(I))

TEMP = TEMP + AV(I)

DO 174 I=1sNY

PLIM(I)=AV(I)/TEMP

KL=IFIX(XDAT (KVAR))

DO 6743 1=2sNY
IF(I-KL)6T4496T45+6744
PAMP=AV (1)

GO TO 6746

PAMP=-AV(])
IF(PAMP)6T7435674396747

KJAB=KJAB+1
CONTINUE

IF(PLIMIKL)) 71097105711

GLIK=GLIK=-67Ce

KLUG=KLUG+1

GO TO 175

GLIK = GLIK+ALOG(PLIMI(KL)Y)

DO 181 I=1sMQ

KF=KVR(Is1)

KC=KVR(Is2)

KQ=KVR(1s3)

IF(KC-KL)11779117891177
DER(KQ)=DER(KQ)+XDAT (KF)

CONTINUE

DER(KQ)=DER(KQ)=XDAT (KF)*PLIM(KC)

DO 181 J=1sMQ

KG=KVR(Js1)

K=KVR(Js2)

L=KVR(Js3)

D=PLIM(KC)*PLIM(K)

IF(KC-K) 1181118091181
D=D-PLIM(K)
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IHEI 114U
THEI115U
THEI116U

THEI 118U

THEI11Y0

THEI1Z240

THEI1350

THEI L3 {v
THeEll3bu
THEI1390

ITHEI 141U

THel 144U

|
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-

3497
- 1496

4503
»4504

%505

4506

,78U8
7888
€

-

348

'?49
667
y 668
669
-
666
436
'

%35

>

u4?

443

»

»

160

- ™

XX(KQoL)=XX(KQsL)=D*¥XDAT(KF)%¥XDAT(KG)

CONTINUE

IF(KJAB)67509675096751

WRITE(6>

6752)

FORMAT (6Xs12HPERFECT FIT

GO TO 4

IF(KLUG=4)480548057891

WRITE(6
GO TO 4

»7892)

KLUG

FORMAT(/6X9s8HTROUBLE 16

REWIND

1

DER IS FIRST DERIVATIVES
XX 1S MATRIX OF SECOND PARTIAL DERIVATIVES

GLIK IS LOG OF LIKELIHOOD

WRITE (
FORMAT (

15G13.5)

6 242T7)KITS,

6X911HI

GLIK
TERATION

)

( PREVIOUS ITERATION)

IF((GLIK=QLIM) «GE«QsU)GO TO 1496

STEP=STE
TOLA=TOL
QLIM=GLI
DO 1497

P*e6
A%k e 6
K=1UU.
I=1+MD

TRIL(I)=RKEEP(TI)

GO TO 43
CALL

7

INVERT(XXsDETsMDs70)

IF(DET)4503+450394505

WRITE(6

+450¢4)

FORMAT(//6Xs16HSINGULAR MATRIX

GO TO &4
DO 4506

I1=1sMD

RKEEP(I)=TRIL(I)

DO 4506

J=1sMD

TRIL(IDN=TRIL(II+XX(TIsJ)*¥DER(JI*STEP

KITS = KITS + 1

FORMAT(/(2X99E1244))

FORMAT (5

El6e6)

CHECK FOR CONVERGENCE OF

IF (KOPT~-

2) 349

3489348

ITERATION

WRITE(7s7888) (TRIL(I)sI=1sMD)

WRITE(7

IF(KITS~

7876)

KITSsGLIK

2) 43694369667

IF( KITS = 25)

WRITE (

FORMAT (/4UH TWENTY-FIVE

GO TO 43

6 9669)

5

66696661668

IF( ABS((GLIK-QLIM)/GLIK)-

QLIM =

GO TO 43
DO 442 1
DER(I) =

WRITE (

FORMAT(/6X9s3UHMAXIMUM LIKELIHOOD ESIIMATES
19X915HSTANDARD ERRORS s 7Xs8HT-VALUES/)
WRITE(g916U) (PAMES(T) eI sTRIL(I)SDER(I)sTRAT(I)sI=19MD)

GLIK
7
=1sMD

SQRT(IXX(TIs1))
TRAT(I)=TRIL(I)/DER(I)

6 s4473)

FORMAT (2X9sA691492X93G19e5)

ITERATIONS

TOLA)

89

- DISCONTINUED

43594359436

91396Xs31HLOG OF LIKELIHOOD FUNCTION

)

s/ /20Xs9HESTIMATES

THET1660
THEI 167U
THEI 168V
THEI 1690
THEI1700
THEIL1710

THEI 1900

THET 192U
THEI 195V
THEI 194U

THell1l970
THEI198u

THEIZ203U



ALIK ==2,U *(CLIK = GLIK)
MM=MQ-NY +1

WRITE (6 »452)ALIKsMM
452 FORMAT(// 6Xs24HLIKELIHOOD RATIO TEST 3Glbebs6H WITH 91696H
. 1 DsFs | 3

ALIK=140-EXP(=ALIK/FLOAT(IOBS))
WRITE(69467)ALIK

467 FORMAT (/6X918HPSEUDO R-SQUARE - 9G18e4)
ALTK=ALIK/(1sU-EXP(2.0%CLIK/FLOAT(IOBS)))
WRITE(69468)ALIK

»468 FORMAT(/6X931HPROPORTIONATE PSEUDO R-5QUARE = 9G18e4)
ALIK=GLIK+FLOAT(MD)*ALOG(20%3414159)/2e0-ALOG(DET) /240U

' WRITE(69469)ALIK

469 FORMAT(/6X944HLOG OF POSTERIOR PROBABILITY = CONSTANT + »G18.5)
DO 90U I=2sMD

g K=I-1

- DO 90U L=1sK

900 XX(LoI)=XX(LsoI)/SQRT (XX(LsL)*¥XX(Is1I))
WRITE (6 9445)

445 FORMAT(// 6X939HVARIANCE COVARTANCE MATRIX (ASYMPTOTIC) )

DO 450 I=1sMD»8
: NB = I+7
> IF(MD-NB) 4474479448

447 NB=MD
- 448 WRITE(69449) (PAMES(J) 9J=19NB)
449 FORMAT(/2UXs8(AB696X))
DO 450U K=1sMD
s 450 WRITE(63451)PAMES(K) s (XX(KsJ)sJ=1sNB)
L451 FORMAT(6XsA694Xs8G12e4)
499 GO TO 4
1000 WRITF(691001)
1001 FORMAT(6UXstEND OF RUN!')
GO TO 9989
END
SUBROUTINE SETDR(IOBASIOBSSNFIRsLTOOMBORT sKAsNY s VARNAMsNBV sDER »
1XXsAIRsKVRsAVsNPARsKTAPEsKVARsPAMES)
» DIMENSION VARNAM(70)sPAMES(70)
DIMENSION NVVP(10)sNLQP(10)
DATA CONS/6HCONST/
DIMENSION DER(70)sXX(70970)sAIR(10)sSPIN(205120)sSP0(70)

r

" DIMENSION KNUM(7510)sKBB(7)sMODE(7)3KD(10) VD (8)
DIMENSTON AV(70)sKVR(7095) sKLIST(7510)
v DIMENSTON KVVR(40)sLAG(40)sKSVE(40)sLLAG(40)

COMMON KVVRsLAGIKSVEsLLAG
COMMON SPINsSPOsKNUMsKLISTsVDesKBBsMODE sKD
REWIND 13
REWIND 2
REWIND 1

> MBORT=0
10BS = 0O

E DO 40U I=1s70

00 AV(1)=0.0

6 FORMAT(2014)

READ(596)NSTsNSPsKAsNY sMA

v READ(596) (KVVR(I)sI=1sKVAR)

READ(596) (LAG(I)sI=19KVAR)

90

THEIZ2150

THEI2170
THEIZ218U
THEL 219U

THEIZ220U
THEIZ2210
THEIZ22<2V
THEIZ2230
THEI12240

THeEl 28U
PF1
THEIZ31lV
PROLC
PROLO
PRSTZ314
THELI 2320
PRSDUU 3V

PRSDUUSU

SETLUZ230

SETLO29V



841
840

120
5000

50U1
460

901
250
vy 512

4001

7000
¢002
1116

1105
1106
1107
1104

2000
20136
2001
¥ 101
102

Y03
100

READ(596)(KVR(Is1)sI=19NY)
READ(596) (KVR(TI93)sI=1sNY)
READ(59¢6) (NLQP(T1)sI=2sKA)

KQ=1

DO 84U I=29KA
KM=NLQP (1)

DO 841 J=KQsKM
KVR(Js2)=1
KQ=KM+1

DO 120 I=1sKA

READ(596)KBsMODE(T) s (KLIST(IsJ)sKNUM(IsJ)sJ=19KB)

KBB(1I)=KB

IFINY=70)460+460+5000

MBORT =1

WRITE(6950U1)

RETURN

FORMAT (//6Xs2UHTOO0 MANY VARIABLES )
DO 9U1 I=1sNY

DER(I) = UeU

DO 901 J=1sNY

XX (1ad)i= 040

DO 512 I=1sKA

AIR(T) = 0OeU

IF(LTO) 4009400094001

REWIND 3

READ ( 3 )(SPIN(1sI)sI= 1sKTAPE)
GO TO 4002

READ 2)(SPIN(1s1)sI= 1sKTAPE)
WRITE(691116)

FORMAT(///6Xs27THMULTIPLE THEILIT ANALYSIS //6X»12HVARIABLES

DO 117 I=1sKVAR

KSST=KVVRI(T)

IF(KSST)11uU59110U5s11U6

VARNAM(1)=CONS

GO TO 1107

VARNAM(TI)=SPIN(1sKSST)

CONTINUE

FORMAT (3(6Xs14))
WRITE(692U0U) (VARNAM(T) sLAG(I)sI=19KVAR)
FORMAT (8(2XsA891292X))

DO 3036 I=1sNY

L=KVR(Is1)

K=KVR(Is3)

PAMES (K)=VARNAMI(L)

WRITF(692001)

FORMAT (6X915HPARAMETERS )
WRITE(E911U4)((KVR(T9J)sJ=193)sI=1sNY)
WRITE (6 91V1)

FORMAT (/6Xs25HDEPENDENT VARIABLE VALUES )
DO 103 I=1sKA

KB=KBB (1)

DO 102 J=1sKB

L=KLIST(IsJ)

VD(J)=SPIN(1sL)
WRITE(E91UU) TsMODE(T) s (VD(J)9sKNUM(T9J)sJ=19KB)
FORMAT (6X92H= s1396H MODF sI3%4H IF s6(A893H =

v 1292X))
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DO 10U I1 = 1sNFIR
IF (LTO) 4U1094010494011
READ(3) ((SPIN(IsJ)s J=1sKTAPE)sI=1sI0BA)
GO TO 4012
READ(2)((SPIN(IsJ)s J=1sKTAPE)sI=1sI10BA)
DO 10 JPP=NSTsNSP
DO 12 I = 1s KVAR
L=KVVR(TI)
IF(L)111791117+1118
SPO(I1)=1.0
GO TO 12
KSL=JPP+LAG (1)
IF(KSL)11249112491126
IF(KSL-IOBA)11259112551124
SPO(I)==4U9
GO TO 12
SPO(I)=SPIN(KSLsL)
CONTINUE
JX=KVAR+1
JP=JX
KLAG=U
DO 11U I=1sKA
KB=KBB(I)
DO 90 L=1sKB
LPZ=KLIST(IsL)
KD(L)=IFIX(SPIN(JPPsLPZ))
IF(MODE(I1))91591592
IF(KD(L))91+s9151110
KD(L)=1
CONTINUE
CONTINUE
KKKK=0
DO 1111 L=1sKB
IF(KD(L)=KNUM(TsL))11129111191112
KKKK=1
CONTINUE
IF(KKKK)11U911135110
KLAG=1
CONTINUE
IF(KLAG) 95995596
SPO(JX)==4U9
GO TO 97
SPO(JX)= FLOAT(KLAG)
CONTINUE
KLAG=U
DO 312 J=1sJP
IF(SPO(J) +eU9) 31293139312
KLAG=1
CONTINUE
IF(KLAG) 3153315910
WRITE ( 1 )(SPO(J) sJ=19JP)
IOBS = IOBS +1
DO 41U JL=1sJP
AV(JL) = AV(JL) + SPO(JL)
L=IFIX(SPO (JX) )
AIR(L) = AIR(L) + 1.0
DO 1138 I=1sNY
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KCD=KVR(I9%1)
IF(KVR(I92)-0L)11369113721136
KC=KVR(Is93)
DER(KC)=DER(KC)+SPO(KCD)

CUIN b L isdl

DU 1138 J=1»NY

KCP=KVR(Js1)
AXUL9U)=XX{19J)+SPO(KCD)#SPO(KCP)
CONI I NUE

REWIND 1

REWINDL ¢

IF(LTOGl ¢V)REWIND 3

KVAR=UJX

NPAR=MA

RETURN

END

SUBROUTINE TSAT
PARAMETERS

1 - TAPE NUMBER
2 NOe OF FINAL VARIABLES

3 NOe VARIABLES FROM TAPE
4 NO OF TRANSGENERATIONS

5 NO OF ROUTINE BAD VALUES

6 NUMBER OF SPECIAL BAD VALUES
7 START NUMBER
8
9

(NsJsNBVNFIRsSLIO)

- STOP NUMBER
NUMBER OF FIRMS

10 - NUMBER OF LINES OF DATA PRINTED.
11 - NUMBER OF FORMAT CARDS

2 - VARIABLE NUMBERS (1814)

VARIABLE NAMES 8(A694X)

(8F10e5)
(I49F10. )

3 - BAD VALUE CARDS - FORMAT
SPECIAL BAD VALUE CARDI(S)

4 — TRANSGENERATION CARDS - FORMAT 3145F10.0
PLACEs OPERATIONs FIRST CONTROL s SECOND CONTROL
REPLACES ALL ILLEGAL TRANSGENERATIONS BY =09
REPLACES ALL BAD VALVES BY =09
TRANSGENERATION CODES
1 = A+K 7 = LOGF (A) 14 = A/B
2 = A=K 8 = 1/A 15 =A%*%B
3 = A¥K 9 = EXPF(A) 16=X=1 IF A 'GREATER
4 = A/K 10U = ABSF(A) OR EQUAL B
5 = A¥#K 11 = A+B X=0 IF A LESS B
6 = X=1 IF A ABOVE K 12 = A-B 17=ARITH REG GR
X=0 IF A BELOW K 13 = A¥B 18=LOG REG GR
X=1 IF A =K 19=RATIO GR
20 - LAG ARITHMETIC GROWTH RATE
21 - LAG LOG REGe. GROWTH RATE
22 - LAG RATIO GROWTH RATE
23 - AVERAGE OVER PERIOD
24 - STANDARD DEVIATION OVER PERIOD
25 - LOWEST TO AVERAGE OVER PERIOD
26 - CURRENT TO AVERAGE OVER N YEARS
27 = LAG 1
28 -~ | LAG-* 2
29 -- SQRT(A)
30 -=-—  MINIMUM/AVERAGE

93
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ORIV IV
I OSAITVUSUY
I SAIUUDU
TSAILUbBY
TSAT0070
TSATO080
TSATUUSU
TSATO100
TSATU110
ISATO12U
TSATOU130

TSATUl4U
TSATO150
TSATU16V
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TSAIU260
ISAT0270
TSAT0280
TSATO290
TSATO3U0



€ 31 -- RECENT/AVERAGE 94
¥ C 32 —-— TREND VALUE

" COMMON TITLE

DIMENSION FMT(80)sTITLE(11) PRSA0330
» DIMENSION BVSS(20)skSBVS(20) TSAT0340
" DIMFNSION BV(104) sSPIN(20s59)sVVVI(20)s T1LT(200+3)

DIMENSION TLF(200)sLVAR(100)sLTAPE(100)
- DIMENSION ILG( 80s8) TSAIU370
" COMMON ILTsVVV TSAT0380

COMMON BV s SPIN » SPO s TLF s LVAR s BVSS TSAT0390
' COMMON KSBVS TSAT04UO
" COMMON FMTsLTAPE .

DIMENSION SP0O(205120)sMODE(200)
\ EQUIVALENCE(ILG(1)sILT(1)) TSAT0460
e NIT=5

REWIND 2 A

READ(591 INBT s JsNTAPESNTGINBV sNBVSINSTRTsNSTOPsNFIRsNRTaNFMT
- 1sLTOsMLIN

WRITE(69781 )NBT s JsNTAPEsNTGsNBV sNBVSsNSTRTINSTOP sNFIRsNRTsNFMT
o 1sLTO  sMLIN
, 781 FORMAT(//6Xs 1UHPARAMETERS //(6Xs1814))

1 FORMAT(2014) TSAT0490
; IF(LTO=-2)4023+40244+4024
L4024 WRITE(6940U25)
REWIND 3

%4025 FORMAT(///6X9s25HDATA FROM PREVIOUS RUN )
READ(3) (SPO(1sMM) sMM=15J)
WRITF(694030U) (SPO(]19sMM) sMM=119J)
¥y ,030 FORMAT(//6Xs9HVARIABLES/9(7XsA6))
” IF(NRT) 4068940684069
4069 WRITE(63s23)NRT
DO 4031 IK=1sNRT
READ(3)((SPO (I1sJJ)sJJ=19J)91=NSTRTsNSTOP)
DO 4031 I=NSTRTsNSTOP | | ,
»4031  WRITE(6942) (SPO(IsMM) sMM=15J) ' '
, 46068 REWIND 3
GO TO 788
»4023 CONTINUE
I IF(NFMT) 7679767768
768  KFMT=NFMT%1U
> READ(5577U) (FMT(1)sI1=19KFMT)
. WRITE(6578U ) (FMT(I)sI=1sKFMT)
770  FORMAT(10A8)
»780  FORMAT(///6Xs1T7THFORMAT FOR DATA  ///(6Xs10A8))
- GO TO 769
767 REWIND &
»769  WRITE (6510)
WRITE (6919)
DO 455 L = 1lsJ
- READ (59456) KC sPNMESs (TITLE(MM)sMM = 1s11)
457 FORMAT (6XsI1492X9A692X911A6)
"% 66  FORMAT(I492X3s12A6)
o SPO(1sKC) = PNMES
455  WRITE (69457) KCsPNMESs (TITLE(MM)sMM = 1511)
IF(LTO)400Us400U$4001
w4001 REWIND 3
WRITE(3)(SPO(1sMM) sMM=19J)

v

o



GO TO 4002
WRITE( 2)(SPO(1sMM)sMM=15J)
IF(NTAPEEQe«VU) GO TO 4987
WRITE (6s 17)
DO 458 L=1sNTAPE ,
READ(5s1 JLVAR(L) sLTAPE(L)
WRITE(6918 JLVAR(L)sLTAPE(L)
FORMAT (6XeIl496Xse14)
FORMAT (8(A694X))
IF (NBV) 63634
READ(535) (BV(I)sI=1sNBV)
FORMAT(8F1Ue5)
IF(NBVS) 43943944
READ (5 9131)(KSBVS(I)sBVSS(I)sI=13NBVS)
FORMAT(I49F1Ue5)
IF (NTG) 9997
READ (5 s8) ((ILT(I9JK)9JK=193)sTLF(I)sMODE(I)sI=19NIG)
FORMAT(3149F10,093Xs11)
FORMAT (/6Xs12HDATA FOR RUN )
IF(NBV) 61396135612
WRITE (6 913)

TSATO0540
TSATO0550

ITSA105 7V
TSATO580
TSAT0590
TSATubuu
TSATO0610
TSAT0620
TSATO0630
TSATU65UL
TSAT0U660
TSATO670

FORMAT( /6Xs 51HTHE FOLLOWING VALUES FLAG UNAVAILABLE OBSERVATIONSISATUE8U

) h
WRITE (6 914)(BVI(I)sI=1sNBV)
FORMAT(40Xs Fl246 )
IF(NBVS) 1195119512
WRITE (6 945)(KSBVS(1)9sBVSS(I)sI=19NBVS)
FORMAT(//6Xs19HSPECIAL BAD VALUES /(6X91492X3G18467)
IFINTG) 61496149615
WRITE (6915)

TSATU6EYU
TSATO700
TSATUT1L
TSATUT<U
TSATO730
TSATO740
ISAIUTHU
TSATO760

FORMAT ( /6X3s17HTRANSGENERATIONS 312X3s5HPLACE»6X3s3HOPes5Xs6HA VAR TSATOT77U

39Xs6HB VARe )

WRITE(g916) (LILT(IsJK)9JK=193)sTLF(I)sMODE(I)sI=1sNTG)
FORMAT(36XsI1397Xe1397XsI397X9F11e3s4Xs12)
FORMAT( /&6Xs 27HVARIABLES LIFTED FROM TAPE )
FORMAT( /6X s 15HVARIABLE NAMES )

FORMAT ( 9(7XsA6) )

IF (NRT) 21921922

NRT = 5

WRITE ( 6 923)NRT

FORMAT (//6Xs 6HFIRST s1393Xs 12HOBSERVATIONS )
KLOK=U

.3 CHECK FOR CARD INPUT, IF CARD INPUT SKIP END OF FILE CHECK

4002
b
458
»18
3
4987
s 4
5
4 6
" 44
131
43
- 7
8
¥ 10,
4 9
612
13
- 1
. 14
» 513
12
A 45
PR §: -
615
15
i 1
"16
. 17
19
» 20
Lb614
21
v 22
g k!
»C
C
b 4
., 6001
C
T END
¥ s
» 1003
573

121

IF(NBT-5)600U191003+6001
ASSIGN 8777 TO KKK

OF FILE CHECK ALTERED FOR CDC 6400

IF(EOFs4)10U3+8777

DO 24 1K= 1sNFIR

IFINBT=5)12197775121

READ(59FMT) ( (SPIN(T 9sKKK) sKKK=19sNTAPE) s I=NSTRTsNSTOP)
GO TO 778

IF(MLIN)8888+8888+8889

TSATuUB20U
ITSATUB6U
TSATU89U
TSATO9uUU
TSATU91U
TSAT0920
TSAT0930
TSATU94U
PRSPOZ25U
PRSPU26U
PRSPOc U
PRSP0U28U
PRSP0O290
PRSPOZ2B1
PRSPO291
PRSPU3UVU

TSAIV9SU



8889
, 8989

8888
. 778

1523
o 22

, 789
26

L 800
801

, 803
31

R04

805

806
¥4

32

36 GO TO(1109120U913091409150915591609170918091909210922092305
12409250926092709280942909270928092909400940094000400942094219422
21200+120051200) sKB

»

1200

>
>

r

1202
- >
1203
1704
»]205
1201

>

DO 8989 I=NSTRTsNSTOP
READ(4 ) (SPIN(TIsKKK) sKKK=19MLIN)
GO TO 778
READ(4)SPIN
DO 3000 JUX=NSTRTsNSTOP
DO 26 I=1sNTAPE
K= LVARI(I)
KLM=LTAPE(TI)
SPO(JXsK)=SPIN(JXsKLM)
IF(NBV) 26326325
DO 789 KR=1sNBV
IF(SPO(JXsK)=-BVI(KR))789927789
SPO(JX’K)= '009
CONTINUE
CONTINUE
IF(NBVS.EQeV) GO TO 5000
DO 5001 I1=1sNBVS
K=KSBVSI(1I)

IF(SPO(JUX9K) eEQeBVSS(I)) SPO(JUXsK)=-409

TRANSFORMATION LOOP

IF(NTG)3000+3000+29
DO 30 I= 1sNTG
KA= ILT(Is1)
KB= ILT(Is2)
KC= ILT(I’3)
IF(MODE(I)) 801+801+800
C = SPIN(JXsKC)
GO TO 803
C = SPO (JXsKC)
IF (KB =10U) 32932931
KD=TIFIX(TLF(TI))
IF(KBeGEe17) GO TO 32
IF(MODE(I)) 80558059804
D = SPIN (JXsKD)

GO To 806

D = SPO (JXsKD)

IF ( D +609) 32934432
SPO(UX9sKA)==,009

GO To 30
IF(KBeGToel16eANDeKBeLTe27)GO TO 36
1F( C +.09) 36934936

KXX=JX=KD
KLAG=0
DO 12U1 K=KXXsJX
IF(MODE(1))12025120251203

VVV (K ) =SPO(KsKC)
GO TO 1204

VVV(K)=SPIN(KsKC)
IF(VVV(K)+eU9)12015120551201
KLAG=1
CONTINUE
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420
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IF(KLAG)1206+1206534
TVAR=000
BETA=0,0
YT=04,0

YVAR=0.O
C0SSS=0,0

DO 1207 K=KXX9sJX
TVAR=TVAR+FLOAT (K)
BETA=BETA+FLOAT (K#K)
YBAR=YBAR+VVV(K)
YT=YT+VVV(K)*FLOAT(K)
YVAR=FLOAT (UX=KXX+1)
YT=YT-TVAR*¥YBAR/YVAR
BETA=BETA-TVAR*TVAR/YVAR
BETA=YT/BETA
TVAR=TVAR/YVAR
YBAR=YBAR/YVAR
IF(KB=32)1208+120891209
DO 1210 K=KXXsJX

VVV (K)=VVV(K)-YBAR-BETA*¥ (FLOAT (K)-TVAR)

IF(KB=31)1211+121251212
SPO(JUXsKA)=VVV(JX)/YBAR
GO TO 30
YT=VVV(KXX)
DO 1213 K=KXXsJX
IF(VVV(K)=YT)12149121351213
YT=VVVI(K)
CONTINUE
SPO(JXsKA)=YT/YVAR

GO TO 30
SPO(JXsKA)=YBAR+BETA*(FLOAT (K)-TBAR)
GO To 30
IF(JUX=1)349349423
KLP=JX~1
GO TO 424
IF(UX=2)349349425
KLP=JX=2
SPO(JXsKA)=SPO(KLPsKC)
IF(MODE(I)eEQel)SPO(JUXsKA)I=SPIN(KLPsKC)
GO To 30
IF(C)3494269426
SPO(JXsKA)=SQRT(C)
GO TO 30U
SPO(JUXsKA)=SPIN(KLPsKC)
GO TO 30

KX=JX=-KD+1
KLLL=U
IF(KX) 349345401
AVV = 040
SDD = 0,0
DO 402 K = KXsJX
IF(MODE(1))403+94034404
DCC=SPIN(KsKC)
GO TO 405
DCC=SPO(KsKC)
TF(K=-KX)4U694069407
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406
407

4688
4687
> 408

402

409
410
411
w12
110
120
130

- 140
. 141

150
151

* 160
. 161

I
171

* 180

155
* 156

157
190

» 210
» 220

v 230

PIN = DCC
AVV = AVV+DCC
SDD = SDD + DCC*DCC

IFI(NBV.FQeU) GO TO 4687

DO 4688 LLF=1sNBV
IF(DCCeEQeBVI(LLF)) KLLL=1
IF(DCC-PIN)4U8+4089402

PIN = DCC

CONTINUE

IF(KLLLeEQel) GO TO 34

AVV = AVV/FLOAT(JX=KX+1)

KP = KB-22 ‘

GO TO (409941094115412)9KP

SPO(JXsKA)=AVV

GO TO 30

SPO(JXsKA) = SQRT((SDD-AVV*AVV*FLOAT(JX=KX+1))/FLOAT(JX-KX))
GO TOo 30

SPO(JXsKA) = PIN/AVV

GO To 30

SPO(JXsKA) = DCC/AVV

GO TO 30

SPO(JXsKA) = C + TLF(I)
GO TO 30

SPO(JXsKA) = C =TLF(I)

GO TO 30

SPO(JXsKA) = C* TLF(I)

GO To 30

IF(TLF(I) ) 141s 345 141
SPO(JUXsKA) 5 C/ TLF(I)

Go To 30

IF(C) 34y 151 151

SPO(JXsKA) = C #% TLF(I) b
GO TO 30

IF (C) 34934 s 161

SPO(JXsKA)=ALOG(C)

GO To 30

IF (CYy 171934 s 171

SPO(JXsKA) = 1e0/C .

GO TO 30 , i
SPO(JUXsKA) = EXPI(CQ) :

GO TO 30

IF(C =TLF(I)) 15691579157

SPO(JXsKA) = U0

GO TO 30

SPO(JUXsKA) = 160

GO TO 30

SPO(JXsKA) = ABSI(CQ)

GO TO 30

SPO(JXsKA) = C+D

IF(SPO(JX3KA) eEQe(=60U9)) SPO(JUXsKA)=SPO(JUXsKA)+e000001
GO TO 30

SPO(JUXsKA) = C-D

IF(SPO(JUXIKA) eEQe(=eUq)) SPO(UXsKA)I=SPO(UX9sKA)+.000001
GO To 30

SPO(JXsKA) = C*D

IF(SPO(JUX9KA) eEQe(=eU9)) SPO(UXsKA)I=SPO(UXsKA)+,000001
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240
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250
251

260
261

262

270

i1
310

211

274

277
276

275

312
312

GO To 30
IF(D)2419349241
SPO(JUXsKA) = C / D

IF(SPO(JXsKA) eEQe(=609)) SPO(JXsKA)I=SPO(JUXsKA)+.,000001

GO TO 30
IF(C)3492519251
SPO(JXsKA) = C*%D

GO TO 30
IF(C-D)261+2629262
SPO(JXsKA) = 060

GO TO 30

SPO(JXsKA) = 1.0

GO TO 30

KXX=JX

IF(KB=-20) 31Us311+310
KXX=KXX~-1

KX=KXX=KD

IF(KX) 27492749271
TVAR= )

BETA=
YBAR=
YT =
YVAR=
DO 272 K=KXsKXX

BETA= BETA +1.0

TVAR= TVAR + BETA* BETA
YBAR=YBAR+SPIN(K sKC)
YT=YT+SPIN(KsKC)*BETA
YVAR=YVAR+SPIN(KsKC)*SPIN(KsKC)
TBAR= (BETA+1.0)/240

YBAR= YBAR/BETA

YVAR= YVAR/BETA - YBAR * YBAR
TVAR= TVAR/BETA - TBAR * TBAR

00 00C

cococeccoc

YT = YT/BETA -YBAR*TBAR
IF(YBAR) 2749274273
SPO(JXsKA) = —4U9
KA=KA+1

SPO(JUXsKA) = =,09

GO TO 30

KLAG= O

DO 276 K=KXsKXX

DO 276 L=1sNBV
IF(SPIN(KsKC)=BVIL)) 27692779276
KLAG = 1

CONTINUE

IF(KLAG) 27592759274

SPO(JUXeKA) = YT/(TVAR * YBAR )
KA= KA +1

SPO(JXsKA) = (YVAR — (YT#YT)/TVAR)/(YBAR#YBAR)
GO TO 30

KLAG=0U

KXX=JX

IF(KB-21) 31293139312

KXX=KXX-1

KX=KXX=KD

IF(KX) 27442749281

TSAT1600
TSAT161u
T5AT 1620

TSAT163V
TSAT164U
TSAT165U
TSAT166U
TSAT1670
TSAT1680
TSAT1690
TSAT17uV
TSAI1710
TSAI 172V
TSAT1730
TSAT1740
TSAT1750
TSAT176U
TSAT1T /U
TSAT1780
TSAT1790
TSAT180U0
TSAT1810
TSAT18<cy
TSAT1830
TSAT184U
TSAT1850
TSAT1860
TSAT1870
TSAT188U
TSAT1890V
TSAT1900
TSAT1910
TSAT1920
TSAT1930
TSAT1940
TSAT1950
TSAT1960
TSAT1970
TSAT1980
TSAT1990
TSAT20uUU
TSAT2010
TSAT20<4U
TSAT20530
TSAT2U4U
TSAT2050
TSAT2060
TSAT2070
TSAT2080
TSAT2090
ISATZ1uU
ISAIZ211V
TSATZ2120
TSAT2130
TSAT2140



281
2831
283

284
282

285
287

286

290

* 315
. Al4

*316
»
‘1101

1100

29?2
¥ 293
291

LR -1
L, 295
296

371
370

DO 282 K=KXsKXX

IF(SPIN(KsKC)) 2831928315283
KLAG = 1

GO TO 282

DO 282 L=1sNBV
[IF(SPIN(KsKC)=BVI(L)) 28292845282
KLAG= 1

CONTINUE

IF(KLAG) 28592859274
IF(KXX=KX=2) 27492879287
TVAR=U 4,0

BETA
YBAR
YT =
YVAR
DO 28 KCsKD

BETA BETA + 1.0
YLOG=ALOG(SPIN(KsKC))
TVAR TVAR + BETA * BETA
YBAR YBAR + YLOG

YT = YT + YLOG * BETA

o c

Oe
O.
0
0.0
=

o cunn

YVAR = YVAR + YLOG * YLOG
TBAR = (BETA + 1.0) 7/ 240
YBAR = YBAR/BETA

YVAR = YVAR/BETA - YBAR*YBAR
TVAR = TVAR/BETA - TBAR*TBAR
YT = YT/BETA -~ YBAR* TBAR
SPO(JUXsKA) = YT/TVAR

KA=KA + 1

SPO(JXsKA) = YVAR - YT*YT/TVAR
GO TO 30

KLAG = O

KXX=JX

IF(KB=22) 31493155314
KXX=KXX=1

KX=KXX=KD

IF(KX) 27492T74971F

DO 1100 t =KX sKXX
TF(MODE(1)11101+110151102
VVVIL )=5POUVLKC)

GO 10 11vv

VVVIL)=OPINLKC)

CON I T NUE

DO 291 L=1sNBvV

IF(VVVIKX) -BviL) ) ¢Ye¢revorere
IFIVVVIKAA) “Bvlis) 91972839291
KLAG= 1

CON | T M

YE{”LAG) 294929449274

IF(VVV(KX)) 2T4s2T49295
IF(VVV(KXX)) 27492745296

TR=FLOAT (KXX=KX)

GRL=(ALOG(VVVI(KXX)/VVVI(KX)))/TR

SPO(JXsKA)=EXP(GRL)=1.0
IF(SPO(JXsKA)+609)37093719370

SPO(JXsKA)=SPO(JUXsKA)+001

KA = KA + 1
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TSAT2150
TSAT2160
TSAT2170
TSATZ2180
TSAT2190
TSAT2200
TSAT2210
TSAT2220
TSAT2230
TSAl 224U
TSAT2250
TSAT 2260
TSAT2270
TSAT2280
TSAT2290
TSAT230V
TSAT2310
TSAT2320
TSAT2330
ISAI234V
TSAT2350
TSAT2360
TSAT2370
TSAT2380
TSAT2390
TSAT2400
TSAT2410
TSAT2420
TSAT243V
TSAT244v0
YS212480
15A1 460
TSA124 170
I DAl cv OV
VORIV LTV
ML LIV

s LA

TSAT2550
TSAT2560
TSAT257v

TSAT2600

TSAT2640



305

W 299
298

- qoo
20

301
306

304

» 43013
30

3000

.28

Y4011

'5010
40172
oo ' %0
807

IF(KXX=KX=1) 30453045305

KE=KX+1

YVAR= 000

KLAG= O

DO 306 K=KEsKXX

M= K-1

DO 298 L= 1sNBV

IF(VVV(K) -BVI(L)) 29892999298
KLAG= 1

CONTINUE

IF(KLAG) 30053005301

IF(VVVI(K)) 30193015302
TBAR=ALOG(VVVI(K))=ALOG(VVV(M))=-GRL
YVAR= YVAR + TBAR * TBAR

GO TO 306

KLAG= 1

CONTINUE

IF(KLAG) 303930345304

SPO(JXsKA) = =409

GO TO 30
SPO(JXsKA)
CONTINUE
CONT INUE
CONTINUE
IF(LTO)4010+401044011

WRITE(3)((SPO(ITII9JJJ)eJIJ=19J)sIII=NSTRTINSTOP)
GO TO 4012
WRITF(2)((SPO(TITIT9sJJI)eJJJ=19J)sI1I=NSTRTINSTOP)
IF(IK=NRT)40940524

DO 807 K = NSTRTsNSTOP

WRITE (6942) (SPO(KsI)sl =19J)

FORMAT(/ (9E13¢3)) ) ¢
CONTINUE £
REWIND 2

IF(NBT-5)787+788s787

REWIND &

N=NSTOP - NSTRT + 1

IF(LTO) 40U6194061+4060

REWIND 3

CONTINUE

RETURN

WRITE(69s8778)IKs 1

FORMAT(6Xs12HEND OF FILE 9216)

NFIR=IK

DO 8779 JJJJ=19sNSTOP

DO 8779 KKK=1sMLIN

SPIN(JJJIsKKK)==409

GO TO 778

END )
SUBROUTINE HEAD(NAME s DATE s KAGE s NORUN s NOSUB s PRONAM)

WRITES PAGE HEADING

PARAMETERS - - PROGRAM NAME

- DATE

- PAGE NUMBER

RUN NUMBER

- SUB NO

- PROBLEM NAME

]

YVAR/ (TR = 1.0)

OV PN
|

101

TSAT2650
TSAT2660
TSATZ2670
TSAT12680
TSAT2690
TSAT2700
TSAT2710

TSATZT730
TSAT2740
TSAT2750

TSAT2780
TSAT2790
TSAT28V0U
TSAT2810
TSAT2820
TSAT2830
TSAT2840
TSAT2850
TSAT2860

TSATZ910

TSAT2930

TSAT2950

HEADOO20
HEADOU 30U
HEADUO4Q
HEADUUSU
HEAPQOQ6&U
HEADOO 70
HEADOOBU
HEADQO90


http:SPINCJJJJ,KKK>=-.09

30

1

10
15

20
25

35

DIMFNSION DATE(2)sPRONAM(12)

KAGE = KAGE +1

WRITE(691INAMEs (DATF(T)sI=192) sNORUNSNOSUBKAGE s NORUN»
1)e1=1912)

FORMAT( 1H195Xs8HPROGRAM sA6s14H (JeGe CRAGG) ’

1 13X9A69A294UX94HRUN 9139 7H SUB sI3s7H PAGE I3 /
2 6Xs 4HRUN $13920X912A6)

RETURN

END

SUBROUTINF SUBHED (NOS sSUBNAMsKOPT)

DIMENSION SUBNAM(8)

WRITE(E91INOSsKOPTs (SUBNAM(T)s1=198)

FORMAT (/6X911HSUBPROBLEM 1338H OPTIONsI3s6Xs8A6)
RETURN

END

SUBROUTINE INVERT(AsDETsNsNMAX)

LOGICAL COL

DIMENSION A(NMAXsNMAX)sNROW(10U)sCOL (100)

COMMON /SCRTCH/COL s NROW

DET=100
DO 5 I=1sN
NROW(TI)=1I

COL(I)=eFALSE.
DO 40 I=1sN
PIVOT =0

DO 15 J=1sN
IF (coL(J))
DO 10 K=13N
IF(COL(K)eORs (ABS(A(JSK) ) «LT«ABS(PIVOT)))IGO TO 10
PIVOT=AfJsK),

JROW=J ~ .
KCOL=K s
CONTINUE

CONTINUE

DET=DET*PIVOT

IF(JROWSEQeKCOL)GO TO 25

DET=-DET

NEMP=NROW (KCOL )

NROW (KCOL ) =NROW ( JROW)

NROW ( JROW) =NEMP

DO 20 K=1sN

TEMP=A ( JROWsK)

ATJROWsK)=A(KCOLsK)

A(KCOLsK)=TEMP

COL (KCOL)=eTRUE

A(KCOL sKCOL) =140

DO 30 K=1sN

A(KCOL sK)=A(KCOL sK) /PIVOT

GO To 30
CONTINUE

DO 40 J=1sN

IF (J«EQeKCOL)
TEMP=A(JsKCOL)
A(JsKCOL)=Us
DO 35 K=1sN
AlJsK)=A(JsK)~A(KCOL 5K ) *TEMP

GO TO 15

GO TO 40

40 CONTINUE

102

(PRONAM( ]

PRSHO110V
HEADOU12U
PRSHO130
PRSHUL4U
HEALO150
PRSHO160
PRSHO170
HEADO180
HEADO190
SUBHUU 2V
SUBHUO3VU
SUBHOUS5U
SUBHULO60Q
SUBHUO TV
SUBHQLBU



45
50

55

60

DO 60 J=1sN
IFI(NROW(J)eEQeJ) GO TO 60
DO 45 K=JsN
I'=K
IF(NROW(K)eEQeJ) GO TO 50
CONTINUE
DO 55 K=1sN
TEMP=A(KsJ)
A(KsJ)=A(KsI)
A(KsI)=TEMP
NROW( I )=NROW(J)
CONTINUE
RETURN
END
END OF RECORD

CD TOT

uoT7
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24

APPENDIX II1I

The listing below is the STAT3 program developed
by the author to assess the multi-mode models which the
previous program generated. The program is a more
sophisticated version of a binary testing program developed
by Dr. Peter Stopher for logit, probit and discriminant
models.

This program has one major fault in that it
consumes a disproportionate amount of time for the use-
fullness which is derived. It uses many times as much
central memory time as the previous program, and as the
size of the models increases, the central memory core that
is required also increases greatly. Improved computer
techniques could probably improve these deficiencies to
a great extent. Also the use of smaller data sets than
the 400 used in this case would bring these parameters

down in magnitude.

104



PROGRAM STAT3(INPUTsOQUTPUTsTAPE1sTAPE2s IAPES=INPUTsTAPE6=0UTPUT) INGUOU 10

PROGRAM TO ANALYZE THEIL MODELS ON A LOGIT FRAMEWORK APRIL 9/71

LI=

THE CHOICE VARIABLE NUMBER

C
C
C NO=NUMBER OF OBSERVATIONS
C
x

VAL(I)=INTEGER VALUES TO FLAG EACH CHOICE IN ORDER
CK=NUMBER OF CHOICES

C L=NUMBER OF VARIABLES
C L=NUMBER OF COEFFICIENTS
C NFMT=NUMBER OF FORMAT CARDS
g XDAT IS THE TITLE
C XMODES ARE THE MODE TITLES
£« N(I) ARE THE NUMBERS OF THE LAST COEFFICIENTS FOR EACH EQUATION
C Ka=K-1
CK5=K-2
. DIMENSTION Z2(400)sCH(400) sDFP(400) s XXXX(400) sKRITE(10)
DIMENSION VARNAM(20)sNCO(50)sVAR(50)sY(10)sCOEFF(50)
i DIMENSION N(10)sF(10)sETA2(10)sNU1(10)sNU2(10)
> DIMENSION Y3(1U)
DIMENSION KH(10) INGOOU6O
DIMENSION VAL(10)s Y1(10) INGOOQ 70
DIMENSION VARI(40)
DIMENSTON XDAT(g0) INGUOOBU
i DIMENSION Y2(1U)
> DIMENSION XMODES(10) INGUUUYV
DIMENSION FMT(80)
i DIMENSION KCNT(5)9sKVAR(5) sJR(10) INGUO110
COMMON XXX (50000)
PRINT 91 INGOOU117
g PRINT 300
~ 300 FORMAT(///25Xe%#53333953%9 R R N O R ) $DPDHIDPDLDPDYD 292259 D
19 PPPPIPDPPPIDIDH /25X e *¥DbPDDDIDIDD PPDPDIDPEDIDPDD PPIDIDIDPDIDODD
293995599599 PPPPPPIPPEE ¥/ 25X %% D $% $% $%
. 3 $% $% $% PP*/25Xe %% D S
4 $% $% $% $P*/25Xe%% %
g 5%% $9 $% $9 PEH/25X %D D
s 6 $% $% $% $% PP*/25X9%*23
3 4 $% $% % $9 $E* /25X e ¥ D
" 8 $% % $% $% $H*)
L PRINT 301
301 FORMAT (25X 9 #5553 FPPDPI* 08X #Pb*¥8X o ¥DFDPHDPPTIH* 98X %3 *] 1 X9 ¥255500d
5 15855 %#/25X 9% 3PTPIPPPDI*BX9*PPH 98X %¥$DIPIDPLDPH 98X 9 H DDy 10X s
> DX FEPPFTFPITTH/ 33X 9 #5PHeGX o *FEH QX9 ¥ SDHEX 0¥ 5 T# 98X *5DH 919X ¥*PDH* /33X
o REEH9BX s HFTH# 98X 9 #BPH 9 X HEEH 08X o #TTH92UXsHFEH/ 33X %PE# 98X o H#55H 98X *bH9e6X
¥ L 9% BBH 9 X ok PTH 98X 9% TP 90X o #BFH/ 33X 9% T5%9BXoHFPH 98X 9 #TIH 96X ¥5PH9BXs#DDHy
. EHEFH 920X s ¥ FF#/ 33X 9 #GEH o QX 9% BEH 98X o ¥bEHgXo %G FH 98X s *55#920X 9 #b5%/33X
X 233 X BX o ¥TFH*oB8X o H¥FPH s X o # T Ho8XoHFFH 920X o HFEH/ 33X 5T e 8Xe*PD¥ e 3X
" To#PEH oBXoHEbH oA X o %P H o BX o HFEH 9 20X 9% PEH /265X 0 #TIH 9o X9 #FHH 98X H5HH 98X
- Qo PP o Xo*¥bbH9BXo*PFH e JUX s %PDH 98X e #HHit)
PRINT 302
*302 FORMAT(25X s ¥53PPPPTPED#*98Xe#bb*sB8Xa¥bh#eseXenbdH*eB8Xe¥FH¥s 10X *¥53D0 b
y 2FFPFP PP H/ 25X o *¥ PP FFPFTTTDH 08X o H#5TH 98X 9 HFIH o X9 ¥DFH 98X ¥FPH9]UXe#5DD
3555555555 %)
> 91 FORMAT (18Xs* PROGRAM STAT3 DEVELOPED BY PAUL INGLIS IN THE DEPARTMINGO0118

1ENT OF CIVIL ENGINEERING AT MCMASTER UNIVERSITY/ MAY » 1971%//14XsINGUO118

2% THIS PROGRAM ANALYSES MULTINOMIAL LOGIT MODELS STATISTICALLY ANDINGOUO118
3 HAS BEEN USED ON A CDC 6400%) INGCO118
READ 41sKSUBSsNEWSsNBVsNSBV
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r KPAUL=KSUBS
I CONTINUE
REWIND 1
¥ READ 107sNTGsLA
107 FORMAT(414)
READ(593)NOsKsLsNFMT 9 (XDAT(1Z2)912=1910)
- PRINT 92sXDAT(1)
92 FORMAT (1H121UXs% THE DATE IS *IAE YR FOR THIS RUN *//)
IF(NEWSeLTe10s)NEWS=10
> 41 FORMAT (514)
WRITE(6922) (XDAT(IZ)912=2+10)
PRINT 42sNOsKsL sNFMT sKSUBSsNEWS

INGOO0120

INGOU130
INGOO140
INGOO15V
INGOUO160
INGOO170

> 42 FORMAT (/1UXs¥ NUMBER OF OBSERVATIONS =3#914/10UXs* NUMBER OF ALTERNAINGUO175
1TIVES =%s14/10Xs% NUMBER OF COEFFICIENTS =%,14/10Xs% NUMBER OF FORINGCO180

2MAT CARDS =#%s14/10Xs%* NUMBER OF SUBPROBLEMS =%#4s14/10Xs¥*
i 3 BE PRINTED =%914)

w3 FORMAT (Xs414510A6)
22  FORMAT(/17Xs10A6)
> IF (KPAUL «NE<KSUBS)GO TO 2001
) NI=NO
2000 KFMT=NFMT#10
> READ(554) (FMT(1)»I=1sKFMT)

: WRITE(6966) (FMT(I)sI=1sKFMT)
66 FORMAT(/1UXs* THE FORMAT FOR DATA IS %510A8)
~ 4 FORMAT (10A8)
READ(5525) (XMODES(1T)s1T=1510)

29 FORMAT (1UAS8)
y~ 2001 CONTINUE

NO=NI

READ(5935)LIs(VAL(I)sI=19K)

35 FORMAT(14519F4.0)

LZ=L+1

. READ 47s(NCO(I)sI=1sLA)

> PRINT 403s(NCO(I)sI=1sLA)

,,403 FORMAT(//% THE VARIABLES IN ORDER ARE */2X92014/7)
NOO=U _

. LN=LA+1

47 FORMAT (2014)
ar IF(KPAULsNE«KSUBS)GO TO 2002

» 2003 DO 4U 1V=1sNO

READ FMTs (VAR(JJ)9sJJ=1sL2)

DEP(IV)=VAR(LI)

v DO 4VU6 I1VV=1,K
IF(VAL(IVV)eEQeDEP(IV))IGO TO 407

406 CONTINUE

> NOO=NOO + 1
. GO TO 40
407 CONTINUE
» WRITE(1)(VARI(K) sK=19LZ)
40 CONTINUE
: i NO=NO-NOO
» REWIND 1

c THIS CARD ORDERS THE VARIABLES TO THE COEFFICIENTS
IF(NBVeEQeUe ANDeNSBVeEQeO) GO TO 81
> CALL BAVALU(NBVsNSBVsLZsNOsVAR)

81 CONTINUE

106

NUMBER TOINGUU]19U

- INGOO2uU
INGOC21C
INGUU22V

INGOQ24uU
INGOQUZ25U
INGOU26V
INGCUZ2 Tu
INGOO3u0
INGUU3 1V

INGOO3<4u
INGOO335
INGOU34y

INGOUU36U

INGOO38U

INGGO0490

INGO0440



o LZ=LZ+NTG

N IAB=NO*LZ + 1
IAC=1AB

-> IAD=1AC + LZ

i IAE=IAD + NO
IAF=1AE + LZ

o IAG=I1AF + NO

N IAH=TAG+LZ*LZ

IFINTG)80s80Us82
s CALL TRANS(NTGINOsSLZ3sVARsXXX(1)sXXX(TAC))
« BO CONTINUE

WRITE(6945)NEWS ING0O0280
> 45  FORMAT(//% THE FIRST *sI4s% OBSERVATIONS*//) ING0O0290
" REWIND 1

DO 2005 IN=1sNO
o READ(1) (VAR(K) sK=1sL2)

o WRITE(2)(VAR(K) sK=1sLZ)
2005 CONTINUE

> REWIND 1
i DO 95 IV=1sNO
READ(1) (VAR(K) sK=1sL2)
- IF(NEWS=1V)49943443 INGO0450

w43 PRINT 449 (VAR(J) sJ=19L2)
L4 FORMAT(/6E2005/6E2005/6E2005/6E7005/6E70.5/6E20-5/6E2005)
™™ 95 CONTINUE
, 49 CONTINUE
2002 CONTINUE
\& REWIND 2
REWIND 1 ;
DO 400 IV=1sNO
READ(2)(VARI (JJ)sJJ=1sL2) ,
DEP(IV)=VARI(LI) : -
DO 48 J=1sLA
i NCP=NCO(J) INGUO410
VAR(J)=VARI (NCP)
IF(NCP.EQ.UO)VAR(J)=10
48 CONTINUE INGUU4 3V
VAR(LN)=DEP(IV)
WRITE(1)(VAR(JJ) sJJ=19LN)
“* 400 CONTINUE

3%

"

& REWIND 2
REWIND 1
g CALL STAT(LNSNOXXX(TAD) s XXX(TAE) s XXX{TAF)sXXX(TAG) s XXX(TAH)DEP) INGOQ5V9
. READ 513 (VARNAM(J)sJ=19sLA) INGUUS LU
51 FORMAT (1UAB) INGOUS2U
> READ 29 (COEFF(II)sII=1sLA)
1. Ka=K=-1 INGOU55U
K5=K-2 INGOO56U
- READ(595) (N(ITT)sIII=19K4) INGOO5 70
5 FORMAT(6Xs1U14) INGUOS58U
il & FORMAT (/2Xs* MODE #*s149% DEVELOPS TO COEFFICIENT #*s14/)
> PRINT 73s(IsN(I)sI=1sK4) INGU0531
. DO 69 II=1sLA
PRINT 52sVARNAM(II)sCOEFF(II) INGOU5 34
5 2 FORMAT (12Xs*THE COFFFICIENT OF *AB8s¥ IS #¥9E20e5) INGOU536
69 CONTINUF INGU0535
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1001

11

~p

1 44

Yy

12

=

FORMAT(8F1Ue4)
N(O)=0

DO 10UU1 T12=1sK
Y1(12)=0eU
KRITE(I2)=0.
ZMEAN=0.
VAR1=0U,
JR(12)=0
Y(12)=0,0
KVAR(I2)=0
KCNT(12)=0
CONTINUE

DO 100 JA=1sNO

READ(1) (VAR(J)sJ=19LN)

DEP(JA)=VAR(LN)
DO 6 K3=1sK4
1J=K3

IR=1J+1

IF (IJsEQe1)GO TO 20V

1J1=1J-1
K6e=N(IJ1) + 1

IF(K6«eNEe1)GO TO 201

CONTINUE
Ké=1

CONT INUE
K7=N(1J)
Y(IR)=0.
DO 6 TA=K6sK7

Y(IR)=COEFF(ITA)*VAR(IA)+Y(IR)

CONTINUE

IF(DEP(JA)WEQeVAL(1))VAR1I=VARL + 1l

DEN=1.
DO 11 K1=2sK

DEN=DEN + EXP(Y(K1))

CONTINUE
Y(1l)=1e
DO 12 K2=2sK

Y(K2)=EXP(Y(K2))/DEN
Y1(K2)=Y1(K2) + Y(K2)

Y(1)=Y(1)=-Y(K2)

Y3(K2)=Y1(K2)/NO

CONTINUE

Y1(1)=Y1(1)+Y(1)

Y3(1)=Y1(1)/NO
FMAX=00
DO 33 K9=1+9K

IF(Y(K9)esLE«FMAX)GO TO 33

FMAX=Y (K9)
KCH=K9
CONTINUE

KCNT(KCH)=KCNT (KCH)
IF(VAL(KCH) e EQeDEP(JA) IKRITE(KCH)=KRITE (KCH)
KVAR=IFIX(DEP(JA))

DO 37 IM=1sK

IF(VAL(IM)<EQeDEP(JA))IGO TO 36

GO TO 37

INGOU540
INGUObSYU
INGOUBUVUY
INGO0O610
INGO0620

INGUU63U
INGOO640
INGUU6GSU
INGUOLUG6U
INGOO670
INGUU6EBU

INGOO6YV
INGOU 75U
INGUUT4U
INGUU 74U
INGOUTHU
INGOO760
INGUUT Tu
INGUO 780
INGUOT79U
INGOUBUU
INGOO81U
INGUOUBLS
INGOUB«uU
INGO0830
INGUUB6U

INGOO8 70
INGUUBBU
INGOOU910
INGUO9 2V
INGOO93U
INGUOL94O
INGO0950
INGOO96U
INGUO9 /0

INGOUO9BU
INGUOU990

INGO1000
INGO1010
INGO1020
INGO1030
INGO1U40O
INGU1050
INGO1060
ING01080
INGU1UBU
INGU1lUYV
INGU11UU
INGUILllu



36

27

100

150

20
67

74

21

24

34
65

85
84

151
83
71

94

JREIM)=JUR(IM) + 1
Y2(IM)=FLOAT(JR(IM))/NO
CONTINUE

XXXX(JA)Y=Y (1)
Z(JA)=DEP(JA)
ZMEAN=ZMEAN + Z(JA)
CONTINUE

COMPUTE MULTIPLE F AND MULTIPLE CORRELATION RATIOS
ZMEAN=ZMEAN/NO

VARY=VAR1/NO
VARY=VARY*(1+.-VARY)

CALL CORRAT(NO®XXXXsZ3sVARYsZMEANSETA2(T)sF(T)sNUL(T)sNU2(T))

PRINT 150sETA2(I)sF(I)sNUL(TI)sNU2(T)

INGUL12V

INGO1130

INGU1140

FORMAT(//10UXs*MULTIPLE CORRELATION RATIO =%sFQe6s5Xs* MULTIPLE F-VALUE = ¥

DO 67 J=1sK
WRITE(692U)KRITE(J) sJs XMODES(J)
FORMAT (/% THE NUMBER CORRECTLY PREDICTED IS *I49%

1IN MODE #*s+A8)

CONTINUE
PRINT 74

FORMAT(1H1////9Xs*THE COUNTS ACCORDING TO THE MODEL ARE%*)

WRITE(6965) (XMODES(IT)sIT=1510)

WRITE(6921) (KCNT(I5)915=19K)
FORMAT(/4Xs8(4X916)/)

WRITE(6924)

FORMAT(//9X928HTHE TRUE COUNTS ARE GIVEN AS/)
WRITE(6965) (XMODES(IT)sIT=1510)

WRITE(6921) (UR(KVA) sKVA=19K)

WRITE(6934)

FORMAT(//9Xs*THE COUNTS BY SUMMING PROBABILITIES ARE%*)

FORMAT(/1UXs10A8)

WRITE(6965) (XMODES(IT)sIT=1910)
WRITE(6971)(Y1(I)sI=19K)

PRINT 84

PRINT 853sNOs (XMODES(IT)sIT=1910)

PRINT 83s(Y2(I)eI=19K)

FORMAT (/X 9 %0OBS=%914910A8//)

FORMAT(//1UXs%* THE MEAN TRUE PROBABILITIES ARE*//)
PRINT 151

PRINT 859sNOs (XMODES(IT)sIT=1910)

PRINT 839 (Y3(I)sI=19K)

FORMAT (//1uXs* THE MODEL MEAN PROBABILITIES ARE*//)
FORMAT(1UX99FBe6)

FORMAT(10UX91UF861)

NI=NO

KSUBS=KSUBS - 1

IF(KSUBS)94994+93

CONTINUE

STOP

END

SUBROUTINE BAVALU(NBVsSNSBVsLZLsNOsVAR)
DIMENSION VAR(LZ)sBAVAL(10)skVAR(10)sVAL(10)
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1ALUE = %sF124695Xs% WITH *91692Xs * AND¥*s16s2Xs* DEGREES OF FREELOM *//)
2M */7/)

INGUL15C
INGU116V

*[49% TINGO1170

INGU1175
INGuUlldu
INGU1I1B)S
INGU1186
INGU119U
INGO12VU
INGU121V
INGU12<ZU
INGU1230
INGO1240
INGU1250
INGUlZ206U
INGU1270
INGO12 /5
INGO01280
INGU1290

INGU1ZY>

INGO13ulL
INGO124L



ad

)

>y

> >

»

10

11

12
13

14

15

KCOUNT=KCONT =0

REWIND 1

IF(NBVeEQeO)GO TO 2
READ 19 (BAVAL(TI)sI=19NBV)
FORMAT(10F8e4)

DO 2 II1=1sNO

READ(1) (VAR(I)sI=1sL2)
DO 3 I=1sLZ

DO 3 J=1sNBV
IF(VAR(I)eEQeBAVAL(J))GO TO 31
CONTINUE
WRITE(2)(VAR(I)sI=1sL2Z)
GO To 2

KCOUNT=KCOUNT + 1
CONTINUE

REWIND 2

REWIND 1

NO = NO-KCOUNT
IF(NSBV4EQeU)GO TO 4
DO 4 K=1sNO
IF(NBVeEQeO)GO TO 10
READ(2) (VAR(I)sI=1sL2Z)
GO 10y 11

CONTINUE
READ(1)(VAR(I)sI=1sL2Z)
CONTINUE

DO 40 J=1sNSBV

READ 5sKVAR(J)sVAL(J)
FORMAT(I49F1045)
CONTINUE

DO 6 J=19NSBV
KK=KVAR(J)
IF(VAR(KK)eEQeVAL(U))GO TO 7
CONTINUE

IF(NBV.EQsO)GO TO 12
WRITE(1)(VAR(I)sI=19L2Z)
GO TO 13
WRITE(2)(VAR(I)sI=19L2Z)
CONTINUE

GO TO 4

CONTINUE

KCONT=KCONT+1

CONTINUE

NO=NO-KCONT

IF(NBVeFQeVUeORsNSBV.EQseQ) GO TO 14

GO TO 15
CONTINUE
REWIND 1
REWIND 2

DO 15 KK=1sNO
READ(2)(VAR(I)sI=1sL2)
WRITE(1)(VAR(I)sI=1sL2)
CONTINUE

NRONG=KCONT + KCOUNT
PRINT 9sNRONG

FORMAT (/2X %

THE NUMBER DELETED BY BAD VALUES I5%s14)

110



RETURN

. END
> SUBROUTINE TRANS(NTGsNOsLZsVARsSPOsVVV)

C TRANSGENERATION CODES TSAT0220
e 1 = A+K 7 = LOGF(A) 14 = A/B TSATUZ3U
P 2 = A-K 8 = 1/A 15 =A%*%B [SATuU24U

C 3 = A 9 = EXPF(A) 16=X=1 IF A GREATER I[SAlUZ2b5V
o 4 & MK 10 = ABSF(A) OR EQUAL B TSATU26U
& C 5 =  A¥¥K 11 = A+B X=0 IF A LESS B 1SAT0270

C 6 = X=1 IF A ABOVE K 12 = A-B 17=ARITH REG GR TSAIU280
*c X=0 IF A BELOW K 13 = A*B 18=LOG REG GR TSATO290U
e X=1 IF A =K 19=RATIO GR TSAT0300

C 20 - LAG ARITHMETIC GROWTH RATE
*C 21 - SQUARE ROOT OF A
- DIMENSION VVVI(LZ)sVARI(LZ)

DIMENSION SPO(NOsLZ)sILT(1093)sTLF(10)
S DIMENSION MODE(10)
'S LZ=LZ~-NTG
7 READ (5 s8) ((ILT(I9JK)9JK=193)sTLF(I)sMODE(I)sI=1sNTG) TSAT0620
b 8 FORMAT(3149F1U4083Xs11) TSATO63U
» 615 WRITE (6915) [SATO76U

15 FORMAT ( /6Xs17HTRANSGENERATIONS 912Xs5HPLACEs6X33HOP«35X96HA VAR ISATUTTY
i 199Xs6HB VARe )

> WRITE(6916) ( (TLT(I9JK)sJK=193)sTLF(I)sMODE(T)sI=1sNTG)
16 FORMAT(36XsT1397X9I397Xs1397XsF11e394Xs]12)

>

% TRANSFORMATION LOOP
C

% LZ1=0U,

- REWIND 1

DO 3000 JUX=1sNO
READ(1)(SPO(JUXeK)sK=19LZ)

i 29 DO 30 I= 1sNTG TSAT1070
KAS TLT(I»1) TSAT1uBU
i IF(LZ.LT.KA.AND.LZl.LToKA)LZl=KA
-~ KB= ILT(Is2) _ TSAT1090
KC= ILT(I93) TSAT1100
**301 C = SPO (JXsKCQC)
. 803 IF (KB =1U) 32+32+31
347 KD=IFIX(TLF(I)) TSAT1130
’ IF(KBeGEe17) GO TO 32
.,805 D = SPO (JXsKD)
806 IF ( D +e09) 329434432 TSAT1140U
34 SPO(JXsKA)==409
b GO TO 30 [SAlLlov
32 IF(KBeGToel6eANDeKBelLT«27)GO TO 36
5y IF( C +eU9) 369344936
[ 36 GO TO(110+1209130914U915091559160917091809190921092205230 TSAT1180
12409250926U92709280929092709422)KB TSAT1190

42?2 IF(C)3494269426
426 SPO(JXsKA)=SQRT(C)

GO To 30

> 110 SPO(JXsKA) = C + TLF(I) TSAT128U
GO TO 30 [SAT1290u

" 120 SPO(JXsKA) = C =TLF(I) TSAT13u0
e GO TO 30 TSAT131U
130 SPO(JXsKA) = C* TLF(I) TSAT1320

1


http:SPO(JX,KA>=-.09
http:IF<KB.GE.17
http:IF<LZ.LT.KA.AND.LZl.LT

»

140
141

150
151

160
161

170
17T

180

155
156

157
190

210

220

230

240
241

250
251

260
261

262
270

311
310

2171

SPO(JUXsKA)I=SPO(JUXsKA)+,VU00VLO1

SPO(JXsKA)=SPO(JUX9sKA)+.U00001

SPO(JUXsKA)I=SPO(JXsKA)+.U00001

SPO(JXsKA)=SPO(JUXsKA)+.,000001

GO TO 30

IF(TLF(I) ) 141s 345 141
SPO(JXsKA) = C/ TLF(I)
GO TO 30

IF(C)1s1515151
SPO(JXsKA) = C #* TLF(I)
GO TO 30

IF (C) 34934 5 161
SPO(JXsKA)=ALOGI(C)

GO To 30

IF (C) 171934 » 171
SPO(JXsKA) = 1leU/C

GO TO 30

SPO(JXsKA) = EXP(C)

GO TO 30

IF(C =TLF(I)) 15691573157
SPO(JX9sKA) = UeU

GO To 30

SPO(JXsKA) = 1leU

GO TO 3U

SPO(JXesKA) = ABS(Q)

GO TO 30

SPO(JXsKA) = C+D
IF(SPO(JX9KA) eEQe (=oU9))
GO TO 30

SPO(JXsKA) = C-D
IF(SPO(JUX3KA) eEQe (—0U9))
GO TO 30

SPO(JXsKA) = CxD
IF(SPO(JUXsKA) eEQe(—o09))
GO To 30

IF(D) 2419349241
SPO(JXsKA) = C / D
IF(SPO(JUX9KA) eEQe (=o0U9))
GO TO 30

SPO(JXsKA)=ABS(C)

SPO(JXsKA)=SPO(JXsKA)*¥*¥TLF(I)

SPO(JX9sKA)=1/SPO(JX9sKA)

GO TO 30
IF(C)1{»2519251
SPO(JUXsKA) = C*¥¥D
GO TO 30
IF(C-D)26192629262
SPO(JXsKA) = U,V
GO TO 30
SPO(JUXsKA) = 1leV
GO TO 30

KXX=JX

IF(KB=20U) 31093119310

KXX=KXX=-1

KX=KXX=-KD

IF(KX) 27492749271

TVAR= 0

BETA= O

YBAR= 0
0
0]

YT =
YVAR=

oOCOOC
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TSAT1330
TSAT1340
TSAT1350
TSAT1360
TSAT1370
TSAT1380
TSAT1390
TSAT144U0

TSAT1420
TSAT 1430
TSAT 144U
TSAT 145U
TSAT1460
TSAT1470

TSAT14YU
TSAT1500
ISAllbiv
ISATL 150
TSAT1530
TSAT1540
TSAL1550

TSAT1560
TSAT1570

TSAT1580
TSAT1550

TSAT16V0
TSAT16iv
ToAI 16¢U

TSAT1650

TSAT1640
TSAT165U
TSAT166U
TSAT167V
ISAT168u
TSAT169v
TSAT17vU
TSAT171v
TSAT1720
TSAT1730
ISAL174U
TSAT1750
TSAT1760
TSAT1770
TSAT1780
TSAT1 790
TSAT18uU
TSAT181v


http:IF<SPO(JX�KA).EQ.<-.09
http:IF(SPO<JX�KA).EQ.<-.U9
http:IF<SPO<JX�KA>.Ea.<-.U9
http:IF(SPO(JX,KA).EQ.<-.u9

272

274

213

275

280

41,9
312

281
2831
283

282

285
287

286

290

DO 272 K=KXsKXX

BETA= BETA +1.0

TVAR= TVAR + BETA#%* BETA
YBAR=YBAR + SPO(KsKC)

YT=YT + SPO(KsKC)*BETA
YVAR=YVAR+SPO(KsKC)*¥SPO(K sKC)
TBAR= (BETA+1.0)/72.0

YBAR= YBAR/BETA

YVAR= YVAR/BETA - YBAR * YBAR
TVAR= TVAR/BETA - TBAR * TBAR

YT = YT/BETA -YBAR*#TBAR
IF(YBAR)27492749273

SPO(JUXsKA) = —eU9

KA=KA+1

SPO(JUXsKA) = =409

GO TO 30

KLAG= O

IF(KLAG) 27592759274
SPO(JXsKA) = YT/(TVAR * YBAR )
KA= KA +1

SPO(JXskA) = (YVAR - (YT%YT)/TVAR)/(YBAR*YBAR)
GO To 30

KLAG=U

KXX=JX

IF(KB—-21) 312+3139312
KXX=KXX=-1

KX=KXX=KD

IF(KX) 274927449281

DO 282 K=KXsKXX
IF(SPO(KsKC))2831928319283
KLAG =1

CONTINUE

CONTINUE

IF(KLAG) 28592854274
IF(KXX=KX=2) 274+2879+287
TVAR=0,0

BETA OeU

YBAR OlU

) 4 I e

YVAR OO0V

DO 286 K= KCsKD

BETA = BETA + 1.0
YLOG=ALOG(SPO(KsKC))

TVAR = TVAR + BETA % BETA
YBAR = YBAR + YLOG

YT = YT + YLOG * BETA

wmcunn

YVAR = YVAR + YLOG * YLOG
TBAR = (BETA + 140) / 2.0
YBAR = YBAR/BETA

YVAR = YVAR/BETA - YBAR¥*YBAR
TVAR = TVAR/BETA - TBAR*TBAR
YT = YT/BETA - YBAR#* TBAR
SPO(JXsKA) = YT/TVAR

KA=KA + 1

SPO(JXsKA) = YVAR - YT*YT/TVAR
GO TO 30

KLAG = U

TSAI182u
TSAT1830
TSAT1840

TSAl1808U
TSAT189Y0
TSAT19uUu
TSATL1914V
TSAT1920
TSAT 193U
TSAT1940
ITSAI 190V
TSAT1Y6U
TSAT1970
TSAT198U
TSATZ2U4u
TSAT2050
TSAT2060
TSAT2070
TSAT208vu
ISAT2090
TSATZluu
TSAL2)Y 1y
TSATZ212u
TSAT2130
TSATZ214u
TSATZ215U

TSATZ21 T

TSAT 222V
TSAT223V
TSAT2240
TSAT225U
TSAT226U
TSAT221y
TSAT2280
TSAT 2290
TSAiZ3uu
TSAIT2310

TSAT2330
TSAT2340
TSAT2350
TSAT2360
TSAT2370
TSAI 238V
TSAT2390
TSAT2400
TSAT2410
TSAT2420
TSA12430
TSAT 2440
TSAT2450
TSAT 246U



315
314

316
1101
1102
1100
. 291
294

295
296

371
370

S

298
. 300
307

301
306

L

304

3013
30
*3000
28

¥

4000

L 4

¢ 4001

KXX=JX
IF(KB=22) 31493159314
KXX=KXX=1
KX=KXX=KD
IF(KX) 27492749316
DO 11VU0 L=KXsKXX
IF(MODE(I))11U1+110151102
VVV(L)=SPO(L sKC)
GO TO 1100
VVVI(L)=SPO(LsKC)
CONTINUE
CONTINUE
IF(KLAG) 29492949274
IF(VVV(KX)) 27492749295
IF(VVV(KXX)) 27492749296
TR=FLOAT(KXX=KX)
GRL=(ALOG(VVV(KXX)/VVVI(KX)))/TR
SPO(JXsKA)=EXP(GRL)=-140
IF(SPO(JUXoKA)+60U9)37093719370
SPO(JXsKA)=SPO(UXsKA)+,001
KA = KA + 1
IF(KXX=KX=1) 30443049305
KE=KX+1
YVAR= 0,0
KLAG= O
DO 306 K=KEsKXX
M= K-1
CONTINUE
IF(KLAG) 300+3004301
IF(VVV(K)) 30193014302
TBAR=ALOG(VVV(K))=ALOG(VVV(M))=GRL
YVAR= YVAR + TBAR * TBAR
GO To 306
KLAG= 1
CONTINUE
IF(KLAG) 30353034304
SPO(JXsKA) = =409
GO TO 30
SPO(JXsKA)
CONTINUE
CONTINUE
CONTINUE
REWIND 1
IF{LZ2]1 eGTalLL)LZ=LZ]
DO 4001 I=19sNO
DO 4000 J=1slLZ
VAR(J)=SPO(IsJ)
CONTINUE
WRITE(1)(VAR(J) sJ=TsLZ)
CONTINUE
REWIND 1
RETURN
END

YVAR/ (TR = 140)

SUBROUT INF STAT(MVARsSNOBSsZsPARAMsXsSETA29SFsDEP)
DIMENSION Z(NOBS) sPARAM(MVAR) s X(NOBS) sSETA2 (MVARSMVAR)

DIMENSION DEP(NOBS)
DIMENSION SF (MVARsMVAR)
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1SAI2470
TSAT 248U
TSAT2490
1S5A125u0
TSAT2510

TSAT 56V
TSAI257V

TSAT2600

TSATZ264U
TSAT2650
TSAT266V
TSAT2670
TSAT2680
TSAT2690
TSATZ2TuU
TSAT274u
TSAT2750

TSAT2780
TSAT2790
TSAT2800
TSAT2810
TSAT2820
TSATZ2830
TSAT2840
TSAT2850
TSAT2860
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C COMPUTE CORRELATION RATIO MATRIX

&

701

1024

702
704
703

1003

1002
> 706

707

705

* 1051

* 1050

1001
o C

NVAR=MVAR-1

REWIND 1

DO 1001 I=1sMVAR
IF(I-MVAR)7U1s7025702

DO 1U24 LL=1sNOBS

READ(1) (PARAM(K) sK=1sNVAR)
X(LL)=PARAMI(I)

REWIND 1

GO TO 703

DO 704 LL=1sNOBS
X(LL)=DEP(LL)

DO 1UUl J=1sMVAR
ZMEAN =0,0 $
IF(1-J)10029100351002
SETA2(1sJ)=1400
SF(IsJ)==UeU

GO To 1001

IF(J=-MVAR) 70597069706
DO 707 LL=1sNOBS
Z(LL)=DEPI(LL)
ZMEAN=ZMEAN + Z(LL)
VARZ=VARZ + Z(LL)*%?
GO TO 708

DO 1UU4 LL=1sNOBS
READ(1) (PARAM(K) sK=19NVAR)

Z(LL)=PARAM( )

ZMEAN=ZMEAN+Z (LL)

VARZ=VARZ+Z (LL) *%*2

CONTINUE

REWIND 1

ZMEAN=ZMEAN/NOBS

VARZ=VARZ-~-NOBS*ZMEAN%* %2

IF(VARZ)10509105091051

VARZ=VARZ/(NOBS-1.)

CALL CORRAT(NORSsXsZsVARZsZMEANSSETA2(19J)sSF(TIsJ)sNU1sNU2)
GO ToO 1001

SETA2(IsJ)=UeV

SF(IsJ)=040

CONTINUE

VARZ=0.0

C PRINT OUT SIMPLE CORRELATION RATIOS AND F-SCORES

C

1010
" 1005
[ 3

1006
Y 1007

1008

» 1009
1012

IF(MVAR=-10U)1U10U9101091011
PRINT 1005s(JsJ=19MVAR)
FORMAT(1H1//1UXs*CORRELATION RATIO MATRIX#//10Xs10(1694X))
DO 10U6 I=1sMVAR
PRINT 1007sT1s(SETA2(IsJ)sJ=19MVAR)
FORMAT(/2Xs1692X910(F74493X))
PRINT 1008s(JsJ=1sMVAR)
FORMAT(1H1//1UXs%#SIMPLE F-SCORES MATRIX*//10Xs10(1694X))
DO 1009 I=1sMVAR
PRINT 101251 9(SF(I1sJ)sJ=1sMVAR)
FORMAT(/2Xs1692X910(F1044))
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STAT3010

STAT3011
STAT32030

STAT3023
STAT3UZ4

STAT3020
STAT3050
STAT3U60
STAT3071
STAT3070

STAT31uv
STAT3110
STAT3124@
STAT3141

STAT314u
STAT3141
STAT3150
STAT3160
STAT3161
STAT3162
STAT3163
STAT3170

STAT3180

STAT3181
STAT3190
STAT32200
STAT3210
STAT3220
STAT3230
STAT3240
STAT3250
STAT3260
STAT3270
STAT3280
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e

G

.

1011
1013
1014

1015

1016

1017

1023

21

103
101

102

GO TO 1023

PRINT 10059 (JsJ=1510)

DO 1013 I=1sMVAR

PRINT 10071 9s(SETA2(1eJ)sJ=1910)
PRINT 1014s(JsJ=119sMVAR)
FORMAT(1H1//710Xs10(1694X))

DO 1U15 I=1sMVAR

PRINT 100791 9(SETA2(1sJ)sJ=119MVAR)
PRINT 10089 (JsJ=1+10)

DO 1016 I=1sMVAR

PRINT 100791 9(SF(T1sJ)sJ=1+10)
PRINT 1014s(JsJ=11sMVAR)

DO 1U17 I=1sMVAR

PRINT 10079Is(SF(IsJ)sJ=119MVAR)

CONTINUE
RETURN
END

SURROUTINF CORRAT(NOBS9sXeZsVARZIZMEANSETA2sFsNU1sNU2)
DIMENSTION CMEAN(10)sNUM(10)sFLIM(10)

DIMENSION X(NOBS) sZ{(NOBS)

v C SUBROUTINE TO COMPUTE CORRELATIONS RATIOS AND F SCORES

ETA2=UI

DO 21 II1=1s10V

NUM(IT)=0

CMEAN(IT) =040
FLIM(1)=0.1

DO 1 KOUNT=2,510
LL=KOUNT-1
FLIM(KOUNT)=FLIM(LL)+0e1
XMAX=X(1)

XMIN=X(1)

DO 2 JOUNT=2sNOBS
IF(X(CJOUNT) o GT ¢ XMAX) 1019103
IF(X(JOUNT) o« LTeXMIN) 10292
XMAX=X( JOUNT)

GO TO 2

XMIN=X( JOUNT)

CONTINUE

DIFF=XMAX=XMIN

DO 3 JJ=1sNOBS
X(JJ)=X(JJ)=XMIN
IDIFF=IFIX(DIFF+0e99)

DO 4 K=1510
FLIM(K)=FLIM(K)*IDIFF

DO 5 J=1sNOBOS

DO 6 KOUNT=1s1v
TF(X(J)=FLIM(KOUNT)) 106910696
CMFAN(KOUNT ) =CMFAN(KOUNT)+Z (J)
NUM(KOUNT ) =NUM(KOUNT ) +1

GO TO 5

CONTINUE

CONTINUE
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STAI3290
STAT3300
STAT3310U
STAT32320
STAT3330
STAT2340
STAT3350
STAT3360
STAT3370
STAT3380
STAT3390
STAT 3400
STAI3410
STAT342V

CORRO0OC10
CORRO0Z20

CORROO 30y

CORRUU4%v
CORRQUSL
CORROO6VQ
CORROOQ70
CORROLOBO
CORRULUULYU
CORRuluU
CORRO11V
CORRU1ZV
CORRU13V
CORRO14uU
CORRO0O150
CORRO160
CORRO1 7u
CORRuUlsu
CORRO19U
CORRUZ2VU
CORRUZ210
CORRUZ2 30
CORRO240
CORRUZ25U
CORROZ26U
CORRUZ TV

CORRUZBY
CORRUZYU
CORRO300
CORRO310
CORKR0320
CORRU350
CORRO340
CORR0350
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107
7

109

108

110

DO 7 JX=1910

IF(NUM(JX)) 7979107
ETA2=ETA2+CMEAN(JX)*%*2/NUM(JUX)
CONTINUE
IF(ETA2)1U8910U85109
ETA2=ETA2/NOBS—ZMEAN*%2
ETA2=ETA2/VARZ
NU2=NOBS-10

NU1=9
F=ETA2#NU2/((1,-ETA2)%*9)
GO To 110

ETA2=U,0

F=0,0

RETURN

END
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CORRO36U
CORRO37V
CORRO380
CORROU3Y0
CORRO4UGO
CORROU& 1V
STATU4Z20
CORRO4 30
CORRU44V
CORRO450
CORRO460
CORRO4 70
CORRO480

CORRO500
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