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IN·TRODUCTION 
/ ' 

. \ 

In the spectral resolution or self-adjoint operators· in Hilbent ' 
I 

space:- it h,as provedi very. advantageous to employ the integral 

r.epresentation of~ the~ re-solvent. When thi,s · approach i :s taken 

eertain theorems. mf alassica1. ana]Qsis ·play.. & prominent roie. 

In this connection we mention tlie following the:orems andi their . · 

· authors: . ,­

I ( s. B~chner)~ Let k denote a aontinuous function on (-A,A)' 

OLA~ oo .• In order that th~ repre·sentation 

00 

5 
iixt 

k(x) = e · .d <r (t) (-A<: x' A) 
-oo 

holds, where a- denotes a nondecreasing function ·of bouhdedi 

variation on the 1nterval(4'-oo,oo) , i :t :US» necessary and 

suff'icient that k be a . positii.ve definitte :fi1lnc~tion, 1. e. , 
\ 

for any: number·s o ~ x t.. • • • . t:. x n <: A ('n -~ oo ) andi any
1 '. 

complex number-.a ~ 
1

, • • • , )..n we · have 


n 


> o.--
j,m =l 

II (F. Riesz &:. G. Herglotz)a; In order that a . f'ini te f'unction 

t defined on · the d~sk l z I' ~ l L have tlie1representation 
I 



- II ­

f(z) : i Im f(O) + (21T)-l s,, eit + z d f(t), 
it 

-rr e - z 

where f i ·s a non-decreasing function on C.-·1T, Tr), it 1Ls . 

ne·cessary and sufficient that f : be hol:omorphicr ih Iz I '9 l.:. 

and lts values have non-negative real' part for \ z l tt:.... l.J. 

It is . clear that F has . bounded: varia1tion for f(O) :I.is tinii.t.e:~ 

llI CR. Nevanllnna)s In order that a fdnite £unc,t1on g :de:r-dnedt 

om· Im z > O have=1 ·thEr representation .. . 

1. + tz 

g(z) 7 /" ~ + 'V +- J

00 

d '?:'Ct), 

t - z

-00 

where r ~ 0 a1:J.d -../ are two7
• realL c.onstants and 't, is a n0n­

decreasihg i'tmeti:on on the entire numerical lline-, it :Ls; 

ne:c·essary and ·sufficient that g be·.~ holomorphic ih the.:half-­

plane Im z_. > 0 and!ii.ts values on this halt-plane have non-.. 

negative ilnaginary p~rt. From the fd.niteness ot g(-..) follows ' 

tha.t , the·. fwict·1on ~· is or bounded variation on (- oo, oo ).. 

In this thesis . there will be-. occasion to.: eXhibit _. instances 

where the relationship between spe·ctral resolution of self­
' ( 

adj .oint operators on the one hand·: and classical:. analqsis 

theorems on the other hand is to a certain degree mutua.L~ 

A deta1Qed de.scription of th~ efforts or the·, author of this 
\ , 

thesis will be~· round turther.. .on tn·. the> INTROP.uci:i:oN..• 

' · 1 
• • it,, ; 

r 
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In the course of proving the foregoing theorem II G. Herglotz 

established a proposition concerning the Fourier - Stieltjes 

integral representation of positive definite sequences. For 

a wording of the proposition in question the interested reader 

is refered to page 23; the notion of a. positive definite 

sequence is defined on page 1. 

A famous theorem due to c. Caratheodory and o. Toeplitz has 

contributed substantially to ensure a place of distinction' 

in analysis for positive definite .sequences. This theorem 

offers another sol.ution to the:· problem underlying theorem II 

and thereby .gives a.. charac·terization of an iinportant cia.ss 

of functions oc:ci.g-ing in the interpolation theory of analytic · · 

f1.lllctions as welIL; · the theor.em of. Caratheodor~.· and Toeplitz 

stat&s that the function f ," hol.omorphi'c in l z,\ L 1, 

00 

f(z) = ~ · k 
8H:z ' 

k=O 

maps I z I ' 1 t0,; Re w ~ O it' and only itf the se-quence wilth ....... 


terms c:b. (n = •• ,-1,0,1, ••• ), where c0 =a0 + 81,, cm =am' 

c_m =~ for m = 1, 2,. •• , :!Js p:osiitive deffuite. 

The author of this thesis uses the"Fourier - Stieltjes integral 

representation theorem for positive definite sequenc.e·s :Ln 

chapter II to· offer a new proof of a well-known theorem in 

the theory of aa.tnost period·ic·- fimctions of Harald Bohr. 

I . 

http:theor.em
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The theorem in question is stated as proposition I on page ~l. 

The method of proof yields also another proposition, stated 

on pp. '3-54; the author bei-ieves that this proposition is 

new. 

As a point 0£ interest the author wishes to mention that he; 
.<.avoided the customary practice of using limit periodic 

functions in deducing Bohr •;s approximation theorem from the 

theorem concerning almost p~riods and instead made: suitable · 

estimates (see pp. 67-71). 

, 
In the author ·' s quest for self-contained presentation of these 

matters he was obl:iged to lli.ne up a lot of material in 

chapters I and II which belongs to the· past · of the:. subject. 

The main result aimed at in chapter III is .a unifierl approach 

to theorems by s. Bochner, s. N. Bernstein and H. Hamburger. · 

The theorem of Bochner we have stated already further above·; 

we shall q~ote now the remaining .two theorems we have in mind\ 

Theorem of s. N, Bernstein: tet k be -a- continuous . f .rmction · 

on. the interval <Ai ,A
2

) ,- where '. ~ oo ~ Ai ~ A 
2 
~ oo andl 

A £ O £ A • In order that1 2. 

DO · xt 
k(x) = s e d. cr(t) (Al £ x ..c: A..2) . 

.-oo 

, 
-

> 
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hold, where a- is a certain non-decreasing bounded function 

on (- oo, oo ), it is necessary and sufficient that tor x
1 

, 
/ 

••• , xn' where A x ' ••• · ~ xn <:. A (n ~ oO) and1 £ 
1 2 


any complex numbers ~l' • • • , ~ n the relation 


n 

~ ~ ~ > 0c._ k(xj +xm) j m =­
j,m =l 


hold. 


Theorem of H. Hamburger: Let (am)m~ 0 be · a sequence of real 

; numbers. A nece·ssary and sufficient condition that 

m 
t · d er <t) {m -::. 0,1:, 2, ••• ) 

where a-- denotes some : non-decreasing bounded function on 

( .. oo , oo ): is ·the requirement 

'\ " 

I 

The author would like.· to describe , briefl~ how he; treats the 

·.problem at hand. 
I , 

Let .v denote" a vector space consisting of complex-valued 

continuous functions on ·( ... oo , . oo); the algebraic operations 
. 
1 ' ­
I 
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are defined as usual. Let W denote the linear hull of the·! set 

of functions of the form f g, where f, g €- V. Let '£ be a 

positive linear functional acting on W, i. e., ~is an 

additive homogeneous mapping such tha:t 'P (f f) ~ O;. The 

problem posed now is to get a sufficient condition that a 

given positive Id.near functionai 'f:' on W have an integral 

representation of the form 

00 

~ ( cp). ::: J cf:>< t) d er< t) ( cp E- W) 

-00 

where er is some non-de·creasing bo'tlllded function on <~ oo, oo ). 

If one has Hamburger's theorem in mind the set of all polynomials 

must be. taken as· domain of ~definition . of the fUn.ctional ~ . • 

To use the spec.tral theory of operators on our problem we need 

l a _Hilbert space i~ _· terms of our pr.oblem•. But a suitable 'Hilbert. · 

space is available• It can be seen ' that 

is an inner product on V if we identify in V any two vectors f 

and g for which <(f•g,f-g) ::. O~ Completion of V. with respect 

to · the norm induced by th'is inner product gives a Hilbert space 

: . ~ in which V is dense. 

Given . g c v, let 
A 
g be the function defined by 

.. I , . 
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I 
i 

A
g(s) ::. sg(s) 	 -oo~s'9oo. 

We impose on V: the additional requirement that the set F of 
. 	 A

all g EV for which g E Vjbe dense in V with the norm 

H:r II =C'±.' er r))t . (f E- V). 

·under these circumstances we can introduce ih a the operator 

of rnultiplication by the independent variable s ., having 

defined it initially on the set F. This operator is. symmetric 

and can be closed. This closure we· denote by the operator D. 

It can be seen that 	D is well-defined by observing that .. 
I'\ /\ 

~ f ,r> ::. o implies <f ,:r) =o. .•. 

Suppose for ..a minute that our ·problem was solved and that for · 

any :r,g ~ V we had 1 

-- ·1 

00 

(r,g >=- f f(t). 	 g(t) d a- (t). 

-oO 

·The fllllctions f and 	g appear here: in two rolesa firstly, as; 
. 2 

elements of .the space ~ and, se·condly:, as elements of La- • . 
If we · suppose for example that· 'VI c:onsists: of all polynomials... 

and if by abuse of symbolism we .. sig~ify · by f(t) that f E: L~ 

and by f(s) that f r v. and if u =- 'u(s) denotes the .. unit.. 

P.Olf:rlomial (identically equal to 1) we: oan see' that 

f(s) - _r(t):u =(D-tE)gt(s), 

where E is the identity operator in ~ , n·· i ·s the operator of 

multiplication by the independent variable introduced above: 

.· I ~ C. 

.I . 

I 
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and gt ( s) is an element of a and depends on the- parameter t; 

evidently we have simply used the familiar elementary fact 

that s-t factors sm-tm form:: i,2, •••• 

The foregoing is a heuristic guide·: to the formulation of our · 

the·orem {see p. 11&): 


Let D be a closed symmetric operator ih some H1lbert space ~ , 


and let Et be a i spectral function of D. Suppose! that given any; 


elements f,h _E-1 there extsts a function g:(- oo, 00) ~ @ 

D 

and a . differentiable function <J> on · (.• oo , oo ) such that 

f- SJ (t)h ::: (D-tE,) g( t). 

Then 
) 

00 . oO 

f -:::: f 9> (t) dl Eth and <r,r> = r \_p<t>J 2 d<Eth,a>! · · .-00 -oa 

'I \ 

Since r::r ·1s . assumed to be only some non-decreasing bounded 

function on (- 00, oo) the foregoing theorem is strong enough 

to get us ~.wit!lin~. range·· of the solution of our pro.blem& 

A sufficient c/ondition that a . ·given positive_linear functional. 

· ':P defined on w.ha.s an integral '. representation of the ' form 

00 

p (rP) - · s cp (t) d o-(t) ( cp e W) 
-oo 

with non-decreasing bounded function a-- on (- oo, 00 ) is that 

the following threefold requfrement be satisfieds The function 
A

1. belong to v:, the se·t F of all function~ g E v· for which g E V: 

be ·dense0 in Vi . with the·) norni-11 
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II f J\ == ( ~ 
1 

(f r)) 2 (f ' E- V) 

and from f ~ V it follow that for any real t the function of s 

(f(s)-f(t))/(s-t) 

belong to v. 

The theorems of Bochner, Bernstein and Hamburger are aeduced 

ih terms of this result. 

The proof of the .theorem quoted on page VIII is made dependent 

on certain facts known from operator theory. Central among these 

is a theorem of J. von Neumann (see p. 95). The author gives h:h.s · 

own proof for . thi~s theorem and:. in this connection introduces 

the notion of .fractional-linear transformation of a linear 

operator and e·s.tab].ishes several!. ~roposition (for detail see 

pp. 86-91) •. As additional avidence:. for the usefulnes,s of this.-. 

notion the! author employs ~ t in proving a the·orem of M •. H. Ston~ 

K.O. Frttedrichs and H. Freudenthal (see p. 130.). On the basis 

of the· latter theorem the author offers an operator vers~on 

of a classical analysis theorem of T. J1·. S:tieltjes on page 11+5. 

Another operator-valued theorem of this sort is given on page 

141. 

Since1 the spectral theorem for.. self-adjoint operators in 

Hilbert space enters on numerous occasions in chapter II.I 

the · author felt a need to offer a ·. proof in the appendix. 

This proof is based. on the theory, of ~e·ctor lattices. 'ID'le .· 

author makes the observation... that;: every strongly closed rihg 
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Ut of bounded self-adjoint operators is a complete vector 

lattice in the usual operator-theoretic sense of partial 

ordering and that if t..n.. contains the unit ope·rator, one can 

take it as unit of the ve-ctor lattice and that the basis of 

the ve-ctor lattice in this .case consists of all projection 

operators contained in ut • This obse:r;vation allows the use 

of H. Freudenthal's integral representation theorem of elements 

of a complete vector lattice with wiit; the spectral resolution 

of a bounded . sel'f-adj<;>int operator is then a . direct con­

se·quel?-ce of Freudenthal 1 s theorem. To obtain the spectral 

r.esolution of an unbounded self-adjoint operator, the author 

uses the vector lattice theoretic tinion of c·ompl'E~te, ve.-ctor 

lattices of bounded self-adjoint operators. This approach 

succeeds with only a modest . amount of information from operator 

theory. The author refrained from writing out proofs for the 

vector latt~ce theoretic part as .he ha~ prepared a set of 

notes which contain all the necessary detail some-···tilne · ago • 

. . . 

'.,' 

,· I ·, 

. }) 

1.' .' -· 
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Chapter 1 


POSITIVE DEFINITE SEQUENCES 


1.1 Definition and Basic ·Relations 

· A sequence 	(finite or not) whose terms are the complex 

numbers (n= ••• -1, o, 1, ... ) is said to been 

p 0 s i t i v e d e f i n ii t ei if for anz finite 

set of complex numbers 	 " the inequality)\l' ••• ' N 

-

(1) 


holgs; )..j denotes the complex conjugate of ).j • 

From the above definition w~ deduce at once the following 

basic relations for a positive definite sequence: 

(i) 0 ~ 0 
0 ­

(ii) c_n = en 

(iii) ., L.. c\ c 
n = O 

Here Re {cm l is to signify the real part of cm. 
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Indeed, substituting N.., :=. 1, >- == 1 into formula (1), we get
1 

inequality {i). 

To obtain equality (11), we let N=n +l, >. -= 1, >. = .....
1 2 

••. = ~ = o, ~ = >- in formula (1). EVidentl7 
n n+1 

_ c + c· ~ + a: ~ + c ~)::.L 0 -n D 0 
J = \ 

Siilce c ~ O by inequality (1), we have that
0 

c ~ + c ~ 
-n n . 

is. real for any choice or the complex number A o Taking ~ :: 1 

and ~ :: 1, success.1vely, we see:: If c ·~ + c ~ is reall 
-n n 

for any complex number .. )\, then c_n ~ en is true• . The 

converse of the latter statement obvi~slF holds~ 

Next we~: verify inequaltl.ty (111); from · 1rt will follow· 1Ii · 

pfl?'ticulilr that c -::::. 0 implie·s c =0 tor alll. · n. B.uPpose:-.0 n 
now thact ~O -:::: o. Then from 

co + c ~ + c )\ + co ~):. . ~ 0 -n :n 

we get, putting A =c , that 2c c = O or c = o. -n n n n 
Supp~!~·' on the other; hand, that: > o, ,then substituting.c0 


>. - ~ I' c0 into 


co+- c_n}... + en)..+ co~~ ~O, 

http:inequaltl.ty
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we obtain by equalJity (ii) that 

· 2 
co - c c > o.n n ~ 

Hence I en \ ~ c
0 

holds in both cases. 

Finally, we show that inequality (iv) is true. For this 

p1Jl'pDse we take N ::: n+m +l, ~l =- 1, ~2 -::: • •• = An . ~ 
' :=. · ~' }.. :: • •• . ::::. ~ =- o, ~ :::: -· >. ~ l'n +l n+2: n+m n+m~l · 

We obtain 

-::=c +c ~-c >.. +c~+c~~ 
-

- ·O \.l'I'' / 
O -n -n-m n O -m 

-c ~ - C:: ~ ~ + c ~~ ==­
n + m m · O 

- c + 2 ·ae {Cc -c ) )\) + 2(c - Re {c 1 ) \ ~J 2 
- 0 n n+m . 0· ml 

wh1Ch holds tor any complex number ~ • It we let 

- (c -c: )n nt-m 

then we obtain 0 ~ 2c0Cc0- Be {cm)) 

gives inequality (iv). 
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1.2 Representation Theory 

In this section we discuss two types ot realization ot posittjN~ 

definite sequences. The first type is geometric in nature. It 

is based on a proposition o~ E. H. Moore concerning·Hermitian 

positive semi-definite matrices and reduces the study ot 

positive:: definite sequences to the consideration or sta.tio~ 
.:-: 

sequences in complex Hi:Lbert space. The second type of real-
,,\ 

ization is analytic in nature. It is due to G. Herglotz~ and ! 

gives the :..representation of positive definite sequences in . 
terms or Fourier-Stieltjes integrals. We commence with the 

geometric representation theory, stating first Kolinogorotr~s 

definition of the notion or stationary sequence. 

A sequence·_ whose terms u (n = 1, 2, ••• ) belong to a Hilbert 
n 

space H is said to be s t a t i o n a r y, if the inner 

product ~~''1t) depends only on the difference h-k. 

PROPOSITION (E. H. Moore &1. A. Kolmogoro:rt)s: A necessary and 

sufficient condition for the existence of a· complex Hilbert 

space and a set ot elements ·~ ' , u , ••• in this space wh1cll
2

satisfy the conditions 

<uh'\)= chk 

is that the matrix (chk) be Hermitian positive semi-definite, 

that is 
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n 

(2)L chk \ >-k ~ o 
h,k=1 · 

for any finite set of complex numbers ~l' ••• , >. n· 

Proof: It is easy to see that the condition (2) is 

necessary because 

n 

h,k=l 

2 
+ )...n un 11 ~ o. 

Next we show that condition (2) is sufficient as well. We 

define a c.omplex linear space L as follows. Ea.ch element 

of L con~ists of a sequence of complex coordinates, of 

which only a finite number of terms are different from 
... 

zero. Multiplication·by a complex number or an element of 

L and addition of elements of L, we define as usual., namely 

coordinate-wise. · 

We detine a f'unction ~ on L. x L by 

cfi<x,y) - L
00 

c x y ,, 
hk h k 

h,k=l 
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It is easy to see by (g) that 

2l~ (x,y)} ~ ~ (x,x) P (y,y) (3) 

and oonsequentl~ 

} ~ c£ (x,x) - ~ t'cy,y) \ ~ ~ ~ (x ± :y,x ± y): ~ 
(3•) 

hold. We alilo have that 


tor any compl..ex number o<.. • The set ot elements tor wh$ch 

~ C:z:,x) == o 

is a· ld.hear subspace M. It the element x belbngs to Mj then 

it doe:s not ne-cessarily follow however.. that alll its ..' 

E- X 

coordihates are zero. There-tore we consider the quotient sp-.ce 
,._ 
L­ = L [ M. 

The elements or 
I\ 

,.._, 
L are the subsets X C. L wi!.th the prop~rt7 

that w1th x all .other ellements x of x: have the torm 

,,..,.,,,, 

x=-x+z 

with an· arbitrar7 element z , from M. The multip_llcation ot an 


: ·' 
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,..., 
element of L by a complex number o<.. is defined so that the 

"' product o< X is that element Y or L. whi:ch as subset ot 

the linear space L contains the element o<. x (x E: 
i 

X). 

Analogously w~ define the addition. Furthermore we· define 

~ (X,Y) = cf (x,y) (x E: X, y t Y). 

This definition iS independent of the choice of the 

representatives x and y because ·of the inequald.tY. (~•). It 

is therefore well-defined. It can be s·een that it acts as 
. """"" an inner .product for· the space L by either verifying 

directly the relations an inner product ha:s_to satisfy, or 

by simply showing that the "parallelogram law" holds, tor 
~ 

it is clear that L is a normed lll.near space; with resp,ect 

to the norm 

' 
).ll 

r--'
Completion or .L with respect to the· above norm gLves · us~ .. 

the required HiLbert space. 


Finally, if u is that element of the Hilber.t sp.ace whos~ 

. n 

n-th coordinate is 1 and all .others are:' o~, we_, se·e that 

The PFOOf is) complete. 


http:inequald.tY
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By comparison of' formula (1) in the. detinition of' positive 

definite sequences and formula (?) in ·the foregoing 

proposition, we obtain the following Geometric Representation . 

Theorem for Positive Definite Sequencesi 

THEOREM1. In order that a sequence whose terms are the comp1ex 
+ + .numbers c , n:::: o, _1, _2, ••• , be posi.tive definite, it is 

n 
necessary and sufficient that there exist a stationary 

· sequence whose terms un' n = 1, 2, ... ' belong to some 

complex Hilbert space u- sucb that 

(h,k .=:l, 2, ••• ). 

At this point we wish to make a brief digression and consider.· 

the "parallelogram law" mentioned further above in the 

construction or a suitable Hilbert space; we are ref'ering 

to the Jordan - v. Netimann theorem concerning the character­

ization of an inner product space. Arter proving ·this 

theorem in a manner which is fre~ from the usual limit 

argument, we shall return to the representation theory· tor 

positive definite sequences. 
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THEOREM (P. Jor.dan & J. von Neumann) a Let X be a norme·d 

i•near space, If the norm on X satisfies th§ "parallelogram. 

2 2 2 2 
I\ x +YI\ + Ux-yl\ -= 2(U~n -r \I YU ) , 

then there exists an inner product on x, (x,y) Cx,7 E: X) 

such that V(x,x) = Ux U for ever:r x E: x • .U (x,7> .£!D.. 

be SO defined, this ·Can be done in only one wale 

Proofa Def'ine 
-

2 2 2 2 

<x,y) :=. (lilt-) f ~tx +Yll - lfX-711 ) + i(UX+ iYlt - ttx-171) ) ~ • 


First we; show the following equalities&: (ix,y):::.. i (x,7), 

c(x,1:r>= -1 (x,y), ~ (x,x) ==II xu, and <:r,x) = (._x,7~. 

·:(ix,7) :::: 

. . 2 2 2 2 

= (lilt-){ (Uix+ YH - Hix-YU )+ i(l(ixt-iYll .- l(ix-iYll ) ~ . 


2 2 2 2 
::: (l/'lf.){ C111<x-iy)U - II i(x+iYI\ .>+ i(Ui(x+7)\\ - U..i(x-y)U ) J 

. 2 2 2 . 2 . 
-;: (l/lt-) { i(U~ -t TH - nX-YU ) .. (J1x +iYU - II x-iYlt >3 ~ 1 (x,7) • . 

<~,iy) =:. 

2 2 2 2 

- (lilt-) { <nx+ 1711 - "x-1Yll ) -t i{UX-Yt\ - \\X+ Yll ) ~ 


. . 2 2 . 2 2 
- (l/lt-){ -1Q1 x+ Yll - II x-yft ) + <11 x -t- iYU - 11x-1yn >J =· -i ( x,y/. 

2 2 2 2 . 2 
<( x~x) ::: Clilt-> { lf. 11 x fl + 1q 1 +- l) - I 1-1 ) > 11 x 11 J = fl x H • 
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<y,x> = 
2 2 2 2 


= (1/4) { (ll y + x II - 11 y-x 11 ) + 1 (II y +ix 11 - II y-ix ll ) l = 


I 2 2 . 2 2•] ,
-= (1/4) { (llx+ Y\I - nx-y\I )-i(Ux+ iyll - llx-iyll) =-· (x,y). 

Next we show that for any complex number · ~ 

(~x,y) + <x, ~y)::. ( ~ + ~) <x,y) 

holds •. 

(~x,y) + <x, ~y) = 
. 2 2 . 2 . 2 

:.(l/l+) f (\\Ax+yll - H ~x-yll )+1(\\~x+iylf - lL~x-iyU) j + 

2 2 2 ~ . 
-t ( 1/1+) f ( Ux + ~ y \\ - \\ x- ~ y \I ) +1 (II x + 1 A y U - ll x-1 ~ y II ) ] •­

By the 11parallelogram law'': 

· 2 2 a. 

\\ ~ x -t- y I\ ~ Il x + ~ y \\ := ( 1/2) [ If ( ~ + l)x + ( ~ + 1)y ll + 


. 2]+ ll <>.. -l)x-( A-l)y II 

2 . 2 [ 2. 
\\ ~ x-y\\ +I\ x- ~ Y\I = (1/2) · \\ (A +l)x-( A+ l)yll + 

2. J+ll(X-l)x+(A-l)yll . 

2 - 2 [ 2
\\ Ax-tiyll + \lx+i~yU =- (1/2) \\(A+l)x+i(~+ l)yU t­

2 .. 

+ 1\ (A -l)x-i( X -l)y \\ · ] 

2 2 2 

\\ ~ x-iyH + \I x-i ~ y U = (1/2) [ U ( ~ 1- 1 )x-i ( ~ + 1)y U + 


2 

+llCA-l)x+i(>..-l)yU ]. 


We thererore obtain 
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°'x,y) + (x, ~ y) == 

. 2 2
=(l/lf.) (1/2) [ H<~+ l)x +<~ + l)ylt - I\ C}\ + l)x-( °)\ + l)y" 


2

+ 1 \\( )\+ l)x +1(). + l)y\1 - 1 \l ( )\. + l)x - 1( ">- + l)y if 


2 2
~\I ( }\-l)x - ( )..-l)y 11 - II ( >- -l)x +o\-l)YU 

2 . 2+ 1 \\ (}-. .-l)x - i( )\ -l)Yl\ - i I\ t~ -l)x +i( ~ -l)yn J 

. 2 2 2 2 2 


== Cl/8) [< \ ~-+-1\ · - l>..-11 ?Cflx+YU- ll~-YH +11fxt-1yft

2


-i "x-1yn )] • -­

But 
. - 2 2 
' ~ -t-1, - l ~ -11 == 2 ( ~ + ~ ) 

holds tor any complex number -· ~ • 

The relation (~x,y) + (x, ~Y> == ( ~ +~) (x,y) gives, 

putting ~-::. ir, where r is any real number., 

Thus 

2 <.rx,y) == (rx,y) -+ <x,ry) ·= 2r (x,y> 

and hence 

(rx,y) -::: r(.x,y') 

tor every ~ea:J.. number r. 

It is clear that 

(1/2) ( x+y,2z):: (:x:+ y, z). 
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We now show that . 

(x,z) + (y,z> = 
2 2 . 2 2 


- (l/l+) { (" x+zn - nx-z" )+ ~( nx+izf\ -ux~izn· . 


. . 2 2 2 2 
+ c" ,.+ z " - \t y-z ,, >+ i cuY+ 1z n - 11 y-iz n)J. 

By the nparallelogram law": 

2 . 2 2 2 

" x +- zn + "Y+ Zlf = (l/2) II x+ y+ 2z II + (l/2) Hx-yu 


2 2 2 2
\\ x-z \\ +II y-zn =. (1/2) I\ x+ y-2z II + Cl/2) \\X-Ylt · 

2 2 2 2 

" x +iz" + ll Y+ iz I\ =.. (l/2)" x +Y+ i2z" + {l/2) "X-Yll 


2 .... 2 2 2 

\\ x-izl\ -t- \IY-iZ(I ::. (l/2)11 x+y-12ztt + (1/2) ll x-ylf • 


Therefore (x,z) + (y,z) = 
. . 2 . 2 2 2]

= (1/8) 0Hx+y+ 2ztt - tt x+ y-2zu + i(IJx+ y~ 12zn - Hx+y-i2zlJ ) 

:= (l/2)(x!y,2z) • . 

This establishes the additive condition ' , ' • I 

(x+y,z) =- <x,z) + <y,z). 

· Finally, the additive condition combined with (ix,y) =i(x,y> 

and (rx;y)::. r (x,y), for all .real r, yields 

· ( )\x,:r> = ~<x,y) 
tor any complex number ~ • 
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Consequently, the "polarization identity" 

2 2 2 2<x,y) = (lilt-) { 11 x + y 11 - ti x-y 11 + i (II x -t- iy II - Ux-iy It ) 

defines an inner product on the space x. Since any inner . 
product (x,y) satisfies the "p_olarization identitytt (tor 

2 2 2
replace in the identity ll x+yn =II XII'+ II YU + (x,y) 

+ (y,x) the term y by -y, iy, and -iy), i ·t is clear that 


<x,y) is unique. This .completes the proot. 


We now return to the representation theory or P.Ositive 

definite .sequences; by way ot preparation for the p~oor 

ot the analytic representation theorem, we take up certain 

propositions first. 

THEOREM (E. Helly): Let f be a continuous function on [a,b]. · 

Suppose that ·.h . , n = 1,2, ••• , are the ··terms or a sequence; 
. n . 

ot functions which converges to a finite function h at each 

point or _[a, _~]. I~ the total variation satisfies 
I:,. 

V (h ) L X: 4'. 00 
n ­

tor all n, then 

l:r 1:,.

S f (x) dh (x) =S ·f(x) dh(x). . n 
Q.. . ~ 
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Proota If' we split the interval [a,b] in an arbitrary way, 

we have f'or n ·= 1, 2, ••• 

/ 

Passing to the limit as n ~ oo , we ...get 

~-\ 

I h(x ) - h(x ) I ~ K.·L \ k-t-1 k ­
k=o 

Since the splitting of' [a,b] was arbitrary, it follows that 
f:,. 

·V (h) ~ . K. 

This shows that the limit function is or finite variation also. 

We now pick an arbitrary ~ ::> 0 and split [a, b] by means ot the 

points . :2k_ , k = o, 1, ••• , m, into subintervals [~'~+l1 
in such a mariner that the oscillation ot r is less than 

E/3K on each subinterval [ Xitt~ .._11 • We see·:' t~t 

£,. . iM-'-' xlk..,,

S r(x) dh(x) == ·_, L_ 5 rCxl dh(x) = 

o-. k=o x, 


x._ + ,· iAAA - 1 x4t + 1 · 

J · (1'(x)-1'(2k) )dh(x) + 2{. 1'(~) . J dh(x). 

xk -k=o . xi( 

. . ...' . 
~ 



But 
X~+t 

s dh(x) = ~(x ) - h(x ).
k+lL k 

x~ 

Since 

\ rCx) - t(~) ' ~ E /3K 

tor any x f= [x ,x ]' we have 
. k k+l 

x~+' x~+' 

l 
j (f'(x) - f'(2k))dh(x) } L ( €./3K) v (h). 


)(St )(k. 

Thus 

xk+• . g
J (f'(x~-f'(2k))dh(x>f 1:: (~ /3Kl 'J... (h) ~ ~/3. 
k 

' · 

Theretore 

.R:r- ~-' 
· S f'(x)dh(x) = C f'(Xit) (h(2k + )-h(x . ) ) + ,S- ( C./3)

1°" ~-=o . k 

where I tS--/ ~ L. Similarly we get 

i:r . "'""" - ' 


s t(x)dhncJC> = z t(2k)(hn(2k +l)-hnc2kn+ ~n( E./3) . 

1

Q. I k-=o 

where f~nl § l • . 
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Since 

lim h (x) - h(x)
n 

foor all x E (a,b] , there is a natural number n such that
0 

1 

S-
1\ T 1'{2k)(hn{2k+ l)-hn{2k)) - 1'{2k)(h{2k+ l)-~(2k)) \ . 

k=O k=O 

1;s less than 'E /3 for all n '> n
0

• Hence we ·have that 

f (x)dh (x) - f (x)dh(x)
n\l s 

Jr 

0. 

for all n > n and the theorem is established.
0 

00 b • .(.'t 1THEOREM ( D. Hilbert ) :· Let ( g ) e a sequence o~ rea ­
n n=l 

valued functions . defined on some set E such that 

sup \ . gn (x) l £. K for all n. 
xEE 

Then given any countable subset D of E there exists a 

subsequence ('e: ) 
00 

which converges at every point of D• 
-ni 1= 1 . . 
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bounded sequence of real numbers; hence, by the Bolzano­

(1) 00 
Weierstrass theorem, we may choose a subsequence (g ) 

n n=l 
00 (1) 00 

of (gn)n=l such that the sequence (gn (x ))n=l
1

c·onverges, say, 

lim 
n· ~oo 

(1) 00 
Next we consider the sequence (g (x )) • Again by 

n 2 n=l 

the Bolzano-Weierstrass theorem we can select a subsequence 

(2) 00 (1) 00 
(g 	 ) of (g ) such that 

n n=-1 n n=l 

(2)
lim g (x ) -= A 

· 	n 2 2 
n ~oo 

... 

exists. 

Continuing this process indefinitely we -obtain a sequence 

(m) oo . 
) 	 ' (g ) 00of subsequences ( g ' m =1,2, ••• ' or 

n n-=l 	 n n=l 

sµch that 

(m) 

lim g (x ) - A 


n m m 
n~ oO 

exists, m =1,2,.•••• We then consider the diagonal sequence 
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{n) 
00 

· 	 (n) 
{g ) • For fixed k, (g (xk)) is a subsequence 

n n=l n n ~ k 

(k) 
or (g (x )) , and hence converges to A_. Therefore 

n k n ~ k 	 -x 

(n) oo 
(g 	 ) converges at every point or D. QED 


n n=l 


Let X be a Banach space and let X. *' denote its adjoint space. 

If X is separable, then every closed sphere is sequentially 

* *­compact in the weak topology .of X , that is from any 
00 

sequence of linear functionals (gn)n= with botmded norm 
1 


one can select a subsequence which ~onverges weakly to a. 


functional g • We consider the space V [a,b] of ftmctions · 1 

0

of bounded variation on [a,b], with norm defined by 


t. 

Ugll=V(g). 


By the F. Riesz representation theorem, the space V [a,b] 


may be identified with the adjoint space of the separable 


Banach space C [a,b] C?f continuous functions on [a,bl in 

. 	 * 


the following way. For each . g> E ( C [a,b]) there exists a 


unique g E V [a;b] such that 
 J,. 

= s f(t)dg(t) 

. for all r f c [a, b] • Moreover, "s:> \\ = II g l_I • Making use 

or these observa~ions, it is easy .to prove the following 
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THEOREM {E. Helly) 1 ~ {~)n 
00= 1 be a sequence or :functions 

ot boµnded variation defined on [a,b], and suppose that 
l,.. 

sup \ g (x) \ -=. K £. oO , and V (~) ' K 'Oo 
a=x~b n Q.. 

:tor a:p, n1 Then there existt a subsequence (~>;:1 which 

converges pointwise 1n [a,b] to a :function or bormded 

variation, 

Proof i Without los.s of general!ty we·~ can take [a,1S1 = [ 0,1], 
and since every function of bounded variation is the 

difference of two non-decreasing functions we may_ assume 

that every g 1s· non-decreasing. Let~ ·be the linear 
n n 

fwictional on C [o,1j associated with g , that is . n 

s ' f(t)d~(t) 
0 

·- ' 
for every · continuous ton [0,1]. Since V (g ) L K, the 

o n 
OQ ... 

sequence ( ~n)n =l is ·bounded in norm, hence we can select 

a weakly convergent subsequence or the . s>n's, which we still 

call .Cj> ) 00 
• Let p be the we·ak 11Dl1t, g the function 

n n:::. l 

of bounded variation correspo~ding to g> • The :function g 

has at mos:.t countably many p91nts ot discontinuity ~1,x2 ,~ ••• 

Let x be a point ot continuity or g, and define functions · 

h , m=1, 2, ••• , by
m 
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l; 0 ~ t ~ x . 

h (t) = -m(t-x~+ l~ x ~ t ~ x+ (l/m) 
m { 

O; x + ( l/m) f: t ~· 1 

Since hm is continuous the weak convergence :fn ---+ p 
implies 

) ' S hm( t)dgn( t) ---+ f 1\n( t)dg( t), n --+ oo • 
0 0 

From the continuity of g at t = x and the. boundedness of 

h it follows that 
m I 

x+~ 

5 h (t)dg(t) ~ O as m·~ oO • 
m 

}(. 

Consequently 
I 

x+~ 

s I 

h (t)dg(t) = s X 

h (t)dg(t) + s h (t)dg(t) ~ 
m x m.o m o 

~ g{x) - g(O) • 
... 

But g is non-decreasing and h (t) ~ 0 so .that n · · m ­

' X , 

S 1\n(t)dgn(t) ~ .f h . (t)dg (t) - g (x) - g(O). 
m n n n0 0 

We ther.efore get 

lim sup {gn (x)-gn(0) ~ g(x) g(O). 
n 
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On the other hand, since 11m is n~n-increasing, 

I )( 


J h Ct+(l/m))dg (t) =Sh (t+{l/m))dg (t) '­
0 m . n om n 

x. 

~ S h (t)dg (t) = 2 (x) - 2~~<0>,m n -n -n 
0 

whence 

' s 
0 

B7 the continu1t7 of g at x: 

S' 1\n(t + (l/m)Jdg(tl ~ S hm( t +(l/m))dg(t) + 
0 0 

+ s ~ h (t+(l/in))dg(t) ­
I m ­

x.- z.-. 
)(.. 

:=: g(x-(1/m)) - g(O): + S hm(t +(l/in))dg(t) ~ g(~)-g(O). 

. ' >'--z 

Hence 

g(x) - g(O) f: ,lim int (gn(x)-gn(0) ~.• 
n . . . 

We can therefore conclude that 

lim (gn(x)-~(O)) = g(x)-g(O). 
n 

B7 assumption . I ~Co>I ~ K, \ ~<~>J ~ K tor all n and k. 
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Hence by the theorem on page 16 there exists a subsequence 

(g 	 ) ~ such that tor i l. --?> oo 
n1 1•1 , 

~1 (O) ~ a0 and ~(Xie) --'> 'it• . 

From this and the relation 

lim (gn(x)-gn(Cj)) =- g(x)-g(O), 
n 

es.~abl!l.shed further above, we get convergence for ever7 

x . :F :!Jtt .k =11,2, • • • s. 

~e function 

1"-1 { 8k when x ::: Xit 
g(:x:) = 

g(x)-g(O) +a0 when x :f.=. xJt 

tor k -== 1,2, .. ••• is ot bounded variation, · where for each 

x t [0,1] we obtain 

,..., 
~ Cx) ____,, g{x) 

" i . 


and the prooti.· i _s complete. 

Af'ter these preparations we are 1n a posi.tion to estab11sh 

the Analytic Representation Theorem tor Positive Definite 

Sequences. 
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THEOREM (G. Herglotz): A necessary and sufficient condition 

for a sequence to be positive definite, is that its terms_ 

~c ) 00 have the representation· n n=-oo 

ir inx 
en = S e dg(x) (n =o, ±1, ±2, ••• ), 

--n­

where g denotes a non-decreasing fll!-lction of bounded variation. 

IProof: '.llhe condition is sufficient. Indeed 

N1I N ­

L L ·ck-j j ~k ~j -=­
k :::: 1. j j -- i . 

--;:. i t. ·{_[ ei(k~j)x dg(x) } 

k=l. ~=-1 ' 

. N NI 

: j ( E'. ~k, ) {j£._.· 1e~ijx "$:j ) dg(~) -::..E)}ikx ,­
-11' . k=l .... 

N: 

-_ Tf' · eikx ~ ex• . L. ' k~ \ 12 dg(x) 

The condition is necessary. Since ( o: ) 00 
· · 1S positive 

' · 

n n~= - oo 

definite, we have in particular that 


N N. -i(k--j )x· 
c:· e o .• 

~ L k-j . > --­
k~l. j _: ::.1. ­

-. 
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We ,observe that 

N - t -im: 

-= N L_ (1 - l~l)cn e • 
A-'\:-N+I 

We l.et 
0 

Since 

O tor n=f=.m " -i(n-m)x fS e dx = 
-1\ 2rr tor n-::::: m 

we see ~ that 

1nx 
. \ ' 

\ (x) e dx ::::: (1 - ~)c •d-rr 5 " 
· N n 


-ir 


We pJtt 
1T" 1t 

__!._ s Q (x) e1nx dx = s· e 'imc .dg (x).' . 

21T , N . B~ 
-Tr -1' 

Then 
x 

~Cx) . f \Cy) d7; 
-Tf 

~ is ·a non-decreasing tunctlon with total variation 

1T 

S d'N:'x~ :::: o0• 
-lf 



By the theorem on p~ge 19 we can :find a subsequence ( jt__ ) 
00 

I -lik k =l 

which converges pointwise to a limit :function g which is 

again non-de.creasing and ~ bounde·d variation. 

Bt the theorem on page 13 we finally obtain 

" inx tr inx 

liin S e d~ (x) = S e dg(x) 


,k~OO --rr k -lT . 


and the theorem is proved. 
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ALMOST PERIODIC FUNCTIONS 

2.1 Basic Definitions and Properties 

A 	complex-valued continuous function f defined on the entire 

1real; line R is sa·id to be u . n L f o r · m ll y a 1 m 0 - s; t 

R e r- 1 o d i c , (UAP for short), if' to every E > O there: 

, 	 corresponds a number _L, =L( E) > 0 such that in each 

1nterva1 on Rof length L is situated an E - a 1 m o 1 ; t 

we r i o d of f, that is to say a number ~ =~-CE)- .1,2 

·that tor a11 :x: E- .R we haves 

It is customary to use the symbol. E { E. ; t} to denote the~: set 

ot E -almost p_eriods .~t the function t . and to use the symbol 

E {E ;r} to signify -the set or all.integers or Bfe. ;rJ. 

It is well-established usage to refer to a set E. of real 


numbers as r e :. ll at. t :L- v e; l L y d e n a e, if there exists 


'a number .T >Osuch that any interval or length T contains 


at least one element or E. 


In terms ot these conventions the definition ot a UAP1 function 
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reads as followss A complex-valued continuous function r 
defined on the entire real line R is a UAP. function it tor 

any E. > o the set E { e. ; f J is relatively dense. 

UAP functions were invented and thoroughly studied by 

Harald Bohr. In this section we shall l .ook at some basic 

propositions 1n the theory of UAP functions. 

I. A UAP function is bol.Ulded on the entire real line R.• 

Proofs Let f be a UAP function and take E. =l. Since t is 

continuous, the fwiction ' r \ has a maximum M on the closed 

interval [o,L(l)] , where L.(l) is obtained through the 

definition above. Suppose that x0 is an arbitrary real 

number. We select an almost period 't = 't(l) in the interval 

-x ~ x L. .-x + L(ll. Thus O -~ x + ~ L L(ll and we have
0 0 0 

and the p~oposition is p;r-oved. 

II.. A UAP function is uniform1z continuous on the · entire 

real .ldne R. 

Proof: Denote by E an arbitrary p9sitive number and take 

a number Li =L( E /3). The UAP function f is uniformly 

continuous on the closed interval [-1,1 + L.]. Hence we can 



- 28 ­

find a positive number 0 <l such that for any Yi and y-2 in 

(-1,l+L], tor which \y2-y- \ Ld holds, the ineq~ity1 

lf<Y2> --t<Y1>I ~ e;3 

is satisfied. Suppose that x and x2 is an arbitrary pair ot1 
real numbers tor which 'X2-X1 \ ~ d • Denote by 't! an E /3­

almost period off included in the interval [-~1,-x1+L]. 
Since \x2-x I £d and O 'x +· ~ £ L,. we easily see that

1 1 
-1 <. x + 't. ' 1 +L.. iherefore2 

\ f (x2 l-tCx1 ) \ ~ l f (x2>.-rCx2 + ~ ) \ + If (x2 +~)-f (x1 + ~ >f + 

-t-j f(x
1 

+ ~ )-f(x
1 

>1 <. E 13 + e/3 + C/3 = ~ 

and since we have chosen Earbitrarily, the proof is finished. 

III. Let f be a UAP function, For any positive number t~ 

is possible to select numbers L = L.( E..) ~ ~ =d" ( E ). .!2 

that in each interval. on th& re·al ._ld.ne R of length ·I;, we~ can.. 

find a subinterval of l 'ength cf' a1lJ-points or which are_E - , . 

almos-t periods of f. 

Proof: Denote by ~:· == T( E. /2) a positive number pos:s:ess·ing 

the p_ropert1 that in each interval on the · real~ . lttne · R. of 

l:ength ~ there .- is at least one e/2-~ost period of' t. 
. "' ""' Furthermore denote by S =- &- ( t/2) a ROsitive number such 

that 

http:re�al._ld.ne
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sup 'f(x+ h) - f(x) \ < E./2 
-OO~x,oo · 

~ N • 

if \ h I .L d'" • The number ct exists by proposition II. 

Let ~ be_. an ( f /2)-almost period of f ·contained in the 
"'-" IV ~ 

interval ( ex. + d , ~ + T + ct l. If l h \ L ~ , then the 
l\J

number "t: + h is .. in the inter.val ( 0( , oc. + T +2 ~ ) andi is 

an C. -almost period ,of f; the latter follows from the 

estimate 

) ~(x i-'t +-h) - i'(x) l ~ l f(x+h + ~) - f(x+-h).\ + 
- I 

+ \ f(x +- h) ~- f(x) I ~ E.. • 

,. 

IV. Let f and g be two UAP functions. Then for any ~ ') O 

there exists a number M( CC.) such that every interval on 

the real line R of l .ength M( E.) contains · at l .east one 

number 't- { E. ) which ·is a common E -alnlost peri.od of both 

functions f and g. 
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Proof: For E. >0 let J' be as in proposition III. Let the 

positive integer M be so large that every interval of 

length L -=. Mct contains an ( e /2)-almost period of .f as 

well as an ( E /2)-almost period of g. Divide the real 

line into__interyals In = [(n-l)L,nL). Then for each .· 

integer. n, In contains a <r E E { E/2; rJ and a "l: f. E fci2;g/. 
n n 

Divide the interval [-L,L) into 2M intervals Jk of length d. 

Since a-, ~ E-I we have I u- - -~ J ~ L, hence 
n n n n n 

Ci" - 't t- J . for some k. This k may. be called the index 
n n k 

of n. Since only finitely many indices are available, there 

exists a positive integer N.such that every possible inde~ 

is attained as n runs from -N to N. Hence there exists an 

m , .· ·, -N < m <::. N, such that n and m have · the. same 
n l ··. n · n 

' 

index k, i.e., <J"' - ~n E Jk and <rm - 'tm E Ji• 
n n n 

Let a­ =<r' - o- ~ -=- 't - ~ •n n m n n - m ' 
n n 

Also, 

Jo: - ~ I ( <in - "t'n) - ( q-m - 't'.m ) I"- d • n n n n 
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Since <rn f E { E ; f) it follows from proposition III that 

~n E: Ef€. ;tJ , i.e., ~n is a common E -almost period of 

f and g. It is easy to see that the set {a-nm =0,±1; •••J 
is relatively densei for any n 

\ a-n+l - a-n \ = \ ( a-n+l er 
m 

) ( 0-n - 0-m ) 1·~ 

n+L n 


flO-n+l-o-n\+\o-m -a-ml£ 2L+(L+2NL). 
n+l n 

Since each -~ differs from the corresponding 0::- by less 
n n . 

than~ , the set { ~ :n = o, ±1, •• •1 is likewise relatively 
. n 

dense. 

Remark: We see that proposition IV holds- for any finite 

system of UAP functions. 
... 

v. The set of integral &. -almost periods of a ·uAP ifrmction 

f is relatively dense. 

Proof: Let g(x) =sin 2n-x. Taking . E ~ £ , by proposition
1 

III there is a ~>o such that. all number~ whose distances 

from E{E ;f} are. less than ct belong to EfE ;rf. Take an
1 

>0 such that the elements of the set E{E 2;gJ differc2 
from integers by less than ct. Pick E =min ( c , E ) •.Then

3 1 2
the f 

3
-almost periods common to f and g, E { E 

3
;f, gJ , is by 

IV a relatively dense ·set and the elements of E{e ;r,gJ
3 1 
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I , 

differ from .integers by less than 0 because · g is ·periodic with 

period ·l. Let J denote the set of integers nearest to each 

number of E { E. ; f, gJ . Then J is relatively dense. BUt 
3


E.{t3;f,gJ c EfE
1
;rJ and therefore . the distance of each 


number of J from the set E {E
1 

;f1 is less than d and· 

consequently each number of J belongs to E{£ ;ff~ and clearly 

to E {E ;ri • Thus J' being relatively dense, E {E ;~J is als.o 

relatively dense. The proof is finished~ 

Consider the c·omplete metric space M00 of bolUlded cmmplex­

valued functions on (- oo, oo ) , where distance between two 

elements f and g is defined by 

sup \ f(x)'-g(x) \ • 
-OOC:.X4'.oc 

By proposition I each UAP function belongs to M •
00 

We shall call a set Q_in a metric space X sequentially c.ompact.. 
I 

if every- infinite subset of Q c·ontains a . convergent sequence 

with limit in X. (but not necessarily belonging to the set Q). 1 

V:I. A set S of UAP .frmctions is sequentially compact in M
00 

if and only if: ·l) the functions of the set Sare uniformly 

bounded and egui-continuous and 2) the functions of the set S 

1 
. are egui-almost periodic, that is for every IY1_ > 0 there _ 

exists an L =· L( "1.) such that each ·interval of length L. · 

contains a number p which is a tvz. -almost period for all 

functions of the set s. 
Proof: Nece~sity. .Consider condition l') first. L.et S be· 

sequentially compact. The ·uniform boundedness of the function 

http:OOC:.X4'.oc
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in S follows the fact that every sequentially c.ompact set S 

of a metric space is totally_b.ounded. We show that S. is an 

eqlli-continuous set of functions. For given e > O we:~ cons.truat 

a fihite E ;3,.;net ~, • • •. , un for the Silt s. Since the ·: '\:~ s 

of the f /3 -- ne.t can be: taken as belonging to s·, it is; clear 

from proposition II. that the uk 1 s are 'lllliformly continuous..; 

on (- oo, oo ) • For each '1:k: we select a dk such that 

J.'\:(~)-'\:(x2>.I ~ E13 holds tor \ x1-x2 \ <: f'k. Let 

d = min d:k· •
1 L kL n 

It \ x1-x l L c\ , then for each function u E:-- S we~ have
2 

luCx1)~u<x2>l L. sup : lu<x1 l-u. Cx1 l\ + \u Cx1 )-ukCx2>.\ 
-oa~Xl4'.0o k k ­

-t- . . 
sup ll)c<x2Y~u<x2) \' 2f'C:u,l\:) + €/3. 

- Oo 4'. x ~ oo . - _
2 

If we:~ Rick from the .ne.t that -- function '\: tor which 

l (Uit,,u). ~ .E_13, ... 

then 

Since t: > 0 was..-arbitrarily cho.sen and since~: the above 

estiinate . doe~ no.t depend on the : p,os:ition or the: noints 

x and ·x
2 

nor on the-: choice of ·the i'UI?-ction u . ot.~ s, we;
1 

http:oa~Xl4'.0o
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get that the sst S of functions is equi-continuous. 

Now we · consider condi,tion 2). Since S is sequentially compact, 

there exists for each "l > O &l finite '?13 - ·net for the set S 

consis;ting of el.ements v
1

, •• ~, vn; , all . these func1;1ons we: 

can consider as belonging to the set s. By the remark . 

following proposition IV there exists a number L ">O with the 

property that each 1interval ( 0(., ~ + L) contaihs a number· t 

which is for all vi (1 ~1, ••• ,n) a common '?13-almost 

periods 

lv1<x+t)-vi{x)\~ (13, 1=1, ••• , n; -Oo < x "-00. 

N\. 

On the o.ther: hand Cv1)i = 1 constitutes an .(13 ­ ne:t. 

each f~ction v~ . s there exists some v1 for which 

Thus tor 

From the last two inequalities follows that 

tv<x+-t)-v(x)\ ~ lvCx.+t)-vi(x+t)/ + lvi(x+t)-vi(x)J 

+ \ v1 (x)-v(x) I ·4. 3( 13 == ( for - 00 "­ x £. 00 • 

Hence t is an ni -almost period for all v E S and the necessity . 

or cond~tion 2) is, shown. 

,. 

Sutficiencyo We · assume that a se-t s .. of UAP functions 

satisfies conditions 1) and 2) and w~ select an "'\ > o. 
Furthermore let L= LC(> be so determined that each 
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interval of length L has an,, -almost period for all w~ s. 
For each function w E S we define a function wby 

w(x) for -L ~ x ~ L 

w(x) = 
nL ~ x ~ (n+l)L n :.1,2, ••• 

w(x-r ) for 
n nL ~x '- (n+l)L n =-2,-3, ..• 

Here rn is an ~ -almost period for all wE S which is in the 

interval (nL, (n + l)L). 

We denote the set of all functions w by SN\ • The functions 

win Si'Vl satisfy on the interval [-L,L] the conditions of 

Ascoli 1 s theorem, namely: If Q is compact, then a set in C(Q) 

is sequentially compact if and only if it is botmded and . 

equi-continuous. Thus S "1 is sequentially compact in the 

sense of uniform convergence on this interval. Since 

x-rn E [~L,L] , by the definition of w, a seq~ence of these 

functions, which converges uniformly on the interval [-1,11 , . 

also converges uniformly on the entire real line. Hence 

the set SN\ is sequentially compact in the sense of uniform 

convergence on the entire real line, that is in the sense of 

the metric of M 00 • For arbitrary wt S and the correspond­

ing wE '-8'1 we·, have 

w(.x) - w(x) =0 for -L. ~ x ~ L. 

and 

w(x) - w(x) := w(x) - w(x-r )
n 
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nL . ~ x L (n+l)L. n -= i,2,3, •••for { nL. £ X ~ (n+l)L. n = -2,-3, 

· Since rn is an '1 -almost period of w we have for arbitrary xi 

I w(x) - W(x) I ' ( . 
. Thus the sequentially compact set s"? f'orms an "l- net tor s. 
in the space FI 00 • Hence S i :s sequentially compact and it 1is 

verified that conditions l)· and 2) are·-1il fact sutfi:cient. 

This ends the proof of the· :gr.opositi0n. 

For ~ E R the translate f ~ of the function t is.. defined bl... 

r ~ (.x) =- f(x + ~). 

VI.I. A eo·ntinuous function is UAP if and only if' the . set 


ot its trap:qates is sequentially compact in Moa • 


Proofs Let · f' be·: UAP. ·Evidently the set of translates satisfies 

bath conditions of p,rop.osi'.tion VI. · 

Converseir suppose-; that the:-; set -ff-,._..:: ~ E:-R) is seqµentially 

compa'C,t. ~en it c:ontailis a fiD:Lte -~ -- net f ~ , ••. · , :r ~ • 
~ . l n 

We order. the:. f' ;>..i according to ri'sing index >- < >- "­ ••• <. ~ •
1 2 n 

For:· each r..,.... ~'ere_, exists an r . ~· such that 
1 . 

sup \ r ~ (x)-t ~1 (x) \ '- E. 
-00~ x ~ 00 
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or 

\ f(x + ~ )-f(x + ~i) \ L.. C. for all x. 

If we-· nut x + ~i =x', we .· get 

1 LI f (x' + )\ - )\. l-f(x' ) \ ' E. , - oo ~ x • oo • 
. 1 ' 

Thus for an arbitrary real ~ one-~ of the numbers ~1 '>.. - . 
1==1,2, ••• ,n, is an £-allnost period. It follows that 

each iilterval Ca,a-+ ~n - ~1 ) contains an E -almost period. 

For if we· put a-+ )\n ==- ~ , we obtain as £-almost period 

one o£ tha' numbers a+ ~n - ~ 1 , 1 =11,2, ••• ,n. Since 

~i. ~ ~:i. .e:.. ~n we have a + )\n - ~1 f [a,a + )\n - ~11 
and the proof ~s complete. 

Remark: The p_roposition VII can serve: as:} an al·ternate 

definition for UAP functions; this was:. dbne by s •. Bo::chner • 

. Using thi·s definition .of UAP function we· easily obtain that 

the sum of.· two UAP functions is again a UAP function. ­
" . 

Indeed, if t ·and g are.· two UAP' · runc.tion~:, then b~ proposition 

V:I.I any ~equence (f+g) "'I'= f ~ + g ~ ·> has ·_ . /An=- )\ 1· 1 1 1 n . 

such that ( f ,..,.__ ) ~d (g ) are both uniformly_convergent. 
. / · ll . rn 
Thus ((r+ g)r n) ::: . (fr n + grn' is also uniformly 

convergent and by:, VII. t+g iS a UAP function as well •. 
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It is trivial that wi:th r, the functions at, f~ and I ti, 

where a is a complex and c is a real number, are UAP also. 

Since 

2 2l t Cx +t)-t (x) \ = 'f(x + t) +f(x)' \ rcx +t)-t(x) \ 

and 

f(x)g(x) = (1/4) { (f(x) +g(x)) 2 - (f(x)-g(xll2 ~ 

w~ see.; that the_produat of two UAP funct1·ons .is UAP· as· well. 

VIII. The uniir·orm limit f of a sequence (fnl.:° l of UAP. 
/ 

functions is again a UAP function. 

Proof:. Giiren any . ~ > o, piok N: = N{ e ) such thact 

sup If(x)-rN(x) \ < E/3. 

-00 ~XA:::..00 . 


Le_t t be an c/3-almost period of fN. We have 

.'i;rCx t-t)-t(x)I 4 Ir(x +t).-rN(x +t) I + ' rN(x +tl-tN(xll 

+ l r (x)-f(x) l < 3 ~13
N . . 

proving the Rroposition because . E { c!: /3; f Nl is relatively 

dense, and because .. of the above inequal~ty each E /3-almost 

period of tN is an ~ -almost p_eriod of t, E{~ ; tJ is 

relatively dens·e·. 
. . 
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Remark~ We may summarize some of the above· resul.ts in the 

following statement: 

The set of UAP functions forms a complex Banach space under 

the norm 

II t ll -= sup I t (:x:) I • 
. -00 ~X<OC> 

An important consequence of proposition VIII 1S the· tollowili-g. 

Consider the set of all exponential polynomial.a 

where \ are real numbers and ~ are complex nwnbers tor 

k:::: r, ••• ,n. Each summand in the above expression is a . 

periodic function with period 2 TrI \ ~k\ if ~ =J=. o, or 

constant, and therefore a UAP function. Thus::. the sum sn is 

a UAP function as well. Looking at the class . of all .. 

possible uniform llllits or exponential p_9lynomials, we get 

by, force: of proposition VIII·, that all the :functions thus 

resulting are UAP also. 

In the·~ remainder ot this chapter we occupy ourselves with 

establishing the converse: result, namely that each UAP 

function is the unitorm limit of exponential polynomials. 

This result gives a deep characterization of the space ot 

http:resul.ts
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UAP functions and i 1s the content of' H. Bohr's 

APPROXIMATION THEOREMa Every UAP function f' can be 

approximated uniformly for - 00 < x 4' 00 by f'1n1 te sums 

or the form 

IV\. i )\kx
s(x) - ,- ~ ~e 

k=• 

that is 1 for each ~ > O there ex~sts a SYI!! § §:QC!} that 

I :r(x)-s(x) l ~ f tor a1l x. 

In conclusion of', this se.ction we menti:on the · f'ollowinga 


If 

00 

(the 8ic's are .complex .numbers) ~ lakl ~oo 

.&z..-=.' 


>-. 00· and ( k)k :l is a set of' real numbers, then 

is a UAP·· function. The r.0regoiing s.tatement. is an .immediate 

conseqJ.iencEJ) or.· proposirtion VvIII and'i wiilJll. be ·used,_• in the : 

nex-t .. section. 
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2.2 On a Theorem' in AddLtive NUmber. Theor~ 

In thi·s section we empi.oy the r.epr~e·sentation theory ot 

p,.ositiv~ : def'inite s.equences to der-ive . some :proposi t:l:ons. 

or number theoretie· character. We shal[ ca11 a. set.E ot 

po.sitive integers r e l L a: t . i i.. v e l L y d e n1 s:; e, if 

there exists a number T ' > o_ such that any 1nterva1. of 

length T on the posilive part ot the reaL 11ne contains; 

at least one e~ement of the set E. We prove tirat the 

tollowing proposiltion: 

I. For· any relatively d-ense ; set of positiV'e integer.s . E: 

~ ·it is possible.- to exhibit real numbers " 1 , ••• · , 
m 

such that all: inte~ers n, for. which the numbers 

~ n . 

k (k = l, •••. , m)


2,,... 

differ from integers by no~ more than 114, are . representable~ 

in the :torm. 

n=n-.-t-n -n -n,p q r s · 

where. n , n , n , · and n belong to the s:e-t E. 
p ~ r s 

The toregoing p;r.oposi,tion will. be used in the : next saction 

tn show that the alinost periods ot a UAP· tunction coincide · 
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with the solutions of a system or inequalities , or the form 

l ~kt I < d (mod 2 n ) ; k =1, • • • , m. 

These · inequalities signify that there exist integers 1'1Jc tor 

which tha ordinary ineqJlaJ..ities I "-kt - 21Tl\: I ~ <f , 
k = 1, ••• , m, ai:e satis£ied. 

We now turn to the proof of proposition I, stated on page 4L. 

Suppose that E 1ls a . relatiYely dense set of posiitive integers 

and lJet 'X.E signify the characteristic function of the se.:t:.E• 

We denote by 

A z_ °)(E(n) 
R . · co.c::n~N) 

and for al1 integers n we let 

cPN(n) = __!._. L_ 'X-E(n+nl) 'XE<n1)•
J A (O~ n .(... N)N . l 

In the sequel we consider only those .. natural numbers . N' tor 

which the foregoing function ~N is define~, that ~s tor 

which AN -:Po. 

We no.te · that 

By the theorem on p_age 16 we s.ee :, thajt from the:: sequence· ( p N ) 

we -can select a aubsequence ( j>N' ) whiCh c·onvergesi pointwise,
1 

that is tor each integer n, to some liln1t funct~on s=>w. 

1 
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Moreover we .. havea 

We observes If _9'->\.U(n) > O for some n, then this n .can be 

represented as difference of two elements of the se~ E. 

Indeed, it g.>Ul(n) > 0 for some n, then there exists · an N·: 

f~ which j>N(n) > o. Thus for one of the numbers . 

~ := 1, ••• , N-1 we have 'XE(n+n1 ) :XE{lli) > 0 and 

conse.quently n+t1i :=. ~ EE and~ E- E; but n = ~-n1• . 
I 

We now verify that j=>l4>{n) is a positive definite sequence . 

tor n::: o, + l, ±:.2, ••• ; we show that tor any complex 

numbers ('0 , ( 1 , . ••• , fm {m ' 00 ) we · have that 

H= 

Consider an approximating sequence (_g'N -') tor .Pw •.. 1hen 

R . lim 
N'~oo 
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Hence 


--

as N'1 ~ <X:> • There:rorei Ir> o. 
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In view of the anal~tic representation· theorem tor JP)sjj_tiiVe · 

de-tini:te s-eQiuence:s (see page 23) we can write 

ir int 
~ (n) :::: S e · dg(t), (n =- o~, ± i 1 ±2, ••• ) 

«.L\ -lT 

where g is a non-decreasing tuncti:On whose-- to.tall variation is~· 

"iT s dg(t) = s>Ul (0) ~ 1. 
-TT 

Decomp.osihg the·: ftlnction ,g into_ii'ts monotone-~ increasing__ 

ji&Jnp--fUnction gdl. and iits monotone increasing continuous 

P~-t g , we; define . 
c 

'P (nl and · 

We note that - p (n) rep_re·sents an absolutelr:i: convergent. ser.ie·s 

with. non-negative coefficients: 

We also se·e-. that f (n). poss:e·sses the · folll.Owihg._:asymp(tot1c 

behaviour a 

~ {n) ~ O aa:.. n ~ oo • 
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The latter assertion .is a consequence of the Riemann-Lebesgue 

theorem; ~ {n) represents Fourier coefficients ot a summa.bl:e 

tunetion. 

We now show that 'f' (n) is non-negative. 


The proof conveniently sp11ts into two steps; firstl7, we show 


that the ~ssumption ~ (n ) "'- O for some leads to a . c~ntra-­0 n0 

diction and secondly, we show that the ease Im( ~ (110)) =#=- 0 

for some n0 is im:g:o~sib!e as well. 

Assume that for a certain n we ~ve P (n ) <::: o. ·Then we . can0 0 

find a. real ~. number 8 > O such tha·t the set 

td = { na 'P (n) L.. - cf ~ 

is not empty. Since ~I Ck l ~ oo , the function 'f.1 is... UAP 

by what was said at the end of the last s_ection '(see p~ge 40.). 

Put~= -( 'f-<n0>+o ). The set 't.. or integral E-a.J.most 

periods of'£ is relatively dense by proposition IV on page 3lo 

Take any m E 't. . The~ I 'f' (n0 + m) - P (n0) I L E.. so that 

'E (n0+ m) L ... ..~Cn0) + E. = -d • .Hence n +m C 'td , and
0 

since 1:. is relatively dense, so is ~<f , We can f'ind a. number 

rt' t 't:d such that I4f (;) J <: d /2 on account of' the 

asymp,totic behaviour of ~ (n) .as n ~ 00 · • Therei'ore we 

have .PU> c~ ~ 'E ci:> ·+ I~ c;;'> I ..c:: -d12 <. o. But thiS 
. ""' 

contradi-cts the fact that 0 4'. pUJ (n) ~ 1 (see page l+3). 

In a s1in1J.ar manner we convince ourselves that ~ (n) in not 

http:s1in1J.ar
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complex. For, if there was a number n0 such that 'I' (n ) was
0

·a proper: complex number, then we could find a disk in the 

complex plane wiith center at the p.oint P .Cn ) such that
0

all points of this disk would be- at a distance, say <f ";> 0 
. 

or more, from the real .axis. The set of numbers n for · which 

'P (n) are J.:ocated inside the mentioned disk would cons.tLtute:· 

a non-empty s.et which wo.u:Ld in fact be relatively dense• . In 

this relatively dense set we could pick an element n such that 

l~,;,I L. ~ 12 holds. The-rerore the sum p <~> +~Cn> = J.>. c;) '­
. . 'Al 

would have to be a proper complex number and we once agaiil 

have reached a contradi.ction. 

Next we want to show that the average 

llm '±.' (n) 
K ~oo K 

(0 4' n <.. K) 

is strictly positive. 


From the asymptotic behaviour of ~ (n). we have 


~ (n) -·~--~:-7 0 as N ...:...-.-> .00 • 
N ~ 

(0 L. n 4'.. N). 

Thus 

c = 14.m .2- .P. (n) •
0 K~oo K. ~ 

(0 < n <. K) 

On the other hand I 
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2- =j>N(n)
K ' 

(O~ n<. K) 

. 

- - ~ · 'X-E<~> [ + ~ 'Xx<n2>}• 
~ (O<:n1<.N) (~<n2 <.~+K) 

Since E is a relatively dense set or positive· integers, one 

can find n'ijJllbers a > O and K0 "> O such that the number ot 

elements of the set E situated in any intervar.ot Length K, 

where K ~ K , will. be ]jarger: than aK.
0


Consequentl}r, 


-\ . z.. 'XE(~) ~a
K 


(1\~ n2 "' +K).
n1 

and ther.efore: 

\-
K ~ 

(0 ~ n <.. K) 

Passage · to the limit as N ~ 00 gives 

-' ~ j>w(n) ~ a 
(0 ~ n <.. K) ' 

so that we get the desired re=Sult, namel71 c0 ?: a >o. 

http:intervar.ot
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We consider the convolution . 

/\ (n) = 
N .N ~ 

(O~~<. N) 1 

Since J? (n) = '£(n) +- ~ (n) and making use of the ·asY.Illp.totic.­
tu ­

behaviour or 4? (n) as n ~ Oo , it is seen that the · toll.owing 

limit exists: 

/\(n) = lim /\N(n) = ld.m - 2:_ ':£'Cn+11i> p <Di>;
N--> oo · N ~oo N 

(0 ~ lli~ B) 

we obtain 

2, 2i~kn
/\ {n) ::::. C

0 
+ c::___ ck e • 

Ak-:f=O 

If for some n0 we have the inequality /\(n ) > o, then we can
0

find a number n1 such that 

holds. In this cas.e however the numbers n0+ 11i and lli can be 

represented as difference of two elements of the set E (see
I 

page 43). Thus every n, for which l'(n) > 0 is sati~tied, has. 

a representation or the type 

n==n+n -n... -n,p q r s · 

where n , n , n , and n -belong to the set E.
P q r s 

The series 

1'Cn) 
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converges absolutely; we also know that c ~ o, :> 0ck -::::0 
and /\ (n) > 0 because P<n) ~ o. We write 

m 00 

2 2 ·2 
/\ (n) -- co +~ c cos· ~ n +L c cos ).. n,

k k k ' k 
l:c =l k= m+l 

where it can be assumed that 

L 
00 

2 2
L c /2 ,c cos ~ n 

k k 0 
k=m+l 

upon suitable cho·ice of the number m. This then means that 


m 

2 


/\(n) > co2/2 + L c cos ~- n. 

k k 

k=l 

The quantity on the right side of the la.st inequality is 

larger than · zero provided 

m 

>... ~ > 0
k = . 

k=l 


This will be the case when cos A n > o,· the latter 

k =­

condition amounts to the requirement that 


\~kn\ ~ "lf/2 (mod 2ir), 

The foregoing therefore answers the question, wheri is f\(n) > o, 
considering the series expansion for /\(n). 

Evidently we are now done with the proof of the proposition~ 

. stated on page, 41 • . 

·..,, . 
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In the foregoing proof we e-stablished that 5'"4J (n) > 0 iinplies 

that n permits representation as difference of two elements 

of the relatively dense set E of positive integers. We wi·sh 

to find out next what analogous claiin can be made relative to 

the expression 'f (n). We commence with a definition. 

If S is any set of positive integers, let 1T (S) denote the n 

number of elements of S less than the natural number n. 


We say that a relatively dense set E of positive integers : . 


satisfies a certain property P for n e a r l · y a i 1 . 


elements of E, if the subset E1 c E of elements not 


satisfying property P is negligible in the sense that the 

' 

ratio Tr (E ) I 1f (E) tends to zero as . n ~ oo • 
n 1 n 

We show that if ct> O is a sufficiently small fixed number, 


then nearly all n . tor which ~ (n) > d can be represented 


as difference or two elements. of the relatively dense set E 


of positive integers.· 


Consider .the ·set of positive integers 

oi = { n 'f' (n) > .r 1.0 1 

That. the set Ol.0 is infinite for some .d > 0 follows from 


the fact that 

1lim '£ (n) - c

0 
'"> o. 

K~oo K 
O£n~K 

c.J7.' ot. Let d"" denote the subset of cl whose elements are not 

., 
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i 

representable as differ.ence of numbers in E, then by what 

we know about 5P. ' 
\..\J 

I

S'lU(n) =O if and only if n E lnf . 

Whence 

¥ (n) 

04'n<:N) 
( 

E OZ./n 

and therefore 

N)O<:.n.t::.N) 0LnL 
( ( 1 

n E Ot..t' nf Otd 

Thus we get 

L 

But for any sequence· of numbers converging to zero, the 

sequence of consecutive arithmetic means converges to zero. 

Since Ul.d is infinite, ·the asymptotic behaviour of ~ (n) 

as n ~ oc implies 
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and therefore 

lTN ( <JtJ'') 
N .~ oa. 

1TN ( ()(d) 

But this i 's what we. set out to ·do. 

, 
By an argument completely analogous to the one given on pag~ 

50, we"· observe that the consideration of the serie-s 

fi {n) 

leads to the following statementa It is possible to exhibit 

real~_ numbers ~l! ••• ·, ~m' ~>o, <.t> O such that 

'£ (n) >d for any p-ositive integer n, tor which alJ.L 

numbers 

(k = l, 2, • • • . , m) 

differ from integers . by not more than '1. 
It is now easy to see·· the Validity of the following propositions 

For any relativelY dense set E of positiYe integers we: cap 

fihd real!. numbers ~1 , • • • , Am and ,, "'> 0 such that nearl:v 

all integers n, tor which the numbers 
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~n
k (k = 1, ••• , m) 

differ from integers by not more than "( , &re representa~le 

as difference or two elements of · the 
( 
gi~en 

. 
set Ee 

.. . 
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2.3 ~eorem Conc·erning Alinost Periods 

Using the results of the last section we pr~ve a theorem 

concerning the aJ.ino·st periods of a . UAP function; this 

theorem gives a deep characterization of almost per~ods. 

In the next se~tion we shall derive from it Bohr's 

approximation theorem without the use of limit periodic 

functions. 

THEOREM CONCERNING ALMOST PERIODS: If f is a UAP' function, 

then for any given f. >O we can find a . J" > o, and reals 

~ 
0

, ~1 , • • • , Am such that all solutions t of the_ 

system of inequalities 

k:::. o, 1, ••• , m 

are f. -almost peri'ods of the function f. 

The proof of the foregoing theorem conveniently decomposes 

into two lemmas. 

LEMMA 1: Let. { t 1 , t 2, ••• } be a relatively dense set of 

positive reals, Moreover, suppose that there is a positive 

~ o< such .that for any distinct indices I1i Jm9: n2 

holds. Then tor any given I-'> o we can find a 0 >o, g 
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reals >. 0, ~1 , ••• · , ~m so that all solutions t of the 

SY~tem of inequalities 

l ~kt f ~ d (mod 21T ) ; , k = 1, 2, • • • , m 

satisfy as well an inequality of the form 

J t - (t +- t - t - t )\ L j->p q r s 

with suitable elements tp, tq, tr' and ts' deperuient on t 

and belonging to the relatively dense set { t 1 , t 2 , ••. J • 
Proof of the lemmas We first determine a natural numberM 

so large that 

(1/M) ~ o< and (l/M) ~ ( i-' /5) 

holds. Next we . select natural numbers n1 by the following 

rule:. 

1=1, 2, ••• , 

.\ 

where[ J signifi~s the integral part of the numb~r so 

enclosed. We now observe that for i =F k and t 1 > tk we have 

Thus the numbers ni form a rel~tively dense set or distinct 

positive integers and we can apply the prop.o.sition [ J. ot>the 

last se-ction (see page l+l) ;. there are reals ·~l' •• ~ , ~m 

so that all numbers n which solve 

k =l, 2, ••• , m 
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are of the form n =np + nq - nr - ns:• Since we operate with 

· r .e-sidue classes mod 2 lf', we ·may assume that the ··reals ~1 , 

••• , ~ lie in the interval [o,2rr). We put
m 


= 2 TrM and <f" -= ir /(l+MJ
~0 

and show t}lat the numbers ~0_, ~1 , o••· , ~m and d are.. 


such as lemma J._ass.erts. Let t be a soliUit1:on of 


I )\kt I <:.. J" (mod 2 1T ) ; =- 0, li, m.k • 0 • , 

~hen there exists a number n su·ch that 

or 

In addit10n, there: ~is.t integers n1 , ....' n · such that m 

· holds for k = i, 2, ••• , · m. Therefore the numberl n satisfies.: 

for: k = i, 2, o.. , m:.the ihequalities.> 

I ">-Jt11) ~ 1f /2 (mod 2 'TT)~ 
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But n = n + n · - · n - n and Wfr have . 
· ~ q r s 

I t - <t + t - t - t .. l I !f:p; q r s - . 

~ I N\ ' ..1..1 "" N\p M.,,._ Ao\M, I
' -== t - M 1 '"' - c. M + M .- M - ~ ) ~ .­

+ l~ -t \ +-I'"" - t .. l+I~ -·t I+I~.--t ,. 1 "' M . P~ M q l"l r ·· M : s 

This means-· that we: have· what we: s:et out to do. 

Remark; In lemma 1 we can delete the conditions· 11 slipJ>_os.e that 
~ 

there :Ls a positive real. o<. such that for any ·diatiinct 1ind~ces., 

n _and n
1 2 

This condition is a. bonus or the fact that the s:et { t 
1

, t 2, •• • l 
is relative1y dense. Indeed, if [ t , t 2 , .... J is relatively

1
dense·, then we can select a . T > 0 such that ever.:y: interval 

ot length T/2 contains an element of the s.et { tl' t2' ••• ) • 

It we~ pick< from ea,ch interval ( (1-l/2)~'tiT'), 1 =1,2, •••, 

an e1ement t~, then 

1 -==/= k. 
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In view of the preceding remark we have: 

. LEMMA 2: Let E = { t 1 , t , •••J be a relatively dense se·t of
2
 

positive reals, Then for any given ~ >0 we can find a 


d > o and reals ~o' ••• , ~m so that all solutions t or 

\ }\kt ' < cf' (mod 2 1T ) ; k == 0, 1, • • • , m 

satisfy as well an inegua1ity or the form . 

I t - (t + t - t - t ) I L. Bp q r s ,­

with suitable elements tp; t, t, and .t dependent on t and q r s 

belonging to the set E. 


Be£ore we start with the verification of the theorem concerning 

almost periods stated on page 55 we insert the following two 

observations. Firstly, it is not necessary to get into a sep8tate 

discussion of positive and negative almost periods because i~ 
r 

t is an E .-almost period of a UAP tunction r, then so is -t. i·:· 


Secondly, if t and t 2 are ~ 1- and ~ 2-almost periods of ~ 
1 

UAP function r, respectively, then t 1 + t 2 are C~l + ~2>.­


almost periods or f. 


We select some relatively dense set X =f t 1,t2, •••J _or ~/8­
almost periods of the UAP· function f and applr to 1it lemma 2~ 


First of all we pick (3 to be arbitrary. We get that the 


solutions tor the . system or ineq~ities . 
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I \ t I ~ d (mod 2 lf ) ; k ::::: 0, l, • • • , m 

with the numbers >--0 , ••• , .~m and J' dependent on ~ also 

satisfy an inequality Of the form 

' t - (t + t - t - t >I 4. f3.( p q , r s ,­

Since the elements of the aet E are ~/8-almost periods or _t, 

we have that 

. t + t - t ~ t ::. t( ~)
· P q r _s 2. 

is an € /2-almost Reriod ot: t:. The number t( ~ ) dit:rers 

from t by at moat (?' • The function f is uniform1y continuous . 

on the entire real line byypropos·i tion II on page 27. Thus we 

can take (3 so small that every number t whi.ch differs from ·an 

almost P.:eriod t( ~ ) of :r by iess: than f-' 1 

is an f -almost period of the function f~ Thus, if ·~> 0 is 

"given, we .s.elect(3> 0 so·· small as .was just explained. Then 

by lemma 2 -we choose the numbers cf , ~ 0 , ~l' ••• ' ~m 
and note that these numbers are precisely those whose 

existence is claimed in the theorem concerning almost p,eriods. 

This finishes the proot. 
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2.~ Proof of Bohr's Approximation Theorem 

Keeping in mind that our problem is essentially · :~ the -· construc4>­

ion of Fourier series for UAP functions, we are obiiged to 

iook first at a theorem which is the key to all thes~ 

considerations. . i 

THEOREM CONCERNING MEAN VALUE: For each UAP function r there 

exists the me a. n v a 1 -u e 

-r 
M { f (x) j = lim · ..L S t(x) dx. 


T~OO f 0 


Moreover, the limit 

a.+T 


lim ..!.. S f(x) d:x: = M{tCx+a>J 

T~OO T." Q.. 

exists uniformly for a. 

Proofa. Let t > O be given. We put 

L = L(~ · /2) and A-:: sup 

-oo<.x.c:..oo 


Denote by o<. an arbitrary real number and by t an e/2-al.Jnost 

periQd o:r t situated 1n the interval ( C)(, o< + LJ. ~en 

I ~~T . 

S t(x)dx - ..L · J t(x)dx I <=­
o T ~ f 
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T t+T 


L I~ S i'(x)dx . - . I f i'(x)dx J -t 

... 0 T1 't:. 


:t o(--\-T 


-t IJ__ si'(x)dx J+ IJ_ s i'(x)dx I~ 

T oc.. T *+T 


T t ~ o<+T 


~ ~ S\1'(x)-1'(x+ t>I dx+ ' f \rCx>I dx+ _!_ S \t(x)l ~ 

T o T ~ T t--+T ~ 


\ . 

~ E /2 + (2AL)/T (1). 

- because 
t ;t+T o<.+To<+T 

5 ~ ·S + S + S 
o<. o<. t -*9+T 

and 
.,, 

;t:+T T 


S f (y)dy = J :r(x+ t)dx 

;t 0 


when we· aet y =x+ t. 	 • · 

Considering the arithmetic average or the n differences 

-r 	 AN\T 

.J_ sf (x)dx - ~ f r(x).dx; m -= 1~2, ••• ,n 

T 0 T (AM-I) T ­

we get from (l) a 


""T 


I	-1 
-r 
. Si'(x)dx - ~ f i'(x)dx I~ f /2 + (2AL)/T. (2) 


T 	 nT0 	 0 
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Let TJ. and T be positive numbers such that m =~2T2; where2 1T1 
m and m are integers. From (2) it follows that 

l 
1 2 

\. . T2. 

_!_ . s' f'(x)dx - _!__ s f'(x)dx I-" ~ + 2AL( (3)~ 	+ t>. 
Tl o T2 o 	 ' ., 

The last inequality carries over to arbitrary positive · . 

numbers T and ~2 by conti~uity consideration• If ~ and T21 
are strictly greater than (4AL)/ E , then we see from (3) that 

Tl T: 	
/ 

/ 	 __!__ f :C(x)dx - J_ (:r(x)dx J <. 2 ~ 
Tl o . T2: o 

which proves; the exist.ence or the ]imit 

T 


lim J_ S t(x)dx == Mf t(x)< •

T.'	 ~OO T 0 · J 

Taking n ~ oo in inequality (2) we ge.ta. 

T 

·1~ ~ f'(x)dx - M {r<x>J f L E /2:: t- (2AL.)/T. (4) 

To get the second assertion of the theorem, we ·· note first · 

that for a constant aa 

M { t(x-t- a)j = M.f f _(x)} 

because··. 
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Q.+T 


' T
- 5 f(x+a)dx = J_ S f(x)dx 
T o T 

Q.+T
0 T 

- _!_ S f(x)dx + _!_ f f(x)dx + _!_ J f (x)dx, 

T°" ··· · T T.· T
0 

where for T ~ oo the second term on the ri:ght hand side 


or the last equation tends to M{r(x)J , whereas the oth~r 


twa 1 terms tend to zero because th&· absolute value of each 


is ~ lal A/T~ 


It remains to show that for each E > 0 there existsi 8l 


number T == T~( f.) independent of the number a such that

0 


for T > T:1 the inequality
0 

I ~ ! f'(x +a)dx - M { f'(x t- a)J j <:. ~ 
0 

holds. But this follows directly from inequality C.l+l be:cause 

the numbers A and L are :Lndependent of the number a. ~ing 

· in particular a =-T. we get 
... 

0 

· M f :r:(x)J ;:: lim .l S f(x)dx = 
I T 

.~' ~oa T_T 2'.f s t(x)dx• 
-T 

The proof .or the theorem is complete. 



- 65' ­

1 .~x ]
In the interval ·- co < x ~ 00 the .s~stem { e a >.. real . 

· is an orthonormal system in the sense: 

We let 

· { -1>.x? 
a(~) = M f(x) e J • 

The non-zero a()\)• s are at most countabla and are~ . called the 


Fourier exponents of the ftUlction r. 

Indeed, let "l' • • • , ~N be distinct real numbers and c1 , ••• . 


••• , cN arbitrary complex numbers. Then 


. N i~x 2 
M ff r(x) - ~ c e ~ I ] = 

~==• n 

. . . 2 N 2 t"1 2 
=- M{lt<xl\ - ~'a(~)\ -+ 2:_ \c -a(~)\ • . ~=, . n .A.\=t n n 

First of all it is clear that the mean valµes appearing in 

the foregoing equality exist because the functions involved 

are UAP". The equality is verified as tollows :· 

S '.. . N . i~X,23
M-i (f(x) \·- ~en e . n = 

~=-· . 

. N i ~ x N -i "' X 

M { (t(x) . - 2_ en e n ) (f (x) - · ~ en e n ) J = 


"-'=t . . ~=· 
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N -1 ~ x 7M{rCx)ffx>J - ~ c M{f'{x) e n J 
A.\= I n 

. N 

+z 
..A.\ - I,-
N N N 

~ M{ltCx>! 2J- 2._ ena( "n) - ~ °na( >.n) + ~ enen = 
. i\.<\=t M"=I ~=t . 

N . N 
2 


== Mf lf'(x)I J-""-~ (en-a( )\n))(en-a( >-.n))-~a(>..n)a(>.n) ­1
2 l'I 2 N 2 


:=: Mf \f(x)f - 2:,.. ·la< ~n)I + ~ I 0n - a{ )\n) I • 

. ~=1 M=I . 

Taking in part1:cular en= a( ~n)' n-= l, ••• , N, and s~nce . 

r rJ 1)\x 2 
M1 lf'Cx) - ~ en e n I J~ o, we get Bessel's 

"""= t 
. iilequality 

N 

. ~· la<>-n>l 2 ~ MfjtCx)r 
2J. 


""'"' :::. ' 

From it we · see that the number of ~ for which ( a(~) I > d 


2
is less than M{ltCx>l 2j'I d • Taking dn .-:.1/n (n=l,2, ••• ) 

we consider the sets B = { ~ s I a( ~) \ > i J and1 
Bn= { ~ 1 ~- ~ a(~) > dn+l1' n-=. 2, 3, ••• , we get. that 

the set or ~ tor which a(~) =I= o is at most countable•. 

. v-1 
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We now turn to the proof of Bohr's approximation theorem. 

Let f be a UAP function. By Mf we genote the vector space 

over the rationals generated by Al, A
2

, .• • • , the Fourier 

exponents of f. Mf has a basis (3 1 , f 2 , ••• , and .each (3k 

may be chosen from the se't . Al' >-.2' • • • • Since the rs k Is 

form a basis there exist positive integers m=m( A , ••• , .)\ )· · 1 n 

and q =q( >-1 , ••• , An) such tha.t \ =(s jl (31 + ••• + sjm 13m)/q, 

j =l, ••• ,n, where sjk is an integer, j -=-1, ••• ,n; k=l, ••• ,m. 

We put 

t ::: 1/(4m max l s jk \ ) • 


l ~ j L n 


l~k~m 


Then it follows that every t which satisfies the inequalities 

J {\ t/q J L.. d (mod 2 Tr); k = 1, . _•• ,m (5) 

also satisfies the inequalities 

I ~ t ·} ~ 1'/2 (mod 2 ir); j == 1, ••• ,n. (6) 
j . 

Let N be an arbitrary natural number. We consider the Bochner­

Fej~r kernel defined by 

L 
I " I .41! N 
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where O<k :::: (3i1q, k =1, ••• ,m. If Io<kt \ ~ ~ (mod 21\"') 

<.r <:1r) 1., then /sin (otkt/2)/ ~ lsin «fl2)J. Thus for 

such t 

(7) 


. I
We note two properties of the Bochner - Fejer kerne11 It 1,s 

never negative and its mean value equals 1 because it is 

equal to the constant term of KN· 

We consider the composite Bochner - Fejer kernel: 

Lt is again seen that it never is negative and its mean value 

is 

... (8) 

Let • 

E .: { t: lo\t \ "-,J (mod 2n), k = l, ••• ,m 3. 

E ::: { t:I o<.kt I~~ (mod 211') } ; k =1, ••• , m,


k . 

where 0( k = F-> i(q, k == i, •.. ,m. Then E =E1 ("\ • • • (\ Em• 

. (T) 
For T > o, put E(T) = E ('\ (-T,T), Ek - ~ n (-T,T), k=l, ••• ,m. 
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Let g be any non-negative UAP function and A. = sup g(t). 
t 

Then by (7)1 

..,.. . 


__!__ s g(t) i!ct)dt ­
2T -1" 


J_ s gCt> itct)dt -\­-:::.. 

2T {T) 


El 

c:.g(t)K (o< t)K (o< t) •••K (o< t)dt :=:+ -2T' s N . 1 N 2 N m 
(-T, T)-EfT) 

'- ~ S g(t) i!Ct)dt + 
-:: 2T (T) 

El . 

. '- J-J 
- 2T (~) 

Ell_ 

T

' 5g(t)
N~ sin2(d /2) 

-T 

· (T) T 
Separating the points or the set E2 from the set sf ) we get 
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--' S 
T 

g(t) i!ct> dt ~ - s gCt> i!ct> dt + 
2.T 2T' .'-'T E(T)" E(T) 

l 2 

. 
A 

T 
K "'c±> + K "'(t> ) J.;t-.

+ 
N sin2 CJ" /2) 2T s ( K(o<, ;t) . KN(o<2. t) . 


-T 


Continuing this process and passing to the liinit as T·~ oo , · 

we obtain, using ·the tact ·that E = E f"\ .~.('\Em,
1 

Ns g(t) K (t) dt + 
2T E(T) 

(9) ' 

mA 
+ 

N sin2 (~(2) 

Now we invoke the theorem concerning allno.st periods (s.e-e. 

page 55h Every t ~ E is an E /2-alinost 11.eriod of t; 

l f'(x+ t) - t(x) f 4' E. /2. (10) 

,
We consider the Bochner.. - Fejer polynomial

. 
_ 

-r
. . I 

lim .r i'(x +t) KN(t) dt. 
T · ~oo 2T 

-T 

http:allno.st
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Applying (9) to the UAP funation g(t) = If(x -t-t)-:r(x)f w~ get 

I 

IP (x)-i'(x) J ..:'.. lim J_ S Ir<x +t)-i'(x) I J!l (t) dt 
•' N. 	 . T ~00 2T -T 

~ um ..L S l r<x+t)-r<x>\ let> dt + 

~ ~ oO --2T · (T)


E 


2Cm+----­
N sm2(J'/2) ~ 

where C == sup .f i'(t) f • Hence by: (10) 

*­
..,­

1P N (x)-f(:x:)j~ 	 c. lim 5 x:1fct)dt + 
2 T --'> oo 2T - T 

- 2em 
+ 

N s-in2(~ /2J 

- (cE/2) + (2Cm)/(N sin2 (J"'/2)).• 	 (11) 

For fixed m and ~ , N can be taken s.o 1B.rge that the .. inequality 

2Cm 

(12) 


is satisfied. We see· therefore that the estimate (11) holds 

uniforml~ in x and gohr 1s aRproxiinatibn .theorem is proved. 
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I
The Bochner-Fejer polynomial PN is seen to be of the form 

i ( "1 0( 1 + • • -+ "" ) x~ B a(V ot + •• + " °" ) e m 
0( 

mL_ l, •• ,m 1 1 m m 
\"11 L N 

where 

- (1- \--111) (1- \Vm\)B
1, •• ,m N N 

-i o( t 7 
and a(cX) - ·M{f(t) e J• 

From page 39 we recall that the class of UAP functions forms 

a complex Banach space under the supremum norm. Using 

convolution .. ~ultiplication we can define a product of two 

UAP functions: 

(f *. g)(x) - M f f(x-t_) g( t)f 
... 

(here the mean value is evaluated with respect to t); we 

not·e that we again get a UAP function. The Banach space of 

UAP functions t'lirns out to be a commutative Banach algebra 

under convolution mUltiplication. Bohr's approximation 

theorem can be interpreted as follows: Every closed ideal 

in the Banach algebra of UAP functions is the intersec~ion 

of the regular maximal ideals containing· it. 
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Chapter 3 

HILBERT SPACES WITH POSITIVE DEFINITE KERNELS 

3.1L Extension of a Symmetric Operator 

A linear operator A in a Hilbert space a. with domain ot 

definition 50 and range 
A. 

~ is called 
A 

H e:: r m..1 t i a h 

.u: 
(t' g E: 3)A.) 

and is called s y m m e t r 1.. c if it is Herm1tian and 

aD A is dense. in 'a . 

If '§ and '9 are Hilbert spaces and A is an operator from
1 2 

the space ~ 1 into the space 'S-
2

, where /iJA is dense in '$ J! 
it can happen that for certain h ~ a2 ~ repr~sentation of 

the form 

(At,g) =<r,h) 
holds for all r E ~ • By a theorem of F. Riesz (see: Neumark•:s . 

A 
book on normed algebras, · ~ 5, section 3) this 18 the· case 

if and only if 

<Ar·,g) = F (f) 
g 

is a bounded linear form in ~ • Let ~* be the collection
A 

of all . such g. By 

A*g =- h 

we define. an operator A*° from a2. into ~ whose domain of 
1 
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definition al * is 2J*• The element h is uniquely determined 
* Aby g and A is called the a d j o ~ - n t op· e · rat or 

of A. 

An operator A in a Hilbert space a. is said to be s e · l f ­

- adjoint if it is symmetric and A= A.* 

An operator U in a Hilbert space ? -is called unitary 

if it is isometric, that is ~ 

(ur,uf) = (r ,g) (f,g E- 3J ), 
u 

and if ~ u = S<.. = a.u , 

"" An operator A is said to be an ext e n ·s i on of an 

operator A in a Hilbert space 'f g ~l"J :l ~ and
-d A A 

Af =Af for all f E ~ ; we shall sometimes write A c A to 
. r-1 A 

indicate that A is an extension of A. 

,, 

An operator A in a Hilbert space a is called c l '. o. s e d~ 

.ll: f E ~ , lim f = f, lim Afn = g impli.es that 
n An~oo n n~oo 

f.E 5J and Af = g.
A-

If there exist·~. closed· extensions of the ·operator A., tllen there 

is a ... 1lllique minimal closed extension A of the operator A which, 

http:impli.es
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we shalll. call. . the c:·: l o s u r e:_ or A; all other closed 

extensions 0£ A .are extensions of .A. We note that symmetric 

operators always have a closure and the closure is always ·a . 

Hermitian operator; it A. is S}'IIlllletric, then AS A*, but A* 

is.. closed. 

By the or tho go n a 1 sum aot two· Hilbert, spaces 

~ 1 and ~2: 

~ =~1®~2 
we mean the set of a11 · orde~ed p~irs (f1 ,f ), :r1 E~ 1,2
r E: it for which the algebraic operations and the inner

2 2 
p;-oduct are defined as follows.:. 

< f i' f 2 > + <g1' g2) =- <:rl + g1' r 2 + g2) 
­

<<f1,f2),(g1,g2>) = <r1,g1) + <r2,g2) • . .. 

.a is theli a Hfilibert space and '5 l and a. 2 can be viewed aso 

mu.tually orthogona:l subsp_aces or 'i3 , provided one identifies 

them w1th a1 (£) { 0 ~ and { 0 J~a2, respectively. 

Let A be an operator :from ~ l to a2• The se-t {C:r ,A:f') ; :f' E: 2 A} i 

1in al{±) 1 2 is called the· g r a:. p.·b of A. The operator A. 

is closed if and only: if its grap;tl in ~ 1 G) ~ 2 is a . closed sat. 
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By the ope n · i n g of two linear manifolds in a Hilbert 

space ~ we mean the norm of th~ difference of the projection 

operators which map: ~ onto the closure of these linear 

manifolds. 

Denoting the opening of the linear manifolds M1 and M2 by. 

Q(Mi,M2) we therefore have 

where P1 and P2 are the projection operators which map_·~ onto 

the subspaces M1 and M2, respectively. By definition 

Let E. denote the identity operator. For any h ~~ we have 

(P -P )h-:=: P2_(E-P1 )h - (E-P2 )P1ho
2 1 

Since the ve·ctors P2(E-P1)h and (E-P2?P!h are orthogonal, we 

see that 
2 2 2 .• 

\\ (P2-Pi)hl\ = ll P2(E-Pi)hl\ +II (E-P2)PihH = 
2 2 2 

~ n(E-Pi_)hl\ ·+ nPih" ="h\l (l) 

hold:s. The inequaltl.ty (1) sho.ws that 

The opening 0£ two llnear manifolds is actually eq~al to 1 if 

one of these manifolds contains a. non-zero vector which is 

orthogonal ·. to the other manifold. 

. I 
\ 
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We consider some propositions. 

I. If the opening of two linear manifolds M1 ~M2 is less 

then 1, then 

P-roof: By the remark made above it suffices to show that the·· 

inequal~ty dim M2 > dim M1 implies the existence of a non-zero 

vector in M2_which is orthogonal . to M1•. To see that this is 

ac:tually the case we proje·ct M1 onto M2 • We obtain the sub­

-space G ~P2 M whose dimension of course does not exceed1 - .
the dimension of ~ and therefore is less than the diinension 

-of M2• Hence there is in M2 G G a non-zero vector, which means: 

t~at in M
2 

there · is a non-zero ve:ctor that is orthogonal to G. 

This vector will . also be orthogonal to M because -~ 8 G is1 

orthogonal to M2• This proves the proposition. 

The next obje·ct for consideration is the formula 

QCM1 ,M2 ) = maxJ _:up II (E-P1 )rll, sup:' \I (E-P2 ) g II J 
f E:- M2, ll f ll =l g(-~, llgll:l . (~). 

We note -: first of all that the quantity 

U(E-P1 )f ll = dis.t [f,~] 

represents the distance between the element t and M a
1

dist [ r ,M.i:] = inf II r-g U 
g ~ M1 

and therefore we can express (2) in the form 

http:orthogonal.to


- 7.8 ­

We now turn to establishing equation (3). 

u(P2-P1)h II 

11 h ll 

2 2 
sup, fUP2 (E-P1 )hl1 +II (E-P2 )P1hl1 

{3)
II h ll 

ll (E-P2 )h II - sup-· ------=- r 2 
hf:-M]_ HhU 

In the same manner we obtain 

... 

II (E-P1)h II 
Q{Mi_,M2 ) = sup . -----= rl. 

hf:-°M2 nh" 
Consequently 

We show next that the inequality sign in the last relation can 

be inverted. 

By the definition ot the number r 2 we ~ve 
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(l+) , 

On the other hand 


~ H(E-P1)P2(E-P1)h ti • ll (E-Pl)h II 


and hence by the definition of r 1 

.. . · I 


2 2 

\\ P2 (E-P

1
)h\\ ~ r 1 . JIP2 (E-P1 )hll • IJ (E-P1 )h/I • 


.Therefore 

" p2(E-Pl)h " f. rl n(E•P1 )h II • (5) 

Using (l+) and (5) we get 

2 2 2 . 2 2 ' 2

l\ (E-P2)P1hl\ + l\ P2(E-P1)hll L r 2 l\ P1hlJ. + r 1 ·II (E.-P1 )hll ~ 


2 27ri . 2 2] 2 s 2 2 

~ max { r:L- ,r2 J ~I P1hll + II (E-P1 )h\I = II h 11 max l r 1 ,r2 S 
so that by (3): 

and we: have what we., set out to verify. 
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Let A be . a linear operator 1n a complex Hilbert space a and 

suppose that ~A i:s~ dense in 3 ; let E denote the identity 

operator in ~ • 

A 	point . ~ of the complex plane will be called a p ~ i n t 

o 	r r e g u 1 a r t y p· e for the operator A if there 

is 	a positive real k~ such that 


U(A- ~E) f \\ ~ k" II f ll (f ~ ~ ) • (6)

" 	 A . 

·The p_oints of regular type for an operator A. form an open 

. set. Indeed, if ~0 is of regular type for.· the operator A, 

then for l ~ - ~- \L.. k'" we have 
o "o . 

\\(A-).. E)f I\ ~ II (A- }. E)f I\ - \ A-). \ llfll ~ k).. II f 11 ,
0	 0 

where :r (:- clOA. and k).. == kA - I ">..- A \. _
0

0 

Any point ~ of regular type will . be called a r e g u l'.. a r 

point for the · operator A if the set ~ coincides 
(A- )\E) 

with the entire space ~ • 

REMARK: If A is a self-adjoint operator _in '3 , then 


~ -t- : ~· · • If A is a symmeti-ic operator in a and 

(A. - 1E) 

.:fl.A. - "'a- , then A is self-adjoint. 

We verify the ·rirs:t assertion as follows. Let A be self-ad301nt 
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in a ' then for f E @A we have 

II Ar:!: itll 
2 = <u,Ar> + i · (Ar,r) ± i (r,Ar) + (r,r) ­

2 2 
= \l Af \I + Ut \\ • ( 7) 

Thus Art: if -::::. Oonly for f = o. ~ is dense · in. 'I!. o· 
(A+ iE) (t 

If g is orthogonal to ~ , then o =<g,Af +it> ::. · 
(A+iE) 

:::.(g,Af)- (1g,f) , thus g f ~A* = ~ and Ag :::. ig. But 

as w~ have just seen this can only be if g o. To see that 

.~ = ~ we- take an h E- '"/?_ • Since ~ is . 
CA+iE) a a . CA+1E> 

dense in 'f , ther·~ is a sequence . (h ), n :.1,2, ••• such thata n . 

(8) 


By (7) 


Thus (fn) and (Afn)' n-:::: 1,2, ·••• , converge to certain vectors. 

f and g. Since A is cl.osed, f E- cSC>A an~ g ==:. Af. By (8) . 

h =Ar + if E ~ .. • Thus .[R =- '-{J_ • In the same way

(A+ iE) (A.+iE) (J 


we obtain that ~ - '£. • 
{A-iE) (} 

· To verify the second assertion we: anl!y have to show that 
. * ~ * C 9:) o If h E 9J * and g =A h, then, using the 

A.. A . A · 



- 82 ­

assumption that ~ = a,we have a vector h 1 ~ ~A for 

which g =- Ah' • From this we get for arbitrary f E al> 
A 

and <At,h-h' >=O. Since '9(A =a,we have h-h 1 -::. o, 

that is h =h' E- c2 • 
A 

We recall from page 80 that points of regular type form an 

open set in the complex plane; we shall refer to this set 

of points as the. d o m a i n o f r e g u 1. a r i t y 

of the operator. 

II. Let D denote a connected region of the complex plane_ 

consisting of points of regular type for _the operator A·. 

Then the orthogonal complement rtt.....,. of 3< in will. 

" (A- ~E) 
"€.

d 
have the same dimension for all · ~f D. 

Proof: We shall show that for each point ~ E- D we can 
0 

find a neighborhood Wsuch that the dimension of 'Cfl..~ and 

the dimension of 'lfl A will , be equal for all AE- W; from 
. 0 

this the·r_propositit>n wili -. !'allow by the He.ine-Bt>rel theor.em. 

~e·t W be a neighborhood of the ·point ~O with radiu~ 

{l/3)k ~ • '11hen by (6) for W we get 
0 

II (A- }\E)f II ~ II (A- >-0 E)f II - I>.. - >.) II t II > (2/3)k >-o II t II 
for all r E 3JA and · · . . 

http:theor.em
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.l\(A-~E)f- (A-A E)fll= \~-A \\\f\\ ~ (1/2)\l(A-~E)f\I,
0 . 0 

\\(A- ~E)f - (A- ).. E)f" ~ (1/3) 11 (A- A E)f II • 
0 . 0 . 

This shows that the opening. of the subspaces .:J<.. and 
. (A-~ E)

0 

~ is not larger than 1/2 for all ~ E W by formula 
(A-).. E) 

(2) (see page 77). Hence by propos.ition I (see page 77) the 

dimension of .'<fl~ ( ~ E- W) equals the dimension of the 

subspace '<fl.~ • This completes the proof of the proposition. 
0 

The foregoing proposition lends meaning to the following 

definition: 

The dimension of the subspace 1/Z~ ~ ~· E- D will be called 

the def i c · i enc Y number of the operator A 

in the connected region D. 
' 

Let A be a symmetric operator and ~=-a +ib (b =/= 0), then 

2 2 2 2 2 2 

l\ (A- ~E)f" := \\ (A-aE)f" + b "f" ~ b II f" 


for f .E:- @A.we see therefore that the upper and the lower 

half-pl~e of the complex plane are connected regions for 

the domain of regularity of the operator A. If one of the 

points of the real axis in the complex plane is of regular 

type for the operator A, theri the deficiency numbers of A / 

http:opening.of
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are equal. Thus symmetric operators can have no ,more than twoo 

·distinct deficiency numbers. 

The pair (m,n), where mis the deficiency number of the . 

symmetric operator A in the upper half-plane and n is the · 
i

deficiency number in the lowe·r half-plane of' the complex 

plane, , is. called the d e f i - c.· i e ) n c z i .n d ex : 

of the operator A. 

From the remark 
) 

on P.age 80 it i ;s seen that the deficiency 

index of a symmetric operator A is (o,o) if and only it 

A is self-adjoint. 

The domain of regularity of an isometric operator U with 

dense domain of definition also contains two connected 

regions: The region inside and the region outsid& the unit 

circle in the complex plane because f~r I ~ \ ' 1 .. 

ll <u- A~) r II ~ Uurn~ I~ \ II r 11 = c1- I )\ \ ) II t 11 

and for I ~' > 1 

II cu-~E)r \l ~ I~l 11 rll - nur ll = cI ~I -1> II r II • 

Let V denote an isometric operator which maps the entire 

Hilbert space ~ onto a proper part of a . As we have just 

seenj all points situated inside and outside the unit circle 

of the complex plane.~ are points of regular type for V. 

Suppose now that the element r0 E. 1J. ( Uf 0 \l ::.. 1) is 
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orthogonal to .J<. · • Then 
(V- ~E) 

\A\ =II ~ r0 \l = min U~ r0-g II ~ II >.r0-< ~ r0-vf0 )11 1 

gt~ 
. (V- )\E) 

Hence for I )\.. \ >1 the set j{ coincides with the entire 
(V- ~E) 

space 'P- • For ~ - O by assumtion ~ does not coincide rltha - v 

"a ; therefore by proposition II above for all ~ , l ~ l ' 1, 

the set $ is a proper subspace of '£ • The orthogonal
(V- )..E) 0 

complements ?fl.~ have dimension n equal to the·_ dimension of 

!?/[ the orthogonal complement to ~ • We S'ee thereforeo' v 
that the operator V has two deficiency numbers, namely 0 and n. 

Since the deficiency numbers of the operator V cannot b~ eq~al, 

V cannot have points of regular .type on the unit circle. 

We call an operator V. which maps the entire Hilbert space : ~ 


onto a proper part of "ia isometrically a s e m i ­

- unitary operator. 


The deficiency index for an isometric operator with dense 

domain of definition is gi~en in terms of the region outside 

and the region inside the unit oircle · in ·the complex plane. 

A unitary operator· has deficiency index (O,O). 
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We wish to obtain some information about the Cayley trans­

fo~mation of a 1-inear operator. Following a suggestion in 

M. H. Stone's book on linear transformations in Hilbert 

space (see ch. VIII, § 2), we commence by studying a more 

general situation which is analogous to the fractional­

linear transformation in complex analysis, namely 

w =(a,z+b)/(cz+d), ad-be :/:;. 0. 

Suppose that A is a linear operator in a Hilbert space ~ • 

Assume that for some complex numbers c and d the operator 

cA+dE is one-one (i.e., h E-- JZ>A ~ cAh+dh = O implies 

h =0). For any complex numbers a and b such that· ad-be :f O 

we define a linear operator B .Qll S<. .:Qz
cA+dE 

Bf= aAgt-bg (9) 

where 

f:: cAg +dg (g t $) ) • 
A 

(10) 

That is, 

B = (aA+bE) (cA +dE)-l·, (11) 

and we shall call Ea r r act. ion al - 1 in e a . r · 

t r a n s f o r m a t 1 o n · of A. 

Without loss ot generality we can assume that ad-be =-1; 

we shall do this. 
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w~ now solve 	the · system of equations 

cAg+dg :. f 

aAg+bg =Bf 

for Ag and g. We get 

h? ~ \ 
Ag:: 	 -::. d.Bf - bf 

c 
a ~ I 

(12) 
c

\ a B~ l 
g-= 	 :. -cBf + af 

I~ ~\ 
f'or g E JO.A. and f' E JUB. Moreover , the operator -eB +aE is 

.... 

one-one, because· if g -= o, then O = Ag =- dBf - bf and 

O· == g = -cBf + af; hence O =(ad-bc)f =- f. We sum this up · 

in proposition 

III. If the operator .B is expressed in terms of the operator 

A as: indicated in formula (11) , then the operator A. is given_ 

by the f ormUla. 

A-= (dB - bE)(-cK-t- aE)-1 • 	 (13) 

IV.. If the operators A~ B3 are fractional-linear trans­

formations of each other, then from the fact that one is a 

closed operator follows that the other is a closed operator 

as well. 
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P~oof 1 Suppose that the operator A is closed. If the 

sequences fn ~ c2>B and Bfn' n= 1,2, ••• , converge to f 0 
and h0 , respectively, then the sequences 

g = -cBf +arn n n 

Ag = d.Bf -bf n n n 

converge to g0 and k0 , respectively, and gn E ~A. Since : 

the operator A is closed, E JlJ and k0 =Ag0• By (10) 
. 

g0 A 

and (9) s 

r :::. cAg +de: n n ""'Il 

Bf :. aAg +- b g • n n n 

Passing to the limit as n ~ oo we get 

ho =.ako + bgo = aAgo +- bgo 

and · hence f 0 f: Jl>B and ho ::. Br • But this means that the0 

operator R . is closed. The proof is finished. 

From prop_osition IV it follows that if A is a closed operator 

and ·>-- is a point of regular type for A, then S<. is a 
A-~E 

subspace. In fact, the operator (A-)\E)-1 , acting on ~ 
A-~E 

is . bounded and by proposition IV closed; therefore it is 

defined on a closed manifold. 
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v. If the nwnbers a, b, c, and d are real and the operator A 

is Hermitian (resp• self-adjoint), then the operator B will 

be Hermitian (resp, self-adjoint) also. 

Proof: If A is Hermitian, then for any g1 , g E:: c2A '· 2 

<aAg +bg ,cAg2 +dg2) = ac <Ag1 ,Ag2) + ad(Ag1 ,g ) +1 1 2

+be (g1 ,Ag2) + bd (g1 ,g2
') = 

= ac <Ag1 ,Ag2) +ad (g1 ,Ag2) +be {Ag1 ~g2) + bd <g1 ,g ) = 2

_ ( cAgl + dgl, aAg2 +bg2) 

so that by (10) and (9) for f l,f2 f ~ 

<Br1,r2) =-(r1,Bf2). 

Next, let the operator A be self-adjoint. We verify that for 

any A which is not real the set J<. - coincides with the 
B- ~E 

space a and therefor~ the Hermitian operator B~ is self­

adjoint. 

By (10) and (9) ·the set ~ is made up of vectors of the 
B- ~E 

form:. 

aAg .+bg- ~ (cAg+-'dg) =-(a- )\c)Ag :+<b-)\ d)g (g ~ @ ) .. 
A 

Since a, b, c, and d are real, then for non-real ~ l 

a- ~c -=I= 0 and r = -(b- ~d)/(a- ~c) 

are non-real as well and therefore 
~ · · -~ · -~ 
· B->.E- A-F- o · 
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· In particular, ' if the operator A-1 exists, then it is selt­

adjoint. 

VI. 1f c = a, d == b and the operator A is Hermitian (resp. 


self-adJoint), then the operator B is isometric (resp, 


unitary). 


Proofs If A is Hermitian, then for any g1 ,g2 E- J2>As 

<aAg + bg ,aAg + bg2) ::. a Q (Ag1 ,Ag ) + ab (Ag
1 

, g2) +· 
1 1 2 2

-t- "i b ( gl'Ag2) ~ b b<gl, g2) =. 

=- c C <Ag1 ,Ag2) + d C <g ,Ag2)+ c d<Ag1 ,g2) + d,d <g ,g2):1 1 

-::.. ( cAg + dgl, cAg2 +dg2)1 

which means 

... 

therefore the operator B is isomet~ic. '/ 

Let the operator A be self-adjoint. Then the domain or 


definition of B~ ~ = ~ _ _ , and the range or B, 

~ (a A+ b E) 


S<. -::. .j( coincide with -the sp. ace 'i? and the 

B (aA+bE) 0 

isometric operator Bis unitary. This .proves the proposition. 

Analogously one shows the converse statement& 
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VII • .I! c =a, d= b and the operator Bis isometric 

· (resp. unitary), then the operator A is Hermitian (resp~ 

self-ad,ioint). 

From the definition of fractional-linear transformation 


we get directly: 


VIII. Suppose that the operator B is a fractional-linear 


transformation of A: 


-1 
B":: (aA+bE)(cA+dE) • 

,....., 
If A is an extension of the operator A and if the operator. 

,...., ~ 

c A + dE is one-one (i.e., c A f + df = O implies f:. O 

f.c2!: f (: ~A), then the fractional-linear tran·srormation of 

"""' the operator A : 

B = (a X+ bE)(c A.+ dE)-1 

' 
is an extension of the operator B. 

A fractional-linear transformation of a Hermitian operator 

A for which c =a , d = b iiiiiih..,.o....d.... ... _____ ..... Y_­l ...s_w,.,e..._.callliiiiiiimiil.......,a...___...C_a......_.y l j__.e:? .. 

t r a n s f o r m a ;_ t i o n of A; if we put ~::. -d/c 

we get it in the form: 

U~ = . (A - ');. E)(A - }. E)-l c:rm 'A :t- o'. (11+) 
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In view of the propositions VI, VII, and VIII the Cayley­


transformation reduces the problem of finding self-adjoint 


extensions of a symmetric operator A to the problem of 

/ 

finding Wlitary extensions of the operator 

-	 -1
U:~ :. (A - A E) (A - ~ E) • 

Let A be closed, then the operat_or U~ has as domain ot 

de~inition the subspace 

<J\ · =j<_ L 
CY..J U (A- ~E) = ~ 

~ 

and as range the subspace 

= 8< - L_ • 
(A- ~E) ~ 

The orthogonal complements to L. ~ and L~ we denote by ?fl~ 

. 	and ?fl.>.., respe·ctively. To assume that A is closed, i:S no 

essential restriction because a. symmetric operator A has a. 

closed symmetric extension A** ::::. (A*°')*. 
.• 


Keeping in mind that isometric operators map orthogonal 


•e.l.ements into orthogonal 1 elements, we can see tha.t any closed 
,..._, 

isometric extension U~ of the; operator u.~~ can be obtained 

in the following manner. 

Choose in ?fl"' and.. ·1l.~ orthonorma.JJ_systems ( ~ ) and 

" " v v E: N. 


~ 

( \11 ) of the same., cardinality and on the subspace L \. , 
l--1 · Ve N " 

being the orthogonal sum of L ~ and the closed linear hu.11.. of 

http:orthonorma.JJ
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the system ( !fv ) -V f: N' let for f E L ~ 

(15') 

where S-v ("''= N) are arbitrary numbers satisfying 

r'-J 
In th~way we get an isometric operator which will ma~ LA 
onto L- , the orthogonal sum of the subspace L- and the 

~ ~ 
closed linear hull of the system ( 't'Y ) -v £ • 

~N 

If the subspaces 'tl ')... and ft{_>- have distinct diinensions 

(this corresponds to the case when the symmetric operator 
- 1

A= (~U~ - ~ E)(U)\ - E)­

has distinct deficiency numbers), then we- select in 
I 

the 

subspace of smaller dimension a dense orthonormal basis and 

in the second subspace .a basis of the same cardinality and 

we extend the isometric operator U>.. up to semi-unitary. 

Such an extension is usually called maximal isometric extension 

because it does not . admit further isometric extension. 

If the dimensions of '<ll.A and '<fl. >. are equal (this corre~ponds 

to the case when the symmetric operator has equal .deficiency 

numbers), the isometric operator U~ can be extended up to 

unitary which will be a maximal extension. 
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If the dimensions of rt(Aand f"O{ )<.. are equal and finite, then, 

besides the unitary, there is no other maximal isometric 

extension of the operator U~. 

If the dimensions of /({(Aand '¥'l. ).. are equal and inf~nite, then, 

besides the unitary, there can be constructed other maximal 

isometric extensions. For example, to get a semi-unitary 

extension u;.. of .the operator U). , select ih 'lit A an incomplete 

orthonormaL. system ( 't'~) whose cardinality equals the 

dimension of '<fl>-.. and select in 1fl).. a complete orthonormal 
. ""'-' 

system ( ~v ) and define the operator U~ by the.· formula. (15') 

given on the last page. 

r'1I 
To be able to proceed from the isometric extension U)\. , 

by inverting the fractional-linear transformation, to the 
~ 

construction of the symmetric extension _· A or the operator A 

f'-1 ,.......,, - ""' -1

A = (~ U - A E) ( U - E)

>- ~ 

it is necessary and sufficient according to proposition VIII 

that 
rv 
u>-. 5' - j' - o imply j> == o for s> E ~......... • 

- u~ 

Let A be a symmetric operator. We show. now that for any 
f"t-1 

isometric extension U)'.. . of the operator 

UA = (A -
-
~ E)(A - ~E) 

-1 

rv 
the condition of proposition VIII is satisfied. Let U~ be 
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an isometric extension of the operator U~ and 

{ht a '· . 
AJ 

In particular, then, we have for all h = UA g = UA ~' where 

gE.@ ' 
u)\ 

<~ <i> - _f7 ~ g>::. (.f , g - U>. g>::: O; 

hence by {13), (p,r) =O {f E 9JA). But @A is dense 

in a and we get j' = o. 

In view of what was said about isometric extensions of the 

operator U~ and recalling the content of propositions VII 

and ~III, we have arrived at a theorem of J. von Neumann: 

THEOREM: A symmetric operator has self-adjoint extensions 

if and only if its deficiency numbers are equal. 

If a symmetric operator A has deficiency numbers which are 

not equal, then - as was just shown - extension of A: in the 

space a to a self-adjoint operator is ~possible. However, 

it is possible to extend a symmetric operator A to a. self-

adjoint operator by pass~ge to an enlarged Hilbert space. 

The following theorem is due to M. A.• : NeumarK: 
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THEOREM: Any symmetric operator A defined in a Hilbert 

space ~ and with arbitrary deficiency index (m,n) -™ 
be extended to a self-adjoint operator A 

+ 
which is defined 

in a larger Hilbert s12ace 'ft+ ::J a• 
Proof: Given two Hilbert spaces a, a..we form 

.a®B I 

in the manner as was explained on page 75. Suppose that the 

operator A acts in a and the operator B~ acts in ~ '· •. Using 

these two operato:i;s we define a new operator c., denoting it 

by A (±) B, acting in a.(±) a' as follows: 

c(f' f I ) = (Af'Bf I ) 

where (f,f 1 ) is an element of i- <±:> a• , f~ ElJA, f'E ~B. 

We 	 observe the following properties: 

1: 	If the operators A and B. are symmetric, then the ,operator 

C is likewise symmetric. 

2. 	If the operator Ahas defi~iency index (m,n) and , the 

operator H' has defioiency index . (m 1 , n '·) , then the · operator 

C has defici.ency index (m+·m• ~ , n +n'). 

Property 2 is seen as follows. Since ·for f ~ JD , f 1E @ 
- · · 	 .\ A . ...· B; 

<c- AE) er ,f •) - ((A- ~E)f, (B- ~E)f •·) 

holds, we get 
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(±) 3{S< -- ~ 
C- ~E A-~E B~~E 

and consequently 

~©"a' -- S( (±) '¥"().. © 'at~ 
C-AE 

where 

and 

1fl I ::: 

. A 


Suppose that the symmetric operator A, ac~ing in a , has 

deficiency index (m,n), where m-:/=- n. Then we can find a 

symmetric operator B, acting in some Hilbert space aI , with . 

deficiency index (n,m). In fact the following choice will do: 

let B.: -A and aI -a .Then the operator C =A @B, acting 

in a@ '-'a' will be symmetric and its deficiency numbers 

will be .equal. By von Neumann's theorem the operator C has a 

self-adjoint extension. But any self-adjoint extension of C 

· is also a self-adjoint extension of . the symmetric operator A 

originally given and it goes outside the given space a and 

into the space ~<;e~1 • This completes the proof of the 

. theorem • . 
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... . 

If B is a symmetric extension of a. symmetric operator A, then 

A ~ B and B .=. B·•. It follows therefore that B c:::. B~ =A*; thi:s . 

means that any symmetric extension of a s.yxµmetric operator A 
. * is contained in the adjoint operator A • If A is self-adjoint, 

then A =-A * and A cannot have a symmetric extension• . 

We say that a . subspace Min a Hilbert space reduces . 

an operator A if for f E: ~A we also have Pf E- ~ and 

APf = PAf, where Pis the projection operator onto M. 

If a symmetric extension A+ in a+ or an operator A in "% , 
'-I!+ ~ + ~+where -d" ~ d , is reduced by a subspace G C. d E> a , 

then .we shall exclude this subspace G+ from a+ (i. e. we 
'-t..1- ~ 't" +substitute for the space <:r the space Ct G G. and the 

+ ~+ +operator A is replaced by its comp_onent in (J 8 G • 

If A+ is any symmetric extension of a symmetric operator A, 

then ~ ~ ~ ..- f' ~ C:: ~ + obtains. This permits a
A A (J A 

c1assification of proper SYJllIIletric extensi'ons into: 

Type li ~ =F ~~ Aa =~+
A. A A . 

Type 2: ~ ­- ~+ " 1 ::j:; ~A+A A 

Type 3: ~ · =F ~A+' "a + ~+. 
A A 

According to this classification, symmetric extensions not 

leading outside_the space are of Type land maximal .symmetr1-ct 

operators have only symmetric extensions or type 2. 
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3.2 Extension of a. Symmetric Operator (Continued) 

By an o r t h o g o n a 1 r e s o 1 u t i . o n · o r t h e 

i d e n t i . t y we mean a one-parameter family · (Et)t E [a,b] . 

of projection operators on a Hilbert space a ' where [a:, b1 
is a finite or infinite interval and 

(a): E -:::: O, E =:.. E, 
a b 

where 0 and E denote the zero and the identity operator, 

respectively; 

(b): Et--0 = Et (a <.. t ~ b); 

(c): E E = E (s = min{u,vJ ) • 
u v s 

If the -interval (a,b].is infinite, we put 

E -- lim · Et and E 
00- 00 t ~-00 

From the fore'going definition Y!e have that for an arbitrary 

element r in a the inner product 
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is a continuous :f'unction from the left; in addition this 

function is non-decreasing and of bounded variation. Indeed, 

a-' (a):= o, er (b) =-(t,f) and for s £ t we have r r 

We denote by E ~ the difference Et, , - Et, , where 

6. =[t•,t•~ C [a,b]. For any two intervals A 1 , D.2 

we get by condition (c): 

If 6i and ~2 are disjoint intervals, then 

- O·- ' 

this means that the subspaces of the proje.ction operators E~ 
' land E ~ are orthogonal. 

2 

SPECTRAL THEOREM for self-adjoint operators: 


For. each self-adjoint operator B in a Hilbert space 8there 


is one and .only one operator function Et (- oa ~ t <. ·00 ) 


such that 


l) Et is a projection operator; 
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3) 	 Et permutes with each bo'Wlded operator which permutes 


with B; 


l+) lim Etf ::::: O, lim Etf = f for all f E '-"- ·,
t~-oo t~oo 	 d 

5) 	 Etf is a left-continuous function for a11 f £ ~ ; . 

6) 	 f (: 3J if and only if 
B 

00 

s 
-oo 

In this case 

00 

Bf 	 - S t dEtf 
-00 

oo _
2 

\JBfll = f t2 d (Etr,r) • 
-00 

The 	 operator function Et satisfying l)to 6) is . called the 

s p 	 e c t r a 1 f u n c t 1 o n of B and the second last 

formula the s p e . c t r a 1 r e s o 1- u t i o n of B·. 

· For convenience we recall that a linear operator A is said to 

permute with a bounded linear onerator C if CA =AC 

on 	the domain of definition of the product CA:, i.e. on @.
CA 
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We note in passing that in the APPENDIX we shall consider a 

method of proof for the foregoing Spectral Theorem. 

By a r e s o 1 u t i o n o f t h e L d : e n t i t y 

we mean a one-parameter family of self-adjoint operators · 

F. which satisfies: 
t 

(A): EQ!: t 2 > t 1 the difference Ft - F is a bounded 
2 . t1 

nositive operator, that is for every f E- ~ we have 

(B): F :. Ft;t-0 

(C): F o, F - E. 
Oo- 00 

In contrast to the orthogonal resolution of the idep.tity it 

is no longer required that the Ft's be projection operators. 

The corresponding requirement of orthogonality (condition (c)) 

is dropped because from condition (c) and condition (A) above 

it would follow that Ft i .s a proj.ection operator. 

We _agr·ee _; to denote by Fl1 the difference Ft - Fti, where 
2 

~ = [t1 ,t2l . We permit the case that t 1 ::._t 2• 
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Let S be an arbitrary set, ~ a a.omplex-valued function on 

s x s. If 

~ (f' g) :=. ~ (g,f) 

for all f ,g ES and 

:2:­ 0-
for f , • • • , f (n '- oo ) belonging to S and any comp.lex

1 . n 
numbers ~ , ••• , . ~ , then we call 1? a H e r m i L t 1-- a n _

1,. n 
- positive f ul n ct i o .n. 

Given a Hermitian-positive function on an arbitrary set s, 
+

it is p:ossible to imbed s into a Hilbert space a in such 

a .._ma.nner that for any two elements f and g or s· the_inner 

product is defined ~y 

<f,g') = ~ cr,g). 

The details of the construction for the separable case were 

carried out on pages 5 to i. It remains to consider here the 

case when S is an uncountable s.et. For each s E S let C be . s 
a copy or the set of aomplex numbers and let L be the (weak) 

direct sum of the family of vector spa:ces (Cs) 
8 

(:-
8 

• For 

f, g E: L. define _ , 
(r,g) - ~ <£ (s, t) f(s) g(t). 

s,t E S 
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4s on pp. 5-7, we put M =ff' E: L: <r,r) = oJ, and denote 
+the completion of LIM by a+ . s can be imbedded in a by 

,_
mapping s c S to s E- LIM, where 

~ 

s(t) = ~ (Kroenecker
st · 

delta) for all t E- s. Then 

. 
- ~ (s,t). 

s•,t• E: S 

z;,r > ­
,..., 

For convenience we will always identify s and s. 

We say that the Hilbert space at- has p o s 1: t i i. v e·; 

d e f 1 n 1 t e k e r n e i · cP • 

The following theorem is due to M. ·A. Neumark: 


THEOREM: Let F be ·a resolution or the identity or the

-:-- t ­

space a . Then there exists a Hilbert space 'a~ which 
._ 

contains a ~s subspace and there is an orthogonal.. 

resolution of the identity E: of the space a+ such that 
' for each r f:. 1 the r ·elation 

+ ·+holds. Here P denotes the projection operator of a · 
~a·· 
Pl'oofa We introduce the set S or all pairs w or the form 

w =CA ,t) 
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where 6. denotes a subinterval of I = [ - 00 , ooJ and t is 

in ~ • On S X S we define a · function ~ by 

~ ( wl' ~) = (F~ t"\ 6 t l' t 2) ' 
l 2 

where w =(6 ,r ) , j = 1,2. 
j j j . 

We show that the function ¥ is Hermitian-posit1vea 

~ ( c.u , w ) = (F r1 ,r2) =<r1 ,F t ) _
1 2 l:!t.r'\6 An6. 2 ­

1 2 l 2 . 

Moreover 


n 

> 0 . .. 
=­

(1) 

If the intervals ~j (j =1, ... ' n) are pairwise disjoint, 

then 

n 
(2) 
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If the intervals 6 (j = 2,3, ••• ,n) are pairwise disjoint
j . 

and the intervals ~land ~2 coincide, then .the sum on the 

right hand side of equation (1) splits into two summands:. 

The first summand, containing the indi·ces from 3 to n, 1'.s of 

the form (2); the second summand,_ contaihing the indices 1 

and 2:, is o£ the form 

L._2 (! t::.. ('\ 6 r 3,rk>A3; 
->.k . 

J,k=l j k 

2 

=L 
. j ,k=l 

2 2-<F A/3, ;E:_ )\krk) > o. - A. ~ -
1 j =l k=l 


Now we· note that regardless of the manner ih which the 

intervals ~- (j-:::::. 1 -,2, ·••• ,n) are situated, we can reduce 
j 

the consideration to the cases alr.eady looked at by ..an 

additional splitting o~ the given set of intervals into a 

system o~ disjoint or coincident inter~als and by, using 

additLvitya If 6 n /::::,. =D , then
l 2 . 

<F f',g> + /F . :r,g)•= ·· A n ~ ,. 6 " 6 
1 3 2 3 



This: shows that~ is .a Hermitian-positive function on S X. s. 

Now we iinbed S into a HiU.bert space 1+ as cle:scribed before;:. 

If we denote the inner produc.t ih the space a+ with the 

subscript --t- , then we have 

<Ltl1' w2)+ = ¥ «·•\, w2)• 

Clearly the subspace { (I,f)s f E: ~J of 1f+ is isomorphi:c 

to a (as a ve:ctor space) under the correspondence 

f ~ (I,f). Since . 

this isomorphism preserves inner products and hence is an 

isometric embedding of ain a+.. Thus ama7 be regardeEll. 

as a subspace of .1+-. 

The problem is . to find the p~ojection of the element ( 6. ,1') 

of ~+onto the subspace a . If this P.rojection is ,denoted 

by. (I,g), then for each h in 1 we: must have 

or 

. <..,<~ ,f), (I,h~+ - <er, g), (I,h))+ ­

=<FD. f,h)- (g,h) =(F llf - g,h) = o. 

From this i it follows that 

g = F t 
A 
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which means that 
+ .P (A,r) = (I.,FAf). (3) 

+Now we d-efine the operator E l.l by 

(lf.) 

Then for any r t·a 
+ + . .... + . + . + . . 

p EA r ::. P' EA (I,f) ::. p ( 6 (\ I,f) = p ( 6,r) -= (I,FA f) =­

- Fl.lr. 

Hence the proof of the theorem is complete if wa verify that 

the operators E~ form an orthogonal resolution of the 

identity of the space 
' '§.+• 

But E is an additive operator function on inte~v~ls. From 

+ 2 + . + 
(EA) <A ~ · ,r) ~ E~ <tJ. f'\ a• ,r? = (L\ "Ll_n 6~ ,r>. = EA ( 6 1 ,fl 
and 

(E~ (A:~,f),C~,g>)+ = <c6nf?i>',f),(~'',g))+ = 
=/F f' g\ :IF r' g\ .=.I(~· ,f) ,E: (t].', g)\
~~f\ £l1 "£.S' . I \fl.•nA"D." / " ~ /+ 

it follows that E~ is a projection operator • . I.t is also cl.ear 

that 

E
+

<t:::i• ,r) = Ct{,f) 

I 


holds. Sib.ca the set of elements of the ·· form (~' ,f) is dense · 

in 'a+, each E~ can be extended to a continuous operator on 
+ · 

the entire space a•In view of all the properties we have 
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. +
established, the extended operators El1 form an orthogonal 

+resolution of the identity of the apace a and the p~oof 

is finished. 

Let A be a symmetric operator in a Hilbert space 'a .. Suppose 

that A has been extended to a self-adjoint operator A+- (by 

passage from the space "a- to an enl.argedl space a+ ). Let 
+ + +E be the spectral function of the operator A and P denot~ 
A + 

the projection operator of a onto a . Let us put 

++
F = PE •ll .· . 

Then · for any two elements f E: @ + and g E '-&+ we have · 
A . d 

and 

If f E ~A and g (: a , then these two formulas can be 

written in the following way 

00 

-<Af,g) : S t d<F f,g) (5) 
- 00 t 

002 
UAfl\ f (6) 

-00 
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By comparing formulas (5) and (6) with the corresponding· 

formulas (see page 101) appearing in the spectral theorem 

for self-adjoint operators, i .t is natural to make the 

following definition: 

If A is a symmetric operator and Ft a resolution of the 

identity such that for each f E: SOA and each g ~a ~ 

formulas (5) ~ (6) .h21,g, then we refer to Ft l!.§ 

a s p e a: t r a 1 fun c· ti on of the symm.etric 

operator A. 

THEOREM: Each spectral function of a symmetric operator A 

defined in a Hilbert space ais of the form 

++F - p E • 
t t 


. +

In this formµla Et denotes the spectral function of a self- · 

adjoint extension A+of the operator A which one obtains by . 
+ ' 

passage from the space a to the space a ~ ~ anq p+- stands 

~or the projection operator from~+ onto ''tJ • 
Proof: Using the theorem stateq on page 101+ we form the sp~ce 

1+ and determine in it an orthogonal resolution of the 
. . + 

identity Et such that 


F = P+E+ (7)t t 

holds. We show that the operator A+ , whose domain of 
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. + 

de~ini tion consists of all f E: a for which 


oo · 

s 
-00 

and which is def-ined by the formula 

is actually a self-adjoint 	extension of the operator A. 

+
First .of all the operator A is self-adjoint; this is seen 

from the spectral theorem for self-adjoint operators. Next, 

if r f- [}).A, then .r E ~ + because 
. 	 A 

002 + 002 	 2
S t d(E r,r) =S t d(F r,r) = \IAtll ~ oo • 

,_OQ t -00 t 

Moreover, fort C ~A and 	g E- 'a we: have 

and therefore 

(8) 

On the other hand, if f € 	 Jl>A' then 

00	 002 2 . 	 2 + 2 
JIAtll = S t d(Ftr,r) = S t d(E r,r) =II A+rll • 

-~ -~ t 
. (9) 



" '. 1 

- 112 ­

From (8) and (9) we get that 

Af - A
+

f (r E ~ ).
A 

In the foregoing we can assume that A+ is not reduced by any 
+ · 

subspace of a 0 ~ . For, if there "was a subspace G of 
+ +­a e a . which reduced the operator A , then it would 

. +
likewise reduce the orthogonal resolution of the identity E • 

t+
In that case the deletion of G. from 1 would force the 

deletion of the aomponent in G of the operator E; • That 

however does not affect formula (7) and the proof is cromplete. 

If a spectral function Ft of a symmetric operator is 

represented in the form (7), where E; is the spectral 
+function of a self-adjoint extension A of the operator 

A, then we· may say that the spectral function Ft is 

generated by the self-adjoint extension A+ • In this 

manner then every self-adjoint extension of a symmetric· 

operator A generates a spectral function of this operator 

and, conversely, _every spectral function of the operator 

A i ;s generated by its . self-adjoint extension. 

The spectral function associated with a self-adjoint 

operator in the spectral theorem for self-adjoint operators 

is in the sense of our present terminology the only spectral 

function; a self-adjoint operator has ·no self-adjoint 

e~tensions. 
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By the spectral theorem for self-adjoint operators every 

orthogonal resolution of the identity is the spectral function 

of a self-adjoint operator. This kind of claim caIUlot be 

made for symmetric operators and non-orthogonal resolutions 

of the identity. 

For non-orthogonal resolutions of the identity the passage 

from the "weak" representation .(5) to the "strong" 

representation 
00 

Af= StdFf (10) 
-00 t 

is impossible; the equation (10) is only a symbolic way of 

writing formulas (5) and (6). The representation (10) holds 

in the "strong" sense for self-adjoint operators. 

From the orthogonality property of the spectral function Et 

of a self-adjoint operator B it follows that for each finite 

interval A of the real line the vector E~ f (f E a ) 
belongs to ~B: and that for each g E: a we have 

This statement does not carry over in its entirety to integral 

representations of symmetric operators. However the following 

is true.a 
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IX_. If A is a symmetric operator, Ft its spectral function, 

{). a finite interval on the real line, and h an arbitrar~ 

ve-ctor of ~ , then for every g (:- ~ we have 

<l\l g,h'> = f t d<Ftg,h).
L\ ­

+ +Proof: Let A be the extension which generates Ft and P be 

the projection operator of~~ onto 'a . Then for each 

f c ~ we have 
A 

(11) 

The integral 

is a bilinear functional of h and g in aand has therefore 

the r~presentation ( h,Dg) w~th a bounded operator D. Thus 

and therefore 

FD. g E ~A*. 
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Hence by (11) we get the representation 


But ~A is dense in a and therefore one can put iilstead of 

f E ~ an arbitrary vector h E ~ • This ends the proof.. A -<t 

The content of the foregoing proposition is sometimes used 

to define a spectral function of a symmetric operator A; 

by a spectral function of a symmetric operator A one then 

means any resolution of the ~dentity Ft satisfying the 

following condition: for any g f "'a and any finite 

interval ~ =- [ t •, t"] the vector FA g = (F - F ) g
t" t• 

belongs to ~ * and 
. A 

where h is an arbitrary element or ~ • 

, 
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X.. Let A. be a self-adjoint operator in a Hilbert. space 

~ and Et be its spectral f1lllction, Suppose that given 

any elements f,h ~ ~ there exists an interval (a,b), 

a function g:(a,b) ----=> 3) , and a differentiable function 
A. 

5' .Qll (a,b) such that 

f- s> (t)h = {A-tE)g(t) (12) 

for ev:erY t E {a, b). Then 

. t'' 

(E -E· )f = s 9' (~) d E h (13)
tit· t I t 

t' 

is valid in any interval . (t',t") c (a,b)·. 

Proof: We consider the vector-valued function 

tt1 

d E f - 5f (t). d E. h w(s) =S t . ts 
·s s 

which is zero for s:: t". We verify that for any s ·E (t 1 ,t0 ) 

. 
the following two properties hold: (a) w is continuous· 

relative to the norm and (b) the relation 

lim (1/ C) ll w(s :t ct> - w(s) \I ==·0 
d~o 

is satisfied for any d >o. From this wil.1 · follow that w has 


at each points €-(t' i,t") a strong derivative., equa1 to zero, 


and ·thus w is seen to be independent of s. 


By the definition of the function wand .by (11) we obtain 


s+E 

w(s) - w(s + E ) ::::: S d Etf 

s• 



- 11? ­

s+e 

d E (A-sE)g(s) ­
t t 


s s 

=S J 

s+E. . 
-== J ( t-s) d E g ( s) - s (~ ( t )- j> ( s) ) d Eth. 

t t 

s s 


Therefore 

Uw(s)-w(s+E) II S: tel II (E -E )g(s) II + 
s+E. s · 

(14) 

+ IEI Ij> I (s +- e~ )I ll<E -E )h II 
. s+ E. s 

where 0 ~ e <. 1. The statement (a) follows directly from the 

foregoing inequality. Moreover, taking E..= - <f" < o, we write·: 

(14) in the form 

Cl/<t) II w(s-4)-w(s)JI £ ll<E -E )g(s)-H i­
. s s-d 

+LS1'(s-0f)I UCE-E )hll 
. . . s . s-o­

from which, because of E :E, follows the second relation 
t-0 t . 

in statement (b). For the verification of the first r .ela.tion 

in statement (b) we use the continuity of the function w and 

we : write Cll+)) ., taking e =.~ > o, in the· form 

(1/~).JI .(w(s +f)-w(s) II f: II (E -E · )g(s) JI+ 
s+<i s+o 

+ I~ •<s +- eJ->I 11 <E -E >h II • 
· · S-tf s+O . 

The . ~ight side of this ine.quaJ.ity tends to zero with d . 
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In view of what has been established, we have that w=O and 

the proposition is proved. 

The foregoing proposition can be extended to the following 

THEOREM: Let D be a closed symmetric· operator in a Hilbert 

space 1 , and let Et be a spectral function of D. Suppose .. 

that given any elements f ,h E a there exists a function 

g : (- oo, 00) ~ ~ and a differentiable func-tion CD on . D ..J --­

( - oo, oo) such- 1 that 

f- _g> ( t)h =(D-tE) g( t), 

Then 
00 

f = f 
00 

,5'(t) d Eth and .(r,r> =j I f<t> I
2 

d(Eth,h). 
- 00 -00 

Proof: If D was self-adjoint, the theorem would at once 

follow from proposition X by taking a :. - 00 and b = oo • 

In (13) we would let t' ~ - oo and t" ~ 00 • Since the 

Et's are orthogonal when Dis self~adjoint, it would be 

immediate that {r,f) is of the · form claimed, in the theorem. 

We assume that D is a closed symmetric operator. In this case 

D has a self-adjoint extension of type 2 (see page 98). By 

the theorem on page 110 for every spectral function Et of D 

we can construct a self-adjoint · operator D+ in some enlargedJ. 

.Hilbert ~pace a+. :l ~ such that 

D+f=Df (tE-9JD> and Et=P+E: (-oo<:t <.o0), 
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..... + +where E is the spectral function of D and P denotes the 
t + 

projection operator of a. onto a . 
By what has been proved already, we have 

00 . 

f :::. S S' (t) d E + h and 
-00 t 

Applying the operator P . + we can write these two equations in 

the form 

and 

00 2 . 

(r,r>= J ls:><t>\ d(Eth,h) 
·-00 

be-cause . 

This completes the proof of the theorem. 
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3.3 Extension of a Positive Symmetric Operator 

We commence with a lemma on norm-invariance. 

LEMMA I: Any bounded Hermitian operator A such that. ~Ac. a 
r-1 

has at least one self-adjoint extension A whose norm equals 

the norm of A. 

I 

and therefore (Ag,f) is a linear continuous functional . on 

,;tJA. By a theorem of F. Riesz (see §5, section 3 of 

Neu.mark's book on normed algebras) to any f Ea there 

corresponds uniquely a certain element h-E ~ such that 

<Ag"r) =<g,h) for 
. 

g f ~· 
A 

... 

For f f ~ , h E ~A we put 

0 
h ~A f. 

The operator A0 is linear and II A0 f II =II fl\ for all f E a 
because 

for all f E ~ • 
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We denote by P the projection .operator onto the closure of · 

~. Then
A 

for g,h f. ~ and 
A 

A
0 g =PAg for gE ~. (1) 

A 

We introduce in ·a a new inner product: 

The corresponding norm is then given by 

2 2 2 
11 f 11 - II r II II A 

0 r II • 
l 

The new inner product satisfies all reqirement associated 

with an inner product except perhaps that from II f II ~ 0 
l 

it may not follow that f =o. We say that the elements 

g,f E 'a are e q u i v a l e n t, g rv f in notation, 

-if II g-f ll = O. The transitivity of the relation rv 
. l 

follows from the inequality 

I\ g-h 11 f ll g-f ll + II r-h 11 •
'1 - 1 . 1 

It is easy to see that we are dealing with an equivalence 
I 

relation; the elements of ~ are split into equivalence 

classes. We denote by 
/\ 
g the class of elements equivalent 

to the element g E a . The set of classes of equivalent 

elements forms an incomplete Hilbert space if we define in it 
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· " A A 
0(. g + f.> r - h (h = o(, g + F-> f) and give the inner product 

as 

<g' r> = <g,r) •
1 

We observe that II g lt = Hg II • The completion of th.e set of 
1 

all classes of equivalent elements relative to the metric 

induced by the introduced inner product we shall denote by
A , 

~. . • The completi~ of ~e set of classes g for aJ.l g~ ~ 
forms a subspace ~ C ~ • 

0On 2J we define the operator B := A-A ; hence by (1) we have 
A 

Bg f. fl{( for g E 2J , where 'O[. = "£. 8 ~ . Since
A. d A · 

II Bg II 2 = U. .Ag II 2 - II Aog 11.2 ~ II g 112 - UAog 112_ 

we get for 
. 
g t 9J

A
: 

(2) 

By the foregoing inequality we have that g rv h (gjh E~) 

implie~ Bg ::::. Bh. Thus we can define on a dense 

.. A 

"" set in gt;, an 

operator B • : 

B1 B 1~ =Bg (gf ;l>, -g-t {O{_)
A . 

for which inequality (2) assumes the form 

(g f ~) • . (3) 
A 
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From (3) we have that the sequence 

( gn E ~A' n = 1,2' • • •) 

converges in '-&. to a certain element from 'Ol c a as the 
(J A . -" 

sequence gn converges in ~ to a certain element from @ • 
. . A. 

Closing the operator B' we get the operator B , defined on 
A. A - . 

all of ~ ( c a ) with values belonging to 'Ol. ( c. a ) ; 
hence by (3) we will have 

I\ 

( ~ f !XJ ). (4) 

A I\ 

Let P denote the orthogonal projection operator onto ~ 
-" 

in the space ~ • Define on the entire space 1 the operator 

.... /\ A A 

B
0 f :::. B P f (f E: 1J ) . 

Then inequality (4) gives 

0 I\ A I\ II L I I\ /\ I AJI B r II = II B P f == I P f I ~ II r ll = II f If 
l · 

which means that for f E: ~ : 

ll Bof I\ 2 L II r II 2 - II Aof II 2 • (5) 

A0 + B0We .now consider the operator A = • From (5) we 'get
1 

that II A1 II L l and therefore JI A;- If -=- l. 

I\ A I\ . 

Since P g ::= g for g E ~' we have that B0 g =Bg (g E abA) 

and from the definition of the operator B it follows that 

Ag= Ag
1 
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For all r f a ' g E ~A we have . 

Since B0 f f 7f7. and <g,B0 r) = o, we obtain 

We therefore conclude that 

A* g ::. Ag (g E: ~). 

1 A 


We have shown that the operators A1 and A* 1 
are extensions 

of. the operator A which preserve norm. Hence the self-adjoint 

operator 

A= (Al+ ~)/2 
,....,,, 

is an extension of A and II A II -= 1. The lemma is proved. 

A Hermitian operator H is called p o s i t i v a-: ( H > O~ 

in notation) if .(Hr,r> ~ 0 er t ~.;and if for at least 

one : g (:- ~we have (Hg,g) "> o. 

Let S and T be two bounded s.elf~adjoint operators; we will 

write S > T and say that S is larger than T if the operator 

(S-T) is positive. 
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Let H denote a boW1ded self-adjoint positive operator. Then 

there exists one and only one bounded self-adjoint positive 

operator B" such that B2 ==- H • . We denote B. by Ht. 

Indeed, if Et is the spectral function of H, then Et =0 for 

t ~ O because H is positive. We denote by &i:> the ~et of all 
B» 

vectors f for which 

00 

J t dl\E f\l 2 ~ oo 
0 t 

and put for such f 

The operator Bis positive, self-adjoint and satisfies B
2 

::.H. 

The uniqueness of B follows from the uniqueness of the spectral. 

function Et. From the construction of B. ~t is also clear that 

it commutes with all . those bounded operators with which H 

commutes. In the Appendix (see page 17'9) we consider another 

method of proof which .makes no use of the spectral theorem 

for self-adjoint operators. 

L~t A denote a bounded Hermitian operator with l\A\\ ~ 1 and 

closed domain of definition ~ ::f '-& • We denote by ~ (A)A -d' . 

the set of self-adjoint extensions_. of the operator A whose 

norm doe.s not exceed ·1. By Lemma I the set o6- (A) is not 

empty. 

The difference C of any two self-adjoint extensions of the 

· operator A is a self-adjoint operator vanishing on 3J • 
A 
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']he range of the operator C will be contained in the ortho­

gonal complement '11. of ~ because (Cg,:r) = O (g E ~ ,
A A 

f E a ) implies that (. g,Cf>= 0 and the latter means 

that Cf t '(ft • Thus, if A is one of the operators of the 

set ~(A), then all operators of the set will have the 

form A+ c, where C has values in rtl and the condition 

\<.Ar +cr,r> If (r,r) (f E ~) 

holds. The foregoing condition is equivalent with 

- (<E + A.)f ,r) f <er,f> L (<E -A)r ,r> Cr Ea ) 
or 

N I f'J 

- (E + A) L C ~ E - A • (6) 

~ rv 
We note that the operators E - A and E + A are positive. 

LID-IMA II: ·~ rt't be some subspace of "*lt and H a positive 

operator •. Then the set 'Olfl. of self-adjoint operators C 

satisfying the condition C f: H: and S< C. 'OL has a-- - . - c 
largest element H~ , that is an operator larger than any 

other operator C of the set. 

Proof: The set rrtl. is not empty since at least the operators 

O and P'rL belong to it; Pn . denotes the orthogonal 

projection operator onto 'tt • 

w~ denote by :iCI . the orthogonal complement of rt[ in . a . 
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1Then (cg,g) =- o (g E 2J ) and <cr,g) = o (f E ~ ,g E ~ ) 

and therefore (Cf,f >= <c(f-g),f-g). Since the operator C 

is not larger than the operator H, we get 

2 
(er,r') ~ <H(f-g),r-g) =II Ht(f-g) 11 (f E a, g E ::0 ) 

and 

<Cf' f >= .inf JI Htf - Htg II 
2 

• (7) 


g E: ~ 


We denote by d:_ the set of all elements h which are ortho­

gonal to Hv 
1 

ii and by P~ the orthogonal projection 

operator onto 'cf.. • From (7) we get .for f ~ a: 
2t . t :! > . (8)~Cf' f >~ JI p£ _H f II = <H p ~ H f' f • 

However h E £ if and only if <h, Htg ) .:._ 0 ( g E- f!lJ ) , that 

is <Hth, g >::: O,· and therefore Hth f 10{_. It follo}'ls that 

H~ = Ht P'£. Ht 

belongs to the set rm and is the sought for largest 


operator. The lemma is proved. 


Using the notation of Lemma -II, ·rrom relation (6) on the last 

page we see that 

. ~ ,..., 
. -(E + A) L- C ~ (E - A) (10) 

. ?fl. - "tr.. 
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and that all self-adjoint extensions of the operator A which 

belong to the set '£,. (A) contain the smallest ex'tpnsion, A ,
m 

and the largest extension, AM' where 

,....,, ,..,., 
Am ::::. A - (E + A)ta't 

(lJ.) 

We have therefore shown the necessity of the condition in the 

following 

LEMMA. III: In order that a self-adjoint operator A1 belong 

to the set i!,. (A) it is necessary and sufficient that the 

following condition be satisfied: 

(12) 


Proof: It remains to establish the sufficiency of the 

condition (12). 

From (12) we get that · UA1 II ~ ,max ( HAm U., II~ II) L 1 and 

that the operator (A1 - Am) is not larger than the operator 

(~ - J;n). Thus f ·or g E ~: 
A 

and therefore 

' t 2 
<<A1-Am)g,g) = t\ (A -A ) g II =- o

1 m 

and 
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(g E ~). 
A 

The lemma is established. 

From what. has been discussed and considering relation (10) it 

can be seen that some self-adjoint extension "'A of a bounded 

Hermitian operator A is the unique self-adjoint extension with 
,-.J "' norm ~ 1 if and only if (E + A)'Ot... = (E - A)'n. = o • 

LEMMA IV: Let an operator A be a fractional-linear trans­

formation of a symmetric operator R: 

A= (aR + bE)(cR + dE)-1 

where a, b, c, ~ are real numbers and ad-be =/= o. Then given 
r-...1 

any self-adjoint extension A of A there is a self-adjoint 

extension """" given byR of R 

R' = (d A - bE)(-c A +aE)-1 • 

Proof: By propositions III (see page 87), V (page 89), and 
,...., 

VIII (page 911) it is enough to show that c A f - af ~ 0 

implies f = o. Now let c Af - af =o, then . ( c'Af-af ,h) = o 
f'?r h E:- "§ • In particular we have ( cAt:-af, w) = o, where 

w E: ~. Therefore <f' cl.w-aw>= I...f' cAw-aw>=0 which 

means that <r,g) = O for gE:-~R. But ~R is dense in~ ­

as R is ~ symmetr.ic operator, It. follows that f = O and the 

lemma is proved. 

http:symmetr.ic
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Let a Hermitian operator S satisfy the condition: S "> o. Then 

for any a > O we have 

2 2 2 2 2 2: 
nSf+ aE ll = ll Sf It + 2a (Sf' f >+ a II f II ~ a uru • 

Thus for positive symmetric operators the set of points of 

regular type is connected (containing all non-real and 

positive numbers); it therefore fo.llows that the deficiency 

numbers are equal. In section 1 of this chapter we have seen 

that a symmetric operator has self-adjoint extensions if and 

only if its deficiency numbers are equal. 

Our aim is to e-stablish an interesting theorem concerning 

the extension of positive symmetric operators due to 

M. H. Stone (see his book, Thm. 9.21), K. o. Friedrichs 


and H. Freudenthal which reads: 


THEOREM: Each positive symmetric operator S has at least 
,...., 

one positive self-adjoint extension S .­

Proof: Consider the fractional-linear transformation of the 

operator S: 

A (E S) (E +- S)-1 

S = (E - A) (E -t- A)-1 • 

The operator A exists because f +Sf= 0 implies f = 0 in view 

.of the fact that (r,f)-=. <f,f) +(sf,r) =<r+sr,r) ho1ds 

for r~ ~8• By proposition Von page 89 the operator A is 

Hertnitian. 
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Using formulas (10) and (9) given on page 86 we obtain 

g = f t- Sf, Ag =- f - Sf (f E ~ , g E- ~ ) • 
S A 

Since S is positive we have 

2 2 
(Ag,Ag) . (f-Sf,f-Sf)=llfll - 2<sr,f)+ llSfJI L 

2 . 2 
~ ll f II + 2 (sr,r) + II Sf \I ==- <f+sf,f+sf) = <g,g) 

and therefore the operato~ A is bounded: II A l I L l. 

By Lemma I (see page 120) the operator A has at least one 
1'J 

self-adjoint extension A with norm ~ 1. By Lemma IV, 

the self-adjoint operator 

l'J r-' N -1 
S = (E - A) (E + A) 

will be a self-adjoint extension of the operator s. Since 

ll AU ~ 1, the op_erator 'S is positive; if f E: 2>~ we 

find an element g .E: &?l,..., such that s, 
.A 

f'tJ "-' IV 
f::.g+Ag . and Sf= g-Ag 

and therefore 

· ~ ) rv "'-' ) 2 . · rv 2 
s r ,r =-(g - A g, g + A g ::. II g II -· II A g ll ' ~ o.< 

This P-roves the theorem. 
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3.~ Examples of Kernel Spaces and Applications 

Let V denote a vector space. whose elements are certain 

complex-valued continuous functions on (- _oo , 00 ) ; the 

algebraic operations in V are defined as usual. Let W 

denote the linear hull of the set of all functions f g-, 
where f ,g EV. 

We shall call a linear (i.e., additive and homogeneous) 

functional '.f' acting on Wpositive if for f ~ V we have 

that 'f (f 'f) ~ o.,_ 

We observe that the form (f,g') = '±' (f g) acts like an 

inner product, except that <(f,r) =O d?es not imply that 

f = o. To see this we only have to verify that <r,g)=<g,f) 

holds · for f ,g E v. Taking any complex number ~ · and , expanding 

'f' ( (f + ~ g) (f +Ag)) G 0 

we obtain that the expression 

is a real number. 'Choosing A=- 1 and ~ =i, ~ucc.essively, 

we get that 

p (g f) = 'f' (f g) or ~ (f g) - ~ (g f) • 

I 
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Since 
2 

· o ~ (f- ~g,r- ~g> =<f,r) - ~ <g,r) - ~ <r,g) + \Al <g,g) . 

we arrive at the inequality of Schwartz: 

indeed, if (g,f> :. o, then the Schwartz inequality holds 

trivially and if ( g,f) :/= o, then we may take 

~ -::: /...f,f) I (.g,f). 
,. 
., 

In view of the foregoing observation we are permitted to 

define in V the inner product 

we identify in V any two vectors f and g for which 

(f-g,f-g >=o. 

Completion of V with respect to the norm induced by this 
... 

inner product give_s a ·Hilbert space a in which v is dense. 

Given g E- V let og be the function defined by 

"g(s) = sg(s), -oo<..s~oo. 

We impose on V the following restriction: We require th.B.t 

the set F of all functions g ~ V for which g belongs to V 

be dense in V and therefore dense in a. . 
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Under these conditions we can introduce in '-5- the operator 

ot multiplication by the independent variable s, having 

defined it initially on the set F. This operator is 

symmetric since the set F is dense in ~ and 

for any f ,g ~ F. Therefore we can close the operator in : 

question; this closure we shall denote by the operator D. 

To see that the operator Dis well defined-we have to show 

that <f,f) = 0 implies ( f,g ) .= o. It is sufficient to 

show this for f ~ F. However ,<. f, f) :. O implies that 

.<. f, g ) =9 for any g E- V and in particular for .any g = " h, 

h ~ F. ~us for any h ~ F we have 

<r,h) -:. <r,h >=o. 

Hence, by virtue of the fact that F is dense in V., the 

) " Arequired equa.tion , f, f ) =O follows. 

LEMMA: A sufficient condition that a given po:siti~e 

functional 'P defined on W permit an integral representation · / 

of the form 
00 

t (cj:>). == s ct> (t) d cr'(t) ( ct> E W) . 

-oo 
with non-decreasing bounded function.. <J fill (- 00, oo) is that 

the following threefold requirement be satisfied: The function · 

1 belong to v, the set F of all functions g E V for which 

g"' ~ V be dense in V with the norm . 
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II r 11 =<'f' (f r) )t (f E- V), 

and from f EV it follow that for any real t the ftulction 

of s 

(f(s)-f(t))/(s-t) 

belong to V. 

Proof: We construct the Hilbert space ~ as was done further 


above and in it we introduce the closed symmetric operator D 


of multiplication by the independent variable s. 


We note that the function f appears in two roles. On the one 


hand f is an element of the space a and on the other hand f 


is an element of the space L~ of square-integrable',. 


functions with weight function er. 


We wish to apply the theorem stated on page 118-~ To f~cilitate 


the presentation we rewrite the condition r- s> {t) :: (D-tE) g( t) 


appearing in. the mentioned theorem a.s, follows: . 


We note that gt E- · ~ • We take as element h the function 1 E:. Vi 
'D · / 

and as value of the functi9n g> at t the value of f E V at t. 

The requirement r- g> ( t)h -= (D-tE) gt then assumes the form 

f(s)-f(t)l =(s-t)gt(s) 

and is satisfied because both functions of s 

gt(s) == (f(s)-f(t))/(s-t), 

belong to v~ In the foregoing we chose to indicate by writing 

f(s) that f ~ a•This completes the proof of the lemma. 
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THEOREM (S. Boclmer): Let k denote a continuous function 

on (-A,A), O~A~OO • In order that the representation 

00 . ixt 

k(x) s e d CJ ( t) (-AL.. x LA.)
-

-oo 

holds, it is necessary and sufficient that k be a positive 

de.finite function, ~' for any numbers O ~ x ~ •••.. L. :x:n L.. A1 
(n L.. 00 ) and any complex numbers ~1 , ••• , ~n we have. 

n 

> o.-::::. 

Proof & To see the necessity of the condition we observe that 

n 00 n 
ix ti 2

k(xj-xm) A 
j 
~ \ e j d cr(t) ~ o.L m = sLL 

j,m :.1 -00 j =]j 

To verify the sufficiency of the condition we make use of the . 

foregoing lemma. For V we take the set of all functions of 

the form 
(3 ­

itx 
f(t) = . s e dr (x)' 

where [o<, ~J C (-A,A) and f is an arbitrary, in general 

complex ·funotion of bounded variation. We then construct W 

and for a start define the functional 'f by 

ix t -ix t1 2~ ( e · e ) :: k (x -x )
1 2

We verify that the conditions stated in the lemma are 



- 137 ­

fulfi11ed. It is clear that 1 EV. As the set F we take ·· the 

family of functions of the form 

~ itx 
v( t) -=- S e g(x) ax, 

o<­

where g is continuous. To show that the set F is dense in V 

with norm uru = <f' (f f))t, it suffices to establlsh ' that 
· ictthe function r

0 
(t) = e , for cc (-A,A), can be approximatedi 

by· a function v E- F. For this purpose we take. 

2-1 c itx 
v0(t) =(c2-c ) S e dx E-- F,

1 
Cl 

where c E(c
1 

,c
2

) and c2-c
1 

is as small as we please·. We ·get . 

C2 c2'. 
ict itx _-ict -itys -e~ =(o2-cl) 

-2 s '!.' ((e )(e -e )) dx. dy = 
cl cl 

c2 c2 

j S (k(O)-k(c-y)-k(x-c) +k(x-y)) dx. d;y 

~l cl 

and it remains to talce into accolUlt the continuity of the 

function k. To verify the last part of the requirement in 

the lemma it suffices also to do this for the function eict 

for any c E(-A,A). But we have 
c 

ict · · ics ixt is (c-x) 
'(e -e )/Cs-t) = 1 S e e dx E- V, 

0 



Remark: 


In the foregoing we based the proof of the representation 


theorem concerning positive definite functions on the lemma 


. stated on page 134. In a completely analogous manner one can 

deduce from the same lemma a theorem of s. N. Bernstein 

concerning the representation of exponentially convex 

functions. The theorem in question states: 

Let k be a continuous function on the interval (A ,A ), where
1 2


- 00 :E, ~ <::: A2 €: 00 and A1 .C: O <=- A2• In order that 


00 xt 

k(x) - S e~ d<r(t.) 


-Oo 

hoJ.d, where (j" is a certain non-decreasing bounded function 


sm (- 00 , 00 ) , it is necessary and sufficient that for 


x , • • • , x , where A 4' x -~ • • • .t!.. x ~ A , (n <:. 00 )

1 n 1 1 n n 


and any complex numbers A , ••• , A the relation '" 

l - n 

n -k(x +x ) ~ ~ ~ ·o 
j .. m j m 

. We give one more application of the lemma. 
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00 . 

THEOREM (H. Hamburger~: Let (am)m=O be a sequence of real 

numbers. A necessary and sufficient condition that i 

00 

a 
m s 

-00 
(m =0,1,2, ••• ) 

where <Jdenotes a certain non-decreasing bounded function is 

the requirement: 

n 

Proof: We show the sufficiency of the condition. Suppose 

that V consists of all polynomials in the indeterminate t, 

then the unit function belongs to V. We apply the lemma 

given on page 134. We observe that the. set Wcoincides with 

V and the conditions of the mentioned lemma are fulfilled. 

Hence there exists a non-decreasing bowided function O"" on 

(- CX>, 00) so that 
Ob 

i' (tm) = S tm cl- er' (t) (m-= 0,1,2, ••• ) 
·-oo 

. 00 
However, any sequence of reals (am)~· =O defines on V a linear 

functional 'f when we le~ 'f' ( tm) i:: ·am .(m =0,1, 2, ••• ) and 

this linear functional will be positive on w.= v if for 

n ~ 00 I 

n 

n 


~ aj+k Aj \ P< I~ ~ tj ' 2 ) >j ::::.. o. 
j,k =O j =-0 

It is . easy to verify the necessity of the condition. 
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Let 'C.- be some Hilbert space in which the inner product 

of two vectors u and v is denoted by <u, v > • Let with each 

point t of some closed interval [a,b] (finite or infinite) 

be associated a certain bounded self-adjoint operator Ft' 

acting in ~ • We call Ft a non-decreasing operator function 

if 

For a non-decreasing operator function Ft ·the limit operators 

Ft-O and Ft+ 0 exist in the sense that ·for any u E:- ~ we have 

F u - lim Fsu , F u - lim Fsu .• 
t-0 t+Os1' t s~t 

We shall consider integrals of the form 

J - s ~ g(t) d Ft , 
~ 

where g is some continuous function on [a,b] , and assume 

that Fa -= O and Ft= Ft-O for a <:: t ~ b. We shall understand 

the above integral in the sense that 

/.,. 


<.Ju,v) - S g(t)' d <Ftu,v) (u,vE-C ). 


°" 
As illustration of the analytical significance of the lemma 

on page 120 and the theorem on page 130 we shall prove two 

theorems. · 
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THEOREM: In order that the sequence s , s , ••• , S of
0 1 2n­

bounded self-adjoint operators in a Hilbert space ~ 
satisfy the representation 

l 

S -=· 5 tk d F (k-=- o,1, ••• ,2n) (1).
k _, t 

it is necessary and sufficient that for any xi .·~ t 
(i::::: 0;1, ••• ,2n) the conditions 

n 

(I)L <sj+kxj,xk> ~ o 
j,k= 0 

n-1 

L_ (<sji+k - sj+k+2)xj:,xk') ~ o (II) 

j,k::: 0 

h.Qlg .• 

Proof: From the integral representation we_obtain 

n t n 
~j:-t-k .L_ <s;J+kxj,xk) SL t d <F xj ,x. ) := 

t k 

j ,k =-0 
 -· j ,k = 0 

N: 

- lim ~ <Am Ft Ym , Yin') ' 

N~OO m-::.1 


where 
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n 

~ m Ft F 
~ 

- F 
tm-1 ' Ym · ~ · tj x 

m j ' 
j -=O 

2mt - -1+-- (m = 1,2, ••• ,N).
m N 

Hence we get the necessity of condition I. 

The necessity of condition II follows from a similar 

consideration: 

n-1 

L_ <(Sj+k - sj+k+2~xj,xk ~ ­

j ,k:: 0 

N 
2 

(1 - t ) <6, F y , ym >-. 
m m t m 

m:l 

Next we show the sufficiency of the conditions I and II. 

Consider the linear s~t g of polynomials of the form 

n 

tj xP(t) = L_ 
j 

(xj E- '1:_ ; j = 0,1, ••• ,n). 

j :.O 

Let 

n 
k 

Q(t) = L t yk (yk E 'f ; k = 0,1, ••• ,n) 

k=O 

and define on .Ef> a bilinear Hermitian functional (P,Q) by 
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I I 

n 

CP,Q) == . L <sj+k xj 'Yk) • 

j,k= 0 


By condition I we, have for any P 

(P,P) ~ O. 

Assume first that formula I is strictly positive, i.e.~ if 

not all coefficients xj are zero, then (P,P) > O..i, 

In this case the bilinear functional (P,Q) can be taken as 

inner product in [p • Completion of .ff> under the norm 

induced by this inner product produces a certain Hilbert 

space a. 
D.enote by cR the set of all polynomials 'Q. E- ,g:> of degree 

not larger than n-1; 

n-1 

Q(t) =- L (yj E- ~ ; j == 0, l, • h , n-1). 

j=O 

On ~ we define an operator A by 

n-1 

AQ(t) -- tQ(t) - .L_ I 

t 
j+l 

Y. •
J 

j =o 

But for any Q , Q E:- di we have ( tQ
1

, Q ) = (Q , tQ ); hence
1 2 2 1 2

the operator A is Hermitian. Moreover, by condition II, 

(AQ,AQ) = (tQ, tQ) '- ( Q, Q) , (Q E- <R). (2) 
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It follows that II AII ~ 1. · 

We now apply the lemma stated on page 120~ Let Et be the 
~ 

spectral function of A : 

' A - s t d Et •_, 

Then for any x,y E. · ~ we will have 

I . >. j k "'j "'k "'j+k
<.,.S x,y =(tx,ty)=(A x,A y):::.(A x,y)=

j+k 

j +k 
t d (E x,y) (j+k = o,1,- ••• ,2n).=S 

I 

t 
/ -· 

We note that the operators Et' -1 -< t <:. 1, act in ~ and 

not in 't_ ; since 

we have that the · bilinear Hermitian functional (Etx~y) is 

continuous. For any x f '-C the functional (Etx,x) is 

non-decreasing. Using a theorem of F. Riesz (see for example 

9 5, section 3 of Neumark 1 s book on normed algebras) · we : get 

that to each Et there corresponds a . botmded self-adjo.int 

operator Ft' acting in ~ , such that 

(x,y E ~ ); ( 4) 

Ft' -1 L. t '-1, is a nondecreasing operator function. Since 

( 3 ) and ( 4 ) imply ( 1 ) the theorem is proved for the case 

when formula I is s.trictly positive • 

. I 
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If formula I is not strictly positive,- we regard the 

polynomials P,Q f ~ as equivale~t whenever 

(P-Q,P-Q) = 0 

is satisfied. By (2) the operator A transforms equivalent 

polynomials into equivalent polynomials. If we identify 

equivalent polynomials, then we have reduced the case 

under consideration to the case considered further above. 

This completes the proof of the theorem. 

THEOREM: In order that the sequence s0 , s1 , s2 , ••• .Q!: 

bounded self-adjoint operators in a Hilbert space C 
have a representation of the form 

00 

(k =0,1,2, ••• ), (5)s 
0 

where Ft (0 ~ t '1!. 00 ) i :s some non-decreasing operator­

function, it is necessary and sufficient that for any 

uj E C ( j = 0,1, 2, ••• ) the following two conditions 

h2d:,g: 

n 

<s u · , u ) -2: o (n=o,1, ••• ), (I)
j+k j k ­

n 

(n :.0,1, ••• ). (II)L <sj+k+l uj , ~) ~o 
j ;k =- 0 
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Proof: . From the integral representation ( 5) we see that 

conditions I and II are necessary: 

n p 

lim ~ (/j. ·F v ,v >,
L_ mtm m 

p~Oo m=l 

n p 

~ <sj+k+luj''\>= lim lim ~ tm<AmFtv~,vm)' 
j,k=O N~OO p~OO m-=l 

where 
n 


2 j 

t -::: (mN )/p' t u ' m j 

Next we show that conditions I and II. are sufficient. We . 

assume fii-st that formula I is strictly positive, i.e., 

n 

E_ <sj+kuj,'1i:')::: o implies uj =O tor j= 0,1, ••• ,n. 

j ,k :.Q 

We denote by cR:. the set of all polyn~miaJ.s of the form 

n 

P(t) = L_ tju 
j 

(u
j 

E- '-!_ ; n= 0,1, ••• ). 

j=O 

Let 

m 

Q(t)= ~ tkv 
k 

k=O 
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We define 
n m 

(P,Q) = 	 L_ ~ (sj+kuj,vk)· (6) 

j =o k =o 

It is straightforward to verify that (P,Q) has all properties 

of an inner product (here we use that the ·operators S. are 
J 

Hermitian and that formula I is strictly positive). Let."§ 

be the completion of ck:.. relative to the norm induced by this 

inner product. We define on di the operator H by 
n 

HP(t) = tP(t) - ~ 

j=O 

Since the operators .S. are Hermitian and since 
J 

in 3 we have that H is a symmetric operator 

di. is dense 

• From 

condition II we get 
n 

~HP,P) = (tP,P) ~ ~ 
L_ 

<s u
j +k +-1 . j 

,u
k 

' 
/ 

> O·,·: 
~ ' 

. j ,k =0 

this means that H is a positive operator. 

By virtue of the theorem on page 130 the operator If has a. 
,.._, 

positive self-adjoint extension li' ,. Let Et be the spe:ctral 
,...,,

fwiction 	of .the operator H~ : 

00 

H := 	 J t d Et • 
0 
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Then for any u, v f ~ we have 
00 

<sku,v) = ( H'k u , v ) = S tk d (Etu,v) (7) 
0 

(k::. 0,1, ••• ). We note that the ·operators Et act in·1 but 

not in ~ ; howev.er (Etu' v) is a Hermitian bilinear functional 

in ';! and it is continuous: 

Thus there corresponds to it a bounded self-adjoint operator 

Ft' acting in ~ and such that 

(u, v E "( ) (8) 

F will be a non-decreasing operator-function. Hence (7. ) and 
t 

( 8 ) imply ( 5 ) • 

In case the form I is not stric·tly positive, we shall say that 

the polynomials P, Q E di are equivalent if and only. if 

(P·Q,P-Q) = o,. 
where (P, Q) is the bilinear functional defined by ( 6 ) o . The 

operator H (multiplying by t) maps equivalent polynomials 

into equivalent polynomials. To see this it suffices to 

verify that (P,P)= O implies that (tP,tP) =O. But this is 

clear from (tP, tP) 2 = (P, t 2P) 2 ,£. (P,P) (t2P, t 2P). By 

identification of equivalent polynomials we have reduced 

the case in which the form I is not strictly positive to 

the case in which the form I was assumed to be strictly 

positive and the proof of the theorem is finished. 

http:howev.er
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APPENDDC 

Spectral Theorem for Self-adjoint Operators: 

For any self-adjoint operator H in a Hilbert space a there 


exists one and only one operator function Et (- 00 4'. t ~ 00 ) 


satisfying 


1) Et is a projection operator; 


2) EtEs =Et for t ~ s; 


3) Et permutes with every bounded o:perator A which permutes 


with H; 

4) lim Etf = o, lim Etf = t tor all . t E '£! ; 
t~-oo t~oo 0 

5) Etf is left-continuous for all f c a ; 
6) f E 3J if and only if 

H 

00 

s ~oo. 
-oo 

·~ 

In this case 
00 

Ht - s t d E t . 
t-00 

The· convergence involved in the integral representation is 

the strong operator convergence. 

The foregoing version of the spectral theorem is due to 

v. Neumann; before him D. Hilbert had cast the foundation 
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for spectral theory but Hilbert's work in connection with 

linear integral equations was essentially restricted to the 

study of completely continuous linear operators (taking 

bounded sets into sequentially compact sets). 

Following ideas of F. Riesz a modernisation of spectral
I 

theory was given by H. Freudenthal (Teilweise geordnete 

Moduln, Proc. Acad. Wet. Amsterd~, 39, 641-651 (19.36)) 
iand s. w. P. Steen (An introduction to the theory of 

operators, Proc. London Math. Soc. 41, 361-392 (1936)). 

Commencing in 1941, H. Nakano published a long series of 

papers in which he went substantially beyond his 

predecessors both in terms of results and in methods. 

A systematic account of these matters can be found in 

Nakano's treatises listed in the Bibliogr.aphy. Here we 

want to consider the Freudenthal - Steen - Nakano theory 

in relation to J. von Neumann's version of the spect~al 

theorem for self-adjoint operators. To this end we shall 

first survey some of the basic informa~ion concerning 

vector lattices and partially ordered rings which is 

relevant to abstract spectral theory. 

1. Let E denote a vector space over the field of real 

numbers. Suppose that in E there is given a certain set 

of elements of which it is asserted that they are "larger· 
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than zero ti; this is .signified by writing x >e ' where e 
denotes the zero veotor in E. We call all elements which 

are larger than zero and the element e positive and denote 
+by E the collection of all positive elements of E. We put 

-
x > y if x-y >e • As usual, x ~ y means that either x > y 

or x =y. 

The vector space E is said to be a vector lattic·e if the 


ordering introduced above satisfies the requirements: 


A) if x > G , then x =f: e ; 

B) if x > 8 and y > 0 , then x + y > f) ; 


C) for any two eleme~ts x,y E E the supremum, xv y, exi·sts; 


D) if x >a and()( is a real larger th~ o, then O(X >·e. 


Another definition, equivalent to the foregoing one, is the 


following: · ·A vector space E over the real numbers is called 


a vector lattice .if Eis a lattice and the relation x > y 


implies that (a): x+ z > y + z for any z E- E and (b): for 


any real o( larger than 0 we have o< x > o<y. 


2. Eis called a .complete vector lattice (resp. er-complete_ 

vector lattice) if every bounded (resp. bounded and countable) 

subset of the vector lattice E has a supremum and an infimum • 

. 3• Let Ebe a. v~ctor lattice. If xt ~ E (t ~ T) and if 

y =sup (-xt) exists, then -Y= inf xt. In p~rticular we have 

xAy= -[<-x)V (-y)]. (l~ ' 

I 
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Moreover, in a vector lattice the fol~owing identities always 

hold:. 

(x" y) + z (x + z) '1 (y + z) (2) 

(x I\ y) + z = (x + z) /\. (y + z). (3) 

A special .. case of formula (2) is: 

~x - y)'v 8] +Y·= x Vy. (4) . 

4. Let E be a vector lattice, xt f E (t <= T) and sup xt 

exist. 	Then y + sup xt = sup (y+ xt) for any y E E and 

sup (o< xt) for any real1o< ~ o, 
0( sup x = · 

t { inf' (o( x ) for any real o( L. O. 
t ­

Using formula (4), the first par.t of the fore.going s.ta.tement. 

and formula (1), we-.. get 

xVy= [<x-y)v6]+ Y= x+y+[C-y)V (-xU = x+y - x/\y. 

Hence we obtain 

(xv y) + (x I\ y) = x + y. 

5. Let E be a vector lattice and x t E. We define the 

following elements:. 

+ · 
x = x v e (positive part of x); 

X . := (-x) V e (ne·gatiVe part Of X); 
. + ­
Ix I ~ x + x {modulus -of x). 

6. 	 If Eis a-vector lattice and x EE, then x =x+ - x . - • 
+ + ­If x =y ~ z, where y,z (: E , then x ~ y and x L. z. 
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7. 	 The following relationships hold in a vector lattice E: 

± ± + 
(x + y) - x + y ; 

+ 
+ O(X if°"~ 0 - { oc. x - if 0( ~ 0 

(o<. x) = 	 - (o<x) = +{ -<><x- if oc. ~ O; 	 - 0( x if oe. .::_ O; 

- l x \ ~ x L l x \ ; \ x + y \ ~ 'x l + \ y \ ; \ o< x \ = ' o< \ ·}x I ; } 
f x \ = 6 only when x =6 • If x L. y, then x+ L y - and X ~ y - • 

a. Let E be a vector lattice and xt E: E' (t E- T). If 

x :: sup xt exists, then 

+ + 
x :. sup x , x inf x 	 (6)- •·. t 	 t 

9. In any vector lattice E. the infinite__ dis.tributive laws 

x /\ sup y t = sup (x I\ :Wt) 

are satisfied. 

10. The elements x and y of a vector lattice E are said to 

be disjunct Cin symbols xdy) if I x l A Iy l = e. Two subsets 

of E are _called d~sjunct if every element of the first 

subset is disjunct from every element of the second subset. 

It is clear that xdx only if x = e ; two disjunct subsets 

of E .can therefore have· only one common element, namely e ·• 
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+ ­11. 	 Let E be a vector lattice. For any x ~ E we have x d x • 
+ +- ­If x =y-z, where y,zE:- E and ydz, then y =.. x and z =x. 


For any x (:- E we have t hat Ix l =x V (-x). If -y f x Ly, 


then Ixi ' y. If z ~ x and y ~ u, then I x-y I L.. u-z. 


12. Let E be a vector lattice. Suppose that in E for s.ome 


element u we have e ~ u ~ x+y, where x,y ~ E 
+ 

• Then u can 


be represented in the form u =v+w, where e -= v 6. x· and 


0 ~ W LY•	 · 

13. If the sets E and E2_in a. vector lattice E are disjunct.,1 

then so are their linear 	hull-s. 

+ . 
14. If E is a vector la.ttice, xj E:- E. (~ =1:, 2, ••• ,n) and . 

xj~ for j =f:. k, then 


'.. + x2 + • • • + xn :. " • • • V xn.• (8-)
x1	 x1 V x2 ·

15. 	 If Eis a vector lattice, x,y EE and xdy, then we ·have 

+ + ±. 
(x + y)- = 	x- + y and I x+-yl :a_ .\x\ + \yJ. 

16. If x = xl + X2 + • • • + :xn, where xj belongs to the 

. vector lattice E for j =1,2, ••• ,n and x.~ for j =J=. k 
+ . + 	 J 

and x t E , then xj . ~ E 	 for j = 1,2, ••o ,n. If 

xl. + x2 + • • • + xn == e 	and xj~ for j *k, then xj =e 



- 155 ­

for j =1,2, ••. ,n. If x1 ,x2 , • •• ,xn =#= e and xj~' then 

x
1

:, x2 , ••• , xn are linearly independent. 

17. Let E be a. vector lattice. If xt E E (t E T), y ~ E 

and .... :i;,dy for all t E T and if' x = sup xt (or x = inf' xt) 

exists, then xdy. 

18.. Let L be a lattice. A sequence (x ) , n =l, 2, ••• , of' 
n 

elements ·of L is ·said to be · order-convergent ((o)-convergent 

for short) to the limit x E L, if there exist two monotone 

sequences of elements in L, where (y ) is decreasing and 
n 

(zn) is increasing, such that x = inf' yn::. sup zn and 

zn =-~Lyn for n:= 1,2, •••• 

The (o)-limit is unique, provided it exists. The algebraic 

and lattice theoretic operations in a vector lattice E are 
.... 

(o)-continuous and from this· follow the statements: 

(o) . . + (o) + _ (o)
(a): x ~ x implies x -~ x , x ~ x and n · n n 

(o) 
-~-:) \xi;

\ xn ' 
(o) 
-~~ e; 

(o) (o) 
(c): xn ~xis equivalent with .,xn-xl > e; 

(o) (o) 
(d): x ~ x, x• --7 x• and x dx' for all n · implies xdx'·;

n n n n 
(o) 

(e): ~ . ~ x if' and only if there exists a monotone­
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sequence v .J,, e in the sense of (o)-convergence such that n 
'\x -xi~ v for all n. 

n - n 

19. A subset E1 of a vector lattice is said to be norma1, 

if it is stable under the formation of linear combinations 

of its elements and if x E- E , y t E and l y \ L l x I imply
1 

that y E E •
1 

A normal subset of a vector lattice is itself a vector 

lattice. 

20. Let E be a vector lattice and E be normal in E. If
1 

xt E E
1 

(t E: T) and x =sup xt (x = inf xt exists in E
1

, 

then x is the supremum (infimum) of the set { xt: t E- T1 
ih E. 

21. Let E be a vector lattice and E1 be normal in ~. Then 
(o) . 

x ~ x in E1 , where xn E-- E1 for all n, if and only if 
n (o) . . 

xn ~ x in E and { xn: n= . •••J is boi.mded in El/1,2, 

22. A vector lattice E is called Archimedean, if from xE-E,+ 


and the boundedness . of the se.t { rue: . n =1,2, ••• j it 


follows that x =e . 

If E is an Archimedean vector lattice, then 


(a): if nx Ly for all n =1,2, . . . ' thenxLe; 


I 
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(b): if o( = sup o( t ( 0( = inf o( ) , where o(t are real 
+ t 

numbers, andxfE, theno<x=.supo<tx (o<x-=info<tx); 

( c) : if Ix I '- y ( n -= 1, 2, ••• ) and o( ~ O, then 
(o) n - n 

°"i{-n ~ e ; 
(o) (o) 

(d): if x ~ x and 0( ~ 0( , then o< x --7> ex. x. 
n n nn 

23. A positive element of a vector lattic·e E is called Y!lll. 

and is denoted by j_ ' if x /'\. 1 > e for any x > e and 

x ~ E; in other words, if x EE and xd1 ' then x =e • 

If 1. is a unit of a vector lattice E and if E contains 

elements different from 6 , then 1. > 9 ; if E consists of 

e only, then e is the unit element. 

24. Let E be a vector lattice with unit 1. • An element 

e E E is called unitary, if e /\ ( 1. - e) = e • The . set of 

all unitary elements .is called basis of the vector lattice E 

and is denoted by ~ (E). 

From the defini.tion of unitary element it follows that e > e 
and 1. - e·· ~ 6 ; this means that S '- e L 1. • The elements 

6 and 1- belong to the basis. If ~ E:- ~ (E), then 

1. - e E ~ (E) and conversely. 

25. The basis ~ (E) of a vector lattice E is a sublattice 

of E. If for any set of unitary elements et (t ~ T) 
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e :::: sup e or e = inf et ·exists, then e E ~ (E). The basis, 
. t 

under the ordering already existing in it, represents a 

Boolean algebra and for any e E: ~ (E) the element e' = 1 - e 

is the complement of e. 

26. Let e ,e E: j;. (E). If e de2 , then e + e 2 E ;;&.. (E).
1 2 1 1 

If e1 ~ e2, then e1-e2_E:- ;t;.. (E). The element e2 is disjilnct 

from the element e -<e1 " e2).1

27. If E is a vector lattice with unit 1 , then every 

element x E E for which Ix I '- d 1- for a certain real cf 

(dependent on x) is called bounded. A vector lattice with 

unit, all elements of which are bounded, is called a vector 

lattice of bounded elements. All bounded elements of a 

vector lattice with unit form a normal set in the ve~tor 

lattice. The notion of bounded element depends on the choice 

of unit in a given vector lattice. 

28. For any Boolean algebra . ~ there exists an Archimedean 

vector lattice of bounded elements, the basis of which is 

isomorphic to the algebra ;ti. • 

29. If in a vector lattice E each non-empty bounded set of 

positive elements has a supremum, then E is a complete 

vector lattice. 
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3.0. A normal subset E ·of a complete vector lattice E is a
1 

complete .vector lattice also. 

31. If in a .vector lattice E for every countable, bounded 

set of positive elements ther~ exists a supremum, then E is 

a a' -complete vector lattice. 

32. A normal subset of a <1 -complete vector lattice is a 

<r- -complete vector lattice • . 

33. Any er.-complete vector lattice is Archimedean. 

31+. The basis '£,- (E) of a complete ( <T -complete) vector 

lattice E with unit 1. is a complete (a"' -complete) Boolean 

algebra. 

35. If E is a er -complete vector lattice with uni't 1. , then · · 
+for any x~ E and n =1,2, ••• 

sup (n1 /\ x) = x. (9) 
n 

36. A normal subset E of a <J -complete vector lattice E is 
1 

called a component of E provided that the following condition 

is satisfied: if X C. E and sup X (inf X) exists in E' then
1 

sup X c E (inf X E E ).
1 1 
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37. If X is an arbitrary subset of a er' - complete vector 

lattice E, then the set Xd consisting of all x ~E which are 

disjunct from the set X is called the disjunct complement 

Of X. 

38. The disjunct complement of any X ~ E is a component of 

the er-complete vector lattice E. 

39. 	 Let E1 be a component of a er-complete vector lattice E 
. + . 

and xc E. If in the set of all elements y EE satisfying. 1 
the inequality 0- 'yL x there exist a largest element, then 

this element is called the projection of the element x onto 

the component E and is denoted by prE x. For an arbitrary · 
1 1 . . 

element x ~ ·E we define the projection of x onto E1 by the 

formula 
+­

prE x - prE x - prE x 
1 1 1 

. + . +
provided that prE x and prE x exist. By definition, if' x(:-E

1 1 
and prE x exists, then 9 ~ prE x L... x. Fo~ an arbitrary

1 	 . 1 + + 
x ~ E, if the projection exists, we have S ~ prE x - ~ x - ;

1 ­
therefore 

- 'x '· (10) 

40. Let E1 be a component of a <I-complete vector lattice E 
d 

and E1 its disjunt complement. In order that prE x exist for 
1 
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an element x ~ E, it is necessary and sufficient that x be . 
J drepresentable in the form x = y +z, whe.re y(: E and z t" E •

1 1 

If such a representation exists, then it is unique and we 

have 

x = prE x + pr d x. (11) 

1 El 

Therefore, if the projection of the element x onto E exists,1 
then its projection onto the disjunct complement Ed exists· 

l 
as well. 

41. If E is a complete vector lattice, then for an7 x E E 

the projection onto any component E1 of E exists. 

43. In a o-'-complete vector lattice E the projection of any 

x E- E onto any essential component exists. If u is a unit of 
.....

E1 and ·x E:-E , then for n = 1,2, ••• : 

sup (x /\ nu). (12) 
n 

44. Suppose that X is an arbitrary subset of a o--complete 

vector lattice E. · It is clear that xdd = (Xd)d is a component 

and X cxdd holds. The component ·xdd is called the component 

generated by the set X. If a component is generated _by a 
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ddsingle element u, we write E ( = { u3 ) •. u 

45. xdd is the smallest component of the complete vector 

lattice E containing the set X; if X itself is a component, 

then x = xdd. 

46. If the sets X1 ,x2 c E and x
1

ax2, where Eis a complete 

vector lattice, then the components generated by x and x 21 
are disjunct. If Iv I -L.. lul, then E c... E • 

v u 

47. For a <I-complete vector lattice E the notion of 

essential component and the notion of component generated 

by an element are equivalent; in the component E the 
u 

element I u I plays the role of unit. 

48. For the projection onto an essential component the 

following notation is customary: if E is the comp9nent. u 

generated by the element u, one writes (u)~ for prEux. It 

is clear that ( 1 )x =x for all x (:-E. By formula . (12) the 

projection onto the component E for xfE
1-

becomes 
' 

u 
(u)x = sup (x I\ nu). (13) 

n 

49. In a complete vector lattice E with unit 1. alL 

components · are essential. 
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50. Let 	E be o--complete vector lattice and E1 a component 

such that for every x c E the projection prE x exists. If E 
1 

is a complete vector lattice, then E1 	 can be any of its 

c,omponents. The projection mapping satisfies the pr9pe~ties: 

(a) 	 prE (0( x + ~ y) = oc. prE x + (3 prE y (linearity);
1 1 1 

(b) 	 (prE x) 
+ 

· = prE x 
+ 

, l prE x \ :=. prE \x \ ; 
l l 1 l 

x if and only if 	x t E1 

prEl.x :. { 0 1·f 
 and only if xdE

1
; 

(d) if 	x ~ y, then prE x ~ prE y; 
-	 1 1 

(o) 	 (o) 
(e) 	 if xn ~ x, then prE1~ ~ prE x. 

1 

51. 	 If E is a vector lattice, if the elements xt E:-E (t ~ T) 
+ ­

are mutually disjunct and if sup xt and sup x~ exist in E, 

then the ·el·ement 	 S xt defined by 
t 

+ 
~ xt =.. 	 sup xt - s.up xt 

is called the union of the elements xt ( t (: T). 

54. The , union of a finite number 	of elements ~ (k = 1, ••• ,n) 

of a vector lattice E exists. Moreover, 

holds. If E is a complete vector lattice, the union of any 



bounded set of pairwise disjunc.t elements xt ( t ~ T) exists 

because in this . case we have the existence of sup xt+­
and 

sup xt • In a 0--complete vector lattice the union of any 

bounded, countable set of pairwise disjunct elements exists. 

53. Let E be a vector lattice and xt E. ~- ( t E- T) be such 
+ · ­that their union exists. Since x dx for t -=#= s, then xt d xst s 

for any t,s E- T; therefore by Number 17: sup xt+ d sup xt - and 

by Number 11: (~ xt)
+ == sup xt 

+ 
, (S x )- =- sup x-. Hence 

t t t 
we get 

54. · If S xt exists and xtdy for all xt ( t t T) in a.. vector 
t 

lattice E, then (S xt)dy. 
t 

55. The associative law holds for unio·ns;- in a . complete 

vector lattice E the associative law reads: If the set 

{ xt: t E;- Tj ... is bounded and consists of pairwise disjunct 

elements and the set T of indices t is representable in 

terms of disjoint subsets T.. (at A) (T.1 -=- U Ta), then a . atA 

· S Xt ::. S ( S X ) • (lH-)
t~T atA tE:T t 

a 
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56. The set of elements { xt E: E: t E TJ is called complete 

in 	a vector lattice E, if in E there is no element, except 

0 , which is disjtmct from xt for all t ~ T. 

In Number 36 the notion of c.omponent of a er -complete vector 

lattice was defined; in the same manner one defines the 

concept of component of a vector lattice. Replacing in the 

above definition the elements xt by components Et of E, we 

can define completeness of the set of comP.on~nts EtC.. E . 

( t ~ T). 

57~ We say that the set of components Et (t f T) of a 

o--complete vector lattice E form a decomposition of E, 

if the following is satisfied: (1) these components are 

pairwise disjunct, (2) the set {Et: t E:- ~} is complete in · 

E and (3) for any x E:E the projection onto each of the 

components Et (t~ T) exists. An example of a s·ystem .. of two 

components farming a decomposition of a ·. er -complete vector 

lattice is any essential comP.onent and its disjunct 

complement. 

58. If two ~ ·components E and E2 form a decomposition of a1 

er -complete vector lattice E, then E1 =- E~. 


59. If in a o--complete vector lattice E there is given a 

complete set of pairwise disjunct elements xt ( t (: T), then 

the components Et' generated by these elements (Et Bx ),
t 
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form a decomposition of E. 

60. If the components Et ( t ET) form ~ decomposition of a 

complete vector lattice E, then any element x ~E is. 

representable uniquely in the form of the union 

x= S xt, (15)
ttT 

where xt E- Et and xt = prE x. 
t 

6l. Given a family (Et)t (: ~ of complete vector lattices, let 

E be the cartesian product of the sets Et; define addition 

and scalar muJ.tiplication in E componeritwise · and let 
+- { . + {E = (xt)t E. T : xt E: Et for all t ~ TJ. With these 

definitions E is a complete vector lattice, called the union 

of the . vect9r lattices E, and denoted by S Et. Note that 
. t t tT. 

if x = (xt)t~ TE: E, ~hen Ix'= (\xt\ )t {:-T• 

If t E- T is fixed, then the set Zt of all x t E for which
0 0 , 

xt (:- Et , and xt =6 for t =/=- t 0 , will be a component in E. 
0 0 

This component is algebraically and lattice theoretically 

isomorphic to Et • Moreover, if. each 'element xt E Et is 
0 0 0 

identified with the family (xt)t E-T' where xt::. dtt Xt 
0 0 

(Kroenecker delta), then Et is identified with Zt • Therefore 
0 0 
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the Et's form a decomposition of E and prEtx= xt for 

x = (xt) t ET• We can write the elements of E as x = S xt 
t E-T 

and call x the union of the elements xt• 

62. The union E = S Et of the complete vector lat~ices Et 

with units 1t is a complete vector lattice with unit; as 

unit in E we can take S 1t. 

63. If the complete vector lattice E is decomposed into 

components Et' then E is algebraically and lattice 

theoretically isomorphic to a certain normal sublattice 

of the complete vecto_r lattice Y = S Et. 

64. 	 Let E be a <r -complete .vector lattice with unit 1. and 

~(E) be its basis. Then 

(a) 	 If 1. = S et (et(:- ~ (E); t ~ T), then the set (~t)t t T. 

is complete. 

(b) 	 For any e E: k- (E), d 
E = E1. • e -e 

(c) 	 If e:: S et (etE- ;t...(E).' t E:-T), then for any xf Ewe 

have 	that 

(e)x = S (et)x. 


t ~T . 


(d) 	 If e,e 'E- ~ (E), then for any x E:-E 

(e') [<e)x] :=. (e A e' )x. (16) 

(o)
(e) 	 If en i 6 (en~~ (E)), then (en)x ~ 6 for any xE-E. 
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65. Let E be a O"'-complete vector lattice with unit 1. and 

'cf:r (E) its basis. Then every unitary element is a proj~ction 

of the unit onto a certain essential component. Conversely, 

the projection of the unit element onto any essential 

component is a unitary element, acting in this component 

as unit element. 

66. The basis ';/.,.. (E) is isomorphic with the set of all 

essential components of the a- -complete vector lattice E. 

with unit 1. , ordered by inclusion. If E is a complete 

vector lattice, the basis 'ifJ. (E) is isomorphic-: with the · 

set of all its components. 

67.. Let E be a a-' -complete vector lattic.e with unit 1 and 

let ~ (E) denote its basis. For any e; e' E; 'cf:s. (E) we have 

(e 1 )e - e /\e 1 • (17) 

68. Let E be a er -c.omplete vector lattice with unit 1. and 

let ';f,- (E) denote its b~sis. The projaction of the unit 

onto the essentiaJ. component E , 'generated by the element 
·X . . 

x ·E: E, is called the trace of the element x and is, denoted 

by e · thus.x' 
e -= (x) 1 =- sup ( 1 /\ nlxl). 
x n 

By Number 65 the trace e E: 'is- (E), for ~Y x E E, is a x 
unit in. the component E , that is E :::. E • Thus, if' x :/= e ,x e x . x 
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then ex *9 9 • Moreover, since Ex· ::. E\x\, we have ex:=. el x \ • 

The . trace satisfies the following properties: 

(a) xdy if 	and only if e de · 
x y' 

(b) \ x \ ~ 	\Yl implies ex ~ ey; 

(c) (e )x ::::. x; 
x 

(d) (e +-)x 	= x 
+ 

, ( 1. - e +)x -x (e _)x - -x 
x 	 x ' x ' 

( i - e _ )x - x + ; 

x 


(e) e -e++e_; 
x x 	 x 

+(f) 	 if x =sup xt' where xt E: E. (t E:T), then e =..sup e ; 
-- x :X:t 

+
if x -= inf xt, where xt (: E ( t E: T) , then for t E T 

Lwe have e _ e • 

X ·- - Xt 


70. Le·t E be a er-complete vector lattice with unit 1 . 
For 	each x t E. and each real number ~ we put 

x .e -- e 
A ( ~ 1. 	- x) +'. 

x 
e >. is the trace of the positive part of .the element Ai - x •

' 
x x 
e~ E- ';f,.. (E). 	For fixed x E- E the system of elements (e~ ), 
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where ~ runs through (- CXJ , 00 ) is called the resolution. 

of x. 

From the definition of resolution it follows that 

and 	 (18) 

x 

( 1 - e~ )x > 
 (L9) 

71. Let E be a 0--complete vector lattice with unit 1- • 
For each x ~Ethe resolution of the element x has the · 

properties: 

x x 
(a) -> e)\ ·for r > ~;r ­

x 
(b) sup e)I. - 1 ; 

~ 
x 

(c) inf e>i. - e . ' 	 ...A 

(d) 	 for each ~ the resolution is lef't-continuousi 

x x .· · sup er - e .X 
. 

)-"- ~ A ' 

(e)' . if > - > )\ . then · ~ A2/1 = r2 ~ 1 ' 
x x x x 

(e - e ) d (e ­ e A ).
/1 rz ~. 2. 

72. Let E be a <J-complete vector lattice with unit 1 . 
For any r ~ ~ we have the formulas: 
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x x x x 
e 14 /\(1-e~) er (20)- e ~ 

x x x x x x 
)\(e - e ) :f:. (e - e). )x L j4 (r - e>. ). (21)

)\/ r 

73. In a o- -complete vector lattice E one can introduce 
CXJ 

the notion of infinite series ~ x (xn ~ E) with the 
n=O n 

p . 
help of (o)-convergence, where (o)-lim ( L.- xn) is ·. 

P--->OO n=O 

taken to be the sum of the series under consideration.- The 

(o)-convergence of the series under consideration implies 

(o) 
that x ---)- 6 a.s n ~ 00 o For the (o)-convergence of a ·. 

n 
positive series (where all ~ E- E+) it -is necessary and 

sufficient that the sequence of its partial sums be 

bounded; in this case the sum of the s:eries coincides 

with the. supremum of its partial sums. If 9 L ~ L y n 

for all n > n , then from the (o)-converg~nce of the series
0

L. yn follows the (o)-convergence of L_ x • If the . n 

series L_ I xn \ is (o)-convergent, then L_ xn is 

likewise (o)-convergent and the latter series is said to 

be absolutely convergent. 

Let all terms of the series 2:_ xn be pairwise disjlUlct 
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and suppose that the set {_ xn: n :1,2, ••• j is bounded. In 

this case the union gXn exists and 

00 oc 

S xn = L 


n=1 

holds. 

00 

The sum of the two-sided infinite series· L x is defined 
-oo nq . 

as 	the (o)-limit of the partial sums L xn for 
n=p 

p~-oo andq~O<J. 

7~. The integral representation theorem of H. Freudenthal: 

Let E be a er-complete vector lattice with unit 1. • Then 

each element x ~ E is representable in the form 

00 

x s ' -00 

where the integral sign signifies the 	(o)-limi~ of the 
...... .. 

integral sums 
00 . x x 

J L. t (e ~ - e )\ ) 
r 	 n n n-1 - 00 

formed for an arbitrary partition of (- ·oo, Oo ) by the 

points 

-oo<. ••• ~ ~ ~ ~ <_ >-. ~ ••• <...OO 
-1 0 l 
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where ~ L t ~ ~ for all n and the {o)-limit is 
n-1 =- n - n 

taken 	under the condition that E = sup ( ~n - ~n-l) ~ o. 
n 

75. A er -complete vector lattice E with a binary multi­

plication is called a partially ordere~ ring provided the 

following conditions hold: 

(A) 	 (xy) z -:. x(yz); 

(B) 	 x(y+z) = xy+xz, (y+z)x = yx+zx; 

(C) 	 ( otx)y = x(o<. y) =- ex. (xy) for every real number o<. ; 

(D) 	 there is a multiplicative unit 1. { > 9 ) such that 

for all .x E: E we have x 1 -= ·i x =x {hence there is 

only one unit) ; 

(E) 	 x ~ e and y ?: 8 implies xy ~ e ; 
(F) 	 x /\ 1 = 9 implies x = G • 

Remark: If x ~ y and z 	~ 8 , then xz ~ yz and zx ~ zy. 

76. Let e,e' E: ~ (E), the basis of the partially ordered 

ring 	E. Then we have 

(~I )e (e)e 1 ee 1 =. e 1 e •. 

. 	 + 
77. If Eis a partially · ordere~ ring, x EE and y E:-E, 

then 
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78. If x and y belong to a partially ordered ring E and 

e L.. x L.. (3 1 ' then the products xy and yx, for fixed x, 
are continuous in the sense of the (o)-limit. 

79. From th~ Numbers 7~ &. 78 follows that for any iUilitary 

element e in a partially ordered ring E we have the formula 

(e)x ::::: ex ::. xe (24) 

for any x E: E. 

This completes our survey or basic information concerning 

vector lattices and p_artially ordered rings. 
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We now return to the consideration of linear operators in 

Hilbert space. 

Let ~ denote the set of all bounded linear operators in 

a Hilbert space a .·If f 1 , ••• ,fn E·a and C.. > o, then 

fU. (A ;f1 , ••• ,fn; E) is to fenote the set or operators A 
0 

in .~ satisfying the system of inequalities 

II (A - A )f H ' E (j = 1,2, ••• ,n)
0 j 

for a given A in -P> • The fet IU. (A ;f1 , ••• ,fn; E) is
0 0 

1 

called a strong neighborhood of the operator A
0 

• The set 

of strong neighborhoods generates a topology of j=S • · 

The convergence of a sequenc~ (An), n =~,2, ••• , to an 

operator A in this topology jeans that for every f ~~ 

ll Anf - Af \l ~ O as n ~ Pc:J ; A is called the strong 

limit of the sequence (An). I 

The operations O(A, A+ B, AB (in the product one factor 

is 'kept fixed) are continuouh rel&tive to the strong 

operator convergence. Passage from A to A* is not 

ne·cessarily continuous wi.th respect to the strong operator 

convergence. 

I

We recall that an arbitrary linear operator A in a Hilbert 

space ~ is said to permute with a . bounded linear operator 
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I 

B in a if BA C AB holds, that is if BA= AB on ~BA" 
If both A and B are bounded linear operators, then we say 

that they permute if they coj'.1ute. We shall use the symbol 

AvB to signify that the oper,.tor A permutes with the· 

operator B. 

A self-adjoint operator A is said t .o be positive·, if 

<:Ar,f) ~ O holds for all j f ~A; we signify this by 

writing A ~ o. If A is a bounded self-adjoint operator, 

then A2 is a self-adjoint .positive operator. 
I 

We now take up several elemeJ.tary propositions which will 

turn out to be usefull at a later stage of the discussion. 

I 

I: If the bounded linear ope~ators A1 and A2 are self-adjoint, 
I 

if A2 ;;,. 0 and A1vA2, then t~e self-adjoint Operator A1
2A2 is 

positive. I 

.. 

> o.-:::::. 

II: If the bounded linear se~f-adjoint operators A and Bl are 

ppsitive and permutable, then the self-adjoint operator 

AE =BA is also positive. 

Proof: We may assume that A :f= 0 and hence UA II > o. We 

define a sequence (Au), n:: ~,2, ••• , of self-adjoint 

operators by putting 
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A = __!:_ A ==A l-A 2 
(n =- 1, 2, ••• )n+l n n1 HAil ' 

and we show that 0 ~ An L t for every n; here E denotes 

the identity operator. For n = 1 we have 

and therefore 0 ~ A
1 

L E. f ince 

E - An+l - (E - A ) + A 
2 

n n 

and 

- 2A - A - An+l n n 

we have that 

2 2
A +l = A (E - A ) +-A (E - A ) • ­n n n n n 

By· the inductive assumption A >_ O and E - A > O so thatn- n==- ... 
by proposition I above we obrtain E - An+l ~ 0 and 

I 

A ~- 0 and therefore O ~ A ~ E. From 
n+ 1 - T n+l ­

2 2 2 
A = A +A + • •• +A +A +l and An+l ~ 01 1 2 . . n n 

it follows that 
1 

""" """ I 

~ <Al,Al>= ~ <A/f1,f> =(Al,r> - <An+lf,f>~ 
J=I .. J=I I 

I 
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holds; this means that the series ~ l\A rl) 2 converges 

and therefore lim llAjf 11 J_ o. It follo~s that 

n 2 I 
lim (j~ Aj )f = lim (A1f - An+lf) = ~f. 

Since BvA by assumption, we" see that J:>VAj for every j; hence 

n 

(BA.r,f> /II.A.II =<HAif,f~ I 'F:i <BA/f,f>::::=lim 

n n 

:::- lim L .<AjBA.r,r> 1 1im L <BAjr,Ajr) . ~ o 
j=l J j=l 

and this shows that BA. is pJs·itive. 

I 

III: If all operators of an Jincreasing sequence (An) of 

bounded linear self-adjoint operators are mutually permutable 

and if there exists a self-adjoint bounded linear operator B1 

such that A.. vB: and A ~ H for all n, then the sequence (A )
n n - . n 

converges to a self-adjoint Joperator A. satisfying AvA and . n 
An =A ~ B. A similar statement holds fo.r decreasing 

sequences. 

Proof: We consider the decrjasing sequence of positive 

operators H = B- - ·A • They are mutually permutable; for n n . 
m> n the operators H (H' -RI ) and (ff -H )H are positivem nm n-1n n ­
by proposition II above. He~ce, for every f E a I . 

<H 
2r ,r) L <H H r,f)I ' <H 2f,:f') , m - mn j -'ll 
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from which we infer that the non-increasing sequence of 
2

non-negative numbers <Hm2f ,r >= II Hmf 11 has a limit, 

d.ependent on f, and that <HmHnf,r) has the same limit for 

m,n ~ Co • Thus we have 

2
lim II (H -H )fJl

2 = lim <<H -m ) f ,f >·= . m n · m Tn 

- lim [ <Hm
2
r,r) -2 <\iHnr,"r) +<Hn

2
r,r)] o. 

By the completeness of the space a the sequence Hnf 

converges for every f E: a so that the same is; true of 

the sequence A f. We define At =lim A r and note that A n n . 
is linear and self-adjoint. 1he relations A L A and 

n - 1n+ 
A 

n 
~ 
-

B, for all n, imply A 
n 

L 
-

A L 
-

B. and the relations 

AnvAj and lim Aj ==A imply AnvA. 

I 

IV.: If A is a bounded linear self-adjoint positive 9perator, 

then there exists a unique b9unded self-adjoint positive 

operator B such that B2 == A. 

Proof: Evidently we. may assun!e that A L E, since we may 

replace A by A/ ti Al/ • .We defi~e a sequence .of self-adjoint 

operators B~ as follows 

B :: O, B = B + (1/2) (A - Bn-
2

) (n :: 0,1, 2, .••• ) •. 
o n+l n 

It is seen by induction that ~f ,a bounded self-adjoint 

operator C permutes with A, t~en it permutes with all Bn; 

I 
· 1 
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hence we have AvB· (because AvA). Next, B.. vA, for all m,n m 
implies BmvBn for all m and n. 

Since 
2E-Bn+-l::: E-Bn-(l/2)(A-Bn ) = (l/2)(E-Bn)

2 + (1/2.)(E-A) 

we have that E-B ?! O for all n. Since B vB. 1 we have 
. n - . n n-

B~ -B· = B + (1/2) (A-H· 2)-B 1~(1/2) (A-B 2) = 
n+l n n n n- n-1
 

2 2

::: B'-B · -(l/2)(B -B ) J (Bn-B )(E-(l/2)(B +B: ,)) = 

n n-1 n n-1 n-1 n n + ""'­1 

, 

= (1/2) [{E-B ) + (E-B )] (B -B )
n n-1 n n-1

which means that Bn+l ~ Bri_l Indeed, for n = 0 we have 

B = (1/2)A :!:! 0 =B' •
1 - 0 

By the inductive assumption B~-Bn-l ~ o_~ so that by 

proposition ..:iI above Bn + -BJ ~ O holds as well because
1

Bn+l - Bn is the product of lthe permutable and posftive 

operators (1/2) [<E-B~)+ (E-Bn_1 )] and Bri - Bn-i· 

The sequence (Bn), satisfyini therefore 0 = B ~ L ••• LE,
0 

B1 
converges by force of proposition III to a positive operator B~ 

Hence, taking n ~ 00 in B: =- B + (1/2) (A - ff 
2), we . 

· · . n+l n n · 
get that 

B = B' + (1/2) (A-Bl ) or 
I 

To see that B is uniquely determined, we observe first that 

every boW1ded self-adjoint operator c, permutable with A, is 

also permutable with B since CvA implies CvBn' and this in 

I 
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1· 

turn implies CvB. ·If therefore C is bounded and posi.tive, 

and c2 =A, we get that CvB -holds because AC= CA ::.c3. Let 
t t t2I .

ff and C be two positive operators satisfying (B, ) =B, 

. t 2


and (C) ·= C (their existence is assured by the ·first p~rt 

or the proof), let f E':- ~ b~~ arbitrary and g =(B-O)f. 


lllen w~ get, since CvB, 


II Bfrg// 2 +11ctglf 2 =..(Bg,g~ + <(,cg,g) = 


2

-::: ( (B+C)(B-C)f' g>l <cBf-c )f' g '> = o; 

I 

Hence Btg =ctg - 0 and therefore Bg := 0 and Cg :. o. 


. But this implies 

.2 · /, . 2 >I. / >I(B-c)r II -==- ~.JB,.c) f ,r =~JB;..c)g,r =o 
or ' Bf =Cf• Since f is ar·bit!rary, we have thait B =- c. 


. . . . I 


I 

Vl• . Given an unbounded self-aJdjoint operator A in a Hilbert. 


space 'a- • Then the positive
1 

·bounded self-adiloint operator 


Hi : (E. + A2)-l exists, A per~utes with B', and ll B 11 ~ 1. 


I 


Proof: Let '.Ir denote alti.nea~ operator whose domain of 


definition is den.se in ~ (la self-adjoint operator satisfies) 
I , *" -1 .

I
this condition) • ·.We show that the operator B . = (E + ~· T) 


and •the operator C :.T(E + ~*'.Ir)-l are defined .everywhere 

, andi II Bl 11 ~ l an.d i II C II ~ 11J moreover R :ls symme$r:Lc and1 
- · - I 

p,os.1t:L.ve • 
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The graph of T, denoted by , is the set of all pairs (f,Tt), 

where f runs through ents of ~ , in the Hilbert 
T 

space ~ ® a ..In 1> (f) we consider the followingI 

two mappings 

U(f,g) =(g,f), V(f ,g) =(g,-f). 

We note that these mappings are unitary operators and that 

UV ::: -VU and U
2 = -V

2 = I, 

where I stands for the ·ident1· ty mapping on iJ. ® 8 ..W:Lth 

this:. notation the equation Tf,g) =-(r,g*) , which 

defines the adjoint operator T*g =g*, can be put into the 

form 

This means that G *' is made up of those__·elements Of aG3 a 
T 

which are orthogonal to • G * is therefore a . subspace of 
T ~ 

gonal complement of the closurea <B a ' namely the 

of the set VG (that is VG ). Since VG V G , we can 
T1 ) T T 

write 

The graph of a ~r is closed if and . only if thelinear operato

operator is closed. Thus, if T is a closed linear operator 

with dense domain of definitl on in a , then GT and GT* are 

orthogonal complements of each other in ~ {±) a .Let h be 

. an arbitrary element Of a r.One then can decompose the 
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element (h,O) of iJ.®a into the sum of an element of G 
~ 

and an element of VG *" in a unique manner: 
T 

(h, 0) = (f, Tf) + (T*g, - g) • 

By passing to the components,- we can write the system of 

equations 

h = f + T*g and O = Tf - g 

with unique solution f in ~ T and g in ~ * . By putting
T 

f = Bh and g = Ch 

we. define two mappings on a into itself which are llnear. 

We can write the syste: of er uations in the form 

E = B + T C an 0 =TB - c, 

whence C =-TB and E = B + T*I rB = (E + T*T)B. From the 

decomp.osition of (h,O) we get that ­

2 2 2 ~ 2 

" h \ l = u ( h' 0) II = I) ·<f' Tf) 11 + II (T g' - g) II = 


2 2 2 2I 

=I\ fH + l\Tfll +" T,11 +II gJ1 

so that 

2 2 2 2 2 
II Bh\I + II Chll = II fll + II f11 f II hll • 

Thus Jl B \\ ~ 1 and HC 11 L i l 

For an element u in the doma~ or definition of T*T we have 



. * and therefore (E + T T)u =O implies u :.O. Consequently, the 

inverse (E + T*T)-1 exists. It is clear that (E + T*T)-l is 

defined everywhere and equal~ B because of the equation 

E = B + T*TB =(E + T*T)B which appeared further aboye. Since 

<Bu,v) = <Bu,(E + T*"T)Bv)j = (Bu,Bv> + <Bu,T*TBv):, 

==<Bu,Bv) + <T*"TBu,Bv) I <<E+ T*T)Bu,Bv> = <u,Bv> 

and I 

(Bu,u) = <Bu,(E+ T*T)Bu) = <Bu,Bu> + <TBu,TBu> ~ 0 
I 

it follows that B is symmetrtc and positive. 

Finally, we 9onsider the self-adjoint operator A and let 

B ==(E + A2)-l and C ==AB=fA(E + A2)-1 • By what has been 
I •proved already, B. is symmetric and bounded; in fact 

O L B ~ E. Multiplying both members of the equation 

A(E + A2) - (E + A.2 )A by B fn the left and on the ~ight 

and keeping in mind th.at (E + A2)B = E and B(E + A2) c.. E. 

we get at once that BA C ABl this means that A. permutes
i 

with B. 

VI: Let M1 , M2, ~ • • , Mj, •• !· be a sequence of subspaces of 

a Hilbert space a which arb mutually orthogonal and whose 

direct sum is the entire spafe ~ • For an arbitrary 

element f in ~ let fj deno~e the projection of f onto Mj. 

Let A
1

, A
2

, ••• , Aj, ••• be a sequence of given linear 
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operators such that the component of A. in M is a bounded 
J j 

self-adjoint operator mapping M. into itself. Under these· 
J 

conditions there exists one jd only one self-adjoint 

operator A on 	~ , in generail not bounded, whose component 

on M is A for j =1,2, • • • • ~ consists of all elements 
j j . A 

f for which the series 
00 

2 
L l11A/jll 

j =JJ 

converges, and for these f we have 

C>O 

A f •Af= L I j j
j=l 

Proof: First we note that the ~apping A. defined above is 
-

linear. &lJA is dense in a !because it contains all elements . 

of the form f 1 + r 2 + • • • + f n· In addition, A is ...symmetric; 

since for all elements. f, g E- filA we have 

<..M,g) = E. <A/j,gj> I ~ <rj,Ajgj '> = (r,Ag). 

I 	 . * 
Let g E: ~*,then for all fE ~ we get <Af,g)=(f,A g)

A 	 · A . 
C>O 	 00 

and therefore 	~ (A/j,gj~ =~ <rj,<A*g)j> • 
j ::: i . j =i _ I 

Choosing as f 	 an arbitrary element of M1, then f j = 0 for j . =J= 1 
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and 

( Aifi,gi ') = ( fi' (Ajg)i> • 
When Ai is ,assumed to be se If-adjoint in Mi, then 

(A* g)i ~ Aigi. 

We 	 obtain 

00 2 00

L II Aigi II 
i=l i=l 

thus g also belongs to ~ 
A 

* 2 
-	 " A g I.I ; 

and we have 

L 	 .w-
Ag= 

OQ 

Ag = f_ (A*g) =.A g.
i i i 


i :::1 


This shows that A* C A. :l1A is symmetric, hence A *" A. 

It remains to verify that A is unique. Let A' be any 

self-adjoint operator which has component ·A in M • Since 
j j 

A• is closed, it is necessa ,ily defined for all elements f 
OC> 	 . 

for which the series ~ A'fj converges; the sum of this 
j=l

series will also be equal to A1f. Since A'_fj =A.f , and 
. . I , J j . 

since the c·onvergence of a series of orthogonal elements 

is 	equivalent with the convJrgence of the series of squares 

of 	the norms, the set of thJse elements f coincides with ~ 
and 	for these f one has A'f rAf; thus A' ~ A. But A is A 

selfadjoint and therefore mr imally symmetric; hence A' =A. 



. Let ~ denote the set of all linear bounded self~adjoint 

operators in a Hilbert space . ~ • If A,B E ~ , then the 

. product AB E ?f if and only if AB = BA. Let A E ~ and o< 

be a scalar, then o< A E 'a ft and only if o< is a. real 

number. Motivated by these observations, we~ call a . se~t ot 
of bounded linear operators 1n a a ring, if for any 

A., ff.E- OZ. and any real number! ol.. the operators A_+ B:', AB~ 

and 0(. A also belong to O'Z.. • 

In the s€t 'O we can introduce a partial order by.. writing 

A. 	 ~ O if and only if A is posi.tive; A '"> O means that 

<At,f) ~ 0 for all f E: al andi A ::f= O • .R. V. Kadison 

(Order properties of botlllded self-adjoint operators, Proc. 

Amer. Math. Soc. 2. 505-510 (1951)) showed that under this 

ordering the set ~ does no~t \ f .orm a lattice.- (s·ince A.__V B.\ 

exists. in r if and only if A=.ff or ff' L A). 

We give some definitions be£ore going on with the c:onsider­

ations. 

A partially ordered set R is l said to be: directed upward 

(downward), if for any two elements a,b ~ R there exists 

·an element c :. ' ~· R such that c ~ a and · c ~ b (c ~ a . and a.: L b).--- --- ---- _. 

An upward directed set R is falled a path if for any a E R. 

there is an element b ER suf h that b >a (i.e., R has no 

greatest element). By a path of ·operators will be meant a 

family of operators (~t)t ET' where ~· is a. pa.th. A p~th of 
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s-0lf-adjoint operators will be called increasing (decreasing) 

if and only if s ~ t implies As ~ At (As ~ At). A._ P.ath 

(At)t E- T of bounded operato:us is said to converge . to the 

op.erator A in the· sense of ~he strong operator topology, if 

given any neighborhood U of A in the topological space ~ 

(see page 175), then At is .eventually in U', that is, if 

there exists an index t 
0 

sudh that At E- U for each t ~ t 
0 

• 

A subset of the set 'O is said to be strongly closed, if it 

is closed in the sense of ttie strong operator topology, 

that is the limit of any st~ongly convergent path of 

operators of the subset a1sd belongs to the subset. 

If At ~A in the sense of the strong operator topology, 

At and A belong to fQ and if At permutes with B E !'((" for 

each t E- T", then A p_ermutes Ji.th H"a-s well. Indeed, for any 
. .. I 

f E: ~B we have BAtf = AtBf ~ ABf. But Al --? Af and, 

since B is. closed, Af E @ and BAf' :::: ABf. . B-, 

The proof of the foll~wing . plr-oposition is. completely 
I 

analogous to the proof of p;rbposition .Ill.. further above. 

VII: Let (At) t E '? be an incrbasing path of p~:Lrwise permuting 

self-adjoint operators . such rthat At~ B-. for all t ~T· ahd ~ 

B €:- 'O • '.!!hen sup At = A exibts in 'O and A is the strong 

operator limit of (At)t E: T• I 

Proof: Let Ht== B1 - · At ( t t jl'), where B1 = If B II E and E is:, 

the-:. identity operator on a ~ · It is· clear that Ht ~ 0 andl 
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that the operators Ht form a decreasing path. I£ s ~ t for 

s,t E T' then Hs L.. Ht and therefore (Ht-Hs)Ht and H
8 

(Ht-If8 ) 
. I 

are positive by proposition [I above. Just as in the proof 

of proposition III we obtain 

I 

o ~ <H~2r,r) ~ (HsHtf,f~ L <H/f,f) for any f E: E • 
Thus lim <Ht2r,r) = lim <HsHtf,f) • Therefore 

lim nHtf-Hsf II 2 = lim <Htf1- HS~'Htf - Hsf >= 

2 2= lim [<Ht r ,r) -2 <HsHtft f) + <Hs f ,f)J = o; 

this means that for each f E: a the strong Id.mi t of Htf 

exists and therefore the str~ng limit of A f exists. In other 
. t ­

words, there exists a bounde&
I 

linear operator A such that 

Atf ~ Af for all f E: a ~ The · operator A. is symmetric 

and therefore A E. '?!. Since Ithe path {At) t t T is increasing, 

for any f (:;; a we have <(Allr) L <.Af,f) ~ (Bf,f) • 

Hence At ~ A for all t E:: T.' and A ~ H~ Since B. can be 

taken as any upper bound of the set { A.t :. t E T ~ we have 

that A= sup At. 

VIII: Let 01.. be any strongly lciosed ring of bounded self­

adjoint operators, then CV O exists for any C E U't. • 
I 

Proof: Let C · E: Ot.. • Since ot.J is a ring, .c2 E Oz_ • It is 

clear that c2 ·G, o. From the lproof of proposition IV .above . 
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concerning the existence and uniqueness of the square root 

of a posit~ve bounded self-adjoint linear operator we know 

that this square root can be represented as _the s)trong ld.niit 
I •of a certain sequence of polynomials in terms of the 
I

"radical" operator without free term. We recall that the 

sequence of approximating polynomials for the square roqt 

of the operator A was of thl form: 
2

B - O, B' +l - B + (l/2)(A. - B· ),
O n . n n 

where we assumed that H A\1 L l. Since c2 (: UL , then any 

'polynomial in terms of c2 w thout free term is also 

contained in CJt, and since Ot. is strongly closed, 

B = (c2rk f:- ui. • we put 

A ::: (1/2) (B-+ C) (A E (J(_ ) 

and show that A--= CV o. 
.. 


Let D =A-C =(1/2) (B:...c) c vt. • Let rai.1 denote ·the null­


space of the operator D, that is the subspace consisting of 


~11 f f- ~ such that Df = o:l Let rt{ denote the orthogonal

d 2I 

complement of 1fl.
1 

in ~ • It is easy to see that rt'l
1 

is 

invariant for any operator Q E:- ot. ; indeed, if f E:- 'a'Z.~-' then 

D(Qf) = QDf = QO = 0 

(because 01.. is a commutative ring) and therefore Qf ~ '<YZ •
1


From the invariance .of ~i f also follows the invariance of 


IOI. 2 for any operator Q ~ Vt. • From the definition of 1/l.
1 
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I 

I 

we have that C = B ::::. A on ttl . Moreover,
l 

DA = (l/4)(B-C)(B+t) = (l/4)(B
2 

- c2
) :: O • 

. 
Thus DAf == 0 for any f f a and therefor~ Af E: '7fl. for

1 
all f E- · ~ • On the other hand, if f E: f'(l. , then Af E 'Ol 

(J 2 2 
because of the invariance of the subs.pace '(tl • Thus A =· O

2
on 'tl 2• But D = B-A and therefore B = D on rot. • 

- 2 

Any f €::.a can be represent~d in the form 'f =fl+ f 2' where 

fk ~ 'Olk (k =1 72). By th~ invariance of the subspace 'd!k 

(k =r, 2) we have for -any operator Q E:. Ot.... : 

«-'r,f) = <'.Qrl'r1) +I (Qr2,r2) . (25) 

Bu't Af2 = Df1 =- o. We therelore get 

(Ar ,r):::: <Af1,r1) := [<Br1,r1) (26) 

and · . I 

<Dr,r) = <Dr2,r2) =I<Br2,r2). 

By the definition of square root B' ~- O; thus A ~- O and 

D ~ 0 implying A ~ C. 

Suppose now tha.t H is an arbitrary operator of ot.. satisfying 

H ~ O and H ~ c. Then for any f ~ ~ we have by virtue of 

the fact that C = B on ra>! 1 land .by force of the equations 

(25) and (26) that <Af,f) ±:. <Bf ,r ) = <cr ,r ) L
1 1 1 1

-~ "<)rr1 ,r1'; L <Hf1 ,r1) 41- <Hf2 ,r2 ) = <Hf,r). This . means. 
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that A L If and consequently A = C \J o. 
I 

Remark: It is easy to see t~at Ul. is a vector lattice; we 

only need to verify that A,B E- OL implies the existence 
I 

of AV ·B. The foregoing proposition VIII gives that (A-B) V Q_ 

exists. But it can be seen Jhat [CA-B) " o] + B =Av. B. 

IX: Any strongly closed ring Ot.. of bounded self-adjoint 

linear operators on a Hilbe~t space forms a complete vector 

lattice. 
I 

Proof: By the foregoing remJrk it remains to show that an 

arbitrary subset L of l.Jt.. wJich is bounded from above has 

a supremum. We adjoin to 't I the suprema of all its finite 

subsets. We can then regard I't. as an upward ~irected set. 

If in 't. there is a largest operator, then it will be · the 

supremum of the set 't . If ~owever there is no such · 

operator in 'e , then the operators making up 'L form an 

increasing path and by proposition Viii ~bove this path has 

a . strong limit A, where A = I 

sup 't . in fO' • Since the ring 
1 

{)"[_ is strongly closed, A f pr , and A =sup 't in the :La.ttice·~ 

{.)[ as well. Thi·s completes rthe proof. 

+Let C+ c v o, c - (-C) '\/ 0 and l C' =- C + C • In the. 

proof of proposition VIII we j showed that C +--::.A = (1/2) (B +C). 
- + ' + 

Thus C -= C - C . (1/2) (B-f) =D, l Cl =C + C = B, 

I 
I 
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o on W and c+ o on W ; the
1 2

space a decomposes into t~e· orthogonal subspaces 1/ll and 

rt"l 2• Each operator of Ot. f s invariant on , !({
1 

and· on 'd'l'.
2

• 

This me~ns that /(}( and 13'i reduce OZ • C ::;: IC I = C+ on
1 2 


rot. 
1 

and c = - IcI = -c - onl rot. 
2 

• Therefore for any f c : 'fl 

+ - I 

we get Cf=- C f - C f 2 , where fk c 'dlk for k = 1,21 
I+ . - N-1 

(fk =pr f(fl_ f; k =1,2) and C f E:- f(fl. and C f C- oc.2 •
1 1 2 

k 
+ ­

On the other hand l C. \ f =:. C f 
1 

+ C f 
2 

and therefore for 

I . 
any f E- a 

·II Ic I f JI I II Cf II • (27)

By (27) we get that · the null-spaces of the operator~ A and 

IA\ coincide and, moreover, that for any A f ()(_ 
I 

.JIA\I = II \Alu-. (28) . 

X: Let Aj E l.:r[ (j =1, 2, ••• ~n) and A= A1 '\/ A2 V ••• VA •· 
. I . n 

Then ~ can be decomposed into mutually orthogonal subspaces 

aj reducing Ol, such thai A = Aj on aj for each j. 

. I . 
Proof: Firs~--·we verify the statement for n ==- 2. Then 
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A= A2' + (Al-A2t = A2 + (1/2) [<A1-A2) +I A1-A2 \1 = 

::= (1/2) [<A1 + A, )+ \ Ar~2 \] • 

By what has .beeh said above, a. decompose_s into the orthogonal 

subspaces 81 and aZ' reducing (}(_ ' such that IAl-A2 I= 
~ A -A	 on '8 and 1A I :=: A2-A on a2 • Then A= A1-A21 2 1 1 1 

on a1 and A =A2 on a- 2· I 

We now proceedtby induction and suppose that the propos~tion 

is true for n operators. Let A == A1 V • • • '1 An V A~+
1 

I 

As in the case of two operatp.rs, we decompose a into two 

subspaces. :J:. and rotl , reduc~ng ot_ , such that 
I 

A = · { 	 B on :J:. 
An +.l ori ratL ·. 

1For each operator Q f ot, w~ signify by Q its component 

in the subspace ';f_ • The operators Q1 also form a strongly 

closed ring which we: denote by· ot.•· and by proposition IX. 

O'L 1 forms a c.omplete vector lattice. The . modulus of each 

operator Q' of (.)(_1· .is defin~d by ((Q 1 )
2)t , that is the 

component of the operator I QI in the subspace ';/ • Then 
+ -	 + ­

(Q 1 ) and (Q 1 ) are . the components of Q and Q , 

respectively. We see that thb analogous statement for bounds 

http:operatp.rs
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I 

I 

of finite sets of operators or ot•· holds as well and in 

O"L 1 we have the equality B'j 
1 = A1

1 " • • • '1 An 1 • By the 

inductive assumption there e~ists a decomposition of the 

subspace ';f.. into mutually orthogonal subspaces '£. , • •• , '-e 
I (Jl CJ n' 

reducing lrL '' and therefore r1so reducing at... ' such that 

BI ::: Aj- on aj. '11hus we have that B = Aj on aj. If we .put 

an+l = root..' then we see that the subspaces al' ... '· 
I an and an +1 i'orm the reqrired decomposition. 

Remark: A similar proposition holds for infimum. 

XI: In order that the operators A,B f Ol be disjunct a~ 

elements of the complete vectbr lattice Ot, it is necessaryJ 

and sufficient that the space a decomp.os-es into orthogonal 

subspaces 'fJ land "§ 2 such fhat A =0 on al and Bi= O. 

on a2· 

Proof: Since the null-space of any operator A. of 01.. coincides 


with the null-space of the modUlus I Al , it is enough to:.. 


consider the .case.· when A,B ~ \~· 


If A /\ B = 0, then .by the abo.J..e remark the o:ondition is seen 


to be necessary. 


Conversely, suppose that the condition holds. We put 

I

C = A /\ B. We observe that u, VE- ()"(_ and O L. U L V imply 

II ur II L. II Vi' II for any r E. ~ • Using this fact, we see that 
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I 

from 0 L C L A_ we get at ohce C : 0 on al • In the same 

manner we show that C == 0 on • Thus Cf= 0 for alla
2

f Ea and therefore A A B = o. 

XII: If the strongly closed f ing Ot_ contains the identity 

operator E of a , then one can talce E as unit of the complete 

vector lattice <Jt • In this tase the basis ~ ( or_) of the 
I 

c .omplete~ vector lattice will consist of all projection 

operators, contained in at_, and Ol itself will be a complete; 

vector lattice of bounded el,ments. 

Proof: First we verify that Eacts as unit in Ot.. • Let 

A E- (j(_, A > 0 and A A E = o. By proposition XI above there 

exist , mutually orthocomplemented subspaces a1 and a2 such 

that A= 0 on 8l and E =0 Ion a • But the latter means
2 

that 'fl -contains. the zero element of aonly. Hence al= a
2 

and Af = 0 on all Of a • 
Let E be taken as unit in thi complete vector lattice LJt • 

If A is an arbitrary operator in GL and m= inf <Ar, f > 
11 fJl=l 

and M= sup <Af,f) , then for any f E-a we have 
llrJ\=l . I . 

. I . . 

(mEr,r)::.. m(f,f) ~ <Af,f> ~ M<_f,f) = <MEr,r). 

Thus mE L A L ME which meanf that A is a bounded element 

of the complete vector latticf l1l.. 


Let the operator p E Lr( project the space aonto the ,.. 


subspace ~ • Then E-P projects 'j onto the subspace 
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10tr =- ~ E) ;/.. • Hence, by proposition XI above, we get that 

P /\ (E-P) -= o; this ·means thr P belongs to the basis ~ ( Ot...). 

Conversely, let P be an arbit rary unitary element of LJt,al the null-space of P and] 82 =' a8~ 1 • Since 

P /\ (E-P) :::::: q, then by proportion XI above we get that . 

E-P = 0 on '-!J 
2

, or P =Eon[ a2, and P = 0 on &- • This1 

means that p is the projecti<]>n operator of ~ onto a2• 

The proof of the proposition lis finished. 

I 

. I 

Let A denote an arbitrary (nqt necessarily bounded) self-

adjoint linear operator in a .j Hilbert space a.Let r be 

the set of all bounded self-Jdjoint linear operators in a 
which permute with. A. The se~ 'f is strongly closed, but 

might not be a ring be·cause "tihe operators permutable with A. 

might not commute with each dther. Select from t_ the 

subset or , consisting of al~ operators contained in c ;;i.nd 

pe~muting with any operator .fjrom ~.It is clear that Otis 

not empty becaU:se it contains the 'identity. operator E. ut is: 

a ring. In fact, it is enougJ to verify that multiplication
I . 

does not lead outside of or_ •I If U, V E: ()t_ , then U, V ~ '-f. 
and therefore UV = VU and thils product belongs to {j(_ • Ol is 

strongly closed. By propositir n IX ()t is a complete vector 

lattice. We take E as unit inl this vector lattice ( s.ee 

proposition .XII). 
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I 

If the operator A is bounded~ then A E Clt and by the integral 
. I 

representation theorem of H. !Freudenthal we have 

A -
00 s t d Et 

I 
, 

- 00 

1 

where Et :: e~ , that is (Et) , - oo L t L oo , is the 

resolution of the operator A. By proposition XII the 

resolution (Et) consists of p~ojection operators. From 

Number 71 (see page 170) we grt the basic properties of 

the resolution. In particular!, the left-continuity of the 

resolution means that I 

(29) 

is in the sense of strong con~ergence. Indeed, by proposition 

VII we · have that lfiln E in rt' is the strong ltllnit o:f thes s ~ ~ I ... 

path (Es), and since all Es €: Ul. , this limit also.~" belongs 

to U7.. , because the ring at.. is s.tronglw olos:ed. This·., limit 

has to •be the supremtun of' the Iset { Es: s J:. t } in CJt ; . by 

Number 71L it coincide~s with E{ and we·: have . formula ( 29). Tue : 

resulting repr.e:sentation of ,e I operator A. forms the content 

of the ·· spectral theorem for bounded self-adjoint op_erators. 
I 

I 

We now suppose that A is unbo:dnded. By proposition V the 
. I 2 1. 

posi:tiYe bounded self-adjoint jlinear operator a, = (E +A )- i. 



exists, A permutes with B, and JIB II ~ 1. We show that ff E- U't.. • 

Let C be any operator in 't. 
I 

~ Then CA2 c:. A2C and therefore 

C(E +A2 ) c (E +A2 )c. From thr latter we obtain BC(E+A2)B c 

c: B(E+A2)cB. But (E+-A2 )B f E and B(E+A2 ) c. E. Thus 

BC c. CB. Since ~BC = a' Iwe get BC - CB. Thus B E- ~ 
and B commutes with any C E- It. ; this means that B E- (Jr_ • 

Let (Et) be the resolution of the operator B. Since 

O ~ B. L E, we have that Et -= O for t L 0 and Et =E for 

t > 1. We verify that the resolution (Et) is continuous at 

t .. =o and to the r.ight. Let E0 = inf Et. Then E is a.
0 

t > 0 

projection operator and by formula (18) (see pagel70 ) it 

follows that O L (E )B ~ tE for t > O; but this.. is true
0 0 

I
for any t > O and therefore (E0 )B = o. By Number 79 (see 

page 174) the proje.ction onto a component . is equivalent 

with multiplication by the unitary element generating this · 

component. Thus E0B:·=·O, that is B= O on the subsp~ce ;-L 
. . . I 
onto which the operator E plojects ~ • Since, however,

0 
the operator B has an inverse, £. has to consist of. the 

I 

zero element of a only ,and rerefore E = Q.
0 

Let po =E-El and Pk= E j E . fork =1,2, •••• 
. 1/k l/(k+-1) . 

By the continuity of the resolution (Et) at t = O we have 

00 

s ··p 
00 

=L_ pk = E. (30)
k 

k = 0 k. = 0 

http:component.is


We denote by Ol.k (k 0,1,2', ••• ) the component of the 

complete vector l .attice DL gr nerated by the operator Pk and 

by '8k the subspace of the Hilbert space 'a, on which the 

projection operator Pk is re~lized. By properties of the 

resolution, the ope!ators Pkl (k= 0,1,2, ••• ) are pairwise 

disjunct; from proposition x~ it follows that the subspaces 

~k (k= 0,1,2, ••• ) are pai[Iwise orthogonal. Formula (30) 

implies that the system ( a. ) is complete in J and that 

the compone~ts UZ.k generatel a decomposition of the complete 

vector lattice Ot. (see Numbl r 59, pagesl65 -166 ). For, if 

we suppose that the system o[ subspaces ~k' generating the 

subspace ;f. , were different from '1J and P· be the projection 

operator onto ';;t , then by p oposition VII it would follow1 

that P = f_ Pk in the fense of strong convergence and 
k -=o I 

thus P E- ot and P = sup Pk in 07.. • But this would contradict 
.• 

formula (30). 


Since Pk E Ot... , all subspace 
 "-e are invariant rela.tive toa k 
the operator A and relative to any operator of ot . 

The range of the operator H: foincides with the domain of 

definition of the operator A and ;z, 2 C ~ • We have 
A A 

BPk = (Pk)E > (l/(k+l))Pk; therefore the operator BPk has 

on '8-k a positive infimum and thus maps ~k onto Jk which 
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means that ak c ilJ A. Thus the o.perator A is symmetric· on 

ak' mapping all of ~ k i , to itself. Hence the operato~ A 

is bounded and_ self-adjoint on Jk and the operator ~ = APk 

is bounded and self-adjoint Ion all of 'a . 
It is clear that all ~ E: 'fI • We verify that ~ E C.Jr.. • Let 

C f t._ , then taking into account that· Pk E ut... ., we have· 

C~ = CAPk c ACPk = APkC = ~c. This means that ~ commutes 

with any C E 't. and therefor1e Ak E ot • 

The operators ~ are pairwis~ disjunct as elements of the 

complete vector lattice or ' I . and~ is disjunct from Pj for 

k -=f j. From the latter we ge~ that ~E Olk for each k. 

We form the union X of the cfmplete vector lattices Otk. Each 

00 

element x E X has the form x = k ~ Qk, Where Qk E:- Otk. From 
0 

the set of bounded self-adjo~nt operators Qk we construc.t the 
I

self-adjoint operator Q,. in the space a' coinciding on each 

ak with the operator ~ (see proposition VI). Let Y be the 

set of all self-adjoint oper~tors obtained by this method. 

We have {_)[ c Y. Moreover, if x = S ~' then .the aorrespond­

ing operator coincides with l and therefore A E Y. 

By this construction one establishes a one-to-one correspond­
1 . 

ence between the elements of the complete vector lattice X 

and the operators of Y, and fherefore, with the usual 

definitions for the algebraic operations and ordering, Y i .s 
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turned into a complete vector lattice. BY Number 62 (see 

page 167) we note that E can be taken as unit in Y and then 

by Number 63 (see page 167) we get that the two bases 

~ ( CJt.) and ·~ (:t) coinci~e. 

Thus we have an imbedding of the operator A into a certain 

complete vector lattice with unit, the basis of which 

consists of projections. Thej the spectral resolution of 

the operator A is gotten in fhe same way as for bounded 

self-adjoint operators further above. From the very method 

for getting the spectral resolution it directly follows 

that the sp_e·ctral family of a .. self-adjoint operator A 

consists of projection operat ors Et' permuting with any 

operator C E- ?r which permutern with A. 

:1.-. ·. 
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