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INRODUCTION

In the spectral resolution of self-adjoint operators in Hilbert space it has proved very advantageous to employ the integral representation of the resolvent. When this approach is taken certain theorems of classical analysis play a prominent role. In this connection we mention the following theorems and their authors:

I (S. Bochner): Let $k$ denote a continuous function on $(-A,A)$, $0 < A \leq \infty$. In order that the representation

$$ k(x) = \int_{-\infty}^{\infty} e^{ixt} \, d\sigma(t) \quad (-A < x < A) $$

holds, where $\sigma$ denotes a nondecreasing function of bounded variation on the interval $(-\infty,\infty)$, it is necessary and sufficient that $k$ be a positive definite function, i.e., for any numbers $0 \leq x_1 < \ldots < x_n < A$ ($n < \infty$) and any complex numbers $\lambda_1, \ldots, \lambda_n$ we have

$$ \sum_{j,m=1}^{n} k(x_j-x_m) \lambda_j \lambda_m \geq 0. $$

II (F. Riesz & G. Herglotz): In order that a finite function $f$ defined on the disk $|z| < 1$ have the representation
f(z) = i \text{Im} f(0) + (2\pi)^{-1} \int_{-\pi}^{\pi} \frac{e^{it} + z}{e^{it} - z} \, d\varphi(t),

where \( \varphi \) is a non-decreasing function on \((-\pi, \pi)\), it is necessary and sufficient that \( f \) be holomorphic in \(|z| < 1\) and its values have non-negative real part for \(|z| < 1\).

It is clear that \( \varphi \) has bounded variation for \( f(0) \) is finite.

\section*{III (R. Nevanlinna):} In order that a finite function \( g \) defined on \( \text{Im} \, z > 0 \) have the representation

\[ g(z) = \mu z + \gamma + \int_{-\infty}^{\infty} \frac{1 + tz}{t - z} \, d\varphi(t), \]

where \( \mu \geq 0 \) and \( \gamma \) are two real constants and \( \varphi \) is a non-decreasing function on the entire numerical line, it is necessary and sufficient that \( g \) be holomorphic in the half-plane \( \text{Im} \, z > 0 \) and its values on this half-plane have non-negative imaginary part. From the finiteness of \( g(z) \) follows that the function \( \varphi \) is of bounded variation on \((-\infty, \infty)\).

In this thesis there will be occasion to exhibit instances where the relationship between spectral resolution of self-adjoint operators on the one hand and classical analysis theorems on the other hand is to a certain degree mutual. A detailed description of the efforts of the author of this thesis will be found further on in the \textsc{Introduction}. 
In the course of proving the foregoing theorem II G. Herglotz established a proposition concerning the Fourier - Stieltjes integral representation of positive definite sequences. For a wording of the proposition in question the interested reader is refered to page 23; the notion of a positive definite sequence is defined on page 1.

A famous theorem due to C. Caratheodory and O. Toeplitz has contributed substantially to ensure a place of distinction in analysis for positive definite sequences. This theorem offers another solution to the problem underlying theorem II and thereby gives a characterization of an important class of functions occuring in the interpolation theory of analytic functions as well; the theorem of Caratheodory and Toeplitz states that the function $f$ holomorphic in $|z| < 1$,

$$f(z) = \sum_{k=0}^{\infty} a_k z^k,$$

maps $|z| < 1$ to $\text{Re } w \geq 0$ if and only if the sequence with terms $c_n$ ($n = \ldots, -1, 0, 1, \ldots$), where $c_0 = a_0 + \bar{a}_0$, $c_m = a_m$, $c_{-m} = \bar{a}_m$ for $m = 1, 2, \ldots$, is positive definite.

The author of this thesis uses the Fourier - Stieltjes integral representation theorem for positive definite sequences in chapter II to offer a new proof of a well-known theorem in the theory of almost periodic functions of Harald Bohr.
The theorem in question is stated as proposition I on page 41. The method of proof yields also another proposition, stated on pp. 53-54; the author believes that this proposition is new.

As a point of interest the author wishes to mention that he avoided the customary practice of using limit periodic functions in deducing Bohr's approximation theorem from the theorem concerning almost periods and instead made suitable estimates (see pp. 67-71).

In the author's quest for self-contained presentation of these matters he was obliged to line up a lot of material in chapters I and II which belongs to the past of the subject.

The main result aimed at in chapter III is a unified approach to theorems by S. Bochner, S. N. Bernstein and H. Hamburger. The theorem of Bochner we have stated already further above; we shall quote now the remaining two theorems we have in mind.

**Theorem of S. N. Bernstein:** Let $k$ be a continuous function on the interval $(A_1, A_2)$, where $-\infty \leq A_1 < A_2 \leq \infty$ and $A_1 < 0 < A_2$. In order that

$$k(x) = \int_{-\infty}^{\infty} e^{xt} \, d\sigma(t), \quad (A_1 < x < A_2)$$
hold, where $\sigma$ is a certain non-decreasing bounded function on $(-\infty, \infty)$, it is necessary and sufficient that for $x_1, \ldots, x_n$, where $A_1 < x_1 < \ldots < x_n < A_2$ ($n < \infty$) and any complex numbers $\lambda_1, \ldots, \lambda_n$ the relation

$$\sum_{j,m=1}^{n} k(x_j + x_m) \lambda_j \overline{\lambda_m} \geq 0$$

hold.

**Theorem of H. Hamburger:** Let $(a_m)_{m=0}^{\infty}$ be a sequence of real numbers. A necessary and sufficient condition that

$$a_m = \int_{-\infty}^{\infty} t \, d \sigma(t) \quad (m = 0, 1, 2, \ldots)$$

where $\sigma$ denotes some non-decreasing bounded function on $(-\infty, \infty)$ is the requirement

$$\sum_{j,k=0}^{n} a_{j+k} \lambda_j \overline{\lambda_k} \geq 0.$$ 

The author would like to describe briefly how he treats the problem at hand.

Let $V$ denote a vector space consisting of complex-valued continuous functions on $(-\infty, \infty)$; the algebraic operations
are defined as usual. Let $W$ denote the linear hull of the set of functions of the form $f \overline{g}$, where $f, g \in V$. Let $\mathcal{P}$ be a positive linear functional acting on $W$, i.e., $\mathcal{P}$ is an additive homogeneous mapping such that $\mathcal{P}(f \overline{f}) \geq 0$. The problem posed now is to get a sufficient condition that a given positive linear functional $\mathcal{P}$ on $W$ have an integral representation of the form

$$\mathcal{P}(\phi) = \int_{-\infty}^{\infty} \phi(t) d\sigma(t) \quad (\phi \in W)$$

where $\sigma$ is some non-decreasing bounded function on $(-\infty, \infty)$.

If one has Hamburger's theorem in mind the set of all polynomials must be taken as domain of definition of the functional $\mathcal{P}$.

To use the spectral theory of operators on our problem we need a Hilbert space in terms of our problem. But a suitable Hilbert space is available. It can be seen that

$$\langle f, g \rangle = \mathcal{P}(f \overline{g})$$

is an inner product on $V$ if we identify in $V$ any two vectors $f$ and $g$ for which $\langle f-g, f-g \rangle = 0$. Completion of $V$ with respect to the norm induced by this inner product gives a Hilbert space $\mathcal{H}$ in which $V$ is dense.

Given $g \in V$, let $\hat{g}$ be the function defined by
\[
g(s) = sg(s) \quad - \infty < s < \infty.
\]
We impose on \( V \) the additional requirement that the set \( F \) of all \( g \in V \) for which \( \hat{g} \in V \) be dense in \( V \) with the norm
\[
\| f \| = (\overline{\varphi(f \overline{f})})^{\frac{1}{2}} \quad (f \in V).
\]
Under these circumstances we can introduce in \( \mathcal{H} \) the operator of multiplication by the independent variable \( s \), having defined it initially on the set \( F \). This operator is symmetric and can be closed. This closure we denote by the operator \( D \).

It can be seen that \( D \) is well-defined by observing that
\[
\langle f, f \rangle = 0 \text{ implies } \langle \hat{f}, \hat{f} \rangle = 0.
\]
Suppose for a minute that our problem was solved and that for any \( f, g \in V \) we had
\[
\langle f, g \rangle = \int_{-\infty}^{\infty} f(t) \overline{g(t)} \, d\sigma(t).
\]
The functions \( f \) and \( g \) appear here in two roles: firstly, as elements of the space \( \mathcal{H} \) and, secondly, as elements of \( L^2_\sigma \).

If we suppose for example that \( V \) consists of all polynomials and if by abuse of symbolism we signify by \( f(t) \) that \( f \in L^2_\sigma \) and by \( f(s) \) that \( f \in V \) and if \( u = u(s) \) denotes the unit polynomial (identically equal to 1) we can see that
\[
f(s) - f(t)u = (D-tE)g_t(s),
\]
where \( E \) is the identity operator in \( \mathcal{H} \), \( D \) is the operator of multiplication by the independent variable introduced above.
and $g_t(s)$ is an element of $\mathcal{F}$ and depends on the parameter $t$; evidently we have simply used the familiar elementary fact that $s-t$ factors $s^m-t^m$ for $m = 1, 2, \ldots$.

The foregoing is a heuristic guide to the formulation of our theorem (see p. 118):

Let $D$ be a closed symmetric operator in some Hilbert space $\mathcal{H}$, and let $E_t$ be a spectral function of $D$. Suppose that given any elements $f, h \in \mathcal{H}$ there exists a function $g: (-\infty, \infty) \rightarrow \mathcal{D}$ and a differentiable function $\mathcal{F}$ on $(-\infty, \infty)$ such that

$$f - \mathcal{F}(t)h = (D-tE_t)g(t).$$

Then

$$f = \int_{-\infty}^{\infty} \mathcal{F}(t) \, dE_t h \quad \text{and} \quad \langle f, f \rangle = \int_{-\infty}^{\infty} |\mathcal{F}(t)|^2 \, d\langle E_t h, h \rangle.$$

Since $\sigma$ is assumed to be only some non-decreasing bounded function on $(-\infty, \infty)$ the foregoing theorem is strong enough to get us within range of the solution of our problem.

A sufficient condition that a given positive linear functional $\mathcal{F}$ defined on $W$ has an integral representation of the form

$$\mathcal{F}(\phi) = \int_{-\infty}^{\infty} \phi(t) \, d\sigma(t) \quad (\phi \in W)$$

with non-decreasing bounded function $\sigma$ on $(-\infty, \infty)$ is that the following threefold requirement be satisfied: The function $1$ belong to $V$, the set $F$ of all functions $g \in V$ for which $\hat{g} \in V$ be dense in $V$ with the norm.
\[ \|f\| = \left( \mathfrak{F} (f^2) \right)^{\frac{1}{2}} \quad (f \in V) \]

and from \( f \in V \) it follow that for any real \( t \) the function of \( s \)
\[ \frac{(f(s)-f(t))}{(s-t)} \]
belong to \( V \).

The theorems of Bochner, Bernstein and Hamburger are deduced in terms of this result.

The proof of the theorem quoted on page VIII is made dependent on certain facts known from operator theory. Central among these is a theorem of J. von Neumann (see p. 95). The author gives his own proof for this theorem and in this connection introduces the notion of fractional-linear transformation of a linear operator and establishes several proposition (for detail see pp. 86-91). As additional evidence for the usefulness of this notion the author employs it in proving a theorem of M. H. Stone K.O. Friedrichs and H. Freudenthal (see p. 130). On the basis of the latter theorem the author offers an operator version of a classical analysis theorem of T. J. Stieltjes on page 145. Another operator-valued theorem of this sort is given on page 141.

Since the spectral theorem for self-adjoint operators in Hilbert space enters on numerous occasions in chapter III the author felt a need to offer a proof in the appendix. This proof is based on the theory of vector lattices. The author makes the observation that every strongly closed ring
\( \mathcal{U} \) of bounded self-adjoint operators is a complete vector lattice in the usual operator-theoretic sense of partial ordering and that if \( \mathcal{U} \) contains the unit operator, one can take it as unit of the vector lattice and that the basis of the vector lattice in this case consists of all projection operators contained in \( \mathcal{U} \). This observation allows the use of H. Freudenthal's integral representation theorem of elements of a complete vector lattice with unit; the spectral resolution of a bounded self-adjoint operator is then a direct consequence of Freudenthal's theorem. To obtain the spectral resolution of an unbounded self-adjoint operator, the author uses the vector lattice theoretic union of complete vector lattices of bounded self-adjoint operators. This approach succeeds with only a modest amount of information from operator theory. The author refrained from writing out proofs for the vector lattice theoretic part as he has prepared a set of notes which contain all the necessary detail some time ago.
Chapter 1

POSITIVE DEFINITE SEQUENCES

1.1 Definition and Basic Relations

A sequence (finite or not) whose terms are the complex numbers $c_n$ ($n=\ldots-1,0,1,\ldots$) is said to be positive definite if for any finite set of complex numbers $\lambda_1, \ldots, \lambda_N$ the inequality

$$\sum_{k,j=1}^{N} c_{k-j} \lambda_k \overline{\lambda_j} \geq 0$$

(1)

holds; $\overline{\lambda_j}$ denotes the complex conjugate of $\lambda_j$.

From the above definition we deduce at once the following basic relations for a positive definite sequence:

(i) $c_0 \geq 0$

(ii) $c_{-n} = \overline{c_n}$

(iii) $|c_n| \leq c_0$

(iv) $|c_n - c_{n+m}|^2 \leq 2c_0(c_0 - \text{Re}\{c_m\})$.

Here $\text{Re}\{c_m\}$ is to signify the real part of $c_m$. 
Indeed, substituting $N = 1$, $\lambda_1 = 1$ into formula (1), we get inequality (i).

To obtain equality (ii), we let $N = n + 1$, $\lambda_1 = 1$, $\lambda_2 = \ldots$

$$
\ldots = \lambda_n = 0, \quad \lambda_{n+1} = \lambda
$$

in formula (1). Evidently

$$
0 \leq \sum_{k=1}^{n+1} \sum_{j=1}^{k-j} c_{k-j} \lambda_k \lambda_j = c_0 + c_{-n} \lambda + c_n \lambda + c_0 \lambda \lambda.
$$

Since $c_0 \geq 0$ by inequality (i), we have that

$$
c_{-n} \lambda + c_n \lambda
$$

is real for any choice of the complex number $\lambda$. Taking $\lambda = 1$ and $\lambda = i$, successively, we see: If $c_{-n} \lambda + c_n \lambda$ is real for any complex number $\lambda$, then $c_{-n} = \frac{c_n}{i}$ is true. The converse of the latter statement obviously holds.

Next we verify inequality (iii); from it will follow in particular that $c_0 = 0$ implies $c_n = 0$ for all $n$. Suppose now that $c_0 = 0$. Then from

$$
c_0 + c_{-n} \lambda + c_n \lambda + c_0 \lambda \lambda \geq 0
$$

we get, putting $\lambda = c_{-n}$, that $2c_n c_{-n} = 0$ or $c_n = 0$.

Suppose, on the other hand, that $c_0 > 0$, then substituting

$$
\lambda = \frac{c_n}{c_0}
$$

into

$$
c_0 + c_{-n} \lambda + c_n \lambda + c_0 \lambda \lambda \geq 0,
$$
we obtain by equality (ii) that
\[ c_0^2 - c_n \overline{c_n} \geq 0. \]
Hence \(|c_n| \leq c_0\) holds in both cases.

Finally, we show that inequality (iv) is true. For this purpose we take \(N = n+m+1, \lambda_1 = 1, \lambda_2 = \ldots = \lambda_n = 0, \lambda_{n+1} = \lambda, \lambda_{n+2} = \ldots = \lambda_{n+m} = 0, \lambda_{n+m+1} = -\lambda\).

We obtain
\[
0 \leq \sum_{k=1}^{n+m+1} \sum_{j=1}^{n+m+1} c_{k-j} \lambda_k \overline{\lambda_j} = c_0 + c_{-n} \overline{\lambda} - c_{-n-m} \overline{\lambda} + c_n \overline{\lambda} + c_0 \lambda \overline{\lambda} - c_{-m} \lambda \overline{\lambda} - c_{n+m} \lambda - c_m \lambda \overline{\lambda} + c_0 \lambda \overline{\lambda} = c_0 + 2 \Re \left\{ (c_n - c_{n+m}) \lambda \right\}^2 + 2(c_0 - \Re \{c_m\}) \lambda^2
\]
which holds for any complex number \(\lambda\). If we let
\[
\lambda = \frac{- (c_n - c_{n+m})}{2(c_0 - \Re \{c_m\})}
\]
then we obtain \(0 \leq 2c_0(c_0 - \Re \{c_m\}) - \left| c_n - c_{n+m} \right|^2\), which gives inequality (iv).
1.2 Representation Theory

In this section we discuss two types of realization of positive-definite sequences. The first type is geometric in nature. It is based on a proposition of E. H. Moore concerning Hermitian positive semi-definite matrices and reduces the study of positive-definite sequences to the consideration of stationary sequences in complex Hilbert space. The second type of realization is analytic in nature. It is due to G. Herglotz and gives the representation of positive definite sequences in terms of Fourier-Stieltjes integrals. We commence with the geometric representation theory, stating first Kolmogoroff's definition of the notion of stationary sequence.

A sequence whose terms \( u_n \) \((n = 1, 2, \ldots)\) belong to a Hilbert space \( H \) is said to be stationary, if the inner product \( \langle u_n, u_k \rangle \) depends only on the difference \( h-k \).

PROPOSITION (E. H. Moore & A. Kolmogoroff): A necessary and sufficient condition for the existence of a complex Hilbert space and a set of elements \( u_1, u_2, \ldots \) in this space which satisfy the conditions

\[
\langle u_h, u_k \rangle = c_{hk} \quad (h, k = 1, 2, \ldots)
\]

is that the matrix \( (c_{hk}) \) be Hermitian positive semi-definite, that is
\[
\sum_{h,k=1}^{n} c_{hk} \lambda_{h} \overline{\lambda_{k}} \geq 0
\]

(2)

for any finite set of complex numbers \( \lambda_{1}, \ldots, \lambda_{n} \).

Proof: It is easy to see that the condition (2) is necessary because

\[
\sum_{h,k=1}^{n} \langle u_{h}, u_{k} \rangle \lambda_{h} \overline{\lambda_{k}} =
\]

\[
= \| \lambda_{1} u_{1} + \lambda_{2} u_{2} + \cdots + \lambda_{n} u_{n} \|^{2} \geq 0.
\]

Next we show that condition (2) is sufficient as well. We define a complex linear space \( L \) as follows. Each element of \( L \) consists of a sequence of complex coordinates, of which only a finite number of terms are different from zero. Multiplication by a complex number of an element of \( L \) and addition of elements of \( L \) we define as usual, namely coordinate-wise.

We define a function \( \Phi \) on \( L \times L \) by

\[
\Phi(x,y) = \sum_{h,k=1}^{\infty} c_{hk} x_{h} y_{k},
\]

where \( x = (x_{1}, x_{2}, \ldots), \ y = (y_{1}, y_{2}, \ldots) \).
It is easy to see by (2) that

$$|\Phi(x,y)|^2 \leq \Phi(x,x) \Phi(y,y)$$

(3)

and consequently

$$|\sqrt{\Phi(x,x)} - \sqrt{\Phi(y,y)}| \leq \sqrt{\Phi(x \pm y, x \pm y)} \leq$$

$$\leq \sqrt{\Phi(x,x)} + \sqrt{\Phi(y,y)}$$

(3')

hold. We also have that

$$\sqrt{\Phi(\alpha x, \alpha y)} = |\alpha| \sqrt{\Phi(x,y)}$$

for any complex number $\alpha$. The set of elements for which

$$\Phi(x,x) = 0$$

is a linear subspace $M$. If the element $x$ belongs to $M$, then it does not necessarily follow however that all its coordinates are zero. Therefore we consider the quotient space

$$\tilde{L} = \mathbb{L}/M.$$ 

The elements of $\tilde{L}$ are the subsets $X \subset \mathbb{L}$ with the property that with $\hat{x} \in X$ all other elements $x$ of $X$ have the form

$$x = \hat{x} + z$$

with an arbitrary element $z$ from $M$. The multiplication of an
element of \( \tilde{L} \) by a complex number \( \alpha \) is defined so that the product \( \alpha X \) is that element \( Y \) of \( \tilde{L} \) which as subset of the linear space \( L \) contains the element \( \alpha x \) \((x \in X)\).

Analogously we define the addition. Furthermore we define

\[
\tilde{\Phi}(X,Y) = \tilde{\Phi}(x,y) \quad (x \in X, \ y \in Y).
\]

This definition is independent of the choice of the representatives \( x \) and \( y \) because of the inequality (3'). It is therefore well-defined. It can be seen that it acts as an inner product for the space \( \tilde{L} \) by either verifying directly the relations an inner product has to satisfy, or by simply showing that the "parallelogram law" holds, for it is clear that \( \tilde{L} \) is a normed linear space with respect to the norm

\[
\| \| = \sqrt{\tilde{\Phi}(\ , \ )}.
\]

Completion of \( \tilde{L} \) with respect to the above norm gives us the required Hilbert space.

Finally, if \( u_n \) is that element of the Hilbert space whose \( n \)-th coordinate is 1 and all others are 0, we see that

\[
\tilde{\Phi}(u_n, u_k) = \langle u_n, u_k \rangle = c_{hk}.
\]

The proof is complete.
By comparison of formula (1) in the definition of positive definite sequences and formula (2) in the foregoing proposition, we obtain the following Geometric Representation Theorem for Positive Definite Sequences:

**THEOREM**: In order that a sequence whose terms are the complex numbers $c_n$, $n = 0, \pm 1, \pm 2, \ldots$, be positive definite, it is necessary and sufficient that there exist a stationary sequence whose terms $u_n$, $n = 1, 2, \ldots$, belong to some complex Hilbert space $H$ such that

$$\langle u_h, u_k \rangle = c_{h-k} \quad (h, k = 1, 2, \ldots).$$

At this point we wish to make a brief digression and consider the "parallelogram law" mentioned further above in the construction of a suitable Hilbert space; we are referring to the Jordan - v. Neumann theorem concerning the characterization of an inner product space. After proving this theorem in a manner which is free from the usual limit argument, we shall return to the representation theory for positive definite sequences.
THEOREM (P. Jordan & J. von Neumann): Let X be a normed linear space. If the norm on X satisfies the "parallelogram law"

\[ \|x + y\|^2 + \|x - y\|^2 = 2(\|x\|^2 + \|y\|^2) \]

then there exists an inner product on X, \( \langle x, y \rangle \) (\( x, y \in X \)) such that \( \sqrt{\langle x, x \rangle} = \|x\| \) for every \( x \in X \). If \( \langle x, y \rangle \) can be so defined, this can be done in only one way.

Proof: Define

\[ \langle x, y \rangle = (1/4) \left\{ (\|x + y\|^2 - \|x - y\|^2) + i(\|x + iy\|^2 - \|x - iy\|^2) \right\} \]

First we show the following equalities: \( \langle ix, y \rangle = i \langle x, y \rangle \), \( \langle x, iy \rangle = -i \langle x, y \rangle \), \( \sqrt{\langle x, x \rangle} = \|x\| \), and \( \langle y, x \rangle = \overline{\langle x, y \rangle} \).

\[ \langle ix, y \rangle = (1/4) \left\{ (\|ix + y\|^2 - \|ix - y\|^2) + i(\|ix + iy\|^2 - \|ix - iy\|^2) \right\} \]

\[ = (1/4) \left\{ (\|i(x - iy)\|^2 - \|i(x + iy)\|^2) + i(\|i(x + y)\|^2 - \|i(x - y)\|^2) \right\} \]

\[ = (1/4) \left\{ i(\|x + y\|^2 - \|x - y\|^2) - (\|x + iy\|^2 - \|x - iy\|^2) \right\} = i \langle x, y \rangle. \]

\[ \langle x, iy \rangle = (1/4) \left\{ (\|x + iy\|^2 - \|x - iy\|^2) + i(\|x + y\|^2 - \|x - y\|^2) \right\} \]

\[ = (1/4) \left\{ -i(\|x - y\|^2 - \|x + y\|^2) + (\|x + iy\|^2 - \|x - iy\|^2) \right\} \]

\[ = -i \langle x, y \rangle. \]

\[ \langle x, x \rangle = (1/4) \left\{ 4\|x\|^2 + i(1 + 1^2 - 1 - 1^2) \|x\|^2 \right\} = \|x\|^2. \]
\[ \langle y, x \rangle = \]
\[ = \frac{1}{4} \left\{ (\| y + x \| - \| y - x \|)^2 + i(\| y + ix \| - \| y - ix \|)^2 \right\} = \]
\[ = \frac{1}{4} \left\{ (\| x + y \| - \| x - y \|)^2 - i(\| x + iy \| - \| x - iy \|)^2 \right\} = \cdot \langle x, y \rangle . \]

Next we show that for any complex number \( \lambda \)
\[ \langle \lambda x, y \rangle + \langle x, \lambda y \rangle = (\lambda + \bar{\lambda}) \langle x, y \rangle \]
holds.
\[ \langle \lambda x, y \rangle + \langle x, \lambda y \rangle = \]
\[ = \frac{1}{4} \left\{ (\| \lambda x + y \| - \| \lambda x - y \|)^2 + i(\| \lambda x + iy \| - \| \lambda x - iy \|)^2 \right\} + \]
\[ + \frac{1}{4} \left\{ (\| x + \lambda y \| - \| x - \lambda y \|)^2 + i(\| x + i\lambda y \| - \| x - i\lambda y \|)^2 \right\} . \]

By the "parallelogram law":
\[ \| \lambda x + y \|^2 + \| x + \lambda y \|^2 = \frac{1}{2} \left[ \| (\lambda + 1)x + (\lambda + 1)y \|^2 + \| (\lambda - 1)x - (\lambda - 1)y \|^2 \right] \]
\[ \| \lambda x - y \|^2 + \| x - \lambda y \|^2 = \frac{1}{2} \left[ \| (\lambda + 1)x - (\lambda + 1)y \|^2 + \| (\lambda - 1)x + (\lambda - 1)y \|^2 \right] \]
\[ \| \lambda x + iy \|^2 + \| x + i\lambda y \|^2 = \frac{1}{2} \left[ \| (\lambda + 1)x + i(\lambda + 1)y \|^2 + \| (\lambda - 1)x - i(\lambda - 1)y \|^2 \right] \]
\[ \| \lambda x - iy \|^2 + \| x - i\lambda y \|^2 = \frac{1}{2} \left[ \| (\lambda + 1)x - i(\lambda + 1)y \|^2 + \| (\lambda - 1)x + i(\lambda - 1)y \|^2 \right] . \]

We therefore obtain
\[ \langle \lambda x, y \rangle + \langle x, \lambda y \rangle = \]
\[ = (1/4)(1/2) \left[ \| (\lambda + 1)x + (\lambda + 1)y \|^2 - \| (\lambda + 1)x - (\lambda + 1)y \|^2 \right. \]
\[ + i \| (\lambda + 1)x + i(\lambda + 1)y \|^2 - i \| (\lambda + 1)x - i(\lambda + 1)y \|^2 \]
\[ + \| (\lambda - 1)x - (\lambda - 1)y \|^2 - \| (\lambda - 1)x + (\lambda - 1)y \|^2 \]
\[ + i \| (\lambda - 1)x - i(\lambda - 1)y \|^2 - i \| (\lambda - 1)x + i(\lambda - 1)y \|^2 \] \]
\[ = (1/8) \left[ (|\lambda + 1|^2 - |\lambda - 1|^2) \left( \| x + y \|^2 - \| x - y \|^2 + i \| x + iy \|^2 \right. \right. \]
\[ \left. \left. - i \| x - iy \|^2 \right) \right]. \]

But
\[ |\lambda + 1|^2 - |\lambda - 1|^2 = 2(\lambda + \bar{\lambda}) \]
holds for any complex number \( \lambda \).

The relation \( \langle \lambda x, y \rangle + \langle x, \lambda y \rangle = (\lambda + \bar{\lambda}) \langle x, y \rangle \) gives, putting \( \lambda = ir \), where \( r \) is any real number,
\[ \langle rx, y \rangle = \langle x, ry \rangle. \]

Thus
\[ 2 \langle rx, y \rangle = \langle rx, y \rangle + \langle x, ry \rangle = 2r \langle x, y \rangle \]
and hence
\[ \langle rx, y \rangle = r \langle x, y \rangle \]
for every real number \( r \).

It is clear that
\[ (1/2) \langle x + y, 2z \rangle = \langle x + y, z \rangle. \]
We now show that
\(<x,z> + <y,z> = (1/2)<x+y,2z>\).

\(<x,z> + <y,z> =
= (1/4) \{ (\|x+z\|^2 - \|x-z\|^2) + i(\|x+iz\|^2 - \|x-iz\|^2) \\
+ (\|y+z\|^2 - \|y-z\|^2) + i(\|y+iz\|^2 - \|y-iz\|^2) \}.

By the "parallelogram law":
\[\|x+z\|^2 + \|y+z\|^2 = (1/2)\|x+y+2z\|^2 + (1/2)\|x-y\|^2\]
\[\|x-z\|^2 + \|y-z\|^2 = (1/2)\|x+y-2z\|^2 + (1/2)\|x-y\|^2\]
\[\|x+iz\|^2 + \|y+iz\|^2 = (1/2)\|x+y+12z\|^2 + (1/2)\|x-y\|^2\]
\[\|x-iz\|^2 + \|y-iz\|^2 = (1/2)\|x+y-12z\|^2 + (1/2)\|x-y\|^2\].

Therefore \(<x,z> + <y,z> =
= (1/8) \left[ \|x+y+2z\|^2 - \|x+y-2z\|^2 + i(\|x+y+12z\|^2 - \|x+y-12z\|^2) \right] \]
= (1/2)<x+y,2z>.

This establishes the additive condition
\(<x+y,z> = <x,z> + <y,z>\).

Finally, the additive condition combined with \(<ix,y> = i<x,y>\)
and \(<rx,y> = r<x,y>\), for all real r, yields
\(<\lambda x,y> = \lambda <x,y>\)
for any complex number \(\lambda\).
Consequently, the "polarization identity"

\[ \langle x, y \rangle = \frac{1}{4} \left( \| x + y \|^2 - \| x - y \|^2 + i(\| x + iy \|^2 - \| x - iy \|^2) \right) \]

defines an inner product on the space \( x \). Since any inner product \((x,y)\) satisfies the "polarization identity" (for replace in the identity \( \| x + y \|^2 = \| x \|^2 + \| y \|^2 + (x,y) + (y,x) \) the term \( y \) by \(-y, iy, \) and \(-iy\), it is clear that \( \langle x, y \rangle \) is unique. This completes the proof.

We now return to the representation theory of positive definite sequences; by way of preparation for the proof of the analytic representation theorem, we take up certain propositions first.

**THEOREM (E. Helly):** Let \( f \) be a continuous function on \([a,b]\). Suppose that \( h_n, n = 1, 2, \ldots \), are the terms of a sequence of functions which converges to a finite function \( h \) at each point of \([a,b]\). If the total variation satisfies

\[ \sqrt{\overline{\text{V}(h_n)}} \leq K < \infty \]

for all \( n \), then

\[ \lim_{n \to \infty} \int_a^b f(x) \, dh_n(x) = \int_a^b f(x) \, dh(x). \]
Proof: If we split the interval \([a, b]\) in an arbitrary way, we have for \(n = 1, 2, \ldots\)

\[
\sum_{k=0}^{m-1} \left| h\left(\frac{x_{k}+1}{n}\right) - h\left(\frac{x_{k}}{n}\right) \right| \leq \frac{K}{n}.
\]

Passing to the limit as \(n \to \infty\), we get

\[
\sum_{k=0}^{m-1} \left| h\left(\frac{x_{k}+1}{n}\right) - h\left(\frac{x_{k}}{n}\right) \right| \leq K.
\]

Since the splitting of \([a, b]\) was arbitrary, it follows that

\[
\bigvee_{\alpha} (h) \leq K.
\]

This shows that the limit function is of finite variation also.

We now pick an arbitrary \(\varepsilon > 0\) and split \([a, b]\) by means of the points \(x_{k}, k = 0, 1, \ldots, m\), into subintervals \([x_{k}, x_{k+1}]\) in such a manner that the oscillation of \(f\) is less than \(\varepsilon/3K\) on each subinterval \([x_{k}, x_{k+1}]\). We see that

\[
\int_{\alpha} f(x) \, dh(x) = \sum_{k=0}^{m-1} \int_{x_{k}}^{x_{k+1}} f(x) \, dh(x) = \sum_{k=0}^{m-1} \int_{x_{k}}^{x_{k+1}} (f(x) - f(x_{k})) \, dh(x) + \sum_{k=0}^{m-1} f(x_{k}) \int_{x_{k}}^{x_{k+1}} dh(x).
\]
But
\[ \int_{x_k}^{x_{k+1}} dh(x) = h(x_{k+1}) - h(x_k). \]

Since
\[ |f(x) - f(x_k)| < \frac{\varepsilon}{3K} \]
for any \( x \in [x_k, x_{k+1}] \), we have
\[ \left| \int_{x_k}^{x_{k+1}} (f(x) - f(x_k))dh(x) \right| \leq \left( \frac{\varepsilon}{3K} \right) \sqrt{v(h)}. \]

Thus
\[ \left| \sum_{k=0}^{m-1} \int_{x_k}^{x_{k+1}} (f(x) - f(x_k))dh(x) \right| \leq \left( \frac{\varepsilon}{3K} \right) \sqrt{v(h)} \leq \frac{\varepsilon}{3}. \]

Therefore
\[ \int_{a}^{b} f(x)dh(x) = \sum_{k=0}^{m-1} f(x_k)(h(x_{k+1}) - h(x_k)) + O(\varepsilon/3) \]
where \( |O| \leq 1 \). Similarly we get
\[ \int_{a}^{b} f(x)dh_n(x) = \sum_{k=0}^{m-1} f(x_k)(h_n(x_{k+1}) - h_n(x_k)) + O_n(\varepsilon/3) \]
where \( |O_n| \leq 1 \).
Since
\[ \lim_{n \to \infty} h_n(x) = h(x) \]
for all \( x \in [a, b] \), there is a natural number \( n_0 \) such that
\[
\left| \sum_{k=0}^{m-1} f(x_k) (h_n(x_{k+1}) - h_n(x_k)) - \sum_{k=0}^{m-1} f(x_k) (h(x_{k+1}) - h(x_k)) \right| < \frac{\varepsilon}{3}
\]
is less than \( \varepsilon / 3 \) for all \( n > n_0 \). Hence we have that
\[
\left| \int_a^b f(x) h_n(x) - \int_a^b f(x) h(x) \right| < \varepsilon
\]
for all \( n > n_0 \) and the theorem is established.

THEOREM (D. Hilbert): Let \( (g_n)_{n=1}^\infty \) be a sequence of real-valued functions defined on some set \( E \) such that
\[
\sup_{x \in E} \left| g_n(x) \right| \leq K \quad \text{for all } n.
\]
Then given any countable subset \( D \) of \( E \) there exists a subsequence \( (g_{n_i})_{i=1}^\infty \) which converges at every point of \( D \).

Proof: Let \( D = \{x_1, x_2, \ldots\} \). Then \( (g_n(x_1))_{n=1}^\infty \) is a
bounded sequence of real numbers; hence, by the Bolzano-Weierstrass theorem, we may choose a subsequence \((g_n^{(1)})_{n=1}^{\infty}\) of \((g_n)_{n=1}^{\infty}\) such that the sequence \((g_n^{(1)}(x_1))_{n=1}^{\infty}\) converges, say,

\[
\lim_{n \to \infty} g_n^{(1)}(x_1) = A_1.
\]

Next we consider the sequence \((g_{2n}^{(1)})_{n=1}^{\infty}\). Again by the Bolzano-Weierstrass theorem we can select a subsequence \((g_n^{(2)})_{n=1}^{\infty}\) of \((g_n^{(1)})_{n=1}^{\infty}\) such that

\[
\lim_{n \to \infty} g_n^{(2)}(x_2) = A_2
\]

exists.

Continuing this process indefinitely we obtain a sequence of subsequences \((g_n^{(m)})_{n=1}^{\infty}\), \(m = 1, 2, \ldots\), of \((g_n)_{n=1}^{\infty}\) such that

\[
\lim_{n \to \infty} g_n^{(m)}(x_m) = A_m
\]

exists, \(m = 1, 2, \ldots\). We then consider the diagonal sequence
For fixed $k$, $(g_n(x_k))_{n=1}^\infty$ is a subsequence of $(g_n(x))_{n=1}^\infty$, and hence converges to $A_k(x_k)$. Therefore $(g_n)_{n=1}^\infty$ converges at every point of $D$. QED

Let $X$ be a Banach space and let $X^*$ denote its adjoint space. If $X$ is separable, then every closed sphere is sequentially compact in the weak* topology of $X^*$, that is from any sequence of linear functionals $(g_n)_{n=1}^\infty$ with bounded norm one can select a subsequence which converges weakly to a functional $g_0$. We consider the space $V[a,b]$ of functions of bounded variation on $[a,b]$, with norm defined by

$$
\|g\| = \sup_{\alpha} (g).
$$

By the F. Riesz representation theorem, the space $V[a,b]$ may be identified with the adjoint space of the separable Banach space $C[a,b]$ of continuous functions on $[a,b]$ in the following way. For each $\varphi \in \langle C[a,b], \rangle^*$ there exists a unique $g \in V[a,b]$ such that

$$
\varphi(f) = \int_a^b f(t)dg(t)
$$

for all $f \in C[a,b]$. Moreover, $\|\varphi\| = \|g\|$. Making use of these observations, it is easy to prove the following
THEOREM (E. Helly): Let \((g_n)_{n=1}^{\infty}\) be a sequence of functions of bounded variation defined on \([a, b]\), and suppose that

\[
\sup_{a \leq x \leq b} \left| g_n(x) \right| \leq K < \infty, \quad \text{and} \quad \bigvee_{n \geq 1} (g_n) \leq K < \infty
\]

for all \(n\). Then there exists a subsequence \((g_{n_i})_{i=1}^{\infty}\) which converges pointwise in \([a, b]\) to a function of bounded variation.

Proof: Without loss of generality we can take \([a, b'] = [0, 1]\), and since every function of bounded variation is the difference of two non-decreasing functions we may assume that every \(g_n\) is non-decreasing. Let \(\mathcal{F}_n\) be the linear functional on \(C[0,1]\) associated with \(g_n\), that is

\[
\mathcal{F}_n(f) = \int_0^1 f(t)dg_n(t)
\]

for every continuous \(f\) on \([0,1]\). Since \(\bigvee_{n \geq 1} (g_n) \leq K\), the sequence \((\mathcal{F}_n)_{n=1}^{\infty}\) is bounded in norm, hence we can select a weakly convergent subsequence of the \(\mathcal{F}_n\)'s, which we still call \((\mathcal{F}_n)_{n=1}^{\infty}\). Let \(\mathcal{F}\) be the weak limit, \(g\) the function of bounded variation corresponding to \(\mathcal{F}\). The function \(g\) has at most countably many points of discontinuity \(x_1, x_2, \ldots\). Let \(x\) be a point of continuity of \(g\), and define functions \(h_m, m = 1, 2, \ldots\), by
\[ h_m(t) = \begin{cases} 
1; & 0 \leq t \leq x \\
-m(t-x) + 1; & x \leq t \leq x + (1/m) \\
0; & x + (1/m) \leq t \leq 1 
\end{cases} \]

Since \( h_m \) is continuous the weak convergence \( \mathcal{F}_n \rightarrow \mathcal{F} \) implies

\[ \int_0^1 h_m(t) d\mathcal{F}_n(t) \rightarrow \int_0^1 h_m(t) d\mathcal{F}(t), \quad n \rightarrow \infty. \]

From the continuity of \( g \) at \( t = x \) and the boundedness of \( h_m \) it follows that

\[ \int_x^{x+1/m} h_m(t) d\mathcal{F}(t) \rightarrow 0 \quad \text{as} \quad m \rightarrow \infty. \]

Consequently

\[ \int_0^x h_m(t) d\mathcal{F}(t) = \int_0^x h_m(t) d\mathcal{F}(t) + \int_x^{x+1/m} h_m(t) d\mathcal{F}(t) \rightarrow g(x) - g(0). \]

But \( g_n \) is non-decreasing and \( h_m(t) \geq 0 \) so that

\[ \int_0^x h_m(t) d\mathcal{F}_n(t) \geq \int_0^x h_m(t) d\mathcal{F}_n(t) = g_n(x) - g_n(0). \]

We therefore get

\[ \limsup_{n} (g_n(x) - g_n(0)) \leq g(x) - g(0). \]
On the other hand, since $h_m$ is non-increasing,

\[ \int_0^x h_m(t + (1/m)) \, dg_n(t) = \int_0^x h_m(t + (1/m)) \, dg_n(t) \leq \]

\[ \leq \int_0^x h_m(t) \, dg_n(t) = g_n(x) - g_n(0), \]

whence

\[ \int_0^x h_m(t + (1/m)) \, dg(t) \leq \lim \inf \left( g_n(x) - g_n(0) \right). \]

By the continuity of $g$ at $x$:

\[ \int_0^x h_m(t + (1/m)) \, dg(t) = \int_0^x h_m(t + (1/m)) \, dg(t) + \]

\[ + \int_0^x h_m(t + (1/m)) \, dg(t) = \]

\[ = g(x - (1/m)) - g(0) + \int_0^x h_m(t + (1/m)) \, dg(t) \rightarrow g(x) - g(0). \]

Hence

\[ g(x) - g(0) \leq \lim \inf \left( g_n(x) - g_n(0) \right). \]

We can therefore conclude that

\[ \lim_n (g_n(x) - g_n(0)) = g(x) - g(0). \]

By assumption $|g_n(0)| \leq K$, $|g_n(x_k)| \leq K$ for all $n$ and $k$. 
Hence by the theorem on page 16 there exists a subsequence 
\((g_{n_1})_{i=1}^{\infty}\) such that for \(i \to \infty\)
\[ g_{n_1}(0) \to a_0 \text{ and } g_{n_1}(x_k) \to a_k. \]
From this and the relation
\[ \lim_{n} (g_n(x) - g_n(0)) = g(x) - g(0), \]
established further above, we get convergence for every 
\(x \neq x_k, k = 1, 2, \ldots\):
\[ g_{n_1}(x) \to g(x) - g(0) + a_0 \text{ as } i \to \infty \]
The function
\[ \tilde{g}(x) = \begin{cases} 
  a_k & \text{when } x = x_k \\
  g(x) - g(0) + a_0 & \text{when } x \neq x_k 
\end{cases} \]
for \(k = 1, 2, \ldots\) is of bounded variation, where for each 
\(x \in [0, 1]\) we obtain
\[ g_{n_1}(x) \to \tilde{g}(x) \]
and the proof is complete.

After these preparations we are in a position to establish
the Analytic Representation Theorem for Positive Definite
Sequences.
THEOREM (G. Herglotz): A necessary and sufficient condition for a sequence to be positive definite, is that its terms have the representation

\[ c_n = \sum_{n=-\infty}^{\infty} \int_{-\pi}^{\pi} e^{inx} \, dg(x) \quad (n = 0, \pm 1, \pm 2, \ldots), \]

where \( g \) denotes a non-decreasing function of bounded variation.

Proof: The condition is sufficient. Indeed

\[
\sum_{k=1}^{N} \sum_{j=1}^{N} c_{k-j} \lambda_k \overline{\lambda}_j = \\
= \sum_{k=1}^{N} \sum_{j=1}^{N} \left\{ \int_{-\pi}^{\pi} e^{i(k-j)x} \, dg(x) \right\} \lambda_k \overline{\lambda}_j = \\
= \int_{-\pi}^{\pi} \left( \sum_{k=1}^{N} e^{ikx} \lambda_k \right) \left( \sum_{j=1}^{N} e^{-ijx} \overline{\lambda}_j \right) \, dg(x) = \\
= \int_{-\pi}^{\pi} \left| \sum_{k=1}^{N} e^{ikx} \lambda_k \right|^2 \, dg(x) \geq 0.
\]

The condition is necessary. Since \( c_n \) is positive definite, we have in particular that

\[
\sum_{k=1}^{N} \sum_{j=1}^{N} c_{k-j} e^{-i(k-j)x} \geq 0.
\]
We observe that
\[ \sum_{k=1}^{N} \sum_{j=1}^{N} c_{k-j} e^{-i(k-j)x} = N \sum_{m=-N+1}^{N-1} \left( 1 - \frac{|m|}{N} \right) c_{n} e^{-inx}. \]

We let
\[ q_{N}(x) = \sum_{m=-N+1}^{N-1} \left( 1 - \frac{|m|}{N} \right) c_{n} e^{-inx}. \]

Since
\[ \int_{-\pi}^{\pi} e^{-i(n-m)x} \, dx = \begin{cases} 0 & \text{for } n \neq m \\ 2\pi & \text{for } n = m \end{cases} \]

we see that
\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} q_{N}(x) e^{inx} \, dx = \left( 1 - \frac{|m|}{N} \right) c_{n}. \]

We put
\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} q_{N}(x) e^{inx} \, dx = \int_{-\pi}^{\pi} e^{inx} \, dg_{N}(x). \]

Then
\[ g_{N}(x) = \int_{-\pi}^{x} q_{N}(y) \, dy; \]

\[ g_{N} \text{ is a non-decreasing function with total variation } \]
\[ \int_{-\pi}^{\pi} dg_{N}(x) = c_{0}. \]
By the theorem on page 19 we can find a subsequence \((g_{N_k})_{k=1}^{\infty}\)
which converges pointwise to a limit function \(g\) which is
again non-decreasing and of bounded variation.

By the theorem on page 13 we finally obtain

\[
\lim_{k_2 \to \infty} \int_{-\pi}^{\pi} e^{\text{in}x} \, dg_{N_k}(x) = \int_{-\pi}^{\pi} e^{\text{in}x} \, dg(x)
\]

and the theorem is proved.
Chapter 2.

ALMOST PERIODIC FUNCTIONS

2.1 Basic Definitions and Properties

A complex-valued continuous function $f$ defined on the entire real line $\mathbb{R}$ is said to be uniformly almost periodic (UAP for short), if to every $\varepsilon > 0$ there corresponds a number $L = L(\varepsilon) > 0$ such that in each interval on $\mathbb{R}$ of length $L$ is situated an $\varepsilon$-almost period of $f$, that is to say a number $\zeta = \zeta(\varepsilon)$ so that for all $x \in \mathbb{R}$ we have:

$$|f(x+\zeta) - f(x)| < \varepsilon$$

It is customary to use the symbol $E \{\varepsilon; f\}$ to denote the set of $\varepsilon$-almost periods of the function $f$ and to use the symbol $\overline{E} \{\varepsilon; f\}$ to signify the set of all integers of $E \{\varepsilon; f\}$.

It is well-established usage to refer to a set $E$ of real numbers as relatively dense, if there exists a number $T > 0$ such that any interval of length $T$ contains at least one element of $E$.

In terms of these conventions the definition of a UAP function
reads as follows: A complex-valued continuous function $f$ defined on the entire real line $\mathbb{R}$ is a UAP function if for any $\varepsilon > 0$ the set $E \{ \varepsilon ; f \}$ is relatively dense.

UAP functions were invented and thoroughly studied by Harald Bohr. In this section we shall look at some basic propositions in the theory of UAP functions.

I. **A UAP function is bounded on the entire real line $\mathbb{R}$.**

**Proof:** Let $f$ be a UAP function and take $\varepsilon = 1$. Since $f$ is continuous, the function $|f|$ has a maximum $M$ on the closed interval $[0, L(1)]$, where $L(1)$ is obtained through the definition above. Suppose that $x_0$ is an arbitrary real number. We select an almost period $\tau = \tau(1)$ in the interval $-x_0 \leq x \leq -x_0 + L(1)$. Thus $0 \leq x_0 + \tau \leq L(1)$ and we have

$$|f(x_0)| \leq |f(x_0) - f(x_0 + \tau)| + |f(x_0 + \tau)| \leq 1 + M$$

and the proposition is proved.

II. **A UAP function is uniformly continuous on the entire real line $\mathbb{R}$.**

**Proof:** Denote by $\varepsilon$ an arbitrary positive number and take a number $L = L(\varepsilon / 3)$. The UAP function $f$ is uniformly continuous on the closed interval $[-1, 1 + L]$. Hence we can
find a positive number $\delta < 1$ such that for any $y_1$ and $y_2$ in $[-1, 1 + L]$, for which $|y_2 - y_1| < \delta$ holds, the inequality

$$|f(y_2) - f(y_1)| < \varepsilon/3$$

is satisfied. Suppose that $x_1$ and $x_2$ is an arbitrary pair of real numbers for which $|x_2 - x_1| < \delta$. Denote by $\tau$ an $\varepsilon/3$-almost period of $f$ included in the interval $[-x_1, -x_1 + L]$. Since $|x_2 - x_1| < \delta$ and $0 \leq x_1 + \tau \leq L$, we easily see that $-1 < x_2 + \tau < 1 + L$. Therefore

$$|f(x_2) - f(x_1)| \leq |f(x_2) - f(x_2 + \tau)| + |f(x_2 + \tau) - f(x_1 + \tau)| +$$

$$+ |f(x_1 + \tau) - f(x_1)| < \varepsilon/3 + \varepsilon/3 + \varepsilon/3 = \varepsilon$$

and since we have chosen $\varepsilon$ arbitrarily, the proof is finished.

III. Let $f$ be a UAP function. For any positive number $\varepsilon$ it is possible to select numbers $L = L(\varepsilon)$ and $\delta = \delta(\varepsilon)$ so that in each interval on the real line $R$ of length $L$ we can find a subinterval of length $\delta$ all points of which are $\varepsilon$-almost periods of $f$.

Proof: Denote by $T = T(\varepsilon/2)$ a positive number possessing the property that in each interval on the real line $R$ of length $T$ there is at least one $\varepsilon/2$-almost period of $f$. Furthermore denote by $\widetilde{\delta} = \widetilde{\delta}(\varepsilon/2)$ a positive number such that
\[
\sup_{-\infty < x < \infty} |f(x + h) - f(x)| < \varepsilon / 2
\]

if \(|h| < \tilde{\sigma}\). The number \(\tilde{\sigma}\) exists by proposition II.

Let \(\gamma\) be an \((\varepsilon / 2)\)-almost period of \(f\) contained in the interval \((\alpha + \tilde{\sigma}, \alpha + T + \tilde{\sigma})\). If \(|h| < \tilde{\sigma}\), then the number \(\gamma + h\) is in the interval \((\alpha, \alpha + T + 2 \tilde{\sigma})\) and is an \(\varepsilon\)-almost period of \(f\); the latter follows from the estimate

\[
|f(x + \gamma + h) - f(x)| \leq |f(x + h + \gamma) - f(x + h)| + |f(x + h) - f(x)| < \varepsilon.
\]

Hence the numbers \(L = T + 2 \tilde{\sigma}\) and \(\tilde{\sigma} = 2 \tilde{\sigma}\) satisfy the claim made above.

IV. Let \(f\) and \(g\) be two UAP functions. Then for any \(\varepsilon > 0\) there exists a number \(M(\varepsilon)\) such that every interval on the real line \(R\) of length \(M(\varepsilon)\) contains at least one number \(\gamma(\varepsilon)\) which is a common \(\varepsilon\)-almost period of both functions \(f\) and \(g\).
Proof: For $\varepsilon > 0$ let $\delta$ be as in proposition III. Let the positive integer $M$ be so large that every interval of length $L = M\delta$ contains an $(\varepsilon/2)$-almost period of $f$ as well as an $(\varepsilon/2)$-almost period of $g$. Divide the real line into intervals $I_n = [(n-1)L, nL)$. Then for each integer $n$, $I_n$ contains a $\sigma_n \in E\{\varepsilon/2; f\}$ and a $\tau_n \in E\{\varepsilon/2; g\}$. Divide the interval $[-L, L)$ into $2M$ intervals $J_k$ of length $\delta$.

Since $\sigma_n, \tau_n \in I_n$ we have $|\sigma_n - \tau_n| < L$, hence $\sigma_n - \tau_n \in J_k$ for some $k$. This $k$ may be called the index of $n$. Since only finitely many indices are available, there exists a positive integer $N$ such that every possible index is attained as $n$ runs from $-N$ to $N$. Hence there exists an $m_n$, $-N < m_n < N$, such that $n$ and $m_n$ have the same index $k$, i.e., $\sigma_n - \tau_n \in J_k$ and $\sigma_{m_n} - \tau_{m_n} \in J_k$.

Let $\overline{\sigma}_n = \sigma_n - \sigma_{m_n}$, $\overline{\tau}_n = \tau_n - \tau_{m_n}$.

Clearly $\overline{\sigma}_n \in E\{\varepsilon; f\}$, $\overline{\tau}_n \in E\{\varepsilon; g\}$.

Also,

$$\left| \overline{\sigma}_n - \overline{\tau}_n \right| = \left| (\sigma_n - \tau_n) - (\sigma_{m_n} - \tau_{m_n}) \right| < \delta.$$
Since \( \bar{\varphi}_n \in E\{\varepsilon;f\} \), it follows from proposition III that 
\( \bar{\varphi}_n \in E\{\varepsilon;f\} \), i.e., \( \bar{\varphi}_n \) is a common \( \varepsilon \)-almost period of \( f \) and \( g \). It is easy to see that the set \( \{\bar{\varphi}_n : n = 0, \pm 1, \ldots \} \) is relatively dense; for any \( n \)

\[
\left| \bar{\varphi}_{n+1} - \bar{\varphi}_n \right| = \left| \frac{\varphi_{n+1} - \sigma_m}{\sigma_{n+1}} - \frac{\sigma - \sigma_m}{\sigma_n} \right| \leq \left| \sigma_{n+1} - \sigma_n \right| + \left| \sigma_m - \sigma_m \right| < 2L + (L + 2NL).
\]

Since each \( \bar{\varphi}_n \) differs from the corresponding \( \bar{\varphi}_n \) by less
than \( \delta \), the set \( \{\bar{\varphi}_n : n = 0, \pm 1, \ldots \} \) is likewise relatively dense.

**Remark:** We see that proposition IV holds for any finite system of UAP functions.

V. **The set of integral \( \varepsilon \)-almost periods of a UAP function \( f \) is relatively dense.**

**Proof:** Let \( g(x) = \sin 2\pi x \). Taking \( \varepsilon_1 < \varepsilon \), by proposition III there is a \( \delta > 0 \) such that all numbers whose distances from \( E\{\varepsilon_1;f\} \) are less than \( \delta \) belong to \( E\{\varepsilon;f\} \). Take an \( \varepsilon_2 > 0 \) such that the elements of the set \( E\{\varepsilon_2;g\} \) differ from integers by less than \( \delta \). Pick \( \varepsilon_3 = \min (\varepsilon_1, \varepsilon_2) \). Then the \( \varepsilon_3 \)-almost periods common to \( f \) and \( g \), \( E\{\varepsilon_3;f,g\} \), is by IV a relatively dense set and the elements of \( E\{\varepsilon_3;f,g\} \)
differ from integers by less than $\delta$ because $g$ is periodic with period 1. Let $J$ denote the set of integers nearest to each number of $\mathbb{E}\{\mathcal{E}_{3};f,g\}$. Then $J$ is relatively dense. But $\mathbb{E}\{\mathcal{E}_{3};f,g\} \subseteq \mathbb{E}\{\mathcal{E}_{1};f\}$ and therefore the distance of each number of $J$ from the set $\mathbb{E}\{\mathcal{E}_{1};f\}$ is less than $\delta$ and consequently each number of $J$ belongs to $\mathbb{E}\{\mathcal{E}_{1};f\}$, and clearly to $\mathbb{E}\{\mathcal{E}_{2};f\}$. Thus $J$ being relatively dense, $\mathbb{E}\{\mathcal{E}_{2};f\}$ is also relatively dense. The proof is finished.

Consider the complete metric space $M_{\infty}$ of bounded complex-valued functions on $(-\infty, \infty)$, where distance between two elements $f$ and $g$ is defined by

$$\rho(f,g) = \sup_{-\infty < x < \infty} |f(x) - g(x)|.$$ 

By proposition I each UAP function belongs to $M_{\infty}$.

We shall call a set $Q$ in a metric space $X$ sequentially compact if every infinite subset of $Q$ contains a convergent sequence with limit in $X$ (but not necessarily belonging to the set $Q$).

VI. A set $S$ of UAP functions is sequentially compact in $M_{\infty}$ if and only if: 1) the functions of the set $S$ are uniformly bounded and equi-continuous and 2) the functions of the set $S$ are equi-almost periodic, that is for every $\gamma > 0$ there exists an $L = L(\gamma)$ such that each interval of length $L$ contains a number $p$ which is a $\gamma$-almost period for all functions of the set $S$.

Proof: Necessity. Consider condition 1) first. Let $S$ be sequentially compact. The uniform boundedness of the function
in $S$ follows the fact that every sequentially compact set $S$ of a metric space is totally bounded. We show that $S$ is an equi-continuous set of functions. For given $\varepsilon > 0$ we construct a finite $\varepsilon/3$-net $u_1, \ldots, u_n$ for the set $S$. Since the $u_k$'s of the $\varepsilon/3$-net can be taken as belonging to $S$, it is clear from proposition II that the $u_k$'s are uniformly continuous on $(-\infty, \infty)$. For each $u_k$ we select a $\delta_k$ such that

$$|u_k(x_1) - u_k(x_2)| < \varepsilon/3$$

holds for $|x_1 - x_2| < \delta_k$. Let

$$\delta = \min_{1 \leq k \leq n} \delta_k.$$ 

If $|x_1 - x_2| < \delta$, then for each function $u \in S$ we have

$$|u(x_1) - u(x_2)| \leq \sup_{-\infty < x_1 < \infty} |u(x_1) - u_k(x_1)| + |u_k(x_1) - u_k(x_2)|$$

$$+ \sup_{-\infty < x_2 < \infty} |u_k(x_2) - u(x_2)| < 2 \rho(u, u_k) + \varepsilon/3.$$ 

If we pick from the net that function $u_k$ for which

$$\rho(u_k, u) < \varepsilon/3,$$

then

$$|u(x_1) - u(x_2)| < \varepsilon.$$ 

Since $\varepsilon > 0$ was arbitrarily chosen and since the above estimate does not depend on the position of the points $x_1$ and $x_2$ nor on the choice of the function $u$ of $S$, we
get that the set $S$ of functions is equi-continuous.

Now we consider condition 2). Since $S$ is sequentially compact, there exists for each $\gamma > 0$ a finite $\gamma/3$ - net for the set $S$ consisting of elements $v_1, \ldots, v_n$; all these functions we can consider as belonging to the set $S$. By the remark following proposition IV there exists a number $L > 0$ with the property that each interval $(\alpha, \alpha + L)$ contains a number $t$ which is for all $v_i$ ($i = 1, \ldots, n$) a common $\gamma/3$-almost period:

$$|v_i(x+t) - v_i(x)| < \gamma/3, \quad i = 1, \ldots, n; \quad -\infty < x < \infty.$$ 

On the other hand $(v_i)_{i=1}^{\infty}$ constitutes an $\gamma/3$ - net. Thus for each function $v \in S$ there exists some $v_i$ for which

$$|v(x) - v_i(x)| < \gamma/3; \quad -\infty < x < \infty.$$ 

From the last two inequalities follows that

$$|v(x+t) - v(x)| \leq |v(x+t) - v_i(x+t)| + |v_i(x+t) - v_i(x)| + |v_i(x) - v(x)| < 3\gamma/3 = \gamma \quad \text{for} \quad -\infty < x < \infty.$$ 

Hence $t$ is an $\gamma$ -almost period for all $v \in S$ and the necessity of condition 2) is shown.

Sufficiency. We assume that a set $S$ of UAP functions satisfies conditions 1) and 2) and we select an $\gamma > 0$. Furthermore let $L = L(\gamma)$ be so determined that each
interval of length $L$ has an $\eta$-almost period for all $w \in S$. For each function $w \in S$ we define a function $\overline{w}$ by

$$
\overline{w}(x) = \begin{cases} 
  w(x) & \text{for } -L \leq x \leq L \\
  w(x-r_n) & \text{for } nL \leq x < (n+1)L \quad n = 1, 2, \ldots \\
  w(x) & \text{for } nL < x \leq (n+1)L \quad n = -2, -3, \ldots
\end{cases}
$$

Here $r_n$ is an $\eta$-almost period for all $w \in S$ which is in the interval $(nL, (n+1)L)$.

We denote the set of all functions $\overline{w}$ by $S_{\eta}$. The functions $\overline{w}$ in $S_{\eta}$ satisfy on the interval $[-L, L]$ the conditions of Ascoli's theorem, namely: If $Q$ is compact, then a set in $C(Q)$ is sequentially compact if and only if it is bounded and equi-continuous. Thus $S_{\eta}$ is sequentially compact in the sense of uniform convergence on this interval. Since $x-r_n \in [-L, L]$, by the definition of $\overline{w}$, a sequence of these functions, which converges uniformly on the interval $[-L, L]$, also converges uniformly on the entire real line. Hence the set $S_{\eta}$ is sequentially compact in the sense of uniform convergence on the entire real line, that is in the sense of the metric of $M_{\infty}$. For arbitrary $w \in S$ and the corresponding $\overline{w} \in S_{\eta}$ we have

$$
w(x) - \overline{w}(x) = 0 \quad \text{for } -L \leq x \leq L \quad \text{and}
$$

$$
w(x) - \overline{w}(x) = w(x) - w(x-r_n)$$
Since \( r_n \) is an \( \eta \) -almost period of \( w \) we have for arbitrary \( x \):
\[
|w(x) - \bar{w}(x)| < \eta.
\]

Thus the sequentially compact set \( S_\eta \) forms an \( \eta \) - net for \( S \) in the space \( M_\infty \). Hence \( S \) is sequentially compact and it is verified that conditions 1) and 2) are in fact sufficient. This ends the proof of the proposition.

For \( \lambda \in \mathbb{R} \) the translate \( f_{\lambda} \) of the function \( f \) is defined by
\[
f_{\lambda}(x) = f(x + \lambda).
\]

VII. A continuous function is UAP if and only if the set of its translates is sequentially compact in \( M_\infty \).

Proof: Let \( f \) be UAP. Evidently the set of translates satisfies both conditions of proposition VI.

Conversely suppose that the set \( \{ f_{\lambda} : \lambda \in \mathbb{R} \} \) is sequentially compact. Then it contains a finite \( \varepsilon \) - net \( f_{\lambda_1}, \ldots, f_{\lambda_n} \).

We order the \( f_{\lambda_i} \) according to rising index \( \lambda_1 < \lambda_2 < \ldots < \lambda_n \).

For each \( f_{\lambda} \) there exists an \( f_{\lambda_1} \) such that
\[
\rho(f_{\lambda}, f_{\lambda_1}) = \sup_{-\infty < x < \infty} |f_{\lambda}(x) - f_{\lambda_1}(x)| < \varepsilon
\]
or

\[ |f(x + \lambda) - f(x + \lambda_i)| < \varepsilon \quad \text{for all } x. \]

If we put \( x + \lambda_i = x' \), we get

\[ |f(x' + \lambda - \lambda_i) - f(x')| < \varepsilon, \quad -\infty < x' < \infty. \]

Thus for an arbitrary real \( \lambda \) one of the numbers \( \lambda - \lambda_i \), \( i = 1, 2, \ldots, n \), is an \( \varepsilon \)-almost period. It follows that each interval \( (a, a + \lambda_n - \lambda_1) \) contains an \( \varepsilon \)-almost period.

For if we put \( a + \lambda_n = \lambda \), we obtain as \( \varepsilon \)-almost period one of the numbers \( a + \lambda_n - \lambda_i \), \( i = 1, 2, \ldots, n \). Since \( \lambda_i \leq \lambda_1 \leq \lambda_n \) we have \( a + \lambda_n - \lambda_i \in [a, a + \lambda_n - \lambda_i] \) and the proof is complete.

Remark: The proposition VII can serve as an alternate definition for UAP functions; this was done by S. Bochner. Using this definition of UAP function we easily obtain that the sum of two UAP functions is again a UAP function.

Indeed, if \( f \) and \( g \) are two UAP functions, then by proposition VII any sequence \( (f + g) \lambda_i = f \lambda_i + g \lambda_i \) has \( \mu_n = \lambda_{in} \) such that \( (f \mu_n) \) and \( (g \mu_n) \) are both uniformly convergent.

Thus \( ((f + g) \mu_n) = (f \mu_n + g \mu_n) \) is also uniformly convergent and by VII \( f + g \) is a UAP function as well.
It is trivial that with $f$, the functions $af$, $f_c$ and $|f|$, where $a$ is a complex and $c$ is a real number, are UAP also. Since

$$|f^2(x+t)-f^2(x)| = |f(x+t)+f(x)| \cdot |f(x+t)-f(x)|$$

and

$$f(x)g(x) = \left(\frac{1}{4}\right) \left[(f(x)+g(x))^2 - (f(x)-g(x))^2\right]$$

we see that the product of two UAP functions is UAP as well.

VIII. The uniform limit $f$ of a sequence $(f_n)_{n=1}^{\infty}$ of UAP functions is again a UAP function.

Proof: Given any $\varepsilon > 0$, pick $N = N(\varepsilon)$ such that

$$\sup_{-\infty < x < \infty} |f(x)-f_N(x)| < \varepsilon/3.$$ 

Let $t$ be an $\varepsilon/3$-almost period of $f_N$. We have

$$|f(x+t)-f(x)| \leq |f(x+t)-f_N(x+t)| + |f_N(x+t)-f_N(x)| + |f_N(x)-f(x)| < 3\varepsilon/3$$

proving the proposition because $E\{\varepsilon/3;f_N\}$ is relatively dense, and because of the above inequality each $\varepsilon/3$-almost period of $f_N$ is an $\varepsilon$-almost period of $f$, $E\{\varepsilon;f\}$ is relatively dense.
Remark: We may summarize some of the above results in the following statement:

The set of UAP functions forms a complex Banach space under the norm

\[ \| f \| = \sup_{-\infty < x < \infty} |f(x)| . \]

An important consequence of proposition VIII is the following. Consider the set of all exponential polynomials

\[ s_n(x) = \sum_{k=1}^{\infty} a_k e^{i \lambda_k x}, \]

where \( \lambda_k \) are real numbers and \( a_k \) are complex numbers for \( k = 1, \ldots, n \). Each summand in the above expression is a periodic function with period \( 2\pi/|\lambda_k| \) if \( \lambda_k \neq 0 \), or constant, and therefore a UAP function. Thus the sum \( s_n \) is a UAP function as well. Looking at the class of all possible uniform limits of exponential polynomials, we get by force of proposition VIII that all the functions thus resulting are UAP also.

In the remainder of this chapter we occupy ourselves with establishing the converse result, namely that each UAP function is the uniform limit of exponential polynomials. This result gives a deep characterization of the space of
UAP functions and is the content of H. Bohr's

**APPROXIMATION THEOREM:** Every UAP function $f$ can be approximated uniformly for $-\infty < x < \infty$ by finite sums of the form

$$s(x) = \sum_{k=1}^{\infty} a_k e^{i \lambda_k x},$$

that is, for each $\varepsilon > 0$ there exists a sum $s$ such that

$$|f(x) - s(x)| \leq \varepsilon \quad \text{for all } x.$$

In conclusion of this section we mention the following:

If

$$\sum_{k=1}^{\infty} |a_k| < \infty \quad \text{(the } a_k\text{'s are complex numbers)}$$

and $(\lambda_k)_{k=1}^{\infty}$ is a set of real numbers, then

$$\sum_{k=1}^{\infty} a_k e^{i \lambda_k x}$$

is a UAP function. The foregoing statement is an immediate consequence of proposition VIII and will be used in the next section.
2.2 On a Theorem in Additive Number Theory

In this section we employ the representation theory of positive definite sequences to derive some propositions of number theoretic character. We shall call a set $E$ of positive integers relatively dense, if there exists a number $T > 0$ such that any interval of length $T$ on the positive part of the real line contains at least one element of the set $E$. We prove first the following proposition:

1. For any relatively dense set of positive integers $E$ it is possible to exhibit real numbers $\lambda_1, \ldots, \lambda_m$ such that all integers $n$, for which the numbers

$$\frac{\lambda_k n}{2\pi} \quad (k = 1, \ldots, m)$$

differ from integers by not more than $1/4$, are representable in the form

$$n = n_p + n_q - n_r - n_s,$$

where $n_p, n_q, n_r, n_s$ belong to the set $E$.

The foregoing proposition will be used in the next section to show that the almost periods of a UAP function coincide.
with the solutions of a system of inequalities of the form
\[ |\lambda_k t| < \delta \pmod{2\pi}; \quad k = 1, \ldots, m. \]

These inequalities signify that there exist integers \(n_k\) for which the ordinary inequalities \[ |\lambda_k t - 2\pi n_k| < \delta, \]
\(k = 1, \ldots, m,\) are satisfied.

We now turn to the proof of proposition I, stated on page 41.

Suppose that \(E\) is a relatively dense set of positive integers and let \(\chi_E\) signify the characteristic function of the set \(E\). We denote by \(A_n = \sum_{0 < n < N} \chi_E(n)\) and for all integers \(n\) we let \[ \mathcal{F}_N(n) = \frac{1}{A_n} \sum_{0 < n_1 < N} \chi_E(n + n_1) \chi_E(n_1). \]

In the sequel we consider only those natural numbers \(N'\) for which the foregoing function \(\mathcal{F}_N\) is defined, that is for which \(A_n \neq 0\).

We note that \(0 \leq \mathcal{F}_N(n) \leq 1\).

By the theorem on page 16 we see that from the sequence \((\mathcal{F}_N)\) we can select a subsequence \((\mathcal{F}_{N'})\) which converges pointwise, that is for each integer \(n\), to some limit function \(\mathcal{F}_\omega\).
Moreover we have:

$$0 \leq \mathcal{P}_\omega(n) \leq 1.$$ 

We observe: If $\mathcal{P}_\omega(n) > 0$ for some $n$, then this $n$ can be represented as difference of two elements of the set $E$. Indeed, if $\mathcal{P}_\omega(n) > 0$ for some $n$, then there exists an $N$ for which $\mathcal{P}_N(n) > 0$. Thus for one of the numbers $n_1 = 1, \ldots, N-1$ we have $\mathcal{X}_E(n+n_1) \mathcal{X}_E(n_1) > 0$ and consequently $n+n_1 = n_2 \in E$ and $n_1 \in E$; but $n = n_2 - n_1$.

We now verify that $\mathcal{P}_\omega(n)$ is a positive definite sequence for $n = 0, \pm 1, \pm 2, \ldots$; we show that for any complex numbers $\rho_0, \rho_1, \ldots, \rho_m (m < \infty)$ we have that

$$H = \sum_{\begin{subarray}{c} 0 \leq n_1 \leq m \\ 0 \leq n_2 \leq m \end{subarray}} \mathcal{P}_\omega(n_1-n_2) \rho_{n_1} \overline{\rho_{n_2}} \geq 0.$$ 

Consider an approximating sequence $(\mathcal{P}_{N_n})$ for $\mathcal{P}_\omega$. Then

$$H = \lim_{N' \to \infty} \sum_{\begin{subarray}{c} 0 \leq n_1 \leq m \\ 0 \leq n_2 \leq m \end{subarray}} \mathcal{P}_{N'}(n_1-n_2) \rho_{n_1} \overline{\rho_{n_2}}.$$ 

But

$$\sum_{\begin{subarray}{c} 0 \leq n_1 \leq m \\ 0 \leq n_2 \leq m \end{subarray}} \mathcal{P}_{N'}(n_1-n_2) \rho_{n_1} \overline{\rho_{n_2}} =$$
\[ \frac{1}{A_{N'}} \sum_{\begin{array}{c}
_2 \leq n_3 < N'-n_2 \\
_1 \leq m \\
_2 \leq m \end{array}} \chi_E(n_1+n_2) \chi_E(n_2+n_3) \rho_{n_1} \rho_{n_2}. \]

Hence

\[ \sum_{\begin{array}{c}
_1 \leq n_1 \leq m \\
_2 \leq n_2 \leq m \end{array}} \mathcal{E}_{N'}(n_1-n_2) \rho_{n_1} \rho_{n_2} = \]

\[ = \frac{1}{A_{N'}} \sum_{0 \leq n_3 < N'} \left| \sum_{0 \leq n \leq m} \chi_E(n+n_3) \rho_n \right|^2 + \mathcal{R}_{N'} \]

where

\[ \mathcal{R}_{N'} = \frac{1}{A_{N'}} \sum_{\begin{array}{c}
_2 \leq n_3 \leq 0 \\
_1 \leq m \\
_2 \leq m \end{array}} \chi_E(n_1+n_2) \chi_E(n_2+n_3) \rho_{n_1} \rho_{n_2}. \]

\[ = \frac{1}{A_{N'}} \sum_{\begin{array}{c}
'_n-n_2 \leq n_3 < N'_n \\
_1 \leq m \\
_2 \leq m \end{array}} \chi_E(n_1+n_2) \chi_E(n_2+n_3) \rho_{n_1} \rho_{n_2}. \]

Since \( A_{N'} \to \infty \) as \( N' \to \infty \) we have that \( \mathcal{R}_{N'} \to 0 \) as \( N' \to \infty \). Therefore: \( H \geq 0 \).
In view of the analytic representation theorem for positive definite sequences (see page 23) we can write

\[ \mathcal{F}_\omega(n) = \int_{-\pi}^{\pi} e^{int} \, dg(t), \quad (n = 0, \pm 1, \pm 2, \ldots) \]

where \( g \) is a non-decreasing function whose total variation is

\[ \int_{-\pi}^{\pi} dg(t) = \mathcal{F}_\omega(0) \leq 1. \]

Decomposing the function \( g \) into its monotone increasing jump-function \( g_d \) and its monotone increasing continuous part \( g_c \), we define

\[ \mathcal{F}_d(n) = \int_{-\pi}^{\pi} e^{int} \, dg_d(t) \quad \text{and} \]

\[ \mathcal{F}_c(n) = \int_{-\pi}^{\pi} e^{int} \, dg_c(t). \]

We note that \( \mathcal{F}_d(n) \) represents an absolutely convergent series with non-negative coefficients:

\[ \mathcal{F}_d(n) = \sum c_k e^{i\lambda_k n}. \]

We also see that \( \mathcal{F}_c(n) \) possesses the following asymptotic behaviour:

\[ \mathcal{F}_c(n) \to 0 \quad \text{as} \quad n \to \infty. \]
The latter assertion is a consequence of the Riemann-Lebesgue theorem; \( \psi(n) \) represents Fourier coefficients of a summable function.

We now show that \( \psi(n) \) is non-negative. The proof conveniently splits into two steps; firstly, we show that the assumption \( \psi(n_0) < 0 \) for some \( n_0 \) leads to a contradiction and secondly, we show that the case \( \text{Im}(\psi(n_0)) \neq 0 \) for some \( n_0 \) is impossible as well.

Assume that for a certain \( n_0 \) we have \( \psi(n_0) < 0 \). Then we can find a real number \( \delta > 0 \) such that the set

\[
E_\delta = \{ n : \psi(n) < -\delta \}
\]

is not empty. Since \( \sum |c_k| < \infty \), the function \( \psi \) is UAP by what was said at the end of the last section (see page 40).

Put \( \delta' = -\psi(n_0) + \delta \). The set \( E \) of integral \( \delta \)-almost periods of \( \psi \) is relatively dense by proposition IV on page 31.

Take any \( m \in E \). Then \( |\psi(n_0 + m) - \psi(n_0)| < \delta \) so that \( \psi(n_0 + m) < \psi(n_0) + \delta = -\delta' \). Hence \( n_0 + m \in E_\delta \), and since \( E \) is relatively dense, so is \( E_\delta \). We can find a number \( \tilde{n} \in E_\delta \) such that \( |\Phi(\tilde{n})| < \delta'/2 \) on account of the asymptotic behaviour of \( \Phi(n) \) as \( n \to \infty \). Therefore we have \( \gamma_\omega(\tilde{n}) \leq \psi(\tilde{n}) + |\Phi(\tilde{n})| < -\delta'/2 < 0 \). But this contradicts the fact that \( 0 \leq \gamma_\omega(\tilde{n}) \leq 1 \) (see page 43).

In a similar manner we convince ourselves that \( \psi(n) \) in not
complex. For, if there was a number \( n_0 \) such that \( \varphi(n_0) \) was a proper complex number, then we could find a disk in the complex plane with center at the point \( \varphi(n_0) \) such that all points of this disk would be at a distance, say \( \delta > 0 \) or more, from the real axis. The set of numbers \( n \) for which \( \varphi(n) \) are located inside the mentioned disk would constitute a non-empty set which would in fact be relatively dense. In this relatively dense set we could pick an element \( \tilde{n} \) such that \( |\varphi(\tilde{n})| < \delta /2 \) holds. Therefore the sum \( \varphi(\tilde{n}) + \varphi(\tilde{n}) = \varphi_\omega(\tilde{n}) \) would have to be a proper complex number and we once again have reached a contradiction.

Next we want to show that the average

\[
C_0 = \lim_{K \to \infty} \frac{1}{K} \sum_{0 < n < K} \varphi(n)
\]

is strictly positive.

From the asymptotic behaviour of \( \varphi(n) \) we have

\[
\frac{1}{N} \sum_{0 < n < N} \varphi(n) \to 0 \quad \text{as} \quad N \to \infty.
\]

Thus

\[
C_0 = \lim_{K \to \infty} \frac{1}{K} \sum_{0 < n < K} \varphi_\omega(n).
\]

On the other hand
\[
\frac{1}{K} \sum_{0<n<K} \varphi_N(n) = \frac{1}{K} \sum_{0<n_1<n} \chi_E(n+n_1) \chi_E(n_1) = \\
= \frac{1}{A_N} \sum_{0<n_1<n} \chi_E(n_1) \left\{ \frac{1}{K} \sum_{n_1<n_2<n_1+K} \chi_E(n_2) \right\}.
\]

Since \(E\) is a relatively dense set of positive integers, one can find numbers \(a > 0\) and \(K_0 > 0\) such that the number of elements of the set \(E\) situated in any interval of length \(K\), where \(K \geq K_0\), will be larger than \(aK\).

Consequently,

\[
\frac{1}{K} \sum_{n_1<n_2<n_1+K} \chi_E(n_2) \geq a
\]

and therefore

\[
\frac{1}{K} \sum_{0<n<K} \varphi_N(n) \geq a.
\]

Passage to the limit as \(N \to \infty\) gives

\[
\frac{1}{K} \sum_{0<n<K} \varphi_\omega(n) \geq a
\]

so that we get the desired result, namely: \(c_0 \geq a > 0\).
We consider the convolution
\[ \wedge_N(n) = \frac{1}{N} \sum_{0 < n_1 < N} \mathcal{P}(n+n_1) \mathcal{P}(n_1). \]

Since \( \mathcal{P}(n) = \mathcal{F}(n) + \overline{\mathcal{F}}(n) \) and making use of the asymptotic behaviour of \( \overline{\mathcal{F}}(n) \) as \( n \to \infty \), it is seen that the following limit exists:
\[ \wedge(n) = \lim_{N \to \infty} \wedge_N(n) = \lim_{N \to \infty} \frac{1}{N} \sum_{0 < n_1 < N} \mathcal{F}(n+n_1) \mathcal{F}(n_1); \]
we obtain
\[ \wedge(n) = c_0^2 + \sum_{\lambda_k \neq 0} c_k^2 e^{i \lambda_k n}. \]

If for some \( n_0 \) we have the inequality \( \wedge(n_0) > 0 \), then we can find a number \( n_1 \) such that
\[ \mathcal{P}(n_0 + n_1) > 0 \text{ and } \mathcal{P}(n_1) > 0 \]
holds. In this case however the numbers \( n_0 + n_1 \) and \( n_1 \) can be represented as difference of two elements of the set \( E \) (see page 43). Thus every \( n \), for which \( \wedge(n) > 0 \) is satisfied, has a representation of the type
\[ n = n_p + n_q - n_r - n_s, \]
where \( n_p, n_q, n_r, \) and \( n_s \) belong to the set \( E \).

The series
\[ \wedge(n) = c_0^2 + \sum_{\lambda_k \neq 0} c_k^2 e^{i \lambda_k n}. \]
converges absolutely; we also know that $c_0 > 0$, $c_k \geq 0$ and $\Lambda(n) \geq 0$ because $\Xi(n) \geq 0$. We write

$$\Lambda(n) = c_0^2 + \sum_{k=1}^{m} c_k^2 \cos \lambda_k n + \sum_{k=m+1}^{\infty} c_k^2 \cos \lambda_k n,$$

where it can be assumed that

$$\left| \sum_{k=m+1}^{\infty} c_k^2 \cos \lambda_k n \right| \leq \frac{c_0^2}{2}$$

upon suitable choice of the number $m$. This then means that

$$\Lambda(n) > \frac{c_0^2}{2} + \sum_{k=1}^{m} c_k^2 \cos \lambda_k n.$$

The quantity on the right side of the last inequality is larger than zero provided

$$\sum_{k=1}^{m} c_k^2 \cos \lambda_k n \geq 0.$$

This will be the case when $\cos \lambda_k n \geq 0$; the latter condition amounts to the requirement that

$$\left| \lambda_k n \right| \leq \pi/2 \pmod{2\pi}.$$

The foregoing therefore answers the question, when is $\Lambda(n) > 0$, considering the series expansion for $\Lambda(n)$. Evidently we are now done with the proof of the proposition stated on page 44.
In the foregoing proof we established that \( \Psi_\omega(n) > 0 \) implies that \( n \) permits representation as difference of two elements of the relatively dense set \( E \) of positive integers. We wish to find out next what analogous claim can be made relative to the expression \( \Psi(n) \). We commence with a definition.

If \( S \) is any set of positive integers, let \( \Pi_n(S) \) denote the number of elements of \( S \) less than the natural number \( n \).

We say that a relatively dense set \( E \) of positive integers satisfies a certain property \( P \) for nearly all elements of \( E \) if the subset \( E_1 \subset E \) of elements not satisfying property \( P \) is negligible in the sense that the ratio \( \frac{\Pi_n(E_1)}{\Pi_n(E)} \) tends to zero as \( n \to \infty \).

We show that if \( \delta > 0 \) is a sufficiently small fixed number, then nearly all \( n \) for which \( \Psi(n) > \delta \) can be represented as difference of two elements of the relatively dense set \( E \) of positive integers.

Consider the set of positive integers

\[
\mathcal{U}_\delta = \{ n : \Psi(n) > \delta \}.
\]

That the set \( \mathcal{U}_\delta \) is infinite for some \( \delta > 0 \) follows from the fact that

\[
\lim_{K \to \infty} \frac{1}{K} \sum_{0 < n \leq K} \Psi(n) = c_0 > 0.
\]

Let \( \mathcal{U}_\delta' \) denote the subset of \( \mathcal{U}_\delta \) whose elements are not
representable as difference of numbers in \( E \), then by what we know about \( \mathcal{P}_\omega \),

\[ \mathcal{P}_\omega (n) = 0 \text{ if and only if } n \in \mathcal{U}_d. \]

Whence

\[
\sum_{\left\{ 0 < n < N \atop n \in \mathcal{U}_d' \right\}} \check{\Phi}(n) = - \sum_{\left\{ 0 < n < N \atop n \in \mathcal{U}_d' \right\}} \Phi(n) < - \delta \prod_{N} (\mathcal{U}_d')
\]

and therefore

\[
\sum_{\left\{ 0 < n < N \atop n \in \mathcal{U}_d' \right\}} |\check{\Phi}(n)| \geq \sum_{\left\{ 0 < n < N \atop n \in \mathcal{U}_d' \right\}} |\check{\Phi}(n)| > \delta \prod_{N} (\mathcal{U}_d').
\]

Thus we get

\[
\delta \frac{\prod_{N} (\mathcal{U}_d')}{\prod_{N} (\mathcal{U}_d)} \leq \frac{1}{\prod_{N} (\mathcal{U}_d)} \sum_{\left\{ 0 < m < N \atop m \in \mathcal{U}_d \right\}} |\check{\Phi}(m)|.
\]

But for any sequence of numbers converging to zero, the sequence of consecutive arithmetic means converges to zero. Since \( \mathcal{U}_d \) is infinite, the asymptotic behaviour of \( \Phi(n) \) as \( n \to \infty \) implies

\[
\frac{1}{\prod_{N} (\mathcal{U}_d)} \sum_{\left\{ 0 < m < N \atop m \in \mathcal{U}_d \right\}} |\check{\Phi}(m)| \to 0 \text{ as } N \to \infty
\]
and therefore

\[ \lim_{N \to \infty} \frac{\prod_{N} (\sigma_{\delta})}{\prod_{N} (\sigma_{\delta})} \to 0 \quad \text{as} \quad N \to \infty. \]

But this is what we set out to do.

By an argument completely analogous to the one given on page 50, we observe that the consideration of the series

\[ \Psi(n) = c_0 + \sum_{\lambda_k \neq 0} c_k \frac{1}{2\pi} \lambda_k^n \]

leads to the following statement: It is possible to exhibit real numbers \( \lambda_1, \ldots, \lambda_m, \eta > 0, \delta > 0 \) such that

\[ \Psi(n) > \delta \]

for any positive integer \( n \), for which all numbers

\[ \frac{\lambda_k^n}{2\pi} \quad (k = 1, 2, \ldots, m) \]

differ from integers by not more than \( \eta \).

It is now easy to see the validity of the following proposition:

For any relatively dense set \( E \) of positive integers we can find real numbers \( \lambda_1, \ldots, \lambda_m \) and \( \eta > 0 \) such that nearly all integers \( n \), for which the numbers
\[
\frac{\lambda_{kn}}{2\pi} \quad (k = 1, \ldots, m)
\]

Differ from integers by not more than \( \gamma \), are representable as difference of two elements of the given set \( E \).
2.3 Theorem Concerning Almost Periods

Using the results of the last section we prove a theorem concerning the almost periods of a UAP function; this theorem gives a deep characterization of almost periods. In the next section we shall derive from it Bohr's approximation theorem without the use of limit periodic functions.

**THEOREM CONCERNING ALMOST PERIODS:** If $f$ is a UAP function, then for any given $\varepsilon > 0$ we can find a $\delta > 0$, and reals $\lambda_0, \lambda_1, \ldots, \lambda_m$ such that all solutions $t$ of the system of inequalities

$$|\lambda_k t| < \delta \pmod{2\pi}; \quad k = 0, 1, \ldots, m$$

are $\varepsilon$-almost periods of the function $f$.

The proof of the foregoing theorem conveniently decomposes into two lemmas.

**LEMMA 1:** Let $\{t_1, t_2, \ldots\}$ be a relatively dense set of positive reals. Moreover, suppose that there is a positive real $\alpha$ such that for any distinct indices $n_1$ and $n_2$

$$|t_{n_1} - t_{n_2}| > \alpha > 0; \quad n_1, n_2 = 1, 2, \ldots$$

holds. Then for any given $\beta > 0$ we can find a $\delta > 0$, and
reals \( \lambda_0, \lambda_1, \ldots, \lambda_m \) so that all solutions \( t \) of the system of inequalities

\[
|\lambda_k t| < \delta \pmod{2\pi}; \quad k = 1, 2, \ldots, m
\]
satisfy as well an inequality of the form

\[
|t - (t_p + t_q - t_r - t_s)| < \beta
\]

with suitable elements \( t_p, t_q, t_r, \) and \( t_s \), dependent on \( t \) and belonging to the relatively dense set \( \{ t_1, t_2, \ldots \} \).

Proof of the lemma: We first determine a natural number \( M \) so large that

\[
(1/M) < \alpha \quad \text{and} \quad (1/M) < (\beta/5)
\]
holds. Next we select natural numbers \( n_i \) by the following rule:

\[
n_i = \left\lfloor M t_i \right\rfloor, \quad i = 1, 2, \ldots,
\]

where \( \left\lfloor \cdot \right\rfloor \) signifies the integral part of the number so enclosed. We now observe that for \( i \neq k \) and \( t_i > t_k \) we have

\[
n_i - n_k = \left\lfloor M t_i \right\rfloor - \left\lfloor M t_k \right\rfloor \geq \left\lfloor M(t_i - t_k) \right\rfloor \geq \left\lfloor \frac{1}{\alpha} \right\rfloor = 1.
\]

Thus the numbers \( n_i \) form a relatively dense set of distinct positive integers and we can apply the proposition \( I \) of the last section (see page 41); there are reals \( \lambda_1, \ldots, \lambda_m \) so that all numbers \( n \) which solve

\[
|\lambda_k n| < \pi/2 \pmod{2\pi}; \quad k = 1, 2, \ldots, m
\]
are of the form \( n = n_p + n_q - n_r - n_s \). Since we operate with residue classes mod \( 2\pi \), we may assume that the reals \( \lambda_1, \ldots, \lambda_m \) lie in the interval \([0, 2\pi)\). We put

\[
\lambda_0 = 2\pi M \quad \text{and} \quad \delta = \pi / (4M)
\]

and show that the numbers \( \lambda_0, \lambda_1, \ldots, \lambda_m \) and \( \delta \) are such as lemma 1 asserts. Let \( t \) be a solution of

\[
|\lambda_k t| < \delta \pmod{2\pi}; \quad k = 0, 1, \ldots, m.
\]

Then there exists a number \( n \) such that

\[
|2\pi M t - 2\pi n| < \pi / (4M)
\]

or

\[
|t - \frac{\lambda}{M}| < \frac{1}{8M^2} < \frac{\beta}{5}.
\]

In addition, there exist integers \( n_1, \ldots, n_m \) such that

\[
|\lambda_k \frac{\lambda}{M} + 2\pi n_k| \leq \left| \lambda_k t + 2\pi n_k \right| + \lambda_k |t - \frac{\lambda}{M}| < \pi / (4M) + 2\pi / (8M^2) \leq \pi / (2M)
\]

holds for \( k = 1, 2, \ldots, m \). Therefore the number \( n \) satisfies for \( k = 1, 2, \ldots, m \) the inequalities

\[
|\lambda_k n| < \frac{\pi}{2} \pmod{2\pi}.
\]
But \( n = n_p + n_q - n_r - n_s \) and we have
\[
| t - (t_p + t_q - t_r - t_s) | \leq \\
\leq | t - \frac{\hat{m}}{M} | + | \frac{\hat{m}}{M} - (\frac{\hat{m}_p}{M} + \frac{\hat{m}_q}{M} - \frac{\hat{m}_r}{M} - \frac{\hat{m}_s}{M}) | + \\
+ | \frac{\hat{m}_p}{M} - t_p | + | \frac{\hat{m}_q}{M} - t_q | + | \frac{\hat{m}_r}{M} - t_r | + | \frac{\hat{m}_s}{M} - t_s | < \\
< \frac{\beta}{5} + \frac{\beta}{5} + \frac{\beta}{5} + \frac{\beta}{5} + \frac{\beta}{5}.
\]
This means that we have what we set out to do.

**Remark:** In lemma 1 we can delete the condition: "suppose that there is a positive real \( \alpha \) such that for any distinct indices \( n_1 \) and \( n_2 \)
\[
| t_{n_1} - t_{n_2} | > \alpha > 0; \quad n_1, n_2 = 1, 2, \ldots \quad \text{holds}.
\]
This condition is a bonus of the fact that the set \( \{ t_1, t_2, \ldots \} \) is relatively dense. Indeed, if \( \{ t_1, t_2, \ldots \} \) is relatively dense, then we can select a \( T > 0 \) such that every interval of length \( T/2 \) contains an element of the set \( \{ t_1, t_2, \ldots \} \).
If we pick from each interval \( ((i-1/2)T, iT) \), \( i = 1, 2, \ldots \), an element \( t_{n_i} \), then
\[
| t_{n_1} - t_{n_k} | > T/2 > 0 \quad i \neq k.
\]
In view of the preceding remark we have:

**Lemma 2:** Let \( E = \{t_1, t_2, \ldots\} \) be a relatively dense set of positive reals. Then for any given \( \beta > 0 \) we can find a \( \delta > 0 \) and reals \( \lambda_0, \ldots, \lambda_m \) so that all solutions \( t \) of

\[
\left| \lambda_k t \right| < \delta \pmod{2\pi}; \quad k = 0, 1, \ldots, m
\]

satisfy as well an inequality of the form

\[
\left| t - (t_p + t_q - t_r - t_s) \right| < \beta
\]

with suitable elements \( t_p, t_q, t_r, \) and \( t_s \) dependent on \( t \) and belonging to the set \( E \).

Before we start with the verification of the theorem concerning almost periods stated on page 55 we insert the following two observations. Firstly, it is not necessary to get into a separate discussion of positive and negative almost periods because if \( t \) is an \( \varepsilon \)-almost period of a UAP function \( f \), then so is \( -t \). Secondly, if \( t_1 \) and \( t_2 \) are \( \varepsilon_1 \) and \( \varepsilon_2 \)-almost periods of a UAP function \( f \), respectively, then \( t_1 \pm t_2 \) are \( (\varepsilon_1 + \varepsilon_2) \)-almost periods of \( f \).

We select some relatively dense set \( E = \{t_1, t_2, \ldots\} \) of \( \varepsilon/8 \)-almost periods of the UAP function \( f \) and apply to it lemma 2. First of all we pick \( \beta \) to be arbitrary. We get that the solutions \( t \) of the system of inequalities
\[ |\lambda_k t| < \delta \pmod{2\pi}; \ k = 0, 1, \ldots, m \]

with the numbers \( \lambda_0, \ldots, \lambda_m \) and \( \delta \) dependent on \( \beta \) also satisfy an inequality of the form

\[ |t - (t_p + t_q - t_r - t_s)| < \beta. \]

Since the elements of the set \( E \) are \( \varepsilon/\beta \)-almost periods of \( f \), we have that

\[ t_p + t_q - t_r - t_s = t(\frac{\varepsilon}{2}) \]

is an \( \varepsilon/2 \)-almost period of \( f \). The number \( t(\frac{\varepsilon}{2}) \) differs from \( t \) by at most \( \beta \). The function \( f \) is uniformly continuous on the entire real line by proposition II on page 27. Thus we can take \( \beta \) so small that every number \( t \) which differs from an almost period \( t(\frac{\varepsilon}{2}) \) of \( f \) by less than \( \beta \),

\[ |t - t(\frac{\varepsilon}{2})| < \beta \]

is an \( \varepsilon \)-almost period of the function \( f \). Thus, if \( \varepsilon > 0 \) is given, we select \( \beta > 0 \) so small as was just explained. Then by lemma 2 we choose the numbers \( \delta, \lambda_0, \lambda_1, \ldots, \lambda_m \) and note that these numbers are precisely those whose existence is claimed in the theorem concerning almost periods. This finishes the proof.
2.4 Proof of Bohr's Approximation Theorem

Keeping in mind that our problem is essentially the construction of Fourier series for UAP functions, we are obliged to look first at a theorem which is the key to all these considerations.

**THEOREM CONCERNING MEAN VALUE:** For each UAP function \( f \) there exists the mean value

\[
M \left\{ f(x) \right\} = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} f(x) \, dx.
\]

Moreover, the limit

\[
\lim_{T \to \infty} \frac{1}{T} \int_{\alpha}^{\alpha+T} f(x) \, dx = M \left\{ f(x+a) \right\}
\]

exists uniformly for \( a \).

**Proof:** Let \( \varepsilon > 0 \) be given. We put

\[
L = L(\varepsilon/2) \quad \text{and} \quad A = \sup_{-\infty < x < \infty} |f(x)|.
\]

Denote by \( \alpha \) an arbitrary real number and by \( t \) an \( \varepsilon/2 \)-almost period of \( f \) situated in the interval \((\alpha, \alpha+L)\). Then

\[
\left| \frac{1}{T} \int_{0}^{T} f(x) \, dx - \frac{1}{T} \int_{\alpha}^{\alpha+T} f(x) \, dx \right| \leq
\]
\[
\begin{align*}
&\leq \left| \frac{1}{T} \int_0^T f(x) \, dx - \frac{1}{T} \int_t^{t+T} f(x) \, dx \right| + \\
&\quad + \left| \frac{1}{T} \int_{\alpha}^{t} f(x) \, dx \right| + \left| \frac{1}{T} \int_{t+T}^{\alpha+T} f(x) \, dx \right| \\
&\leq \frac{1}{T} \int_0^T \left| f(x) - f(x + t) \right| \, dx + \frac{1}{T} \int_{\alpha}^{t} |f(x)| \, dx + \frac{1}{T} \int_{t+T}^{\alpha+T} |f(x)| \, dx \\
&< \frac{\varepsilon}{2} + \frac{(2AL)}{T} 
\end{align*}
\]  

(1)

because

\[
\int_{\alpha}^{\alpha+T} = \int_{\alpha}^{t} + \int_{t}^{t+T} + \int_{t+T}^{\alpha+T}
\]

and

\[
\int_{t}^{t+T} f(y) \, dy = \int_{0}^{T} f(x + t) \, dx
\]

when we set \( y = x + t \).

Considering the arithmetic average of the \( n \) differences

\[
\frac{1}{T} \int_0^T f(x) \, dx - \frac{1}{T} \int_{(m-1)T}^{mT} f(x) \, dx; \quad m = 1, 2, \ldots, n
\]

we get from (1):

\[
\left| \frac{1}{T} \int_0^T f(x) \, dx - \frac{1}{nT} \int_0^{nT} f(x) \, dx \right| < \frac{\varepsilon}{2} + \frac{(2AL)}{T}. \quad (2)
\]
Let \( T_1 \) and \( T_2 \) be positive numbers such that \( m_1 T_1 = m_2 T_2 \), where \( m_1 \) and \( m_2 \) are integers. From (2) it follows that

\[
\left| \frac{1}{T_1} \int_0^{T_1} f(x) \, dx - \frac{1}{T_2} \int_0^{T_2} f(x) \, dx \right| < \varepsilon + 2\alpha L \left( \frac{1}{T_1} + \frac{1}{T_2} \right). \tag{3}
\]

The last inequality carries over to arbitrary positive numbers \( T_1 \) and \( T_2 \) by continuity consideration. If \( T_1 \) and \( T_2 \) are strictly greater than \((4\alpha L)/\varepsilon\), then we see from (3) that

\[
\left| \frac{1}{T_1} \int_0^{T_1} f(x) \, dx - \frac{1}{T_2} \int_0^{T_2} f(x) \, dx \right| < 2 \varepsilon
\]

which proves the existence of the limit

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^{T} f(x) \, dx = M \left\{ f(x) \right\}.
\]

Taking \( n \to \infty \) in inequality (2) we get:

\[
\left| \frac{1}{T} \int_0^{T} f(x) \, dx - M \left\{ f(x) \right\} \right| \leq \varepsilon / 2 + (2\alpha L)/T. \tag{4}
\]

To get the second assertion of the theorem, we note first that for a constant \( a \):

\[
M \left\{ f(x+a) \right\}^2 = M \left\{ f(x) \right\}^2
\]

because
\[ \frac{1}{T} \int_{0}^{T} f(x+a) \, dx = \frac{1}{T} \int_{a}^{a+T} f(x) \, dx = \]
\[ = \frac{1}{T} \int_{a}^{0} f(x) \, dx + \frac{1}{T} \int_{0}^{T} f(x) \, dx + \frac{1}{T} \int_{T}^{a+T} f(x) \, dx, \]

where for \( T \to \infty \) the second term on the right hand side of the last equation tends to \( M \{ f(x) \} \), whereas the other two terms tend to zero because the absolute value of each is \( \leq |a| A/T \).

It remains to show that for each \( \varepsilon > 0 \) there exists a number \( T_0 = T_0(\varepsilon) \) independent of the number \( a \) such that for \( T > T_0 \) the inequality

\[ \left| \frac{1}{T} \int_{0}^{T} f(x+a) \, dx - M \{ f(x+a) \} \right| < \varepsilon \]

holds. But this follows directly from inequality (4) because the numbers \( A \) and \( L \) are independent of the number \( a \). Taking in particular \( a = -T \) we get

\[ M \{ f(x) \} = \lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} f(x) \, dx = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(x) \, dx. \]

The proof of the theorem is complete.
In the interval \(-\infty < x < \infty\) the system \(\{ e^{i\lambda x} : \lambda \text{ real} \}\) is an orthonormal system in the sense:

\[
M \left\{ e^{i\lambda_1 x} e^{i\lambda_2 x} \right\} = \begin{cases} 0 & \text{if } \lambda_1 \neq \lambda_2 \\ 1 & \text{if } \lambda_1 = \lambda_2. \end{cases}
\]

We let

\[
a(\lambda) = M \left\{ f(x) e^{-i\lambda x} \right\}.
\]

The non-zero \(a(\lambda)\)'s are at most countable and are called the Fourier exponents of the function \(f\).

Indeed, let \(\lambda_1, \ldots, \lambda_N\) be distinct real numbers and \(c_1, \ldots, c_N\) arbitrary complex numbers. Then

\[
M \left\{ |f(x)|^2 - \sum_{n=1}^{N} c_n e^{i\lambda_n x} \right\}^2 = M \left\{ |f(x)|^2 - \sum_{n=1}^{N} |a(\lambda_n)|^2 + \sum_{n=1}^{N} |c_n - a(\lambda_n)|^2 \right\}.
\]

First of all it is clear that the mean values appearing in the foregoing equality exist because the functions involved are UAP. The equality is verified as follows:

\[
M \left\{ |f(x)|^2 - \sum_{n=1}^{N} c_n e^{i\lambda_n x} \right\}^2 = \sum_{n=1}^{N} c_n e^{i\lambda_n x} (f(x) - \sum_{n=1}^{N} c_n e^{-i\lambda_n x}) \}
\]
Taking in particular \( c_n = a(\lambda_n) \), \( n = 1, \ldots, N \), and since $M\left\{ \left| f(x) \right|^2 \right\} \geq 0$, we get Bessel's inequality

$\sum_{n=1}^{N} \left| a(\lambda_n) \right|^2 \leq M\left\{ \left| f(x) \right|^2 \right\}.$

From it we see that the number of \( \lambda \) for which \( \left| a(\lambda) \right| > d \) is less than $M\left\{ \left| f(x) \right|^2 \right\} / d^2$. Taking \( d_n = 1/n \) (\( n=1,2,\ldots \)) we consider the sets $B_1 = \{ \lambda : \left| a(\lambda) \right| > 1 \}$ and $B_n = \{ \lambda : d_n \geq a(\lambda) > d_{n+1} \}$, \( n = 2, 3, \ldots \), we get that the set of \( \lambda \) for which \( a(\lambda) \neq 0 \) is at most countable.
We now turn to the proof of Bohr's approximation theorem.

Let \( f \) be a UAP function. By \( M_f \) we denote the vector space over the rationals generated by \( \lambda_1, \lambda_2, \ldots \), the Fourier exponents of \( f \). \( M_f \) has a basis \( \beta_1, \beta_2, \ldots \), and each \( \beta_k \) may be chosen from the set \( \lambda_1, \lambda_2, \ldots \). Since the \( \beta_k \)'s form a basis there exist positive integers \( m = m(\lambda_1, \ldots, \lambda_n) \) and \( q = q(\lambda_1, \ldots, \lambda_n) \) such that

\[
\lambda_j = (s_{j1} \beta_1 + \ldots + s_{jm} \beta_m)/q,
\]

\( j = 1, \ldots, n \), where \( s_{jk} \) is an integer, \( j = 1, \ldots, n \); \( k = 1, \ldots, m \).

We put

\[
\delta = 1/(4m \max_{l \leq j \leq n} |s_{jk}|).
\]

Then it follows that every \( t \) which satisfies the inequalities

\[
|\beta_k t/q| < \delta \pmod{2\pi}; \quad k = 1, \ldots, m \tag{5}
\]

also satisfies the inequalities

\[
|\lambda_j t| < \pi/2 \pmod{2\pi}; \quad j = 1, \ldots, n. \tag{6}
\]

Let \( N \) be an arbitrary natural number. We consider the Bochner-Fejér kernel defined by

\[
K_N(\alpha_k t) = \frac{1}{N} \left( \frac{\sin(N\alpha_k t)}{\sin(\alpha_k t)} \right)^2 =
\]

\[
\sum_{|\nu| < N} \left( 1 - \frac{|\nu|}{N} \right) e^{-i\nu \alpha_k t},
\]

\( |\nu| < N \).
where \( \alpha_k = \beta_k / q, \ k = 1, \ldots, m \). If \( |\alpha_k t| \geq \delta \) (mod \( 2\pi \)) \( (\delta < \pi) \), then \( |\sin (\alpha_k t / 2)| \geq |\sin (\delta / 2)| \). Thus for such \( t \)

\[
K_n(\alpha_k t) \leq (N \sin^2(\delta / 2))^{-1}
\]  

(7)

We note two properties of the Bochner–Fejér kernel: It is never negative and its mean value equals 1 because it is equal to the constant term of \( K_n \).

We consider the composite Bochner–Fejér kernel:

\[
K_n^N(t) = K_n(\alpha_1 t) K_n(\alpha_2 t) \ldots K_n(\alpha_m t).
\]

It is again seen that it never is negative and its mean value is

\[
M\{K_n^N(t)\} = 1.
\]

(8)

Let

\[
E = \left\{ t : |\alpha_k t| \leq \delta \text{ (mod } 2\pi) , \ k = 1, \ldots, m \right\}
\]

\[
E_k = \left\{ t : |\alpha_k t| \leq \delta \text{ (mod } 2\pi) \right\} ; \ k = 1, \ldots, m,
\]

where \( \alpha_k = \beta_k / q, \ k = 1, \ldots, m \). Then \( E = E_1 \cap \ldots \cap E_m \).

For \( T > 0 \), put \( E(T) = E \cap (-T, T) \), \( E_k(T) = E_k \cap (-T, T) \), \( k = 1, \ldots, m \).
Let \( g \) be any non-negative UAP function and \( A = \sup_t g(t) \).

Then by (7):

\[
\frac{1}{2T} \int_{-T}^{T} g(t) K_N(t) dt =
\]

\[
= \frac{1}{2T} \int_{E_1(T)} g(t) K_N(t) dt +
\]

\[
+ \frac{1}{2T} \int_{(-T,T)-E_1(T)} g(t) K_N(\alpha_1 t) K_N(\alpha_2 t) \ldots K_N(\alpha_m t) dt \leq
\]

\[
\leq \frac{1}{2T} \int_{E_1(T)} g(t) K_N(t) dt +
\]

\[
+ \frac{1}{N \sin^2(\delta/2)} \int_{(-T,T)-E_1(T)} g(t) K_N(\alpha_2 t) \ldots K_N(\alpha_m t) dt \leq
\]

\[
\leq \frac{1}{2T} \int_{E_1(T)} g(t) K_N(t) dt +
\]

\[
- \frac{1}{N \sin^2(\delta/2)} \int_{-T}^{T} g(t) \frac{K_N(t)}{K_N(\alpha_1 t)} dt.
\]

Separating the points of the set \( E_2(T) \) from the set \( E_1(T) \) we get
\[ \frac{1}{2T} \int_{-T}^{T} g(t) K^N(t) \, dt \leq \frac{1}{2T} \int_{E_1(T) \cap E_2(T)} g(t) K^N(t) \, dt + \]
\[ + \frac{A}{N \sin^2(\delta/2)} \frac{1}{2T} \int_{-T}^{T} \left( \frac{K^N(t)}{K(\alpha_1 t)} + \frac{K^N(t)}{K(\alpha_2 t)} \right) \, dt. \]

Continuing this process and passing to the limit as \( T \to \infty \), we obtain, using the fact that \( E = E_1 \cap \ldots \cap E_m \),

\[ M \{g(t)K^N(t)\} \leq \lim_{T \to \infty} \frac{1}{2T} \int_{E(T)} g(t) K^N(t) \, dt + \]
\[ + \frac{mA}{N \sin^2(\delta/2)}. \quad (9) \]

Now we invoke the theorem concerning almost periods (see page 55): Every \( t \in E \) is an \( \varepsilon/2 \)-almost period of \( \hat{f} \);

\[ |f(x+t) - f(x)| < \varepsilon/2. \quad (10) \]

We consider the Bochner - Fejer polynomial.

\[ P_N(x) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(x+t) K^N(t) \, dt. \]
Applying (9) to the UAP function \( g(t) = |f(x + t) - f(x)| \) we get

\[
|P_N(x) - f(x)| \leq \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |f(x + t) - f(x)| K^N(t) \, dt
\]

\[
\leq \lim_{T \to \infty} \frac{1}{2T} \int_{E(T)} |f(x + t) - f(x)| K^N(t) \, dt + \frac{2Cm}{N \sin^2(\delta/2)}
\]

where \( C = \sup_{t \in E} |f(t)| \). Hence by (10)

\[
|P_N(x) - f(x)| \leq \frac{\varepsilon}{2} \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} K^N(t) \, dt + \frac{2Cm}{N \sin^2(\delta/2)}
\]

\[
= (\varepsilon/2) + (2Cm)/(N \sin^2(\delta/2)). \quad (11)
\]

For fixed \( m \) and \( \varepsilon \), \( N \) can be taken so large that the inequality

\[
\frac{2Cm}{N \sin^2(\delta/2)} < \frac{\varepsilon}{2} \quad (12)
\]

is satisfied. We see therefore that the estimate (11) holds uniformly in \( x \) and Bohr's approximation theorem is proved.
The Bochner-Fejér polynomial $P_N$ is seen to be of the form

$$
\sum_{|\gamma_1| \leq N} B_{\gamma_1, \ldots, \gamma_m} a(\gamma_1 \alpha_1 + \ldots + \gamma_m \alpha_m) e^{i(\gamma_1 \alpha_1 + \ldots + \gamma_m \alpha_m)x}
$$

where

$$
B_{\gamma_1, \ldots, \gamma_m} = (1 - \frac{|\gamma_1|}{N}) \ldots (1 - \frac{|\gamma_m|}{N})
$$

and $a(\alpha) = M \{ f(t) e^{-i\alpha t} \}$.

From page 39 we recall that the class of UAP functions forms a complex Banach space under the supremum norm. Using convolution multiplication we can define a product of two UAP functions:

$$(f \ast g)(x) = M \{ f(x-t)g(t) \}$$

(here the mean value is evaluated with respect to $t$); we note that we again get a UAP function. The Banach space of UAP functions turns out to be a commutative Banach algebra under convolution multiplication. Bohr's approximation theorem can be interpreted as follows: Every closed ideal in the Banach algebra of UAP functions is the intersection of the regular maximal ideals containing it.
Chapter 3

HILBERT SPACES WITH POSITIVE DEFINITE KERNELS

3.1. Extension of a Symmetric Operator

A linear operator $A$ in a Hilbert space $\mathcal{H}$ with domain of definition $\mathcal{D}_A$ and range $\mathcal{R}_A$ is called Hermitian if

$$\langle Af, g \rangle = \langle f, Ag \rangle \quad (f, g \in \mathcal{D}_A)$$

and is called symmetric if it is Hermitian and $\mathcal{D}_A$ is dense in $\mathcal{H}$.

If $\mathcal{H}_1$ and $\mathcal{H}_2$ are Hilbert spaces and $A$ is an operator from the space $\mathcal{H}_1$ into the space $\mathcal{H}_2$, where $\mathcal{D}_A$ is dense in $\mathcal{H}_1$, it can happen that for certain $h \in \mathcal{H}_2$ a representation of the form

$$\langle Af, g \rangle = \langle f, h \rangle$$

holds for all $f \in \mathcal{D}_A$. By a theorem of F. Riesz (see Neumark's book on normed algebras, § 5, section 3) this is the case if and only if

$$\langle Af, g \rangle = F_g(f)$$

is a bounded linear form in $\mathcal{D}_A$. Let $\mathcal{D}^*_A$ be the collection of all such $g$. By

$$A^*_g = h$$

we define an operator $A^*$ from $\mathcal{H}_2$ into $\mathcal{H}_1$ whose domain of
definition $\mathcal{D}^*$ is $\mathcal{D}^*$. The element $h$ is uniquely determined by $g$ and $A^*$ is called the **adjoint operator** of $A$.

An operator $A$ in a Hilbert space $\mathcal{H}$ is said to be **self-adjoint** if it is symmetric and $A = A^*$.

An operator $U$ in a Hilbert space $\mathcal{H}$ is called **unitary** if it is isometric, that is

$$\langle Uf, Uf \rangle = \langle f, g \rangle \quad (f, g \in \mathcal{D}_U),$$

and if $\mathcal{D}_U = \mathcal{R}_U = \mathcal{H}$.

An operator $\tilde{A}$ is said to be an **extension** of an operator $A$ in a Hilbert space $\mathcal{H}$ if $\mathcal{D}_A \supset \mathcal{D}_\tilde{A}$ and $\tilde{A}f = Af$ for all $f \in \mathcal{D}_A$; we shall sometimes write $A \subset \tilde{A}$ to indicate that $\tilde{A}$ is an extension of $A$.

An operator $A$ in a Hilbert space $\mathcal{H}$ is called **closed** if $f_n \in \mathcal{D}_A$, $\lim_{n \to \infty} f_n = f$, $\lim_{n \to \infty} Af_n = g$ implies that $f \in \mathcal{D}_A$ and $Af = g$.

If there exist closed extensions of the operator $A$, then there is a unique minimal closed extension $\bar{A}$ of the operator $A$ which
we shall call the closure of \( A \); all other closed extensions of \( A \) are extensions of \( \bar{A} \). We note that symmetric operators always have a closure and the closure is always a Hermitian operator; if \( A \) is symmetric, then \( A \subseteq A^* \), but \( A^* \) is closed.

By the orthogonal sum \( \mathcal{H} \) of two Hilbert spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \):

\[
\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2
\]

we mean the set of all ordered pairs \((f_1, f_2), f_1 \in \mathcal{H}_1, f_2 \in \mathcal{H}_2\) for which the algebraic operations and the inner product are defined as follows:

\[
\alpha (f_1, f_2) = (\alpha f_1, \alpha f_2)
\]

\[
(f_1, f_2) + (g_1, g_2) = (f_1 + g_1, f_2 + g_2)
\]

\[
\langle (f_1, f_2), (g_1, g_2) \rangle = \langle f_1, g_1 \rangle + \langle f_2, g_2 \rangle
\]

\( \mathcal{H} \) is then a Hilbert space and \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) can be viewed as mutually orthogonal subspaces of \( \mathcal{H} \), provided one identifies them with \( \mathcal{H}_1 \oplus \{0\} \) and \( \{0\} \oplus \mathcal{H}_2 \), respectively.

Let \( A \) be an operator from \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \). The set \( \{(f, Af); f \in \mathcal{H}_1\} \) in \( \mathcal{H}_1 \oplus \mathcal{H}_2 \) is called the graph of \( A \). The operator \( A \) is closed if and only if its graph in \( \mathcal{H}_1 \oplus \mathcal{H}_2 \) is a closed set.
By the opening of two linear manifolds in a Hilbert space we mean the norm of the difference of the projection operators which map onto the closure of these linear manifolds.

Denoting the opening of the linear manifolds \( M_1 \) and \( M_2 \) by \( Q(M_1, M_2) \) we therefore have

\[
Q(M_1, M_2) = \| P_1 - P_2 \|,
\]

where \( P_1 \) and \( P_2 \) are the projection operators which map \( \mathcal{H} \) onto the subspaces \( \overline{M_1} \) and \( \overline{M_2} \), respectively. By definition

\[
Q(M_1, M_2) = Q(\overline{M_1}, \overline{M_2}) = Q(\mathcal{H} \ominus M_1, \mathcal{H} \ominus M_2).
\]

Let \( E \) denote the identity operator. For any \( h \in \mathcal{H} \) we have

\[
(P_2 - P_1)h = P_2(E - P_1)h - (E - P_2)P_1 h.
\]

Since the vectors \( P_2(E - P_1)h \) and \( (E - P_2)P_1 h \) are orthogonal, we see that

\[
\| (P_2 - P_1)h \|^2 = \| P_2(E - P_1)h \|^2 + \| (E - P_2)P_1 h \|^2 \leq \| (E - P_1)h \|^2 + \| P_1 h \|^2 = \| h \|^2
\]

holds. The inequality (1) shows that

\[
0 \leq Q(M_1, M_2) \leq 1.
\]

The opening of two linear manifolds is actually equal to 1 if one of these manifolds contains a non-zero vector which is orthogonal to the other manifold.
We consider some propositions.

I. If the opening of two linear manifolds $M_1$ and $M_2$ is less then 1, then

$$\dim M_1 = \dim M_2.$$  

Proof: By the remark made above it suffices to show that the inequality $\dim M_2 > \dim M_1$ implies the existence of a non-zero vector in $\overline{M_2}$ which is orthogonal to $\overline{M_1}$. To see that this is actually the case we project $\overline{M_1}$ onto $\overline{M_2}$. We obtain the subspace $G = P_2 \overline{M_1}$ whose dimension of course does not exceed the dimension of $\overline{M_1}$ and therefore is less than the dimension of $\overline{M_2}$. Hence there is in $\overline{M_2} \ominus G$ a non-zero vector, which means that in $\overline{M_2}$ there is a non-zero vector that is orthogonal to $G$. This vector will also be orthogonal to $\overline{M_1}$ because $\overline{M_1} \ominus G$ is orthogonal to $\overline{M_2}$. This proves the proposition.

The next object for consideration is the formula

$$Q(M_1, M_2) = \max \left\{ \sup_{f \in \overline{M_2}, \|f\| = 1} \| (E-P_1)f \|, \sup_{g \in \overline{M_1}, \|g\| = 1} \| (E-P_2)g \| \right\}$$

(2).

We note first of all that the quantity

$$\| (E-P_1)f \| = \text{dist} \left[ f, \overline{M_1} \right]$$

represents the distance between the element $f$ and $\overline{M_1}$:

$$\text{dist} \left[ f, \overline{M_1} \right] = \inf_{g \in \overline{M_1}} \| f - g \|$$

and therefore we can express (2) in the form
\[ Q(M_1, M_2) = \max \left\{ \frac{\sup_{f \in M_1, \|f\|=1} \text{dist} [f, M_1], \sup_{g \in M_2, \|g\|=1} \text{dist} [g, M_2]}{\|h\|} \right\} \]

We now turn to establishing equation (3).

\[ Q(M_1, M_2) = \sup_{h \in \mathcal{G}} \frac{\| (P_2 - P_1) h \|}{\|h\|} = \sup_{h \in \mathcal{G}} \frac{\sqrt{\| P_2 (E - P_1) h \|^2 + \| (E - P_2) P_1 h \|^2}}{\|h\|} \]

(3)

Therefore

\[ Q(M_1, M_2) \geq \sup_{h \in M_1} \frac{\| (E - P_2) h \|}{\|h\|} = r_2 \]

In the same manner we obtain

\[ Q(M_1, M_2) = \sup_{h \in M_2} \frac{\| (E - P_1) h \|}{\|h\|} = r_1 \]

Consequently

\[ Q(M_1, M_2) \geq \max \{ r_1, r_2 \} \]

We show next that the inequality sign in the last relation can be inverted.

By the definition of the number \( r_2 \) we have
\[ \| (E-P_2)P_1 h \|^2 \leq r_2^2 \| P_1 h \|^2. \] (4)

On the other hand

\[ \| P_2(E-P_1)h \|^2 = \langle P_2(E-P_1)h, P_2(E-P_1)h \rangle = \langle P_2(E-P_1)h, (E-P_1)h \rangle = \]

\[ = \langle P_2(E-P_1)h, (E-P_1)^2h \rangle = \langle (E-P_1)P_2(E-P_1)h, (E-P_1)h \rangle \leq \]

\[ \leq \| (E-P_1)P_2(E-P_1)h \| \cdot \| (E-P_1)h \| \]

and hence by the definition of \( r_1 \)

\[ \| P_2(E-P_1)h \|^2 \leq r_1^2 \| P_2(E-P_1)h \| \cdot \| (E-P_1)h \|. \]

Therefore

\[ \| P_2(E-P_1)h \| \leq r_1 \| (E-P_1)h \|. \] (5)

Using (4) and (5) we get

\[ \| (E-P_2)P_1 h \|^2 + \| P_2(E-P_1)h \|^2 \leq r_2^2 \| P_1 h \|^2 + r_1^2 \| (E-P_1)h \|^2 \leq \]

\[ \leq \max \left\{ r_1^2, r_2^2 \right\} \left[ \| P_1 h \|^2 + \| (E-P_1)h \|^2 \right] = \| h \|^2 \max \left\{ r_1^2, r_2^2 \right\} \]

so that by (3):

\[ Q(M_1, M_2) \leq \max \left\{ r_1, r_2 \right\} \]

and we have what we set out to verify.
Let $A$ be a linear operator in a complex Hilbert space $\mathcal{H}$ and suppose that $\mathcal{D}_A$ is dense in $\mathcal{H}$; let $E$ denote the identity operator in $\mathcal{H}$.

A point $\lambda$ of the complex plane will be called a point of regular type for the operator $A$ if there is a positive real $k_\lambda$ such that
\[ \|(A-\lambda E)f\| \geq k_\lambda \|f\| \quad (f \in \mathcal{D}_A). \] (6)

The points of regular type for an operator $A$ form an open set. Indeed, if $\lambda_0$ is of regular type for the operator $A$, then for $|\lambda - \lambda_0| < k_{\lambda_0}$ we have
\[ \|(A-\lambda E)f\| \geq \|(A-\lambda_0 E)f\| - |\lambda - \lambda_0| \|f\| \geq k_\lambda \|f\|, \]

where $f \in \mathcal{D}_A$ and $k_\lambda = k_{\lambda_0} - |\lambda - \lambda_0|$.

Any point $\lambda$ of regular type will be called a regular point for the operator $A$ if the set $\mathcal{R}_{(A-\lambda E)}$ coincides with the entire space $\mathcal{H}$.

REMARK: If $A$ is a self-adjoint operator in $\mathcal{H}$, then $\mathcal{R}_{(A \pm iE)} = \mathcal{H}$. If $A$ is a symmetric operator in $\mathcal{H}$ and $\mathcal{R}_A = \mathcal{H}$, then $A$ is self-adjoint.

We verify the first assertion as follows. Let $A$ be self-adjoint
in \( \mathcal{D} \), then for \( f \in \mathcal{D}_A \) we have

\[
\|Af + if\|^2 = \langle Af, Af \rangle + \|Af\|^2 + 1 \langle f, Af \rangle + \langle f, f \rangle = \|Af\|^2 + \|f\|^2 \quad (7)
\]

Thus \( Af + if = 0 \) only for \( f = 0 \). \( \mathcal{R}_{(A \pm iE)} \) is dense in \( \mathcal{D} \).

If \( g \) is orthogonal to \( \mathcal{R}_{(A \pm iE)} \), then \( 0 = \langle g, Af + if \rangle = \langle g, Af \rangle - \langle ig, f \rangle \), thus \( g \in \mathcal{D}_A^* = \mathcal{D}_A \) and \( Ag = ig \). But as we have just seen this can only be if \( g = 0 \). To see that

\[ \mathcal{R}_{(A \pm iE)} = \mathcal{D} \]

we take an \( h \in \mathcal{D} \). Since \( \mathcal{R}_{(A \pm iE)} \) is dense in \( \mathcal{D} \), there is a sequence \((h_n), n = 1, 2, \ldots \) such that

\[
h_n = Af_n + if_n \rightarrow h \quad (8)
\]

By (7)

\[
\|h_n - h_m\|^2 = \|A(f_n - f_m) + i(f_n - f_m)\|^2 = \|A(f_n - f_m)\|^2 + \|f_n - f_m\|^2
\]

Thus \((f_n)\) and \((Af_n)\), \( n = 1, 2, \ldots \), converge to certain vectors \( f \) and \( g \). Since \( A \) is closed, \( f \in \mathcal{D}_A \) and \( g = Af \). By (8)

\[
h = Af + if \in \mathcal{D} \quad \text{Thus } \mathcal{R}_{(A \pm iE)} = \mathcal{D} \quad \text{In the same way we obtain that } \mathcal{R}_{(A \pm iE)} = \mathcal{D}.
\]

To verify the second assertion we only have to show that \( \mathcal{D}_A^* \subset \mathcal{D}_A \). If \( h \in \mathcal{D}_A^* \) and \( g = A^*h \), then, using the
assumption that $\mathcal{R}_A = \mathcal{G}$, we have a vector $h' \in \mathcal{D}_A$ for which $g = Ah'$. From this we get for arbitrary $f \in \mathcal{D}_A$

$$\langle Af, h \rangle = \langle f, A^* h \rangle = \langle f, Ah' \rangle = \langle Af, h' \rangle$$

and $\langle Af, h-h' \rangle = 0$. Since $\mathcal{R}_A = \mathcal{G}$, we have $h-h' = 0$, that is $h = h' \in \mathcal{D}_A$.

We recall from page 80 that points of regular type form an open set in the complex plane; we shall refer to this set of points as the **domain of regularity** of the operator.

II. Let $D$ denote a connected region of the complex plane consisting of points of regular type for the operator $A$. Then the orthogonal complement $\mathcal{N}_\lambda$ of $\mathcal{R}_{(A-\lambda E)}$ in $\mathcal{G}$ will have the same dimension for all $\lambda \in D$.

Proof: We shall show that for each point $\lambda_0 \in D$ we can find a neighborhood $W$ such that the dimension of $\mathcal{N}_\lambda$ and the dimension of $\mathcal{N}_{\lambda_0}$ will be equal for all $\lambda \in W$; from this the proposition will follow by the Heine-Borel theorem.

Let $W$ be a neighborhood of the point $\lambda_0$ with radius $(1/3)k_{\lambda_0}$. Then by (6) for $W$ we get

$$\| (A-\lambda_0 E)f \| \geq \| (A-\lambda E)f \| - |\lambda - \lambda_0| \| f \| > (2/3)k_{\lambda_0} \| f \|$$

for all $f \in \mathcal{D}_A$ and
\[ \|(A-\lambda E)f - (A-\lambda_0 E)f\| = |\lambda - \lambda_0| \|f\| < \frac{1}{2} \| (A-\lambda E)f \|, \]
\[ \|(A-\lambda E)f - (A-\lambda_0 E)f\| < \frac{1}{3} \| (A-\lambda_0 E)f \|. \]
This shows that the opening of the subspaces \( \mathcal{R}_{(A-\lambda E)} \) and \( \mathcal{R}_{(A-\lambda_0 E)} \) is not larger than \( \frac{1}{2} \) for all \( \lambda \in W \) by formula (2) (see page 77). Hence by proposition I (see page 77) the dimension of \( \mathcal{N}_\lambda \ (\lambda \in W) \) equals the dimension of the subspace \( \mathcal{N}_{\lambda_0} \). This completes the proof of the proposition.

The foregoing proposition lends meaning to the following definition:

The dimension of the subspace \( \mathcal{N}_\lambda \) for \( \lambda \in \mathcal{D} \) will be called the deficiency number of the operator \( A \) in the connected region \( \mathcal{D} \).

Let \( A \) be a symmetric operator and \( \lambda = a + ib \ (b \neq 0) \), then
\[ \|(A-\lambda E)f\|^2 = \|(A-aE)f\|^2 + b^2 \|f\|^2 \geq b \|f\|^2 \]
for \( f \in \mathcal{D}_A \). We see therefore that the upper and the lower half-plane of the complex plane are connected regions for the domain of regularity of the operator \( A \). If one of the points of the real axis in the complex plane is of regular type for the operator \( A \), then the deficiency numbers of \( A \)
are equal. Thus symmetric operators can have no more than two distinct deficiency numbers.

The pair \((m,n)\), where \(m\) is the deficiency number of the symmetric operator \(A\) in the upper half-plane and \(n\) is the deficiency number in the lower half-plane of the complex plane, is called the deficiency index of the operator \(A\).

From the remark on page 80 it is seen that the deficiency index of a symmetric operator \(A\) is \((0,0)\) if and only if \(A\) is self-adjoint.

The domain of regularity of an isometric operator \(U\) with dense domain of definition also contains two connected regions: The region inside and the region outside the unit circle in the complex plane because for \(|\lambda| < 1\)

\[
\| (U - \lambda E)f \| \geq \| Uf \| - |\lambda| \| f \| = \lambda - |\lambda| \| f \|
\]

and for \(|\lambda| > 1\)

\[
\| (U - \lambda E)f \| \geq |\lambda| \| f \| - \| Uf \| = |\lambda| - 1 \| f \| .
\]

Let \(V\) denote an isometric operator which maps the entire Hilbert space \(\mathcal{H}\) onto a proper part of \(\mathcal{H}\). As we have just seen, all points situated inside and outside the unit circle of the complex plane are points of regular type for \(V\). Suppose now that the element \(f_0 \in \mathcal{H} (\| f_0 \| = 1)\) is
orthogonal to \( R_{(V-\lambda E)} \). Then

\[ |\lambda| = \| \lambda f_0 \| = \min_{g \in R_{(V-\lambda E)}} \| \lambda f_0 - g \| \leq \| \lambda f_0 - (\lambda f_0 - Vf_0) \| = 1 \]

Hence for \( |\lambda| > 1 \) the set \( R_{(V-\lambda E)} \) coincides with the entire space \( \mathcal{D} \). For \( \lambda = 0 \) by assumption \( R_{V} \) does not coincide with \( \mathcal{D} \); therefore by proposition II above for all \( \lambda, |\lambda| < 1 \), the set \( R_{(V-\lambda E)} \) is a proper subspace of \( \mathcal{D} \). The orthogonal complements \( \mathcal{N}_{V} \) have dimension \( n \) equal to the dimension of \( \mathcal{N}_{0} \), the orthogonal complement to \( R_{V} \). We see therefore that the operator \( V \) has two deficiency numbers, namely 0 and \( n \).

Since the deficiency numbers of the operator \( V \) cannot be equal, \( V \) cannot have points of regular type on the unit circle.

We call an operator \( V \) which maps the entire Hilbert space \( \mathcal{D} \) onto a proper part of \( \mathcal{D} \) isometrically a semi-unitary operator.

The deficiency index for an isometric operator with dense domain of definition is given in terms of the region outside and the region inside the unit circle in the complex plane. A unitary operator has deficiency index \((0,0)\).
We wish to obtain some information about the Cayley transformation of a linear operator. Following a suggestion in M. H. Stone's book on linear transformations in Hilbert space (see ch. VIII, § 2), we commence by studying a more general situation which is analogous to the fractional-linear transformation in complex analysis, namely

\[ w = \frac{az + b}{cz + d}, \quad ad - bc \neq 0. \]

Suppose that A is a linear operator in a Hilbert space \( \mathcal{H} \).

Assume that for some complex numbers c and d the operator \( cA + dE \) is one-one (i.e., \( h \in \mathcal{D}_A \) and \( cAh + dh = 0 \) implies \( h = 0 \)). For any complex numbers a and b such that \( ad - bc \neq 0 \) we define a linear operator B on \( \mathcal{R} \) by \( cA + dE \)

\[ Bf = aAg + bg \]

where

\[ f = cAg + dg \quad (g \in \mathcal{D}_A). \]

That is,

\[ B = (aA + bE)(cA + dE)^{-1}, \]

and we shall call B a fractional-linear transformation of A.

Without loss of generality we can assume that \( ad - bc = 1 \); we shall do this.
We now solve the system of equations
\[ cAg + dg = f \]
\[ aAg + bg = Bf \]
for \( Ag \) and \( g \). We get
\[
Ag = \frac{\begin{vmatrix} f & d \\ Bf & b \end{vmatrix}}{\begin{vmatrix} c & d \\ a & b \end{vmatrix}} = dBf - bf
\]
\[
g = \frac{\begin{vmatrix} c & f \\ a & Bf \end{vmatrix}}{\begin{vmatrix} c & d \\ a & b \end{vmatrix}} = -cBf + af
\]
for \( g \in \mathcal{D}_A \) and \( f \in \mathcal{D}_B \). Moreover, the operator \(-cB + aE\) is one-one, because if \( g = 0 \), then \( 0 = Ag = dBf - bf \) and \( 0 = g = -cBf + af \); hence \( 0 = (ad-bc)f = f \). We sum this up in proposition III.

III. If the operator \( B \) is expressed in terms of the operator \( A \) as indicated in formula (11), then the operator \( A \) is given by the formula
\[
A = (dB - bE)(-cB + aE)^{-1}.
\]

IV. If the operators \( A \) and \( B \) are fractional-linear transformations of each other, then from the fact that one is a closed operator follows that the other is a closed operator as well.
Proof: Suppose that the operator $A$ is closed. If the sequences $f_n \in \mathcal{D}_B$ and $Bf_n$, $n = 1, 2, \ldots$, converge to $f_0$ and $h_0$, respectively, then the sequences
\[
g_n = -cBf_n + af_n \\
Ag_n = dBf_n - bf_n
\]
converge to $g_0$ and $k_0$, respectively, and $g_n \in \mathcal{D}_A$. Since the operator $A$ is closed, $g_0 \in \mathcal{D}_A$ and $k_0 = Ag_0$. By (10) and (9):
\[
f_n = cAg_n + dg_n \\
Bf_n = aAg_n + bg_n.
\]
Passing to the limit as $n \to \infty$ we get
\[
f_0 = ck_0 + dg_0 = cAg_0 + dg_0 \\
h_0 = ak_0 + bg_0 = aAg_0 + bg_0
\]
and hence $f_0 \in \mathcal{D}_B$ and $h_0 = Bf_0$. But this means that the operator $B$ is closed. The proof is finished.

From proposition IV it follows that if $A$ is a closed operator and $\lambda$ is a point of regular type for $A$, then $R_{A-\lambda E}$ is a subspace. In fact, the operator $(A-\lambda E)^{-1}$, acting on $R_{A-\lambda E}$ is bounded and by proposition IV closed; therefore it is defined on a closed manifold.
V. If the numbers \(a, b, c, \) and \(d\) are real and the operator \(A\) is Hermitian (resp. self-adjoint), then the operator \(B\) will be Hermitian (resp. self-adjoint) also.

Proof: If \(A\) is Hermitian, then for any \(g_1, g_2 \in \mathcal{D}_A:\)

\[
\langle aAg_1 + bg_1, cAg_2 + dg_2 \rangle = ac \langle Ag_1, Ag_2 \rangle + ad \langle Ag_1, g_2 \rangle +
bc \langle g_1, Ag_2 \rangle + bd \langle g_1, g_2 \rangle =
\]

\[
= ac \langle Ag_1, Ag_2 \rangle + ad \langle g_1, Ag_2 \rangle + bc \langle Ag_1, g_2 \rangle + bd \langle g_1, g_2 \rangle =
\]

\[
= \langle cAg_1 + dg_1, aAg_2 + bg_2 \rangle
\]

so that by (10) and (9) for \(f_1, f_2 \in \mathcal{D}_B\)

\[
\langle Bf_1, f_2 \rangle = \langle f_1, Bf_2 \rangle.
\]

Next, let the operator \(A\) be self-adjoint. We verify that for any \(\lambda\) which is not real the set \(\mathcal{R}_{B-\lambda E}\) coincides with the space \(\mathcal{S}\) and therefore the Hermitian operator \(B\) is self-adjoint.

By (10) and (9) the set \(\mathcal{R}_{B-\lambda E}\) is made up of vectors of the form:

\[
aAg + bg - \lambda (cAg + dg) = (a - \lambda c)Ag + (b - \lambda d)g \quad (g \in \mathcal{D}_A).
\]

Since \(a, b, c, \) and \(d\) are real, then for non-real \(\lambda:\)

\[
a - \lambda c \neq 0 \quad \text{and} \quad \lambda = -(b - \lambda d)/(a - \lambda c)
\]

are non-real as well and therefore

\[
\mathcal{R}_{B-\lambda E} = \mathcal{R}_{A-\mu E} = \mathcal{S}.
\]
In particular, if the operator $A^{-1}$ exists, then it is self-adjoint.

VI. If $c = \bar{a}$, $d = \bar{b}$ and the operator $A$ is Hermitian (resp. self-adjoint), then the operator $B$ is isometric (resp. unitary).

Proof: If $A$ is Hermitian, then for any $g_1, g_2 \in \mathcal{D}_A$:

$$\langle aAg_1 + bg_1, aAg_2 + bg_2 \rangle = a \bar{a} \langle Ag_1, Ag_2 \rangle + a \bar{b} \langle Ag_1, g_2 \rangle + b \bar{a} \langle g_1, Ag_2 \rangle + b \bar{b} \langle g_1, g_2 \rangle =$$

$$= c \bar{c} \langle Ag_1, Ag_2 \rangle + d \bar{c} \langle g_1, Ag_2 \rangle + c \bar{d} \langle Ag_1, g_2 \rangle + d \bar{d} \langle g_1, g_2 \rangle =$$

$$= \langle cAg_1 + dg_1, cAg_2 + dg_2 \rangle$$

which means

$$\langle Bf_1, Bf_2 \rangle = \langle f_1, f_2 \rangle \quad (f_1, f_2 \in \mathcal{D}_B);$$

therefore the operator $B$ is isometric.

Let the operator $A$ be self-adjoint. Then the domain of definition of $B$, $\mathcal{D}_B = \mathcal{R}_B (\bar{a} A + \bar{b} E)$, and the range of $B$, $\mathcal{R}_B (aA + bE)$ coincide with the space $\mathcal{Y}$ and the isometric operator $B$ is unitary. This proves the proposition.

Analogously one shows the converse statement:
VII. If \( c = \overline{a} \), \( d = \overline{b} \) and the operator \( B \) is isometric (resp. unitary), then the operator \( A \) is Hermitian (resp. self-adjoint).

From the definition of fractional-linear transformation we get directly:

VIII. Suppose that the operator \( B \) is a fractional-linear transformation of \( A \):

\[
B = (aA + bE)(cA + dE)^{-1}.
\]

If \( \tilde{A} \) is an extension of the operator \( A \) and if the operator \( c \tilde{A} + dE \) is one-one (i.e., \( c \tilde{A} f + df = 0 \) implies \( f = 0 \) for \( f \in \mathcal{D}_{\tilde{A}} \)), then the fractional-linear transformation of the operator \( \tilde{A} \):

\[
\tilde{B} = (a \tilde{A} + bE)(c \tilde{A} + dE)^{-1}
\]

is an extension of the operator \( B \).

A fractional-linear transformation of a Hermitian operator \( A \) for which \( c = \overline{a} \), \( d = \overline{b} \) holds we call a convolution transformation of \( A \); if we put \( \lambda = -d/c \) we get it in the form:

\[
U_{\lambda} = (A - \lambda E)(A - \lambda E)^{-1} \quad (\text{Im} \lambda \neq 0).
\]
In view of the propositions VI, VII, and VIII the Cayley-transformation reduces the problem of finding self-adjoint extensions of a symmetric operator $A$ to the problem of finding unitary extensions of the operator

$$U_\lambda = (A - \lambda E)(A - \lambda E)^{-1}.$$ 

Let $A$ be closed, then the operator $U_\lambda$ has as domain of definition the subspace

$$\mathcal{D}_{U_\lambda} = \mathcal{R}_{U_\lambda} (A - \lambda E) = L_\lambda$$

and as range the subspace

$$\mathcal{R}_{U_\lambda} = \mathcal{R}_{U_\lambda} (A - \lambda E) = L_\lambda.$$ 

The orthogonal complements to $L_\lambda$ and $L_\lambda$ we denote by $\mathcal{H}_\lambda$ and $\mathcal{H}_\lambda$, respectively. To assume that $A$ is closed, is no essential restriction because a symmetric operator $A$ has a closed symmetric extension $A^{**} = (A^*)^*$. 

Keeping in mind that isometric operators map orthogonal elements into orthogonal elements, we can see that any closed isometric extension $\widetilde{U}_\lambda$ of the operator $U_\lambda$ can be obtained in the following manner.

Choose in $\mathcal{H}_\lambda$ and $\mathcal{H}_\lambda$ orthonormal systems $(\varphi_\lambda)_{\nu \in \mathbb{N}}$ and $(\psi_\lambda)_{\nu \in \mathbb{N}}$ of the same cardinality and on the subspace $\widetilde{L}_\lambda$, being the orthogonal sum of $L_\lambda$ and the closed linear hull of
the system \( (\mathbf{P}_\nu) \), let for \( f \in \mathcal{L} \)

\[
\widetilde{U}_\lambda (f + \sum_{\nu \in N} \xi_\nu \mathbf{P}_\nu) = U_\lambda f + \sum_{\nu \in N} \xi_\nu \psi_\nu ,
\]

(15)

where \( \xi_\nu (\nu \in N) \) are arbitrary numbers satisfying

\[
\sum_{\nu \in N} |\xi_\nu|^2 < \infty .
\]

In this way we get an isometric operator which will map \( \mathcal{L} \) onto \( \mathcal{L} _\lambda \), the orthogonal sum of the subspace \( \mathcal{L} _\lambda \) and the closed linear hull of the system \( (\psi_\nu) \).

If the subspaces \( \mathcal{M}_\lambda \) and \( \mathcal{N}_\lambda \) have distinct dimensions (this corresponds to the case when the symmetric operator

\[
A = (\lambda U_\lambda - \lambda E)(U_\lambda - E)^{-1}
\]

has distinct deficiency numbers), then we select in the subspace of smaller dimension a dense orthonormal basis and in the second subspace a basis of the same cardinality and we extend the isometric operator \( U_\lambda \) up to semi-unitary.

Such an extension is usually called maximal isometric extension because it does not admit further isometric extension.

If the dimensions of \( \mathcal{M}_\lambda \) and \( \mathcal{N}_\lambda \) are equal (this corresponds to the case when the symmetric operator has equal deficiency numbers), the isometric operator \( U_\lambda \) can be extended up to unitary which will be a maximal extension.
If the dimensions of $\mathcal{H}$ and $\mathcal{M}$ are equal and finite, then, besides the unitary, there is no other maximal isometric extension of the operator $U$. 

If the dimensions of $\mathcal{H}$ and $\mathcal{M}$ are equal and infinite, then, besides the unitary, there can be constructed other maximal isometric extensions. For example, to get a semi-unitary extension $\tilde{U}$ of the operator $U$, select in $\mathcal{M}$ an incomplete orthonormal system $(\mathcal{S},)$ whose cardinality equals the dimension of $\mathcal{H}$ and select in $\mathcal{H}$ a complete orthonormal system $(\mathcal{S},)$ and define the operator $\tilde{U}$ by the formula (15) given on the last page.

To be able to proceed from the isometric extension $\tilde{U}$, by inverting the fractional-linear transformation, to the construction of the symmetric extension $\hat{A}$ of the operator $A$

$$\hat{A} = (\lambda \tilde{U} - \lambda E)(\tilde{U} - E)^{-1}$$

it is necessary and sufficient according to proposition VIII that

$$\tilde{U} \mathcal{P} - \mathcal{P} = 0 \text{ imply } \mathcal{P} = 0 \text{ for } \mathcal{P} \in D_{\tilde{U}}.$$ 

Let $A$ be a symmetric operator. We show now that for any isometric extension $\tilde{U}$ of the operator

$$U = (A - \lambda E)(A - \lambda E)^{-1}$$

the condition of proposition VIII is satisfied. Let $\tilde{U}$ be
an isometric extension of the operator $U_{\lambda}$ and

$$\langle \tilde{U}_{\lambda} \mathcal{F} - \mathcal{F}, h \rangle = 0 \quad (h \in \mathcal{D}).$$

In particular, then, we have for all $h = \tilde{U}_{\lambda} g = U_{\lambda} \mathcal{F}$, where $g \in \mathcal{D}_{U_{\lambda}}$,

$$\langle \tilde{U}_{\lambda} \mathcal{F} - \mathcal{F}, \tilde{U}_{\lambda} g \rangle = \langle \mathcal{F}, g - U_{\lambda} g \rangle = 0;$$

due to (13), $\langle \mathcal{F}, f \rangle = 0 \quad (f \in \mathcal{D}_A)$. But $\mathcal{D}_A$ is dense in $\mathcal{D}$ and we get $\mathcal{F} = 0$.

In view of what was said about isometric extensions of the operator $U_{\lambda}$ and recalling the content of propositions VII and VIII, we have arrived at a theorem of J. von Neumann:

**THEOREM:** A symmetric operator has self-adjoint extensions if and only if its deficiency numbers are equal.

If a symmetric operator $A$ has deficiency numbers which are not equal, then - as was just shown - extension of $A$ in the space $\mathcal{D}$ to a self-adjoint operator is impossible. However, it is possible to extend a symmetric operator $A$ to a self-adjoint operator by passage to an enlarged Hilbert space. The following theorem is due to M. A. Neumark:
THEOREM: Any symmetric operator $A$ defined in a Hilbert space $\mathcal{H}$ and with arbitrary deficiency index $(m,n)$ can be extended to a self-adjoint operator $A^+$ which is defined in a larger Hilbert space $\mathcal{H}^+ \supset \mathcal{H}$.

Proof: Given two Hilbert spaces $\mathcal{H}$, $\mathcal{H}'$, we form

$$\mathcal{H} \oplus \mathcal{H}'$$

in the manner as was explained on page 75. Suppose that the operator $A$ acts in $\mathcal{H}$ and the operator $B$ acts in $\mathcal{H}'$. Using these two operators we define a new operator $C$, denoting it by $A \oplus B$, acting in $\mathcal{H} \oplus \mathcal{H}'$ as follows:

$$C(f,f') = (Af,Bf')$$

where $(f,f')$ is an element of $\mathcal{H} \oplus \mathcal{H}'$, $f \in \mathcal{D}_A$, $f' \in \mathcal{D}_B$.

We observe the following properties:

1. If the operators $A$ and $B$ are symmetric, then the operator $C$ is likewise symmetric.

2. If the operator $A$ has deficiency index $(m,n)$ and the operator $B$ has deficiency index $(m',n')$, then the operator $C$ has deficiency index $(m+m',n+n')$.

Property 2 is seen as follows. Since for $f \in \mathcal{D}_A$, $f' \in \mathcal{D}_B$

$$(C-\lambda E)(f,f') = ((A-\lambda E)f,(B-\lambda E)f')$$

holds, we get
and consequently
\[ \mathcal{H}_{\chi} \oplus \mathcal{H}_{\chi}' = \mathcal{H}_{C-\lambda E} \oplus \mathcal{H}_{\chi} \oplus \mathcal{H}_{\chi}'. \]

where
\[ \mathcal{H}_{\chi} = \mathcal{H} \ominus \mathcal{H}_{A-\lambda E}. \]

and
\[ \mathcal{H}_{\chi}' = \mathcal{H}' \ominus \mathcal{H}_{B-\lambda E}. \]

Suppose that the symmetric operator \( A \), acting in \( \mathcal{H} \), has deficiency index \((m,n)\), where \( m \neq n \). Then we can find a symmetric operator \( B \), acting in some Hilbert space \( \mathcal{H}' \), with deficiency index \((n,m)\). In fact the following choice will do: let \( B = -A \) and \( \mathcal{H}' = \mathcal{H} \). Then the operator \( C = A \oplus B \), acting in \( \mathcal{H} \oplus \mathcal{H}' \) will be symmetric and its deficiency numbers will be equal. By von Neumann's theorem the operator \( C \) has a self-adjoint extension. But any self-adjoint extension of \( C \) is also a self-adjoint extension of the symmetric operator \( A \) originally given and it goes outside the given space \( \mathcal{H} \) and into the space \( \mathcal{H} \oplus \mathcal{H}' \). This completes the proof of the theorem.
If \( B \) is a symmetric extension of a symmetric operator \( A \), then \( A \subseteq B \) and \( B \subseteq B^* \). It follows therefore that \( B \subseteq B^* \subseteq A^* \); this means that any symmetric extension of a symmetric operator \( A \) is contained in the adjoint operator \( A^* \). If \( A \) is self-adjoint, then \( A = A^* \) and \( A \) cannot have a symmetric extension.

We say that a subspace \( M \) in a Hilbert space reduces an operator \( A \) if for \( f \in \mathcal{D}_A \) we also have \( Pf \in \mathcal{D}_A \) and \( APf = PAf \), where \( P \) is the projection operator onto \( M \).

If a symmetric extension \( A^+ \) in \( \mathcal{D}^+ \) of an operator \( A \) in \( \mathcal{D} \), where \( \mathcal{D}^+ \supseteq \mathcal{D} \), is reduced by a subspace \( G^+ \subset \mathcal{D}^+ \cap \mathcal{D} \), then we shall exclude this subspace \( G^+ \) from \( \mathcal{D}^+ \) (i.e. we substitute for the space \( \mathcal{D}^+ \) the space \( \mathcal{D}^+ \cap G^+ \) and the operator \( A^+ \) is replaced by its component in \( \mathcal{D}^+ \cap G^+ \).

If \( A^+ \) is any symmetric extension of a symmetric operator \( A \), then \( \mathcal{D} \subseteq \mathcal{D}_A^+ \cap \mathcal{D} \subseteq \mathcal{D}_A^+ \) obtains. This permits a classification of proper symmetric extensions into:

- **Type 1:** \( \mathcal{D} \neq \mathcal{D}_A^+ \cap \mathcal{D} = \mathcal{D}_A^+ \)
- **Type 2:** \( \mathcal{D} = \mathcal{D}_A^+ \cap \mathcal{D} \neq \mathcal{D}_A^+ \)
- **Type 3:** \( \mathcal{D} \neq \mathcal{D}_A^+ \cap \mathcal{D} \neq \mathcal{D}_A^+ \).

According to this classification, symmetric extensions not leading outside the space are of Type 1 and maximal symmetric operators have only symmetric extensions of type 2.
3.2 Extension of a Symmetric Operator (Continued)

By an orthogonal resolution of the identity we mean a one-parameter family \((E_t)_{t \in [a,b]}\) of projection operators on a Hilbert space \(\mathcal{H}\), where \([a,b]\) is a finite or infinite interval and

(a): \(E_a = 0, \quad E_b = E,\)

where 0 and E denote the zero and the identity operator, respectively;

(b): \(E_{t=0} = E_t \quad (a < t \leq b);\)

(c): \(E_{uv} = E_s \quad (s = \min \{u,v\}).\)

If the interval \([a,b]\) is infinite, we put

\[ E = \lim_{-\infty}^t E_t \quad \text{and} \quad E = \lim_{t \to \infty} E_t. \]

From the foregoing definition we have that for an arbitrary element \(f\) in \(\mathcal{H}\) the inner product

\[ \langle E_t f, f \rangle = \sigma_f(t) \]
is a continuous function from the left; in addition this function is non-decreasing and of bounded variation. Indeed, $\sigma_f(a) = 0$, $\sigma_f(b) = \langle f, f \rangle$ and for $s < t$ we have

$$\langle E_s f, f \rangle = \|E_s f\|^2 = \|E_s E_t f\|^2 \leq \|E_t f\|^2 = \langle E_t f, f \rangle.$$  

We denote by $E_\Delta$ the difference $E_{t'} - E_{t''}$, where

$$\Delta = [t', t''] \subset [a, b].$$

For any two intervals $\Delta_1, \Delta_2$ we get by condition (c):

$$E_{\Delta_1} E_{\Delta_2} = E_{\Delta_1 \cap \Delta_2}.$$  

If $\Delta_1$ and $\Delta_2$ are disjoint intervals, then

$$E_{\Delta_1} E_{\Delta_2} = 0;$$

this means that the subspaces of the projection operators $E_{\Delta_1}$ and $E_{\Delta_2}$ are orthogonal.

**Spectral Theorem for Self-Adjoint Operators:**

For each self-adjoint operator $B$ in a Hilbert space there is one and only one operator function $E_t$ ($-\infty < t < \infty$) such that

1) $E_t$ is a projection operator;
2) \( E_t E_s = E_t \) for \( t \leq s \);

3) \( E_t \) permutes with each bounded operator which permutes with \( B \);

4) \( \lim_{t \to -\infty} E_t f = 0 \), \( \lim_{t \to \infty} E_t f = f \) for all \( f \in \mathcal{D} \);

5) \( E_t f \) is a left-continuous function for all \( f \in \mathcal{D} \);

6) \( f \in \mathcal{D}_B \) if and only if

\[
\int_{-\infty}^{\infty} t^2 \, d\langle E_t f, f \rangle < \infty
\]

In this case

\[
Bf = \int_{-\infty}^{\infty} t \, dE_t f
\]

and

\[
\|Bf\|^2 = \int_{-\infty}^{\infty} t^2 \, d\langle E_t f, f \rangle.
\]

The operator function \( E_t \) satisfying 1) to 6) is called the spectral function of \( B \) and the second last formula the spectral resolution of \( B \).

For convenience we recall that a linear operator \( A \) is said to permute with a bounded linear operator \( C \) if \( CA = AC \) on the domain of definition of the product \( CA \), i.e. on \( \mathcal{D}_{CA} \)
By a resolution of the identity we mean a one-parameter family of self-adjoint operators $F_t$ which satisfies:

(A): For $t_2 > t_1$ the difference $F_{t_2} - F_{t_1}$ is a bounded positive operator, that is for every $f \in \mathcal{H}$ we have

$$\langle F_{t_2} f, f \rangle \geq \langle F_{t_1} f, f \rangle;$$

(B): $F_{t-0} = F_t;$

(C): $F_0 = 0, F_\infty = E.$

In contrast to the orthogonal resolution of the identity it is no longer required that the $F_t$'s be projection operators. The corresponding requirement of orthogonality (condition (c)) is dropped because from condition (c) and condition (A) above it would follow that $F_t$ is a projection operator.

We agree to denote by $F_\Delta$ the difference $F_{t_2} - F_{t_1}$, where $\Delta = [t_1, t_2]$. We permit the case that $t_1 = t_2.$
Let $S$ be an arbitrary set, $\Phi$ a complex-valued function on $S \times S$. If

$$\Phi(f,g) = \Phi(g,f)$$

for all $f, g \in S$ and

$$\sum_{j,k=1}^{n} \Phi(f_j, f_k) \lambda_j \lambda_k \geq 0$$

for $f_1, \ldots, f_n$ ($n < \infty$) belonging to $S$ and any complex numbers $\lambda_1, \ldots, \lambda_n$, then we call $\Phi$ a **Hermitian-positive function**.

Given a Hermitian-positive function on an arbitrary set $S$, it is possible to imbed $S$ into a Hilbert space $\mathcal{H}^+$ in such a manner that for any two elements $f$ and $g$ of $S$ the inner product is defined by

$$\langle f, g \rangle = \Phi(f, g).$$

The details of the construction for the separable case were carried out on pages 5 to 7. It remains to consider here the case when $S$ is an uncountable set. For each $s \in S$ let $C_s$ be a copy of the set of complex numbers and let $L$ be the (weak) direct sum of the family of vector spaces $(C_s)_{s \in S}$. For $f, g \in L$ define

$$\langle f, g \rangle = \sum_{s, t \in S} \Phi(s,t) f(s) \overline{g(t)}.$$
As on pp. 5-7, we put \( M = \{ f \in L: \langle f, f \rangle = 0 \} \), and denote the completion of \( L/M \) by \( \mathcal{G}^+ \). \( S \) can be imbedded in \( \mathcal{G}^+ \) by mapping \( s \in S \) to \( \tilde{s} \in L/M \), where \( \tilde{s}(t) = \int_{st} \delta(t) \) (Kroenecker delta) for all \( t \in S \). Then

\[
\langle \tilde{s}, \tilde{t} \rangle = \sum_{s', t' \in S} \Delta(s', t') \tilde{s}(s') \tilde{t}(t') = \Delta(s, t).
\]

For convenience we will always identify \( \tilde{s} \) and \( s \).

We say that the Hilbert space \( \mathcal{G}^+ \) has positive definite kernel \( \Delta \).

The following theorem is due to M. A. Neumark:

**Theorem:** Let \( F_t \) be a resolution of the identity of the space \( \mathcal{G} \). Then there exists a Hilbert space \( \mathcal{G}^+ \) which contains \( \mathcal{G} \) as subspace and there is an orthogonal resolution of the identity \( E_t^+ \) of the space \( \mathcal{G}^+ \) such that for each \( f \in \mathcal{G} \) the relation

\[ F_t f = P^+ E_t^+ f \]

holds. Here \( P^+ \) denotes the projection operator of \( \mathcal{G}^+ \) onto \( \mathcal{G} \).

**Proof:** We introduce the set \( S \) of all pairs \( \omega \) of the form

\[ \omega = (\Delta, f) \]
where $\Delta$ denotes a subinterval of $I = [-\infty, \infty]$ and $f$ is in $\mathcal{C}_0$. On $S \times S$ we define a function $\Phi$ by

$$
\Phi(\omega_1, \omega_2) = \left\langle F_{\Delta_1 \cap \Delta_2} f_1 f_2 \right\rangle,
$$

where $\omega_j = (\Delta_j, f_j), j = 1, 2$.

We show that the function $\Phi$ is Hermitian-positive:

$$
\Phi(\omega_1, \omega_2) = \left\langle F_{\Delta_1 \cap \Delta_2} f_1 f_2 \right\rangle = \left\langle f_1, F_{\Delta_1 \cap \Delta_2} f_2 \right\rangle = \left\langle f_2, f_1 \right\rangle = \Phi(\omega_2, \omega_1).
$$

Moreover

$$
\sum_{j,k=1}^{n} \Phi(\omega_j, \omega_k) \lambda_j \lambda_k = \sum_{j,k=1}^{n} \left\langle F_{\Delta_j \cap \Delta_k} f_j f_k \right\rangle \lambda_j \lambda_k \geq 0. \tag{1}
$$

If the intervals $\Delta_j (j = 1, \ldots, n)$ are pairwise disjoint, then

$$
\sum_{j,k=1}^{n} \left\langle F_{\Delta_j \cap \Delta_k} f_j f_k \right\rangle \lambda_j \lambda_k = \sum_{j=1}^{n} \left\langle F_{\Delta_j} f_j f_j \right\rangle |\lambda_j|^2 \geq 0. \tag{2}
$$
If the intervals $\Delta_j$ ($j = 2, 3, \ldots, n$) are pairwise disjoint and the intervals $\Delta_1$ and $\Delta_2$ coincide, then the sum on the right hand side of equation (1) splits into two summands: The first summand, containing the indices from 3 to $n$, is of the form (2); the second summand, containing the indices 1 and 2, is of the form

$$\sum_{j=1}^{n-1} \left< \sum_{k=1}^{2} \left< F_{\Delta_j \cap \Delta_k} f_j f_k \right> \lambda_j \overline{\lambda_k} \right> =$$

$$= \sum_{j=1}^{2} \left< F_{\Delta_j} f_j f_k \right> \lambda_j \overline{\lambda_k} =$$

$$= \left< F_{\Delta_1} \sum_{j=1}^{2} \lambda_j f_j, \sum_{k=1}^{2} \lambda_k f_k \right> \geq 0.$$  

Now we note that regardless of the manner in which the intervals $\Delta_j$ ($j = 1, 2, \ldots, n$) are situated, we can reduce the consideration to the cases already looked at by an additional splitting of the given set of intervals into a system of disjoint or coincident intervals and by using additivity: If $\Delta_1 \cap \Delta_2 = \emptyset$, then

$$\left< F_{(\Delta_1 \cup \Delta_2) \cap \Delta_3} f, g \right> = \left< F_{(\Delta_1 \cap \Delta_3) \cup (\Delta_2 \cap \Delta_3)} f, g \right> =$$

$$= \left< F_{\Delta_1 \cap \Delta_3} f, g \right> + \left< F_{\Delta_2 \cap \Delta_3} f, g \right>.$$
This shows that \( \Phi \) is a Hermitian-positive function on \( S \times S \).

Now we imbed \( S \) into a Hilbert space \( \mathcal{H}^+ \) as described before. If we denote the inner product in the space \( \mathcal{H}^+ \) with the subscript \( \cdot \cdot \cdot \), then we have

\[
\langle \omega_1, \omega_2 \rangle_\cdot = \Phi(\omega_1, \omega_2).
\]

Clearly the subspace \( \{(I,f) : f \in \mathcal{H}\} \) of \( \mathcal{H}^+ \) is isomorphic to \( \mathcal{H} \) (as a vector space) under the correspondence

\[
f \leftrightarrow (I,f).
\]

Since

\[
\langle (I,f), (I,g) \rangle_\cdot = \langle F f, g \rangle_I = \langle f, g \rangle
\]

this isomorphism preserves inner products and hence is an isometric embedding of \( \mathcal{H} \) in \( \mathcal{H}^+ \). Thus \( \mathcal{H} \) may be regarded as a subspace of \( \mathcal{H}^+ \).

The problem is to find the projection of the element \( (\triangle, f) \) of \( \mathcal{H}^+ \) onto the subspace \( \mathcal{H} \). If this projection is denoted by \( (I,g) \), then for each \( h \) in \( \mathcal{H} \) we must have

\[
\langle (\triangle, f) - (I,g), (I,h) \rangle_\cdot = 0
\]

or

\[
\langle (\triangle, f), (I,h) \rangle_\cdot - \langle (I,g), (I,h) \rangle_\cdot =
\]

\[
= \langle f, h \rangle - \langle g, h \rangle = \langle F \triangle f - g, h \rangle = 0.
\]

From this it follows that

\[
g = F \triangle f
\]
which means that

\[ P^+ (\Delta', f) = (I, F_{\Delta} f). \]  

(3)

Now we define the operator \( E^+_{\Delta} \) by

\[ E^+_{\Delta} (\Delta', f) = (\Delta \cap \Delta', f), \quad (\Delta', f) \in \mathfrak{g}^+ \cdot \]  

(4)

Then for any \( f \in \mathfrak{g}^+ \)

\[ P^+ E^+_{\Delta} f = P^+ E^+_{\Delta} (I, f) = P^+ (\Delta \cap I, f) = P^+ (\Delta, f) = (I, F_{\Delta} f) = F_{\Delta} f. \]

Hence the proof of the theorem is complete if we verify that the operators \( E^+_{\Delta} \) form an orthogonal resolution of the identity of the space \( \mathfrak{g}^+ \).

But \( E \) is an additive operator function on intervals. From

\[ (E^+_{\Delta})^2 (\Delta', f) = E^+_{\Delta} (\Delta \cap \Delta', f) = (\Delta \cap \Delta \cap \Delta', f) = E^+_{\Delta} (\Delta', f) \]

and

\[ \langle E^+_{\Delta} (\Delta', f), (\Delta'', g) \rangle_+ = \langle (\Delta \cap \Delta', f), (\Delta'', g) \rangle_+ = \]

\[ \langle F_{\Delta \cap \Delta' \cap \Delta''} f, g \rangle = \langle F_{\Delta' \cap \Delta \cap \Delta''} f, g \rangle = \langle (\Delta', f), E^+_{\Delta} (\Delta'', g) \rangle_+ \]

it follows that \( E^+_{\Delta} \) is a projection operator. It is also clear that

\[ E^+_{\Delta} (\Delta', f) = (\Delta', f) \]

holds. Since the set of elements of the form \( (\Delta', f) \) is dense in \( \mathfrak{g}^+ \), each \( E^+_{\Delta} \) can be extended to a continuous operator on the entire space \( \mathfrak{g}^+ \). In view of all the properties we have
established, the extended operators $E_\Delta^+$ form an orthogonal resolution of the identity of the space $\mathcal{g}^+$ and the proof is finished.

Let $A$ be a symmetric operator in a Hilbert space $\mathcal{g}$. Suppose that $A$ has been extended to a self-adjoint operator $A^+$ (by passage from the space $\mathcal{g}$ to an enlarged space $\mathcal{g}^+$). Let $E_\Delta^+$ be the spectral function of the operator $A^+$ and $P^+$ denote the projection operator of $\mathcal{g}^+$ onto $\mathcal{g}$. Let us put

$$F_\Delta = P^+ E_\Delta^+.$$

Then for any two elements $f \in \mathcal{D}(A^+)$ and $g \in \mathcal{g}^+$ we have

$$\langle A^+ f, g \rangle = \int_{-\infty}^{\infty} t \, d \langle E^+_t f, g \rangle$$

and

$$\| A^+ f \|^2 = \int_{-\infty}^{\infty} t^2 \, d \langle E^+_t f, f \rangle.$$

If $f \in \mathcal{D}(A)$ and $g \in \mathcal{g}$, then these two formulas can be written in the following way

$$\langle A f, g \rangle = \int_{-\infty}^{\infty} t \, d \langle F_t f, g \rangle \quad \text{(5)}$$

$$\| A f \|^2 = \int_{-\infty}^{\infty} t^2 \, d \langle F_t f, f \rangle. \quad \text{(6)}$$
By comparing formulas (5) and (6) with the corresponding formulas (see page 101) appearing in the spectral theorem for self-adjoint operators, it is natural to make the following definition:

If \( A \) is a symmetric operator and \( F_t \) a resolution of the identity such that for each \( f \in \mathcal{D}_A \) and each \( g \in \mathcal{D} \) the formulas (5) and (6) hold, then we refer to \( F_t \) as a spectral function of the symmetric operator \( A \).

**THEOREM:** Each spectral function of a symmetric operator \( A \) defined in a Hilbert space \( \mathcal{H} \) is of the form

\[
F_t = P^+_t E^+_t.
\]

In this formula \( E^+_t \) denotes the spectral function of a self-adjoint extension \( A^+ \) of the operator \( A \) which one obtains by passage from the space \( \mathcal{H} \) to the space \( \mathcal{H}^+ \cong \mathcal{H} \) and \( P^+ \) stands for the projection operator from \( \mathcal{H}^+ \) onto \( \mathcal{H} \).

**Proof:** Using the theorem stated on page 104 we form the space \( \mathcal{H}^+ \) and determine in it an orthogonal resolution of the identity \( E^+_t \) such that

\[
F_t = P^+_t E^+_t
\]

holds. We show that the operator \( A^+ \), whose domain of
definition consists of all \( f \in \mathcal{D}^+ \) for which
\[
\int_{-\infty}^{\infty} t^2 \, d\langle Ef, f \rangle < \infty
\]
and which is defined by the formula
\[
A^+ f = \int_{-\infty}^{\infty} t \, dE^+ t f,
\]
is actually a self-adjoint extension of the operator \( A \).

First of all the operator \( A^+ \) is self-adjoint; this is seen from the spectral theorem for self-adjoint operators. Next, if \( f \in \mathcal{D}_A \), then \( f \in \mathcal{D}_{A^+} \) because
\[
\int_{-\infty}^{\infty} t^2 \, d\langle E^+ t f, f \rangle = \int_{-\infty}^{\infty} t^2 \, d\langle F t f, f \rangle = \|Af\|^2 < \infty.
\]
Moreover, for \( f \in \mathcal{D}_A \) and \( g \in \mathcal{D}_A \) we have
\[
\langle Af, g \rangle = \int_{-\infty}^{\infty} t \, d\langle F t f, g \rangle = \int_{-\infty}^{\infty} t \, d\langle E^+ t f, g \rangle = \langle A^+ f, g \rangle
\]
and therefore
\[
Af = F^+_A f \quad (f \in \mathcal{D}_A).
\] (8)

On the other hand, if \( f \in \mathcal{D}_A \), then
\[
\|Af\|^2 = \int_{-\infty}^{\infty} t^2 \, d\langle F t f, f \rangle = \int_{-\infty}^{\infty} t^2 \, d\langle E^+ t f, f \rangle = \|A^+ f\|^2.
\] (9)
From (8) and (9) we get that

\[ Af = A^+ f \quad (f \in \mathcal{D}_A). \]

In the foregoing we can assume that \( A^+ \) is not reduced by any subspace of \( \mathfrak{g}^+ \ominus \mathfrak{g} \). For, if there was a subspace \( G \) of \( \mathfrak{g}^+ \ominus \mathfrak{g} \) which reduced the operator \( A^+ \), then it would likewise reduce the orthogonal resolution of the identity \( E_t^+ \). In that case the deletion of \( G \) from \( \mathfrak{g}^+ \) would force the deletion of the component in \( G \) of the operator \( E_t^+ \). That however does not affect formula (7) and the proof is complete.

If a spectral function \( F_t \) of a symmetric operator is represented in the form (7), where \( E_t^+ \) is the spectral function of a self-adjoint extension \( A^+ \) of the operator \( A \), then we may say that the spectral function \( F_t \) is generated by the self-adjoint extension \( A^+ \). In this manner then every self-adjoint extension of a symmetric operator \( A \) generates a spectral function of this operator and, conversely, every spectral function of the operator \( A \) is generated by its self-adjoint extension.

The spectral function associated with a self-adjoint operator in the spectral theorem for self-adjoint operators is in the sense of our present terminology the only spectral function; a self-adjoint operator has no self-adjoint extensions.
By the spectral theorem for self-adjoint operators every orthogonal resolution of the identity is the spectral function of a self-adjoint operator. This kind of claim cannot be made for symmetric operators and non-orthogonal resolutions of the identity.

For non-orthogonal resolutions of the identity the passage from the "weak" representation (5) to the "strong" representation

\[ Af = \int_{-\infty}^{\infty} t \, d \int_{t} f \]  

(10)

is impossible; the equation (10) is only a symbolic way of writing formulas (5) and (6). The representation (10) holds in the "strong" sense for self-adjoint operators.

From the orthogonality property of the spectral function \( E_{t} \) of a self-adjoint operator \( B \) it follows that for each finite interval \( \Delta \) of the real line the vector \( E_{\Delta} f \) \((f \in \mathcal{G})\) belongs to \( \mathcal{D}_{B} \) and that for each \( g \in \mathcal{G} \) we have

\[ \langle B E_{\Delta} f, g \rangle = \int_{\Delta} t \, d \langle E_{t} f, g \rangle. \]

This statement does not carry over in its entirety to integral representations of symmetric operators. However the following is true:
IX. If $A$ is a symmetric operator, $F_t$ its spectral function, $\Delta$ a finite interval on the real line, and $h$ an arbitrary vector of $\mathcal{G}$, then for every $g \in \mathcal{G}$ we have

$$F_{\Delta} g \in \mathcal{D}_A^*$$

and

$$\langle A^* F_{\Delta} g, h \rangle = \int_{\Delta} t \, d \langle F_t g, h \rangle.$$

Proof: Let $A^+$ be the extension which generates $F_t$ and $P^+$ be the projection operator of $\mathcal{G}^+$ onto $\mathcal{G}$. Then for each $f \in \mathcal{D}_A$ we have

$$\langle Af, F_{\Delta} g \rangle = \langle A^+ f, P^+ F_{\Delta} g \rangle = \langle A^+ f, E_{\Delta} g \rangle = \int_{\Delta} t \, d \langle E^+_t f, g \rangle = \int_{\Delta} t \, d \langle E^+_t P^+ g \rangle = \int_{\Delta} t \, d \langle F^+_t g \rangle. \quad (11)$$

The integral

$$\int_{\Delta} t \, d \langle F_t h, g \rangle$$

is a bilinear functional of $h$ and $g$ in $\mathcal{G}$ and has therefore the representation $\langle h, Dg \rangle$ with a bounded operator $D$. Thus

$$\langle Af, F_{\Delta} g \rangle = \langle f, g^* \rangle,$$

and therefore

$$F_{\Delta} g \in \mathcal{D}_A^*.$$
Hence by (11) we get the representation

$$\langle f, A^{*}F_{\Delta}g \rangle = \int_{\Delta} t \, d \langle F_{t}f, g \rangle.$$ 

But $\mathcal{D}_{\Delta}$ is dense in $\mathcal{H}$ and therefore one can put instead of $f \in \mathcal{D}_{\Delta}$ an arbitrary vector $h \in \mathcal{H}$. This ends the proof.

The content of the foregoing proposition is sometimes used to define a spectral function of a symmetric operator $A$; by a spectral function of a symmetric operator $A$ one then means any resolution of the identity $F_{t}$ satisfying the following condition: for any $g \in \mathcal{H}$ and any finite interval $\Delta = [t', t'']$ the vector $F_{\Delta}g = (F_{t''} - F_{t'})g$ belongs to $\mathcal{D}_{A^{*}}$ and

$$\langle A^{*}F_{\Delta}g, h \rangle = \int_{\Delta} t \, d \langle F_{t}g, h \rangle,$$

where $h$ is an arbitrary element of $\mathcal{H}$.
X. Let \( A \) be a self-adjoint operator in a Hilbert space \( \mathcal{H} \) and \( E_t \) be its spectral function. Suppose that given any elements \( f, h \in \mathcal{H} \) there exists an interval \((a, b)\), a function \( g:(a, b) \to \mathcal{D}_A \), and a differentiable function \( \varphi \) on \((a, b)\) such that

\[
f - \varphi(t)h = (A - tE)g(t)
\]

for every \( t \in (a, b) \). Then

\[
(E - E_t)f = \int_{t'}^{t''} \varphi(t) \, dE_t \, h
\]

is valid in any interval \((t', t'') \subset (a, b)\).

Proof: We consider the vector-valued function

\[
w(s) = \int_s^{t''} dE_t f - \int_s^{t''} \varphi(t) \, dE_t \, h \quad (t' \leq s \leq t'')
\]

which is zero for \( s = t'' \). We verify that for any \( s \in (t', t'') \) the following two properties hold: (a) \( w \) is continuous relative to the norm and (b) the relation

\[
\lim_{\delta \to 0} \frac{1}{\delta} \| w(s \pm \delta) - w(s) \| = 0
\]

is satisfied for any \( \delta > 0 \). From this will follow that \( w \) has at each point \( s \in (t', t'') \) a strong derivative, equal to zero, and thus \( w \) is seen to be independent of \( s \).

By the definition of the function \( w \) and by (11) we obtain

\[
w(s) - w(s + \varepsilon) = \int_s^{s + \varepsilon} dE_t f - \int_s^{s + \varepsilon} \varphi(t) \, dE_t \, h =
\]
\[ s + \varepsilon \]
\[ = \int_{s}^{s+\varepsilon} dt \: E_t (A-s\varepsilon)g(s) - \int_{s}^{s+\varepsilon} (\varphi(t) - \varphi(s)) \: dE_t h = \]
\[ s + \varepsilon \]
\[ = \int_{s}^{s+\varepsilon} (t-s) \: dE_t g(s) - \int_{s}^{s+\varepsilon} (\varphi(t) - \varphi(s)) \: dE_t h. \]

Therefore

\[ \| w(s) - w(s+\varepsilon)\| \leq |\varepsilon| \| (E - E)g(s)\| + \]
\[ + |\varepsilon| \| \varphi'(s+\varepsilon)\| \| (E - E)h\| \]

(14)

where \( 0 < \theta < 1 \). The statement (a) follows directly from the foregoing inequality. Moreover, taking \( \varepsilon = -\delta < 0 \), we write (14) in the form

\[ (1/\delta) \| w(s+\varepsilon) - w(s)\| \leq \| (E - E)g(s)\| + \]
\[ + |\varphi'(s-\theta\varepsilon)| \| (E - E)h\| \]

from which, because of \( E_{t-0} = E_t \), follows the second relation in statement (b). For the verification of the first relation in statement (b) we use the continuity of the function \( w \) and we write (14), taking \( \varepsilon = \delta > 0 \), in the form

\[ (1/\delta) \| w(s+\varepsilon) - w(s)\| \leq \| (E - E)g(s)\| + \]
\[ + |\varphi'(s+\theta\varepsilon)| \| (E - E)h\| \]

The right side of this inequality tends to zero with \( \delta \).
In view of what has been established, we have that \( w = 0 \) and the proposition is proved.

The foregoing proposition can be extended to the following

**THEOREM:** Let \( D \) be a closed symmetric operator in a Hilbert space \( \mathcal{H} \), and let \( E_t \) be a spectral function of \( D \). Suppose that given any elements \( f, h \in \mathcal{H} \) there exists a function \( g : (-\infty, \infty) \to \mathcal{D}_D \) and a differentiable function \( \mathcal{P} \) on \( (-\infty, \infty) \) such that

\[
    f - \mathcal{P}(t)h = (D-tE)g(t).
\]

Then

\[
    f = \int_{-\infty}^{\infty} \mathcal{P}(t) \, dE_t h \quad \text{and} \quad \langle f, f \rangle = \int_{-\infty}^{\infty} |\mathcal{P}(t)|^2 \, d\langle E_th, h \rangle.
\]

**Proof:** If \( D \) was self-adjoint, the theorem would at once follow from proposition X by taking \( a = -\infty \) and \( b = \infty \). In (13) we would let \( t' \to -\infty \) and \( t'' \to \infty \). Since the \( E_t \)'s are orthogonal when \( D \) is self-adjoint, it would be immediate that \( \langle f, f \rangle \) is of the form claimed in the theorem.

We assume that \( D \) is a closed symmetric operator. In this case \( D \) has a self-adjoint extension of type 2 (see page 98). By the theorem on page 110 for every spectral function \( E_t \) of \( D \) we can construct a self-adjoint operator \( D^+ \) in some enlarged Hilbert space \( \mathcal{H}^+ \supset \mathcal{H} \) such that

\[
    D^+f = Df \quad (f \in \mathcal{D}_D) \quad \text{and} \quad E_t = \mathcal{P}^E_t \quad (-\infty < t < \infty),
\]
where \( E_t^+ \) is the spectral function of \( D^+ \) and \( P^+ \) denotes the projection operator of \( \mathcal{D}^+ \) onto \( \mathcal{D} \).

By what has been proved already, we have

\[
f = \int_{-\infty}^{\infty} \varphi(t) \, dE_t^+ \quad \text{and} \quad \langle f, f \rangle = \int_{-\infty}^{\infty} |\varphi(t)|^2 \, d\langle E_t^+ h, h \rangle.
\]

Applying the operator \( P^+ \) we can write these two equations in the form

\[
f = P^+ f = \int_{-\infty}^{\infty} \varphi(t) \, dP_t^+ E^+ h = \int_{-\infty}^{\infty} \varphi(t) \, dE_t h
\]

and

\[
\langle f, f \rangle = \int_{-\infty}^{\infty} |\varphi(t)|^2 \, d\langle E_t h, h \rangle
\]

because

\[
\langle E_t^+ h, h \rangle = \langle E_t^+ h, P_t^+ h \rangle = \langle P_t^+ E_t^+ h, h \rangle = \langle E_t h, h \rangle.
\]

This completes the proof of the theorem.
3.3 Extension of a Positive Symmetric Operator

We commence with a lemma on norm-invariance.

**LEMMA I:** Any bounded Hermitian operator $A$ such that $\mathcal{D}_A \subset \mathcal{H}$ has at least one self-adjoint extension $\tilde{A}$ whose norm equals the norm of $A$.

Proof: Since $A$ is bounded, we may assume without loss of generality that $\|A\| = 1$. For any $f \in \mathcal{H}$ and $g \in \mathcal{D}_A$ we have

$$|\langle Ag, f \rangle| \leq \|A\| \|g\| \|f\| = \|g\| \|f\|$$

and therefore $\langle Ag, f \rangle$ is a linear continuous functional on $\mathcal{D}_A$. By a theorem of F. Riesz (see §5, section 3 of Neumark's book on normed algebras) to any $f \in \mathcal{H}$ there corresponds uniquely a certain element $h \in \mathcal{D}_A$ such that $\langle Ag, f \rangle = \langle g, h \rangle$ for $g \in \mathcal{D}_A$.

For $f \in \mathcal{H}$, $h \in \mathcal{D}_A$ we put

$$h = A^0 f.$$

The operator $A^0$ is linear and $\|A^0 f\| \leq \|f\|$ for all $f \in \mathcal{H}$ because

$$\|A^0 f\|^2 = \langle A^0 f, A^0 f \rangle = \langle AA^0 f, f \rangle \leq \|A^0 f\| \|f\|$$

for all $f \in \mathcal{H}$.
We denote by $P$ the projection operator onto the closure of $\mathcal{D}_A$. Then
\[ \langle A^0g, h \rangle = \langle g, Ah \rangle = \langle Ag, h \rangle = \langle PAg, h \rangle \]
for $g, h \in \mathcal{D}$ and
\[ A^0g = PAg \quad \text{for} \quad g \in \mathcal{D}_A. \tag{1} \]

We introduce in $\mathcal{D}$ a new inner product:
\[ \langle g, f \rangle_1 = \langle g, f \rangle - \langle A^0g, A^0f \rangle \quad \text{for} \quad g, f \in \mathcal{D}. \]

The corresponding norm is then given by
\[ \| f \|_1^2 = \| f \|^2 - \| A^0f \|^2. \]

The new inner product satisfies all requirement associated with an inner product except perhaps that from $\| f \|_1 = 0$ it may not follow that $f = 0$. We say that the elements $g, f \in \mathcal{D}$ are equivalent, $g \sim f$ in notation, if $\| g-f \|_1 = 0$. The transitivity of the relation $\sim$ follows from the inequality
\[ \| g-h \|_1 \leq \| g-f \|_1 + \| f-h \|_1. \]

It is easy to see that we are dealing with an equivalence relation; the elements of $\mathcal{D}$ are split into equivalence classes. We denote by $\hat{g}$ the class of elements equivalent to the element $g \in \mathcal{D}$. The set of classes of equivalent elements forms an incomplete Hilbert space if we define in it
\[ \alpha \hat{g} + \beta \hat{f} = \hat{h} \quad (h = \alpha g + \beta f) \] and give the inner product as

\[ \langle \hat{g}, \hat{f} \rangle = \langle g, f \rangle _1. \]

We observe that \( \| \hat{g} \| = \| g \| _1. \) The completion of the set of all classes of equivalent elements relative to the metric induced by the introduced inner product we shall denote by \( \hat{g}. \) The completion of the set of classes \( \hat{g} \) for all \( g \in \mathcal{D} \) forms a subspace \( \hat{\mathcal{D}} \subseteq \hat{g}. \)

On \( \mathcal{D} \) we define the operator \( B = A - A^0; \) hence by (1) we have

\[ Bg \in \mathcal{V} \quad \text{for} \quad g \in \mathcal{D}, \quad \text{where} \quad \mathcal{V} = \mathcal{V} \otimes \mathcal{D}. \]

Since

\[ \| Bg \|^2 = \| Ag \|^2 - \| A^0 g \|^2 \leq \| g \|^2 - \| A^0 g \|^2, \]

we get for \( g \in \mathcal{D}: \)

\[ \| Bg \| \leq \| g \| _1. \quad (2) \]

By the foregoing inequality we have that \( g \sim h \) \( (g, h \in \mathcal{D}) \) implies \( Bg = Bh. \) Thus we can define on a dense set in \( \hat{\mathcal{D}} \) an operator \( B': \)

\[ \begin{align*}
B' & \hat{g} = Bg \quad (g \in \mathcal{D}, \quad B' \hat{g} \in \mathcal{V}) \\
\end{align*} \]

for which inequality (2) assumes the form

\[ \| B' \hat{g} \| \leq \| \hat{g} \| \quad (g \in \mathcal{D}). \quad (3) \]
From (3) we have that the sequence

$$B^n \hat{g}_n = B g_n \quad (g_n \in \mathcal{D}_A, \, n = 1, 2, \ldots)$$

converges in $\mathcal{G}$ to a certain element from $\mathcal{G} \subset \mathcal{G}$ as the sequence $\hat{g}_n$ converges in $\mathcal{G}$ to a certain element from $\mathcal{G}$. Closing the operator $B^n$ we get the operator $\hat{B}$, defined on all of $\mathcal{D} (\subset \mathcal{G})$ with values belonging to $\mathcal{G} (\subset \mathcal{G})$; hence by (3) we will have

$$\| \hat{B} \hat{g} \| \leq \| \hat{g} \| \quad (\hat{g} \in \mathcal{D}). \quad (4)$$

Let $\hat{P}$ denote the orthogonal projection operator onto $\mathcal{G}$ in the space $\mathcal{G}$. Define on the entire space $\mathcal{G}$ the operator

$$B^0 f = \hat{B} \hat{P} \hat{f} \quad (f \in \mathcal{G}).$$

Then inequality (4) gives

$$\| B^0 f \| = \| \hat{B} \hat{P} \hat{f} \| \leq \| \hat{P} \hat{f} \| \leq \| \hat{f} \| = \| f \|_1,$$

which means that for $f \in \mathcal{G}$:

$$\| B^0 f \|^2 \leq \| f \|^2 - \| A^0 f \|^2. \quad (5)$$

We now consider the operator $A_1 = A^0 + B^0$. From (5) we get that $\| A_1 \| \leq 1$ and therefore $\| A_1^* \| \leq 1$.

Since $\hat{P}\hat{g} = \hat{g}$ for $g \in \mathcal{D}_A$, we have that $B^0 g = B g \quad (g \in \mathcal{D}_A)$ and from the definition of the operator $B$ it follows that

$$A_1 g = A g \quad (g \in \mathcal{D}_A).$$
For all \( f \in \mathcal{D} \) \( g \in \mathcal{D}_A \) we have

\[
\langle A^*_1 g, f \rangle = \langle g, A^*_1 f \rangle = \langle g, A^o f + B^o f \rangle.
\]

Since \( B^o f \in \mathcal{H} \) and \( \langle g, B^o f \rangle = 0 \), we obtain

\[
\langle A^*_1 g, f \rangle = \langle g, A^o f \rangle = \langle A g, f \rangle.
\]

We therefore conclude that

\[
A^*_1 g = A g \quad (g \in \mathcal{D}_A).
\]

We have shown that the operators \( A_1 \) and \( A^*_1 \) are extensions of the operator \( A \) which preserve norm. Hence the self-adjoint operator

\[
\widetilde{A} = (A_1 + A^*_1)/2
\]

is an extension of \( A \) and \( \| \widetilde{A} \| = 1 \). The lemma is proved.

A Hermitian operator \( H \) is called **positive** \( (H > 0 \) in notation) if \( \langle Hf, f \rangle \geq 0 \) \( (f \in \mathcal{D}_H) \) and if for at least one \( g \in \mathcal{D}_H \) we have \( \langle Hg, g \rangle > 0 \).

Let \( S \) and \( T \) be two bounded self-adjoint operators; we will write \( S > T \) and say that \( S \) is **larger** than \( T \) if the operator \( (S-T) \) is positive.
Let $H$ denote a bounded self-adjoint positive operator. Then there exists one and only one bounded self-adjoint positive operator $B$ such that $B^2 = H$. We denote $B$ by $H^{1/2}$.

Indeed, if $E_t$ is the spectral function of $H$, then $E_t = 0$ for $t < 0$ because $H$ is positive. We denote by $\mathcal{D}_B$ the set of all vectors $f$ for which

$$\int_0^\infty t \, d \|E_t f\|^2 < \infty$$

and put for such $f$

$$H^{1/2} f = B f = \int_0^\infty \sqrt{t} \, d E_t f.$$

The operator $B$ is positive, self-adjoint and satisfies $B^2 = H$. The uniqueness of $B$ follows from the uniqueness of the spectral function $E_t$. From the construction of $B$ it is also clear that it commutes with all those bounded operators with which $H$ commutes. In the Appendix (see page 179) we consider another method of proof which makes no use of the spectral theorem for self-adjoint operators.

Let $A$ denote a bounded Hermitian operator with $\|A\| \leq 1$ and closed domain of definition $\mathcal{D}_A \neq \emptyset$. We denote by $\mathcal{L}_A(A)$ the set of self-adjoint extensions of the operator $A$ whose norm does not exceed 1. By Lemma I the set $\mathcal{L}_A(A)$ is not empty.

The difference $C$ of any two self-adjoint extensions of the operator $A$ is a self-adjoint operator vanishing on $\mathcal{D}_A$. 


The range of the operator \( C \) will be contained in the orthogonal complement \( \mathcal{N} \) of \( \mathcal{D}_A \) because \( \langle Cg, f \rangle = 0 \) (\( g \in \mathcal{D}_A \), \( f \in \mathcal{G} \)) implies that \( \langle g, Cf \rangle = 0 \) and the latter means that \( Cf \in \mathcal{N} \). Thus, if \( \tilde{A} \) is one of the operators of the set \( \mathcal{L}(A) \), then all operators of the set will have the form \( \tilde{A} + C \), where \( C \) has values in \( \mathcal{N} \) and the condition

\[
|\langle \tilde{A} f + Cf, f \rangle| \leq \langle f, f \rangle \quad (f \in \mathcal{G})
\]

holds. The foregoing condition is equivalent with

\[
-(E + \tilde{A}) f, f \rangle \leq \langle Cf, f \rangle \leq \langle (E - \tilde{A}) f, f \rangle \quad (f \in \mathcal{G})
\]

or

\[
-(E + \tilde{A}) \leq C \leq E - \tilde{A}. \tag{6}
\]

We note that the operators \( E - \tilde{A} \) and \( E + \tilde{A} \) are positive.

**Lemma II**: Let \( \mathcal{N} \) be some subspace of \( \mathcal{G} \) and \( H \) a positive operator. Then the set \( \mathcal{M} \) of self-adjoint operators \( C \) satisfying the condition \( C \leq H \) and \( \mathcal{R} \subseteq \mathcal{N} \) has a largest element \( H_{\mathcal{R}} \), that is an operator larger than any other operator \( C \) of the set.

**Proof**: The set \( \mathcal{M} \) is not empty since at least the operators 0 and \( P_{\mathcal{N}} \) belong to it; \( P_{\mathcal{N}} \) denotes the orthogonal projection operator onto \( \mathcal{N} \).

We denote by \( \mathcal{D} \) the orthogonal complement of \( \mathcal{N} \) in \( \mathcal{G} \).
Then \( \langle Cg, g \rangle = 0 \) \((g \in \mathcal{D})\) and \( \langle Cf, g \rangle = 0 \) \((f \in \mathcal{Y}, g \in \mathcal{D})\) and therefore \( \langle Cf, f \rangle = \langle C(f-g), f-g \rangle \). Since the operator \( C \) is not larger than the operator \( H \), we get
\[
\langle Cf, f \rangle \leq \langle H(f-g), f-g \rangle = \| H^{\frac{1}{2}}(f-g) \|^2 \quad (f \in \mathcal{Y}, g \in \mathcal{D})
\]
and
\[
\langle Cf, f \rangle = \inf_{g \in \mathcal{D}} \| H^{\frac{1}{2}}f - H^{\frac{1}{2}}g \|^2.
\]
(7)

We denote by \( \mathcal{L} \) the set of all elements \( h \) which are orthogonal to \( H^{\frac{1}{2}} \mathcal{D} \) and by \( P_{\mathcal{L}} \) the orthogonal projection operator onto \( \mathcal{L} \). From (7) we get for \( f \in \mathcal{Y} \):
\[
\langle Cf, f \rangle \leq \| P_{\mathcal{L}} H^{\frac{1}{2}}f \|^2 = \langle H^{\frac{1}{2}}P_{\mathcal{L}} H^{\frac{1}{2}}f, f \rangle.
\]
(8)

However \( h \in \mathcal{L} \) if and only if \( \langle h, H^{\frac{1}{2}}g \rangle = 0 \) \((g \in \mathcal{D})\), that is \( \langle H^{\frac{1}{2}}h, g \rangle = 0 \), and therefore \( H^{\frac{1}{2}}h \in \mathcal{H} \). It follows that
\[
H \mathcal{H} = H^{\frac{1}{2}} P_{\mathcal{L}} H^{\frac{1}{2}}
\]
belongs to the set \( \mathcal{M} \) and is the sought for largest operator. The lemma is proved.

Using the notation of Lemma II, from relation (6) on the last page we see that
\[
-(E + \tilde{A}) \mathcal{K} \leq \mathcal{C} \leq (E - \tilde{A}) \mathcal{K} \quad (\mathcal{K} = \mathcal{Y} \ominus \mathcal{D}_A)
\]
(10)
and that all self-adjoint extensions of the operator $A$ which belong to the set $\mathcal{L}(A)$ contain the smallest extension, $A_m$, and the largest extension, $A_M$, where

$$A_m = \tilde{A} - (E + \tilde{A})\gamma \gamma$$

and

$$A_M = \tilde{A} + (E - \tilde{A})\gamma \gamma .$$

We have therefore shown the necessity of the condition in the following

**LEMMA III**: In order that a self-adjoint operator $A_1$ belong to the set $\mathcal{L}(A)$ it is necessary and sufficient that the following condition be satisfied:

$$A_m \leq A_1 \leq A_M .$$

Proof: It remains to establish the sufficiency of the condition (12).

From (12) we get that $\|A_1\| \leq \max (\|A_m\|, \|A_M\|) \leq 1$ and that the operator $(A_1 - A_m)$ is not larger than the operator $(A_M - A_m)$. Thus for $g \in \mathcal{D}$:

$$0 \leq \langle (A_1 - A_m)g, g \rangle \leq \|A_M - A_m\|^2 = 0$$

and therefore

$$\langle (A_1 - A_m)g, g \rangle = \| (A_1 - A_m)^\frac{1}{2} g \|^2 = 0$$

and
\[ A_1 g = A_m g = A g \quad (g \in \mathcal{D}). \]

The lemma is established.

From what has been discussed and considering relation (10) it can be seen that some self-adjoint extension \( \tilde{A} \) of a bounded Hermitian operator \( A \) is the unique self-adjoint extension with norm \( \leq 1 \) if and only if \((E + \tilde{A})\mathcal{H} = (E - \tilde{A})\mathcal{H} = 0\).

**LEMMA IV:** Let an operator \( A \) be a fractional-linear transformation of a symmetric operator \( R \):

\[ A = (aR + bE)(cR + dE)^{-1} \]

where \( a, b, c, d \) are real numbers and \( ad - bc \neq 0 \). Then given any self-adjoint extension \( \tilde{A} \) of \( A \) there is a self-adjoint extension \( \tilde{R} \) of \( R \) given by

\[ \tilde{R} = (d \tilde{A} - bE)(-c \tilde{A} + aE)^{-1}. \]

**Proof:** By propositions III (see page 87), V (page 89), and VIII (page 91) it is enough to show that \( c \tilde{A} f - af = 0 \) implies \( f = 0 \). Now let \( c \tilde{A} f - af = 0 \), then \( \langle c \tilde{A} f, h \rangle = 0 \) for \( h \in \mathcal{H}_R \). In particular we have \( \langle c \tilde{A} f, w \rangle = 0 \), where \( w \in \mathcal{D}_A \). Therefore \( \langle f, c \tilde{A} w, aw \rangle = 0 \) which means that \( \langle f, g \rangle = 0 \) for \( g \in \mathcal{D}_R \). But \( \mathcal{D}_R \) is dense in \( \mathcal{D}_A \) as \( R \) is a symmetric operator. It follows that \( f = 0 \) and the lemma is proved.
Let a Hermitian operator $S$ satisfy the condition: $S > 0$. Then for any $a > 0$ we have

$$\|Sf+aE\|^2 = \|Sf\|^2 + 2a \langle Sf, f \rangle + a \|f\|^2 \geq a \|f\|^2.$$ 

Thus for positive symmetric operators the set of points of regular type is connected (containing all non-real and positive numbers); it therefore follows that the deficiency numbers are equal. In section 1 of this chapter we have seen that a symmetric operator has self-adjoint extensions if and only if its deficiency numbers are equal.

Our aim is to establish an interesting theorem concerning the extension of positive symmetric operators due to M. H. Stone (see his book, Thm. 9.21), K. O. Friedrichs and H. Freudenthal which reads:

**THEOREM:** Each positive symmetric operator $S$ has at least one positive self-adjoint extension $\tilde{S}$.

**Proof:** Consider the fractional-linear transformation of the operator $S$:

$$A = (E - S)(E + S)^{-1}$$

$$S = (E - A)(E + A)^{-1}.$$ 

The operator $A$ exists because $f + Sf = 0$ implies $f = 0$ in view of the fact that $\langle f, f \rangle \leq \langle f, f \rangle + \langle Sf, f \rangle = \langle f + Sf, f \rangle$ holds for $f \in D_S$. By proposition V on page 89 the operator $A$ is Hermitian.
Using formulas (10) and (9) given on page 86 we obtain
\[ g = f + Sf, \quad Ag = f - Sf \quad (f \in D_f, \; g \in D_A). \]

Since \( S \) is positive we have
\[
\langle Ag, Ag \rangle = \langle f - Sf, f - Sf \rangle = \|f\|^2 - 2 \langle Sf, f \rangle + \|Sf\|^2 \leq
\]
\[
\leq \|f\|^2 + 2 \langle Sf, f \rangle + \|Sf\|^2 = \langle f + Sf, f + Sf \rangle = \langle g, g \rangle
\]
and therefore the operator \( A \) is bounded: \( \|A\| \leq 1 \).

By Lemma I (see page 120) the operator \( A \) has at least one self-adjoint extension \( \tilde{A} \) with norm \( \leq 1 \). By Lemma IV, the self-adjoint operator
\[
\tilde{S} = (E - \tilde{A})(E + \tilde{A})^{-1}
\]
will be a self-adjoint extension of the operator \( S \). Since \( \|\tilde{A}\| \leq 1 \), the operator \( \tilde{S} \) is positive; if \( f \in D_{\tilde{S}} \), we find an element \( g \in D_{\tilde{A}} \) such that
\[
f = g + \tilde{A}g \quad \text{and} \quad \tilde{S}f = g - \tilde{A}g
\]
and therefore
\[
\langle \tilde{S}f, f \rangle = \langle g - \tilde{A}g, g + \tilde{A}g \rangle = \|g\|^2 - \|\tilde{A}g\|^2 \geq 0.
\]
This proves the theorem.
3.4 Examples of Kernel Spaces and Applications

Let $V$ denote a vector space whose elements are certain complex-valued continuous functions on $(-\infty, \infty)$; the algebraic operations in $V$ are defined as usual. Let $W$ denote the linear hull of the set of all functions $f \bar{g}$, where $f, g \in V$.

We shall call a linear (i.e., additive and homogeneous) functional $\Psi$ acting on $W$ positive if for $f \in V$ we have that $\Psi(f\bar{f}) \geq 0$.

We observe that the form $\langle f, g \rangle = \Psi(f\bar{g})$ acts like an inner product, except that $\langle f, f \rangle = 0$ does not imply that $f = 0$. To see this we only have to verify that $\langle f, g \rangle = \overline{\langle g, f \rangle}$ holds for $f, g \in V$. Taking any complex number $\lambda$ and expanding

$$\Psi((f + \lambda g)(\overline{f + \lambda g})) \geq 0$$

we obtain that the expression

$$\lambda \Psi(g\bar{f}) + \overline{\lambda} \Psi(f\bar{g})$$

is a real number. Choosing $\lambda = 1$ and $\lambda = i$, successively, we get that

$$\Psi(g\bar{f}) = \overline{\Psi(f\bar{g})} \quad \text{or} \quad \Psi(f\bar{g}) = \overline{\Psi(g\bar{f})}.$$
Since
\[ 0 \leq \langle f - \lambda g, f - \lambda g \rangle = \langle f, f \rangle - \lambda \langle g, f \rangle - \overline{\lambda} \langle f, g \rangle + |\lambda|^2 \langle g, g \rangle \]
we arrive at the inequality of Schwartz:
\[ |\langle f, g \rangle|^2 \leq \langle f, f \rangle \langle g, g \rangle; \]
indeed, if \( \langle g, f \rangle = 0 \), then the Schwartz inequality holds trivially and if \( \langle g, f \rangle \neq 0 \), then we may take
\[ \lambda = \langle f, f \rangle / \langle g, f \rangle. \]
In view of the foregoing observation we are permitted to define in \( V \) the inner product
\[ \langle f, g \rangle = \Psi(f, g); \]
we identify in \( V \) any two vectors \( f \) and \( g \) for which
\[ \langle f - g, f - g \rangle = 0. \]
Completion of \( V \) with respect to the norm induced by this inner product gives a Hilbert space \( F \) in which \( V \) is dense.
Given \( g \in V \) let \( \hat{g} \) be the function defined by
\[ \hat{g}(s) = sg(s), \quad -\infty < s < \infty. \]
We impose on \( V \) the following restriction: We require that the set \( F \) of all functions \( g \in V \) for which \( \hat{g} \) belongs to \( V \) be dense in \( V \) and therefore dense in \( F \).
Under these conditions we can introduce in $F$ the operator of multiplication by the independent variable $s$, having defined it initially on the set $F$. This operator is symmetric since the set $F$ is dense in $F$ and

$$\langle f, \hat{g} \rangle = \overline{f} \hat{g} = \langle \hat{f}, g \rangle$$

for any $f, g \in F$. Therefore we can close the operator in question; this closure we shall denote by the operator $D$. To see that the operator $D$ is well defined we have to show that $\langle f, f \rangle = 0$ implies $\langle \hat{f}, \hat{g} \rangle = 0$. It is sufficient to show this for $f \in F$. However $\langle f, f \rangle = 0$ implies that $\langle f, g \rangle = 0$ for any $g \in V$ and in particular for any $g = \hat{h}$, $h \in F$. Thus for any $h \in F$ we have

$$\langle \hat{f}, h \rangle = \langle f, \hat{h} \rangle = 0.$$

Hence, by virtue of the fact that $F$ is dense in $V$, the required equation $\langle \hat{f}, \hat{f} \rangle = 0$ follows.

**LEMMA:** A sufficient condition that a given positive functional $\Psi$ defined on $W$ permit an integral representation of the form

$$\Psi(\phi) = \int_{-\infty}^{\infty} \phi(t) \sigma(t) \, dt \quad (\phi \in W)$$

with non-decreasing bounded function $\sigma$ on $(-\infty, \infty)$ is that the following threefold requirement be satisfied: The function $1$ belong to $V$, the set $F$ of all functions $g \in V$ for which $\hat{g} \in V$ be dense in $V$ with the norm
\[ \| f \| = \left( \Psi (f \overline{f}) \right)^{\frac{1}{2}} \quad (f \in V), \]

and from \( f \in V \) it follow that for any real \( t \) the function of \( s \)
\[ (f(s)-f(t))/(s-t) \]
belong to \( V \).

**Proof:** We construct the Hilbert space \( \mathcal{H} \) as was done further above and in it we introduce the closed symmetric operator \( D \) of multiplication by the independent variable \( s \).

We note that the function \( f \) appears in two roles. On the one hand \( f \) is an element of the space \( \mathcal{H} \) and on the other hand \( f \) is an element of the space \( L^2_\sigma \) of square-integrable functions with weight function \( \sigma \).

We wish to apply the theorem stated on page 118. To facilitate the presentation we rewrite the condition \( f - \mathcal{F}(t) = (D-tE)g(t) \) appearing in the mentioned theorem as follows:
\[ f - \mathcal{F}(t)h = (D-tE)g_t. \]

We note that \( g_t \in \mathcal{D}_D \). We take as element \( h \) the function \( 1 \in V \) and as value of the function \( \mathcal{F} \) at \( t \) the value of \( f \in V \) at \( t \).

The requirement \( f - \mathcal{F}(t)h = (D-tE)g_t \) then assumes the form
\[ f(s)-f(t)l = (s-t)g_t(s) \]
and is satisfied because both functions of \( s \)
\[ g_t(s) = (f(s)-f(t))/(s-t), \quad sg_t(s) = tg_t(s)+f(s)-f(t)l \]
belong to \( V \). In the foregoing we chose to indicate by writing \( f(s) \) that \( f \in \mathcal{F} \). This completes the proof of the lemma.
THEOREM (S. Bochner): Let \( k \) denote a continuous function on \((-A,A)\), \( 0 < A \leq \infty \). In order that the representation

\[
k(x) = \int_{-\infty}^{\infty} e^{i\lambda t} d\sigma(t) \quad (-A < x < A)
\]

holds, it is necessary and sufficient that \( k \) be a positive definite function, i.e., for any numbers \( 0 \leq x_1 < \ldots < x_n < A \) \((n < \infty)\) and any complex numbers \( \lambda_1, \ldots, \lambda_n \) we have

\[
\sum_{j,m=1}^{n} k(x_j - x_m) \lambda_j \lambda_m \geq 0.
\]

Proof: To see the necessity of the condition we observe that

\[
\sum_{j,m=1}^{n} k(x_j - x_m) \lambda_j \lambda_m = \int_{-\infty}^{\infty} \left| \sum_{j=1}^{n} \lambda_j e^{ix_j t} \right|^2 d\sigma(t) \geq 0.
\]

To verify the sufficiency of the condition we make use of the foregoing lemma. For \( V \) we take the set of all functions of the form

\[
f(t) = \int_{-\beta}^{\alpha} e^{i\lambda t} d\rho(x),
\]

where \([\alpha,\beta] \subset (-A,A)\) and \( \rho \) is an arbitrary, in general complex function of bounded variation. We then construct \( W \) and for a start define the functional \( \Psi \) by

\[
\Psi(e^{\lambda_1 t} e^{-\lambda_2 t}) = k(x_1 - x_2) \quad (x_1, x_2 \in (-A,A)).
\]

We verify that the conditions stated in the lemma are
fulfilled. It is clear that $1 \in V$. As the set $F$ we take the family of functions of the form

$$v(t) = \int_{\alpha}^{\beta} e^{itx} g(x) \, dx,$$

where $g$ is continuous. To show that the set $F$ is dense in $V$ with norm $\|f\| = \left( \sum (f \, \overline{f})^{\frac{1}{2}} \right)^{\frac{1}{2}}$, it suffices to establish that the function $f_0(t) = e^{ict}$, for $c \in (-A, A)$, can be approximated by a function $v \in F$. For this purpose we take

$$v_0(t) = (c_2 - c_1)^{-1} \int_{c_1}^{c_2} e^{itx} \, dx \in F,$$

where $c \in (c_1, c_2)$ and $c_2 - c_1$ is as small as we please. We get

$$\Psi((f_0 - v_0)(f_0 - v_0)) =$$

$$= (c_2 - c_1)^{-2} \int_{c_1}^{c_2} \int_{c_1}^{c_2} \Psi((e^{ict} - e^{-ict})(e^{-ict} - e^{ict})) \, dx \, dy =$$

$$= (c_2 - c_1)^{-2} \int_{c_1}^{c_2} \int_{c_1}^{c_2} (k(0) - k(c-y) - k(x-c) + k(x-y)) \, dx \, dy$$

and it remains to take into account the continuity of the function $k$. To verify the last part of the requirement in the lemma it suffices also to do this for the function $e^{ict}$ for any $c \in (-A, A)$. But we have

$$\frac{ict}{(e^{-ict} - e^{ict})/(s-t)} = i \int_{0}^{c} e^{itx} \overline{e^{is(x-c)}} \, dx \in V.$$
Remark:

In the foregoing we based the proof of the representation theorem concerning positive definite functions on the lemma stated on page 134. In a completely analogous manner one can deduce from the same lemma a theorem of S. N. Bernstein concerning the representation of exponentially convex functions. The theorem in question states:

Let $k$ be a continuous function on the interval $(A_1, A_2)$, where $-\infty \leq A_1 < A_2 \leq \infty$ and $A_1 < 0 < A_2$. In order that

$$k(x) = \sum_{t}^{\infty} e^{xt} d\sigma(t) \quad (A_1 < x < A_2)$$

hold, where $\sigma$ is a certain non-decreasing bounded function on $(-\infty, \infty)$, it is necessary and sufficient that for $x_1, \ldots, x_n$, where $A_1 < x_1 < \ldots < x_n < A_n$, $(n < \infty)$ and any complex numbers $\lambda_1, \ldots, \lambda_n$ the relation

$$\sum_{j,m=1}^{n} k(x + x_j + x_m) \lambda_j \overline{\lambda_m} \geq 0$$

hold.

We give one more application of the lemma.
THEOREM (H. Hamburger): Let \((a_m)_{m=0}^\infty\) be a sequence of real numbers. A necessary and sufficient condition that
\[
a_m = \int_{-\infty}^{\infty} t^m \, d\sigma(t) \quad (m = 0, 1, 2, \ldots)
\]
where \(\sigma\) denotes a certain non-decreasing bounded function is the requirement:
\[
\sum_{j,k=0}^{n} a_{j+k} \lambda_j \lambda_k \geq 0
\]

Proof: We show the sufficiency of the condition. Suppose that \(V\) consists of all polynomials in the indeterminate \(t\), then the unit function belongs to \(V\). We apply the lemma given on page 134. We observe that the set \(W\) coincides with \(V\) and the conditions of the mentioned lemma are fulfilled. Hence there exists a non-decreasing bounded function \(\sigma\) on \((-\infty, \infty)\) so that
\[
\Psi(t^m) = \int_{-\infty}^{\infty} t^m \, d\sigma(t) \quad (m = 0, 1, 2, \ldots)
\]
However, any sequence of reals \((a_m)_{m=0}^\infty\) defines on \(V\) a linear functional \(\Psi\) when we let \(\Psi(t^m) = a_m \quad (m = 0, 1, 2, \ldots)\) and this linear functional will be positive on \(W = V\) if for \(n < \infty\):
\[
\sum_{j,k=0}^{n} a_{j+k} \lambda_j \lambda_k = \Psi\left( \sum_{j=0}^{n} \lambda_j t^j \right)^2 \geq 0.
\]
It is easy to verify the necessity of the condition.
Let $\mathcal{E}$ be some Hilbert space in which the inner product of two vectors $u$ and $v$ is denoted by $\langle u, v \rangle$. Let with each point $t$ of some closed interval $[a, b]$ (finite or infinite) be associated a certain bounded self-adjoint operator $F_t$, acting in $\mathcal{E}$. We call $F_t$ a non-decreasing operator function if

$$F_{t_1} \leq F_{t_2} \text{ for } t_1 < t_2 \quad (t_1, t_2 \in [a, b]).$$

For a non-decreasing operator function $F_t$ the limit operators $F_{t-0}$ and $F_{t+0}$ exist in the sense that for any $u \in \mathcal{E}$ we have

$$F_{t-0} u = \lim_{s \uparrow t} F_s u, \quad F_{t+0} u = \lim_{s \downarrow t} F_s u.$$

We shall consider integrals of the form

$$J = \int_a^b g(t) \, dF_t,$$

where $g$ is some continuous function on $[a, b]$, and assume that $F_a = 0$ and $F_t = F_{t-0}$ for $a < t < b$. We shall understand the above integral in the sense that

$$\langle Ju, v \rangle = \int_a^b g(t) \, d \langle F_t u, v \rangle \quad (u, v \in \mathcal{E}).$$

As illustration of the analytical significance of the lemma on page 120 and the theorem on page 130 we shall prove two theorems.
THEOREM: In order that the sequence $S_0, S_1, \ldots, S_{2n}$ of bounded self-adjoint operators in a Hilbert space $\mathcal{H}$ satisfy the representation

$$S_k = \int_{-\frac{1}{2}}^{\frac{1}{2}} t^k \, dF_t \quad (k = 0, 1, \ldots, 2n) \tag{1}$$

it is necessary and sufficient that for any $x_i \in \mathcal{H} (i = 0, 1, \ldots, 2n)$ the conditions

$$\sum_{j,k=0}^{n} \langle S_{j+k} x_j, x_k \rangle \geq 0 \tag{I}$$

and

$$\sum_{j,k=0}^{n-1} \langle (S_{j+k} - S_{j+k+2}) x_j, x_k \rangle \geq 0 \tag{II}$$

hold.

Proof: From the integral representation we obtain

$$\sum_{j,k=0}^{n} \langle S_{j+k} x_j, x_k \rangle = \int_{-\frac{1}{2}}^{\frac{1}{2}} \sum_{j,k=0}^{n} t^{j+k} \, d\langle F_t x_j, x_k \rangle = \lim_{N \to \infty} \sum_{m=1}^{N} \langle \Delta_m F_t y_m, y_m \rangle,$$

where
\[ \Delta_m F_t = F_{tm} - F_{tm-1}, \quad y_m = \sum_{j=0}^{n} t_m^j x_j, \]

\[ t_m = -1 + \frac{2m}{N} \quad (m = 1, 2, \ldots, N). \]

Hence we get the necessity of condition I.

The necessity of condition II follows from a similar consideration:

\[ \sum_{j,k=0}^{n-1} \langle (S_{j+k} - S_{j+k+2}) x_j x_k \rangle = \]

\[ \lim_{N \to \infty} \sum_{m=1}^{N} (1 - t_m^2) \langle \Delta_m F_t y_m, y_m \rangle. \]

Next we show the sufficiency of the conditions I and II.

Consider the linear set \( \mathcal{P} \) of polynomials of the form

\[ P(t) = \sum_{j=0}^{n} t^j x_j \quad (x_j \in \mathcal{E} ; j = 0, 1, \ldots, n). \]

Let

\[ Q(t) = \sum_{k=0}^{n} t^k y_k \quad (y_k \in \mathcal{E} ; k = 0, 1, \ldots, n) \]

and define on \( \mathcal{P} \) a bilinear Hermitian functional \( (P,Q) \) by
\[(P,Q) = \sum_{j,k=0}^{n} \langle s_{j+k} x_j, y_k \rangle.\]

By condition I we have for any \(P\)
\[\langle P,P \rangle \geq 0.\]

Assume first that formula I is strictly positive, i.e. if not all coefficients \(x_j\) are zero, then \(\langle P,P \rangle > 0\).

In this case the bilinear functional \(\langle P,Q \rangle\) can be taken as inner product in \(\mathcal{P}\). Completion of \(\mathcal{P}\) under the norm induced by this inner product produces a certain Hilbert space \(\mathcal{H}\).

Denote by \(\mathcal{K}\) the set of all polynomials \(Q \in \mathcal{P}\) of degree not larger than \(n-1\);
\[Q(t) = \sum_{j=0}^{n-1} t^j y_j \quad (y_j \in \mathcal{E} \ ; \ j = 0,1,\ldots,n-1).\]

On \(\mathcal{K}\) we define an operator \(A\) by
\[AQ(t) = tQ(t) = \sum_{j=0}^{n-1} t^{j+1} y_j.\]

But for any \(Q_1, Q_2 \in \mathcal{K}\) we have \(\langle tQ_1, Q_2 \rangle = \langle Q_1, tQ_2 \rangle\); hence the operator \(A\) is Hermitian. Moreover, by condition II,
\[(AQ,AQ) = \langle tQ,tQ \rangle \leq \langle Q,Q \rangle \quad (Q \in \mathcal{K}). \quad (2)\]
It follows that \( \| A \| \leq 1 \).

We now apply the lemma stated on page 120. Let \( E_t \) be the spectral function of \( \tilde{A} \):

\[
\tilde{A} = \int_{-1}^{1} t \, d E_t.
\]

Then for any \( x, y \in \mathcal{E} \) we will have

\[
\langle S_{j+k} x, y \rangle = \langle t \, x, t \, y \rangle = \langle \tilde{A}^j x, \tilde{A}^k y \rangle = \langle \tilde{A}^{j+k} x, y \rangle = \int_{-1}^{1} t^{j+k} \, d \langle E_t x, y \rangle \quad (j+k = 0, 1, \ldots, 2n).
\]

We note that the operators \( E_t, -1 < t < 1 \), act in \( \mathcal{E} \) and not in \( \mathcal{F} \); since

\[
| (E_t x, x) | \leq (x, x) = \langle S_0 x, x \rangle \leq \| S_0 \| \langle x, x \rangle,
\]

we have that the bilinear Hermitian functional \( (E_t x, y) \) is continuous. For any \( x \in \mathcal{E} \) the functional \( (E_t x, x) \) is non-decreasing. Using a theorem of F. Riesz (see for example § 5, section 3 of Neumark's book on normed algebras) we get that to each \( E_t \) there corresponds a bounded self-adjoint operator \( F_t \), acting in \( \mathcal{E} \), such that

\[
(E_t x, y) = \langle F_t x, y \rangle \quad (x, y \in \mathcal{E});
\]

\( F_t, -1 < t < 1 \), is a nondecreasing operator function. Since (3) and (4) imply (1) the theorem is proved for the case when formula I is strictly positive.
If formula I is not strictly positive, we regard the polynomials $P, Q \in \mathcal{P}$ as equivalent whenever

$$(P - Q, P - Q) = 0$$

is satisfied. By (2) the operator $A$ transforms equivalent polynomials into equivalent polynomials. If we identify equivalent polynomials, then we have reduced the case under consideration to the case considered further above. This completes the proof of the theorem.

**THEOREM:** In order that the sequence $S_0, S_1, S_2, \ldots$ of bounded self-adjoint operators in a Hilbert space $\mathcal{H}$ have a representation of the form

$$S_k = \sum_0^\infty t^k d F_t \quad (k = 0,1,2,\ldots), \quad (5)$$

where $F_t \ (0 \leq t < \infty)$ is some non-decreasing operator-function, it is necessary and sufficient that for any $u_j \in \mathcal{H} \ (j = 0,1,2,\ldots)$ the following two conditions hold:

$$\sum_{j,k=0}^n \langle S_{j+k} u_j, u_k \rangle \geq 0 \quad (n = 0,1,\ldots), \quad (I)$$

$$\sum_{j,k=0}^n \langle S_{j+k+1} u_j, u_k \rangle \geq 0 \quad (n = 0,1,\ldots), \quad (II)$$
Proof: From the integral representation (5) we see that conditions I and II are necessary:

\[ \sum_{j,k=0}^{n} \langle S_{j+k} u_j, u_k \rangle = \lim_{N \to \infty} \lim_{p \to \infty} \sum_{m=1}^{p} \langle \Delta_{m} F_{tm}, v_m \rangle, \]

\[ \sum_{j,k=0}^{n} \langle S_{j+k+1} u_j, u_k \rangle = \lim_{N \to \infty} \lim_{p \to \infty} \sum_{m=1}^{p} t_{m} \langle \Delta_{m} F_{tm}, v_m \rangle, \]

where

\[ t_m = \frac{(mN^2)}{p}, \quad v_m = \sum_{j=0}^{n} t^j u_j, \quad \Delta_{m} F_{t} = F_{tm+1} - F_{tm} \]

for \( m = 1, 2, \ldots, p \).

Next we show that conditions I and II are sufficient. We assume first that formula I is strictly positive, i.e.,

\[ \sum_{j,k=0}^{n} \langle S_{j+k} u_j, u_k \rangle = 0 \text{ implies } u_j = 0 \text{ for } j = 0, 1, \ldots, n. \]

We denote by \( \mathcal{E} \) the set of all polynomials of the form

\[ P(t) = \sum_{j=0}^{n} t^j u_j \quad (u_j \in \mathcal{E} ; \ n = 0, 1, \ldots). \]

Let

\[ Q(t) = \sum_{k=0}^{m} t^k v_k \quad (v_k \in \mathcal{E} ; \ m = 0, 1, \ldots). \]
We define

\[ (P, Q) = \sum_{j=0}^{n} \sum_{k=0}^{m} \langle S_{j+k} u_j, v_k \rangle. \]  

(6)

It is straightforward to verify that \((P, Q)\) has all properties of an inner product (here we use that the operators \(S_j\) are Hermitian and that formula \(I\) is strictly positive). Let \(\mathcal{H}\) be the completion of \(\mathcal{K}\) relative to the norm induced by this inner product. We define on \(\mathcal{K}\) the operator \(H\) by

\[ H(t) = tP(t) = \sum_{j=0}^{n} t^{j+1} u_j. \]

Since the operators \(S_j\) are Hermitian and since \(\mathcal{K}\) is dense in \(\mathcal{H}\) we have that \(H\) is a symmetric operator in \(\mathcal{H}\). From condition II we get

\[ (H(t), P) = (tP, P) = \sum_{j,k=0}^{n} \langle S_{j+k+1} u_j, u_k \rangle \geq 0; \]

this means that \(H\) is a positive operator.

By virtue of the theorem on page 130 the operator \(H\) has a positive self-adjoint extension \(\tilde{H}\). Let \(E_t\) be the spectral function of the operator \(\tilde{H}\):

\[ \tilde{H} = \int_0^\infty t \, dE_t. \]
Then for any $u,v \in \mathcal{E}$ we have

$$\langle S_k u, v \rangle = \langle \hat{H}^k u, v \rangle = \sum_{k=0}^{\infty} t^k d(E_t u, v) \quad (7)$$

$(k = 0, 1, \ldots)$. We note that the operators $E_t$ act in $\mathcal{F}$ but not in $\mathcal{E}$; however $(E_t u, v)$ is a Hermitian bilinear functional in $\mathcal{E}$ and it is continuous:

$$0 \leq (E_t u, u) \leq (u, u) = \langle S_0 u, u \rangle \leq \|S_0\| \langle u, u \rangle.$$ 

Thus there corresponds to it a bounded self-adjoint operator $F_t$, acting in $\mathcal{E}$ and such that

$$\langle E_t u, v \rangle = \langle F_t u, v \rangle \quad (u, v \in \mathcal{E}) \quad (8)$$

$F_t$ will be a non-decreasing operator-function. Hence (7) and (8) imply (5).

In case the form $I$ is not strictly positive, we shall say that the polynomials $P, Q \in \mathcal{R}$ are equivalent if and only if

$$(P-Q, P-Q) = 0,$$

where $(P, Q)$ is the bilinear functional defined by (6). The operator $H$ (multiplying by $t$) maps equivalent polynomials into equivalent polynomials. To see this it suffices to verify that $(P, P) = 0$ implies that $(tP, tP) = 0$. But this is clear from $(tP, tP)^2 = (P, t^2P)^2 \leq (P, P)(t^2P, t^2P)$. By identification of equivalent polynomials we have reduced the case in which the form $I$ is not strictly positive to the case in which the form $I$ was assumed to be strictly positive and the proof of the theorem is finished.
Spectral Theorem for Self-adjoint Operators:

For any self-adjoint operator $H$ in a Hilbert space $\mathcal{H}$ there exists one and only one operator function $E_t$ \((-\infty < t < \infty)\) satisfying

1) $E_t$ is a projection operator;
2) $E_tE_s = E_t$ for $t \leq s$;
3) $E_t$ permutes with every bounded operator $A$ which permutes with $H$;
4) $\lim_{t \to -\infty} E_tf = 0$, $\lim_{t \to \infty} E_tf = f$ for all $f \in \mathcal{H}$;
5) $E_t$ is left-continuous for all $f \in \mathcal{H}$;
6) $f \in \mathcal{D}_H$ if and only if

$$\int_{-\infty}^{\infty} t^2 \|E_t f\|^2 < \infty.$$ 

In this case

$$Hf = \int_{-\infty}^{\infty} t \, dE_t f.$$ 

The convergence involved in the integral representation is the strong operator convergence.

The foregoing version of the spectral theorem is due to v. Neumann; before him D. Hilbert had cast the foundation
for spectral theory but Hilbert's work in connection with linear integral equations was essentially restricted to the study of completely continuous linear operators (taking bounded sets into sequentially compact sets).

Following ideas of F. Riesz a modernisation of spectral theory was given by H. Freudenthal (Teilweise geordnete Moduln, Proc. Acad. Wet. Amsterdam, 39, 641-651 (1936)) and S. W. P. Steen (An introduction to the theory of operators, Proc. London Math. Soc. 41, 361-392 (1936)). Commencing in 1941, H. Nakano published a long series of papers in which he went substantially beyond his predecessors both in terms of results and in methods. A systematic account of these matters can be found in Nakano's treatises listed in the Bibliography. Here we want to consider the Freudenthal - Steen - Nakano theory in relation to J. von Neumann's version of the spectral theorem for self-adjoint operators. To this end we shall first survey some of the basic information concerning vector lattices and partially ordered rings which is relevant to abstract spectral theory.

1. Let E denote a vector space over the field of real numbers. Suppose that in E there is given a certain set of elements of which it is asserted that they are "larger
than zero"; this is signified by writing \( x > \Theta \), where \( \Theta \) denotes the zero vector in \( E \). We call all elements which are larger than zero and the element \( \Theta \) positive and denote by \( E^+ \) the collection of all positive elements of \( E \). We put \( x > y \) if \( x - y > \Theta \). As usual, \( x \geq y \) means that either \( x > y \) or \( x = y \).

The vector space \( E \) is said to be a **vector lattice** if the ordering introduced above satisfies the requirements:

A) if \( x > \Theta \), then \( x \neq \Theta \);
B) if \( x > \Theta \) and \( y > \Theta \), then \( x + y > \Theta \);
C) for any two elements \( x, y \in E \) the supremum, \( x \lor y \), exists;
D) if \( x > \Theta \) and \( \alpha \) is a real larger than 0, then \( \alpha x > \Theta \).

Another definition, equivalent to the foregoing one, is the following: A vector space \( E \) over the real numbers is called a vector lattice if \( E \) is a lattice and the relation \( x > y \) implies that (a): \( x + z > y + z \) for any \( z \in E \) and (b): for any real \( \alpha \) larger than 0 we have \( \alpha x > \alpha y \).

2. \( E \) is called a **complete vector lattice** (resp. \( \sigma \)-complete vector lattice) if every bounded (resp. bounded and countable) subset of the vector lattice \( E \) has a supremum and an infimum.

3. Let \( E \) be a vector lattice. If \( x_t \in E \) (\( t \in T \)) and if \( y = \sup (-x_t) \) exists, then \( -y = \inf x_t \). In particular we have

\[
x \land y = -[(-x) \lor (-y)].
\] (1)
Moreover, in a vector lattice the following identities always hold:

\[(x \vee y) + z = (x + z) \vee (y + z)\]  \hspace{1cm} (2)

\[(x \wedge y) + z = (x + z) \wedge (y + z).\]  \hspace{1cm} (3)

A special case of formula (2) is:

\[\left[ (x - y) \vee \Theta \right] + y = x \vee y.\]  \hspace{1cm} (4)

4. Let \(E\) be a vector lattice, \(x_t \in E\) \((t \in T)\) and \(\text{sup } x_t\) exist. Then \(y + \text{sup } x_t = \text{sup } (y + x_t)\) for any \(y \in E\) and

\[\alpha \text{ sup } x_t = \begin{cases} \text{sup } (\alpha x_t) & \text{for any real } \alpha \geq 0, \\ \text{inf } (\alpha x_t) & \text{for any real } \alpha \leq 0. \end{cases}\]

Using formula (4), the first part of the foregoing statement and formula (1), we get

\[x \vee y = \left[ (x - y) \vee \Theta \right] + y = x + y + \left[ (-y) \vee (-x) \right] = x + y - x \wedge y.\]

Hence we obtain

\[(x \vee y) + (x \wedge y) = x + y.\]  \hspace{1cm} (5)

5. Let \(E\) be a vector lattice and \(x \in E\). We define the following elements:

\[x^+ = x \vee \Theta \text{ (positive part of } x);\]

\[x^- = (-x) \vee \Theta \text{ (negative part of } x);\]

\[\left| x \right| = x^+ + x^- \text{ (modulus of } x).\]

6. If \(E\) is a vector lattice and \(x \in E\), then \(x = x^+ - x^-\).

If \(x = y - z\), where \(y, z \in E^+\), then \(x^+ \leq y\) and \(x^- \leq z.\)
7. The following relationships hold in a vector lattice $E$:

$$
(x + y)^+ = x^+ + y^+;
$$

$$(\alpha x)^+ = \begin{cases} 
\alpha x^+ & \text{if } \alpha \geq 0 \\
-\alpha x^- & \text{if } \alpha \leq 0;
\end{cases}
$$

$$(\alpha x)^- = \begin{cases} 
\alpha x^- & \text{if } \alpha \geq 0 \\
-\alpha x^+ & \text{if } \alpha \leq 0;
\end{cases}
$$

$$-|x| \leq x \leq |x|; \quad |x+y| \leq |x| + |y|; \quad |\alpha x| = |\alpha||x|; \quad |x| = \theta \quad \text{only when } x = \theta. \text{ If } x \leq y, \text{ then } x^+ \leq y \text{ and } x^- \geq y^-.$$

8. Let $E$ be a vector lattice and $x_t \in E \ (t \in T)$. If $x = \sup x_t$ exists, then

$$
x^+ = \sup x_t^+, \quad x^- = \inf x_t^-.
$$

(6)

9. In any vector lattice $E$ the infinite distributive laws $x \wedge \sup y_t = \sup (x \wedge y_t)$ and $x \vee \inf y_t = \inf (x \vee y_t)$ are satisfied.

10. The elements $x$ and $y$ of a vector lattice $E$ are said to be disjunct (in symbols $x \not\subset y$) if $|x| \land |y| = \theta$. Two subsets of $E$ are called disjunct if every element of the first subset is disjunct from every element of the second subset. It is clear that $x \not\subset x$ only if $x = \theta$; two disjunct subsets of $E$ can therefore have only one common element, namely $\theta$. 
11. Let $E$ be a vector lattice. For any $x \in E$ we have $x^+d x^-$. If $x = y - z$, where $y, z \in E^+$ and $y \leq z$, then $y = x^+$ and $z = x^-$. For any $x \in E$ we have that $|x| = x \vee (-x)$. If $-y \leq x \leq y$, then $|x| \leq y$. If $z \leq x$ and $y \leq u$, then $|x - y| \leq u - z$.

12. Let $E$ be a vector lattice. Suppose that in $E$ for some element $u$ we have $\Theta \leq u \leq x + y$, where $x, y \in E^+$. Then $u$ can be represented in the form $u = v + w$, where $\Theta \leq v \leq x$ and $\Theta \leq w \leq y$.

13. If the sets $E_1$ and $E_2$ in a vector lattice $E$ are disjunct, then so are their linear hulls.

14. If $E$ is a vector lattice, $x_j \in E^+$ ($j = 1, 2, \ldots, n$) and $x_jdx_k$ for $j \neq k$, then
\[ x_1 + x_2 + \ldots + x_n = x_1 \vee x_2 \vee \ldots \vee x_n. \quad (8) \]

15. If $E$ is a vector lattice, $x, y \in E$ and $x \leq y$, then we have
\[ (x + y)^+ = x^+ + y^+ \quad \text{and} \quad |x + y| \leq |x| + |y|. \]

16. If $x = x_1 + x_2 + \ldots + x_n$, where $x_j$ belongs to the vector lattice $E$ for $j = 1, 2, \ldots, n$ and $x_j dx_k$ for $j \neq k$ and $x \in E^+$, then $x_j \in E^+$ for $j = 1, 2, \ldots, n$. If $x_1 + x_2 + \ldots + x_n = \Theta$ and $x_j dx_k$ for $j \neq k$, then $x_j = \Theta$.
for $j = 1, 2, \ldots, n$. If $x_1, x_2, \ldots, x_n \neq \emptyset$ and $x_j dx_k$, then $x_1, x_2, \ldots, x_n$ are linearly independent.

17. Let $E$ be a vector lattice. If $x_t \in E \ (t \in T)$, $y \in E$ and $x_t \geq y$ for all $t \in T$ and if $x = \sup x_t$ (or $x = \inf x_t$) exists, then $x \geq y$.

18. Let $L$ be a lattice. A sequence $(x_n), n = 1, 2, \ldots$, of elements of $L$ is said to be order-convergent ((o)-convergent for short) to the limit $x \in L$, if there exist two monotone sequences of elements in $L$, where $(y_n)$ is decreasing and $(z_n)$ is increasing, such that $x = \inf y_n = \sup z_n$ and $z_n \leq x_n \leq y_n$ for $n = 1, 2, \ldots$.

The (o)-limit is unique, provided it exists. The algebraic and lattice theoretic operations in a vector lattice $E$ are (o)-continuous and from this follow the statements:

(a): $x_n \xrightarrow{(o)} x$ implies $x_n^+ \xrightarrow{(o)} x^+$, $x_n^- \xrightarrow{(o)} x^-$ and

$|x_n| \xrightarrow{(o)} |x|$;

(b): $|x_n| \xrightarrow{(o)} \emptyset$ implies $x_n \xrightarrow{(o)} \emptyset$;

(c): $x_n \xrightarrow{(o)} x$ is equivalent with $|x_n - x| \xrightarrow{(o)} \emptyset$;

(d): $x_n \xrightarrow{(o)} x$, $x_n' \xrightarrow{(o)} x'$ and $x_n dx_n'$ for all $n$ implies $x dx'$;

(e): $x_n \xrightarrow{(o)} x$ if and only if there exists a monotone
sequence $v_n \downarrow \theta$ in the sense of $(o)$-convergence such that $|x_n - x| \leq v_n$ for all $n$.

19. A subset $E_1$ of a vector lattice is said to be **normal**, if it is stable under the formation of linear combinations of its elements and if $x \in E_1$, $y \in E$ and $|y| \leq |x|$ imply that $y \in E_1$.

A normal subset of a vector lattice is itself a vector lattice.

20. Let $E$ be a vector lattice and $E_1$ be normal in $E$. If $x_t \in E_1$ $(t \in T)$ and $x = \sup x_t$ $(x = \inf x_t)$ exists in $E_1$, then $x$ is the supremum (infimum) of the set $\{x_t: t \in T\}$ in $E$.

21. Let $E$ be a vector lattice and $E_1$ be normal in $E$. Then $(o)$ $x_n \rightarrow x$ in $E_1$, where $x_n \in E_1$ for all $n$, if and only if $x_n \rightarrow x$ in $E$ and $\{x_n: n=1,2,\ldots\}$ is bounded in $E_1$.

22. A vector lattice $E$ is called **Archimedean**, if from $x \in E^+$ and the boundedness of the set $\{nx: n=1,2,\ldots\}$ it follows that $x = \theta$.

If $E$ is an Archimedean vector lattice, then
(a): if $nx \leq y$ for all $n = 1,2,\ldots$, then $x \leq \theta$;
(b): if $\alpha = \sup_{t} \alpha_{t}$ ($\alpha = \inf_{t} \alpha_{t}$), where $\alpha_{t}$ are real numbers, and $x \in E$, then $\alpha x = \sup_{t} \alpha_{t} x$ ($\alpha x = \inf_{t} \alpha_{t} x$);

(c): if $|x_{n}| \leq y$ ($n = 1, 2, \ldots$) and $\alpha_{n} \rightarrow 0$, then $\alpha_{n} x_{n} \rightarrow 0$;

(d): if $x_{n} \rightarrow x$ and $\alpha_{n} \rightarrow \alpha$, then $\alpha_{n} x_{n} \rightarrow \alpha x$.

23. A positive element of a vector lattice $E$ is called unit and is denoted by $1$, if $x \wedge 1 > 0$ for any $x > 0$ and $x \in E$; in other words, if $x \in E$ and $x \neq 0$, then $x = 0$.

If $1$ is a unit of a vector lattice $E$ and if $E$ contains elements different from $0$, then $1 > 0$; if $E$ consists of $0$ only, then $0$ is the unit element.

24. Let $E$ be a vector lattice with unit $1$. An element $e \in E$ is called unitary, if $e \wedge (1 - e) = 0$. The set of all unitary elements is called basis of the vector lattice $E$ and is denoted by $\mathcal{L}(E)$.

From the definition of unitary element it follows that $e \geq 0$ and $1 - e \geq 0$; this means that $0 \leq e \leq 1$. The elements $0$ and $1$ belong to the basis. If $e \in \mathcal{L}(E)$, then $1 - e \in \mathcal{L}(E)$ and conversely.

25. The basis $\mathcal{L}(E)$ of a vector lattice $E$ is a sublattice of $E$. If for any set of unitary elements $e_{t}$ ($t \in T$)
e = sup $e_t$ or $e = \inf e_t$ exists, then $e \in \mathcal{L}(E)$. The basis, under the ordering already existing in it, represents a Boolean algebra and for any $e \in \mathcal{L}(E)$ the element $e' = 1 - e$ is the complement of $e$.

26. Let $e_1, e_2 \in \mathcal{L}(E)$. If $e_1 \leq e_2$, then $e_1 + e_2 \in \mathcal{L}(E)$.
If $e_1 \geq e_2$, then $e_1 - e_2 \in \mathcal{L}(E)$. The element $e_2$ is disjunct from the element $e_1 - (e_1 \wedge e_2)$.

27. If $E$ is a vector lattice with unit $1$, then every element $x \in E$ for which $|x| \leq \delta 1$ for a certain real $\delta$ (dependent on $x$) is called **bounded**. A vector lattice with unit, all elements of which are bounded, is called a **vector lattice of bounded elements**. All bounded elements of a vector lattice with unit form a normal set in the vector lattice. The notion of bounded element depends on the choice of unit in a given vector lattice.

28. For any Boolean algebra $\mathcal{L}$ there exists an Archimedean vector lattice of bounded elements, the basis of which is isomorphic to the algebra $\mathcal{L}$.

29. If in a vector lattice $E$ each non-empty bounded set of positive elements has a supremum, then $E$ is a complete vector lattice.
30. A normal subset $E_1$ of a complete vector lattice $E$ is a complete vector lattice also.

31. If in a vector lattice $E$ for every countable, bounded set of positive elements there exists a supremum, then $E$ is a $\sigma$-complete vector lattice.

32. A normal subset of a $\sigma$-complete vector lattice is a $\sigma$-complete vector lattice.

33. Any $\sigma$-complete vector lattice is Archimedean.

34. The basis $\mathcal{L}(E)$ of a complete ($\sigma$-complete) vector lattice $E$ with unit $1$ is a complete ($\sigma$-complete) Boolean algebra.

35. If $E$ is a $\sigma$-complete vector lattice with unit $1$, then for any $x \in E^+$ and $n = 1, 2, \ldots$

$$\sup_n (n1 \wedge x) = x. \quad (9)$$

36. A normal subset $E_1$ of a $\sigma$-complete vector lattice $E$ is called a component of $E$ provided that the following condition is satisfied: if $X \subseteq E_1$ and $\sup X$ (inf $X$) exists in $E$, then $\sup X \in E_1$ (inf $X \in E_1$).
37. If \( X \) is an arbitrary subset of a \( \sigma \)-complete vector lattice \( E \), then the set \( X^d \) consisting of all \( x \in E \) which are disjunct from the set \( X \) is called the disjunct complement of \( X \).

38. The disjunct complement of any \( X \in E \) is a component of the \( \sigma \)-complete vector lattice \( E \).

39. Let \( E_1 \) be a component of a \( \sigma \)-complete vector lattice \( E \) and \( x \in E^+ \). If in the set of all elements \( y \in E_1 \) satisfying the inequality \( \Theta \leq y \leq x \) there exist a largest element, then this element is called the projection of the element \( x \) onto the component \( E_1 \) and is denoted by \( \text{pr}_{E_1} x \). For an arbitrary element \( x \in E \) we define the projection of \( x \) onto \( E_1 \) by the formula

\[
\text{pr}_{E_1} x = \text{pr}_{E_1} x^+ - \text{pr}_{E_1} x^-
\]

provided that \( \text{pr}_{E_1} x^+ \) and \( \text{pr}_{E_1} x^- \) exist. By definition, if \( x \in E^+ \) and \( \text{pr}_{E_1} x \) exists, then \( \Theta \leq \text{pr}_{E_1} x \leq x \). For an arbitrary \( x \in E \), if the projection exists, we have \( \Theta \leq \text{pr}_{E_1} x^+ \leq x^+ \); therefore

\[
|\text{pr}_{E_1} x| = \text{pr}_{E_1} x^+ + \text{pr}_{E_1} x^- \leq x^+ + x^- = |x|.
\] (10)

40. Let \( E_1 \) be a component of a \( \sigma \)-complete vector lattice \( E \) and \( E_1^d \) its disjunct complement. In order that \( \text{pr}_{E_1} x \) exist for
an element \( x \in E \), it is necessary and sufficient that \( x \) be representable in the form \( x = y + z \), where \( y \in E_1 \) and \( z \in E^d_1 \).

If such a representation exists, then it is unique and we have

\[
x = \text{pr}_{E_1} x + \text{pr}_{E^d_1} x.
\]  \hspace{1cm} (11)

Therefore, if the projection of the element \( x \) onto \( E_1 \) exists, then its projection onto the disjunct complement \( E^d_1 \) exists as well.

41. If \( E \) is a complete vector lattice, then for any \( x \in E \) the projection onto any component \( E_1 \) of \( E \) exists.

42. The component \( E_1 \) of a \( \sigma \)-complete vector lattice \( E \) is called essential component if \( E_1 \) is a \( \sigma \)-complete vector lattice with unit.

43. In a \( \sigma \)-complete vector lattice \( E \) the projection of any \( x \in E \) onto any essential component exists. If \( u \) is a unit of \( E_1 \) and \( x \in E^+ \), then for \( n = 1, 2, \ldots \):

\[
\text{pr}_{E_1} x = \sup_n (x \wedge nu).
\]  \hspace{1cm} (12)

44. Suppose that \( X \) is an arbitrary subset of a \( \sigma \)-complete vector lattice \( E \). It is clear that \( X^{dd} = (X^d)^d \) is a component and \( X \subseteq X^{dd} \) holds. The component \( X^{dd} \) is called the component generated by the set \( X \). If a component is generated by a
single element $u$, we write $E_u (={u})$.

45. $x^{dd}$ is the smallest component of the complete vector lattice $E$ containing the set $X$; if $X$ itself is a component, then $X = x^{dd}$.

46. If the sets $X_1, X_2 \subset E$ and $x_1 \perp x_2$, where $E$ is a complete vector lattice, then the components generated by $X_1$ and $X_2$ are disjunct. If $|v| \leq |u|$, then $E_v \subset E_u$.

47. For a $\sigma$-complete vector lattice $E$ the notion of essential component and the notion of component generated by an element are equivalent; in the component $E_u$ the element $|u|$ plays the role of unit.

48. For the projection onto an essential component the following notation is customary: if $E_u$ is the component generated by the element $u$, one writes $(u)x$ for $pr_{E_u}x$. It is clear that $(1)x = x$ for all $x \in E$. By formula (12) the projection onto the component $E_u$ for $x \in E^+$ becomes

$$(u)x = \sup_n (x \wedge nu).$$

49. In a complete vector lattice $E$ with unit $1$ all components are essential.
50. Let $E$ be $\sigma$-complete vector lattice and $E_1$ a component such that for every $x \in E$ the projection $\text{pr}_{E_1} x$ exists. If $E$ is a complete vector lattice, then $E_1$ can be any of its components. The projection mapping satisfies the properties:

(a) $\text{pr}_{E_1} (\alpha x + \beta y) = \alpha \text{pr}_{E_1} x + \beta \text{pr}_{E_1} y$ (linearity);

(b) $(\text{pr}_{E_1} x)^\perp = \text{pr}_{E_1} x^\perp$, $|\text{pr}_{E_1} x| = \text{pr}_{E_1} |x|$;

(c) $\text{pr}_{E_1} x = \begin{cases} x \text{ if and only if } x \in E_1 \\ \emptyset \text{ if and only if } x \notin E_1 \end{cases}$;

(d) if $x \geq y$, then $\text{pr}_{E_1} x \geq \text{pr}_{E_1} y$;

(e) if $x_n \rightarrow x$, then $\text{pr}_{E_1} x_n \rightarrow \text{pr}_{E_1} x$.

51. If $E$ is a vector lattice, if the elements $x_t \in E$ ($t \in T$) are mutually disjunct and if $\sup x_t^+$ and $\sup x_t^-$ exist in $E$, then the element $\sum_t x_t$ defined by

$$\sum_t x_t = \sup x_t^+ - \inf x_t^-$$

is called the union of the elements $x_t$ ($t \in T$).

54. The union of a finite number of elements $x_k$ ($k=1, \ldots, n$) of a vector lattice $E$ exists. Moreover,

$$\sum_{k=1}^n x_k = \sum_{k=1}^n x_k$$

holds. If $E$ is a complete vector lattice, the union of any
bounded set of pairwise disjunct elements \( x_t \ (t \in T) \) exists because in this case we have the existence of \( \sup x_t^+ \) and \( \sup x_t^- \). In a \( \sigma \)-complete vector lattice the union of any bounded, countable set of pairwise disjunct elements exists.

53. Let \( E \) be a vector lattice and \( x_t \in E \ (t \in T) \) be such that their union exists. Since \( x_t d x_s \) for \( t \neq s \), then \( x_t^+ d x_s^- \) for any \( t, s \in T \); therefore by Number 17: \( \sup x_t^+ d \sup x_t^- \) and by Number 11: \( (S x_t)^+ = \sup x_t^+ \), \( (S x_t)^- = \sup x_t^- \). Hence we get

\[
|S x_t| = \sup x_t^+ \lor \sup x_t^- = \sup (x_t^+ \lor x_t^-) = \sup |x_t|.
\]

54. If \( S x_t \) exists and \( x_t d y \) for all \( x_t \ (t \in T) \) in a vector lattice \( E \), then \( (S x_t) d y \).

55. The associative law holds for unions; in a complete vector lattice \( E \) the associative law reads: If the set \( \{ x_t ; t \in T \} \) is bounded and consists of pairwise disjunct elements and the set \( T \) of indices \( t \) is representable in terms of disjoint subsets \( T_a \ (a \in A) \ T = \bigcup_{a \in A} T_a \), then

\[
S_{t \in T} x_t = \bigcup_{a \in A} S_{t \in T \cap T_a} x_t.
\]
56. The set of elements \( \{ x_t \in E : t \in T \} \) is called complete in a vector lattice \( E \), if in \( E \) there is no element, except \( \emptyset \), which is disjunct from \( x_t \) for all \( t \in T \).

In Number 36 the notion of component of a \( \sigma \)-complete vector lattice was defined; in the same manner one defines the concept of component of a vector lattice. Replacing in the above definition the elements \( x_t \) by components \( E_t \) of \( E \), we can define completeness of the set of components \( E_t \subset E \) (\( t \in T \)).

57. We say that the set of components \( E_t \) (\( t \in T \)) of a \( \sigma \)-complete vector lattice \( E \) form a decomposition of \( E \), if the following is satisfied: (1) these components are pairwise disjunct, (2) the set \( \{ E_t : t \in T \} \) is complete in \( E \) and (3) for any \( x \in E \) the projection onto each of the components \( E_t \) (\( t \in T \)) exists. An example of a system of two components forming a decomposition of a \( \sigma \)-complete vector lattice is any essential component and its disjunct complement.

58. If two components \( E_1 \) and \( E_2 \) form a decomposition of a \( \sigma \)-complete vector lattice \( E \), then \( E_1 = E_2 \).

59. If in a \( \sigma \)-complete vector lattice \( E \) there is given a complete set of pairwise disjunct elements \( x_t \) (\( t \in T \)), then the components \( E_t \), generated by these elements (\( E_t = E_{x_t} \)),
form a decomposition of \( E \).

60. If the components \( E_t (t \in T) \) form a decomposition of a complete vector lattice \( E \), then any element \( x \in E \) is representable uniquely in the form of the union

\[
x = \bigoplus_{t \in T} x_t,
\]

where \( x_t \in E_t \) and \( x_t = \text{pr}_{E_t} x \).

61. Given a family \( (E_t)_{t \in T} \) of complete vector lattices, let \( E \) be the cartesian product of the sets \( E_t \); define addition and scalar multiplication in \( E \) componentwise and let

\[
E^+ = \left\{ (x_t)_{t \in T} : x_t \in E_t^+ \text{ for all } t \in T \right\}.
\]

With these definitions \( E \) is a complete vector lattice, called the union of the vector lattices \( E_t \), and denoted by \( \bigoplus_{t \in T} E_t \). Note that if \( x = (x_t)_{t \in T} \in E \), then \( |x| = (|x_t|)_{t \in T} \).

If \( t_0 \in T \) is fixed, then the set \( Z_{t_0} \) of all \( x \in E \) for which \( x_{t_0} \in E_{t_0} \), and \( x_t = 0 \) for \( t \neq t_0 \), will be a component in \( E \). This component is algebraically and lattice theoretically isomorphic to \( E_{t_0} \). Moreover, if each element \( x_{t_0} \in E_{t_0} \) is identified with the family \( (x_t)_{t \in T} \), where \( x_t = \delta_{tt_0} x_{t_0} \) (Kronecker delta), then \( E_{t_0} \) is identified with \( Z_{t_0} \). Therefore
the $E_t$'s form a decomposition of $E$ and $\text{pr}_{E_t} x = x_t$ for $x = (x_t)_{t \in T}$. We can write the elements of $E$ as $x = \sum_{t \in T} x_t$ and call $x$ the union of the elements $x_t$.

62. The union $E = \sum E_t$ of the complete vector lattices $E_t$ with units $1_t$ is a complete vector lattice with unit; as unit in $E$ we can take $\sum 1_t$.

63. If the complete vector lattice $E$ is decomposed into components $E_t$, then $E$ is algebraically and lattice theoretically isomorphic to a certain normal sublattice of the complete vector lattice $Y = \sum E_t$.

64. Let $E$ be a $\sigma$-complete vector lattice with unit $1$ and $\mathcal{L}(E)$ be its basis. Then

(a) If $1 = \sum e_t$ ($e_t \in \mathcal{L}(E); t \in T$), then the set $(e_t)_{t \in T}$ is complete.

(b) For any $e \in \mathcal{L}(E)$, $E_d^e = E_{1-e}$.

(c) If $e = \sum e_t$ ($e_t \in \mathcal{L}(E), t \in T$), then for any $x \in E$ we have that

$$(e)x = \sum_{t \in T} (e_t)x.$$

(d) If $e, e' \in \mathcal{L}(E)$, then for any $x \in E$

$$(e')\left[(e)x\right] = (e \land e')x. \quad (16)$$

(e) If $e_n \downarrow \theta$ ($e_n \in \mathcal{L}(E)$), then $(e_n)x \xrightarrow{(o)} \theta$ for any $x \in E$. 
65. Let $E$ be a $\sigma$-complete vector lattice with unit $1$ and 
$L(E)$ its basis. Then every unitary element is a projection 
of the unit onto a certain essential component. Conversely, 
the projection of the unit element onto any essential 
component is a unitary element, acting in this component 
as unit element.

66. The basis $L(E)$ is isomorphic with the set of all 
essential components of the $\sigma$-complete vector lattice $E$ 
with unit $1$, ordered by inclusion. If $E$ is a complete 
vector lattice, the basis $L(E)$ is isomorphic with the 
set of all its components.

67. Let $E$ be a $\sigma$-complete vector lattice with unit $1$ and 
let $L(E)$ denote its basis. For any $e, e' \in L(E)$ we have 
$(e')e = e \wedge e'$.

68. Let $E$ be a $\sigma$-complete vector lattice with unit $1$ and 
let $L(E)$ denote its basis. The projection of the unit 
onto the essential component $E_x$, generated by the element 
x $\in E$, is called the trace of the element $x$ and is denoted 
by $e_x$; thus

$$e_x = (x)1 = \sup_n (1 \wedge n|x|).$$

By Number 65 the trace $e_x \in L(E)$, for any $x \in E$, is a 
unit in the component $E_x$, that is $E_{e_x} = E_x$. Thus, if $x \neq \emptyset$, 

then $e^x \neq \emptyset$. Moreover, since $E_x = E|x|$, we have $e^x = e|x|$.

69. The trace satisfies the following properties:

(a) $x \leq y$ if and only if $e_x \leq e_y$;
(b) $|x| \leq |y|$ implies $e_x \leq e_y$;
(c) $(e_x)x = x$;
(d) $(e_+x = x^+, (1 - e_+x = -x^-, (e_-x = -x^-$,

$(1 - e_-)x = x^+$;
(e) $e_x = e_+ + e_-$;
(f) if $x = \sup x_t$, where $x_t \in E^+(t \in T)$, then $e_x = \sup e^x_t$;
if $x = \inf x_t$, where $x_t \in E^+(t \in T)$, then for $t \in T$ we have $e_x \leq e^x_t$.

70. Let $E$ be a $\sigma$-complete vector lattice with unit 1.
For each $x \in E$ and each real number $\lambda$ we put

$$e^x = e^{(\lambda \bot - x)^+};$$

$e^x \lambda$ is the trace of the positive part of the element $\lambda \bot - x$;
$e^x \lambda \in L^r(E)$. For fixed $x \in E$ the system of elements $(e^x \lambda)_\lambda$,
where $\lambda$ runs through $(-\infty, \infty)$ is called the resolution of $x$.

From the definition of resolution it follows that

$$
(e^x_\lambda)x \leq \lambda e^x_\lambda \quad \text{and} \quad (1 - e^x_\lambda)x \geq \lambda(1 - e^x_\lambda).
$$

71. Let $E$ be a $\sigma$-complete vector lattice with unit $1$. For each $x \in E$ the resolution of the element $x$ has the properties:

(a) $e^x_{\lambda'} \geq e^x_\lambda$ for $\lambda' \geq \lambda$;

(b) $\sup_\lambda e^x_\lambda = 1$;

(c) $\inf_\lambda e^x_\lambda = \emptyset$;

(d) for each $\lambda$ the resolution is left-continuous:

$$
\sup_{\mu < \lambda} e^x_{\mu} = e^x_\lambda;
$$

(e) if $\mu_1 \geq \mu_2 \geq \lambda_1 \geq \lambda_2$, then

$$
(e^x_{\mu_1} - e^x_{\lambda_1}) d (e^x_{\mu_2} - e^x_{\lambda_2}).
$$

72. Let $E$ be a $\sigma$-complete vector lattice with unit $1$. For any $\mu \geq \lambda$ we have the formulas:
\[ e^x \lambda (1 - e^{-x}) = e^x - e^x \] (20)

\[ \lambda (e^x - e^{-x}) \leq (e^x - e^{-x})x \leq \mu (e^x - e^{-x}). \] (21)

73. In a \( \sigma \)-complete vector lattice \( E \) one can introduce the notion of infinite series \( \sum_{n=0}^{\infty} x_n \) \( (x_n \in E) \) with the help of \( (o) \)-convergence, where \( (o)\lim \left( \sum_{n=0}^{p} x_n \right) \) is taken to be the sum of the series under consideration. The \( (o) \)-convergence of the series under consideration implies that \( x_n \to \Theta \) as \( n \to \infty \). For the \( (o) \)-convergence of a positive series (where all \( x_n \in E^+ \)) it is necessary and sufficient that the sequence of its partial sums be bounded; in this case the sum of the series coincides with the supremum of its partial sums. If \( \Theta \leq x_n \leq y_n \) for all \( n > n_0 \), then from the \( (o) \)-convergence of the series \( \sum y_n \) follows the \( (o) \)-convergence of \( \sum x_n \). If the series \( \sum |x_n| \) is \( (o) \)-convergent, then \( \sum x_n \) is likewise \( (o) \)-convergent and the latter series is said to be absolutely convergent.

Let all terms of the series \( \sum x_n \) be pairwise disjunct
and suppose that the set \( \{ x_n : n = 1, 2, \ldots \} \) is bounded. In this case the union \( \sum_{n=1}^{\infty} x_n \) exists and

\[
\sum_{n=1}^{\infty} x_n = \sum_{n=1}^{\infty} x_n
\]

holds.

The sum of the two-sided infinite series \( \sum_{q}^{p} x_n \) is defined as the \((o)\)-limit of the partial sums \( \sum_{n=p}^{q} x_n \) for \( p \to -\infty \) and \( q \to \infty \).

7. The integral representation theorem of H. Freudenthal:

Let \( E \) be a \( \sigma \)-complete vector lattice with unit 1. Then each element \( x \in E \) is representable in the form

\[
x = \int_{-\infty}^{\infty} \lambda \, d e^x_{\lambda},
\]

where the integral sign signifies the \((o)\)-limit of the integral sums

\[
J = \sum_{-\infty}^{\infty} t \left( e^x_n - e^x_{n-1} \right)
\]

formed for an arbitrary partition of \( (-\infty, \infty) \) by the points

\[
-\infty < \ldots < \lambda_{-1} < \lambda_0 < \lambda_1 < \ldots < \infty
\]
where \( \lambda_{n-1} \leq t_n \leq \lambda_n \) for all \( n \) and the \( (o) \)-limit is taken under the condition that \( \varepsilon = \sup (\lambda_n - \lambda_{n-1}) \rightarrow 0. \)

75. A \( \sigma \)-complete vector lattice \( E \) with a binary multiplication is called a partially ordered ring provided the following conditions hold:

(A) \((xy)z = x(yz)\);

(B) \(x(y+z) = xy+xz, (y+z)x = yx+zx\);

(C) \((\alpha x)y = x(\alpha y) = \alpha (xy)\) for every real number \( \alpha \);

(D) there is a multiplicative unit \( 1 \) (\( > 0 \)) such that for all \( x \in E \) we have \( x1 = 1x = x \) (hence there is only one unit);

(E) \( x \geq \Theta \) and \( y \geq \Theta \) implies \( xy \geq \Theta \);

(F) \( x \land 1 = \Theta \) implies \( x = \Theta \).

Remark: If \( x \geq y \) and \( z \geq \Theta \), then \( xz \geq yz \) and \( zx \geq zy \).

76. Let \( e, e' \in \mathcal{L}(E) \), the basis of the partially ordered ring \( E \). Then we have

\[
(e')e = (e)e' = ee' = e'e.
\]

77. If \( E \) is a partially ordered ring, \( x \in E^+ \) and \( y \in E \), then

\[
|xy| \leq x|y| \quad \text{and} \quad |yx| \leq |y|x.
\]
78. If $x$ and $y$ belong to a partially ordered ring $E$ and 
$\theta \leq x \leq \beta 1$, then the products $xy$ and $yx$, for fixed $x$, 
are continuous in the sense of the $(o)$-limit.

79. From the Numbers $74 & 78$ follows that for any unitary 
element $e$ in a partially ordered ring $E$ we have the formula 
$(e)x = ex = xe$ \hspace{1cm} (24)
for any $x \in E$.

This completes our survey of basic information concerning 
vector lattices and partially ordered rings.
We now return to the consideration of linear operators in Hilbert space.

Let \( \mathcal{B} \) denote the set of all bounded linear operators in a Hilbert space \( \mathcal{H} \). If \( f_1, \ldots, f_n \in \mathcal{H} \) and \( \varepsilon > 0 \), then

\[ \mathcal{U}(A_o; f_1, \ldots, f_n; \varepsilon) \]

is to denote the set of operators \( A \) in \( \mathcal{B} \) satisfying the system of inequalities

\[ \| (A - A_o)f_j \| < \varepsilon \quad (j = 1, 2, \ldots, n) \]

for a given \( A_o \) in \( \mathcal{B} \). The set \( \mathcal{U}(A_o; f_1, \ldots, f_n; \varepsilon) \) is called a strong neighborhood of the operator \( A_o \). The set of strong neighborhoods generates a topology of \( \mathcal{B} \). The convergence of a sequence \( (A_n) \), \( n = 1, 2, \ldots \), to an operator \( A \) in this topology means that for every \( f \in \mathcal{H} \)

\[ \| A_n f - Af \| \to 0 \quad \text{as} \quad n \to \infty ; \]

\( A \) is called the strong limit of the sequence \( (A_n) \).

The operations \( \alpha A, A + B, AB \) (in the product one factor is kept fixed) are continuous relative to the strong operator convergence. Passage from \( A \) to \( A^* \) is not necessarily continuous with respect to the strong operator convergence.

We recall that an arbitrary linear operator \( A \) in a Hilbert space \( \mathcal{H} \) is said to permute with a bounded linear operator
B in \( \mathcal{D} \) if \( BA \subseteq AB \) holds, that is if \( BA = AB \) on \( \mathcal{D}_{BA} \).

If both \( A \) and \( B \) are bounded linear operators, then we say that they permute if they commute. We shall use the symbol \( AVB \) to signify that the operator \( A \) permutes with the operator \( B \).

A self-adjoint operator \( A \) is said to be positive, if

\[ \langle Af, f \rangle \geq 0 \]

holds for all \( f \in \mathcal{D}_A \); we signify this by writing \( A \geq 0 \). If \( A \) is a bounded self-adjoint operator, then \( A^2 \) is a self-adjoint positive operator.

We now take up several elementary propositions which will turn out to be useful at a later stage of the discussion.

I: If the bounded linear operators \( A_1 \) and \( A_2 \) are self-adjoint, if \( A_2 \geq 0 \) and \( A_1 VA_2 \), then the self-adjoint operator \( A_1^2 A_2 \) is positive.

Proof: \( \langle A_1^2 A_2 f, f \rangle = \langle A_1 A_2 f, A_1 f \rangle = \langle A_2 A_1 f, A_1 f \rangle \geq 0 \).

II: If the bounded linear self-adjoint operators \( A \) and \( B \) are positive and permutable, then the self-adjoint operator \( AB = BA \) is also positive.

Proof: We may assume that \( A \neq 0 \) and hence \( \| A \| > 0 \). We define a sequence \( (A_n) \), \( n = 1, 2, \ldots \), of self-adjoint operators by putting
\[ A_1 = \frac{A}{\|A\|}, \quad A_{n+1} = A_n - A_n^2 \quad (n = 1, 2, \ldots) \]

and we show that \( 0 \leq A_n \leq E \) for every \( n \); here \( E \) denotes the identity operator. For \( n = 1 \) we have

\[ 0 \leq \langle A_1 f, f \rangle = \langle Af, f \rangle / \|A\| \leq \langle f, f \rangle \]

and therefore \( 0 \leq A_1 \leq E \). Since

\[ E - A_{n+1} = (E - A_n) + A_n^2 \]

and

\[ A_{n+1} = A_n - A_n^2 = A_n^2 - A_n^3 + A_n - 2A_n^2 + A_n^3 \]

we have that

\[ A_{n+1} = A_n^2(E - A_n) + A_n(E - A_n)^2. \]

By the inductive assumption \( A_n \geq 0 \) and \( E - A_n \geq 0 \), so that by proposition 1 above we obtain \( E - A_{n+1} \geq 0 \) and \( A_{n+1} \geq 0 \) and therefore \( 0 \leq A_{n+1} \leq E \). From

\[ A_1 = A_1^2 + A_2^2 + \ldots + A_n^2 + A_{n+1} \] and \( A_{n+1} \geq 0 \)

it follows that

\[ \sum_{j=1}^{\infty} \langle A_j f, A_j f \rangle = \sum_{j=1}^{\infty} \langle A_j^2 f, f \rangle = \langle A_1 f, f \rangle - \langle A_{n+1} f, f \rangle \leq \langle A_1 f, f \rangle \]

\[ \leq \langle A_1 f, f \rangle \]
holds; this means that the series \( \sum \|A_j f\|^2 \) converges and therefore \( \lim \|A_j f\| = 0 \). It follows that

\[
\lim \left( \sum_{j=1}^{n} A_j^2 \right) f = \lim (A_1 f - A_{n+1} f) = A_1 f.
\]

Since \( B \in A \) by assumption, we see that \( B \in A_j \) for every \( j \); hence

\[
\langle BA_j f, f \rangle / \|A\| = \langle BA_1 f, f \rangle = \lim \sum_{j=1}^{n} \langle BA_j^2 f, f \rangle = \lim \sum_{j=1}^{n} \langle BA_j A_j f, f \rangle = \lim \sum_{j=1}^{n} \langle BA_j f, A_j f \rangle \geq 0
\]

and this shows that \( BA \) is positive.

**III:** If all operators of an increasing sequence \( (A_n) \) of bounded linear self-adjoint operators are mutually permutable and if there exists a self-adjoint bounded linear operator \( B \) such that \( A_n \in B \) and \( A_n \leq B \) for all \( n \), then the sequence \( (A_n) \) converges to a self-adjoint operator \( A \) satisfying \( A_n \in B \) and \( A_n \leq A \leq B \). A similar statement holds for decreasing sequences.

**Proof:** We consider the decreasing sequence of positive operators \( H_n = B - A_n \). They are mutually permutable; for \( m > n \) the operators \( H_m (H_n - H_m) \) and \( (H_n - H_m) H_n \) are positive by proposition II above. Hence, for every \( f \in \mathcal{D} \):

\[
\langle H_m^2 f, f \rangle \leq \langle H_m H_n f, f \rangle \leq \langle H_n^2 f, f \rangle ,
\]
from which we infer that the non-increasing sequence of non-negative numbers $\langle H_m^2 f, f \rangle = \| H_m f \|^2$ has a limit, dependent on $f$, and that $\langle H_m H_n f, f \rangle$ has the same limit for $m, n \to \infty$. Thus we have

$$\lim \| (H_m - H_n) f \|^2 = \lim \langle (H_m - H_n)^2 f, f \rangle = \lim \left[ \langle H_m^2 f, f \rangle - 2 \langle H_m H_n f, f \rangle + \langle H_n^2 f, f \rangle \right] = 0.$$ 

By the completeness of the space $\mathcal{f}$ the sequence $H_n f$ converges for every $f \in \mathcal{f}$ so that the same is true of the sequence $A_n f$. We define $A f = \lim A_n f$ and note that $A$ is linear and self-adjoint. The relations $A_n \leq A_{n+1}$ and $A_n \leq B$, for all $n$, imply $A_n \leq A \leq B$ and the relations $A_n \vee A_j$ and $\lim A_j = A$ imply $A_n \vee A$.

IV: If $A$ is a bounded linear self-adjoint positive operator, then there exists a unique bounded self-adjoint positive operator $B$ such that $B^2 = A$.

Proof: Evidently we may assume that $A \leq E$, since we may replace $A$ by $A/\|A\|$. We define a sequence of self-adjoint operators $B_n$ as follows

$$B_0 = 0, \quad B_{n+1} = B_n + (1/2)(A - B_n^2) \quad (n = 0, 1, 2, \ldots).$$

It is seen by induction that if a bounded self-adjoint operator $C$ permutes with $A$, then it permutes with all $B_n$;
hence we have \( AvB_n \) (because \( AvA \)). Next, \( B_m vA \), for all \( m \), implies \( B_m vB_n \) for all \( m \) and \( n \).

Since

\[
E - B_{n+1} = E - B_n - \left(1/2\right)\left(A - B_n^2\right) = \left(1/2\right)\left(E - B_n\right)^2 + \left(1/2\right)\left(E - A\right)
\]

we have that \( E - B_n \geq 0 \) for all \( n \). Since \( B_{n-1} \) we have

\[
B_{n+1} - B_n = B_n + \left(1/2\right)\left(A - B_n^2\right) - B_{n-1} - \left(1/2\right)\left(A - B_{n-1}^2\right) = B_n B_{n-1} - \left(1/2\right)\left(B_n - B_{n-1}\right)^2 = \left(B_n B_{n-1} - \left(1/2\right)\left(B_n - B_{n-1}\right)\right) = \left(1/2\right) \left[\left(E - B_n\right) + \left(E - B_{n-1}\right)\right] \left(B_n - B_{n-1}\right)
\]

which means that \( B_{n+1} \geq B_n \). Indeed, for \( n = 0 \) we have

\[
B_1 = \left(1/2\right)A \geq 0 = B_0.
\]

By the inductive assumption \( B_n B_{n-1} \geq 0 \), so that by proposition II above \( B_{n+1} - B_n \geq 0 \) holds as well because

\[
B_{n+1} - B_n \text{ is the product of the permuteful and positive operators } \left(1/2\right) \left[\left(E - B_n\right) + \left(E - B_{n-1}\right)\right] \text{ and } B_n - B_{n-1}.
\]

The sequence \( \left(B_n\right) \), satisfying therefore \( 0 = B_0 \leq B_1 \leq \ldots \leq E \), converges by force of proposition III to a positive operator \( B \).

Hence, taking \( n \to \infty \) in \( B_{n+1} = B_n + \left(1/2\right)\left(A - B_n^2\right) \), we get that

\[
B = B + \left(1/2\right)\left(A - B^2\right) \quad \text{or} \quad B^2 = A.
\]

To see that \( B \) is uniquely determined, we observe first that every bounded self-adjoint operator \( C \), permuteful with \( A \), is also permuteful with \( B \) since \( CvA \) implies \( CvB_n \), and this in
turn implies CvB. If therefore C is bounded and positive, and \( C^2 = A \), we get that CvB holds because \( AC = CA = C^3 \). Let \( B^\frac{1}{3} \) and \( C^\frac{1}{3} \) be two positive operators satisfying \( (B^\frac{1}{3})^2 = B \) and \( (C^\frac{1}{3})^2 = C \) (their existence is assured by the first part of the proof), let \( f \in \mathcal{D} \) be arbitrary and \( g = (B-C)f \). Then we get, since CvB,

\[
\| B^\frac{1}{3}g \|^2 + \| C^\frac{1}{3}g \|^2 = \langle Bg, g \rangle + \langle Cg, g \rangle = 
\]

\[
= \langle (B+C)(B-C)f, g \rangle = \langle (B^2-C^2)f, g \rangle = 0;
\]

Hence \( B^\frac{1}{3}g = C^\frac{1}{3}g = 0 \) and therefore \( Bg = 0 \) and \( Cg = 0 \). But this implies

\[
\| (B-C)f \|^2 = \langle (B-C)^2f, f \rangle = \langle (B-C)g, f \rangle = 0
\]

or \( Bf = Cf \). Since \( f \) is arbitrary, we have that \( B = C \).

V. Given an unbounded self-adjoint operator \( A \) in a Hilbert space \( \mathcal{H} \). Then the positive bounded self-adjoint operator \( B = (E + A^2)^{-1} \) exists, \( A \) permutes with \( B \), and \( \| B \| \leq 1 \).

Proof: Let \( T \) denote a linear operator whose domain of definition is dense in \( \mathcal{H} \) (a self-adjoint operator satisfies this condition). We show that the operator \( B = (E + T^*T)^{-1} \) and the operator \( C = T(E + T^*T)^{-1} \) are defined everywhere and \( \| B \| \leq 1 \) and \( \| C \| \leq 1 \); moreover \( B \) is symmetric and positive.
The graph of $T$, denoted by $G_T$, is the set of all pairs $(f, Tf)$, where $f$ runs through the elements of $\mathcal{D}_T$ in the Hilbert space $\mathcal{H} \oplus \mathcal{H}$. In $\mathcal{H} \oplus \mathcal{H}$ we consider the following two mappings

$$U(f, g) = (g, f), \quad V(f, g) = (g, -f).$$

We note that these mappings are unitary operators and that

$$UV = -VU \quad \text{and} \quad U^2 = -V^2 = I,$$

where $I$ stands for the identity mapping on $\mathcal{H} \oplus \mathcal{H}$. With this notation the equation $\langle Tf, g \rangle = \langle f, g^* \rangle$, which defines the adjoint operator $T^* g = g^*$, can be put into the form

$$\langle V(f, Tf), (g, g^*) \rangle = 0.$$

This means that $G_T^*$ is made up of those elements of $\mathcal{H} \oplus \mathcal{H}$ which are orthogonal to $VG_T$. $G_T^*$ is therefore a subspace of $\mathcal{H} \oplus \mathcal{H}$, namely the orthogonal complement of the closure of the set $VG_T$ (that is $\overline{VG_T}$). Since $\overline{VG_T} = V \overline{G_T}$, we can write

$$G_T^* = (\mathcal{H} \oplus \mathcal{H}) \ominus V \overline{G_T}.$$

The graph of a linear operator is closed if and only if the operator is closed. Thus, if $T$ is a closed linear operator with dense domain of definition in $\mathcal{H}$, then $G_T$ and $G_T^*$ are orthogonal complements of each other in $\mathcal{H} \oplus \mathcal{H}$. Let $h$ be an arbitrary element of $\mathcal{H}$. One then can decompose the
element \((h,0)\) of \(\mathfrak h \oplus \mathfrak g\) into the sum of an element of \(G_T\)
and an element of \(VG_T^*\) in a unique manner:

\[(h,0) = (f, Tf) + (T^*_g, -g).\]

By passing to the components, we can write the system of equations

\[h = f + T^*_g \quad \text{and} \quad 0 = Tf - g\]

with unique solution \(f\) in \(\mathfrak D_T\) and \(g\) in \(\mathfrak D_T^*\). By putting

\[f = Bh \quad \text{and} \quad g = Ch\]

we define two mappings on \(\mathfrak h\) into itself which are linear.

We can write the system of equations in the form

\[E = B + T^* C \quad \text{and} \quad 0 = TB - C,\]

whence \(C = TB\) and \(E = B + T^* TB = (E + T^* T)B\). From the

decomposition of \((h,0)\) we get that

\[\|h\|^2 = \|(h,0)\|^2 = \|(f, Tf)\|^2 + \|(T^*_g, -g)\|^2 = \|f\|^2 + \|Tf\|^2 + \|T^*_g\|^2 + \|g\|^2\]

so that

\[\|Bh\|^2 + \|Ch\|^2 = \|f\|^2 + \|g\|^2 \leq \|h\|^2.\]

Thus \(\|B\| \leq 1\) and \(\|C\| \leq 1\).

For an element \(u\) in the domain of definition of \(T^*_T\) we have

\[\langle (E + T^*_T)u, u \rangle = \langle u, u \rangle + \langle Tu, Tu \rangle \geq \langle u, u \rangle\]
and therefore \((E + T^*T)u = 0\) implies \(u = 0\). Consequently, the inverse \((E + T^*T)^{-1}\) exists. It is clear that \((E + T^*T)^{-1}\) is defined everywhere and equals \(B\) because of the equation \(E = B + T^TB = (E + T^*T)B\) which appeared further above. Since

\[
\langle Bu, v \rangle = \langle Bu, (E + T^*T)Bv \rangle = \langle Bu, Bv \rangle + \langle Bu, T^*TBv \rangle = \langle Bu, Bv \rangle + \langle T^*TBu, Bv \rangle = \langle (E + T^*T)Bu, Bv \rangle = \langle u, Bv \rangle
\]

and

\[
\langle Bu, u \rangle = \langle Bu, (E + T^*T)Bu \rangle = \langle Bu, Bu \rangle + \langle TBu, TBu \rangle \geq 0
\]

it follows that \(B\) is symmetric and positive.

Finally, we consider the self-adjoint operator \(A\) and let \(B = (E + A^2)^{-1}\) and \(C = AB = A(E + A^2)^{-1}\). By what has been proved already, \(B\) is symmetric and bounded; in fact \(0 \leq B \leq E\). Multiplying both members of the equation \(A(E + A^2) = (E + A^2)A\) by \(B\) on the left and on the right and keeping in mind that \((E + A^2)B = E\) and \(B(E + A^2) \subseteq E\) we get at once that \(BA \subseteq AB\); this means that \(A\) permutes with \(B\).

VI: Let \(M_1, M_2, \ldots, M_j, \ldots\) be a sequence of subspaces of a Hilbert space \(\mathcal{H}\) which are mutually orthogonal and whose direct sum is the entire space \(\mathcal{H}\). For an arbitrary element \(f\) in \(\mathcal{H}\) let \(f_j\) denote the projection of \(f\) onto \(M_j\). Let \(A_1, A_2, \ldots, A_j, \ldots\) be a sequence of given linear
operators such that the component of $A_j$ in $M_j$ is a bounded self-adjoint operator mapping $M_j$ into itself. Under these conditions there exists one and only one self-adjoint operator $A$ on $\mathcal{D}_A$, in general not bounded, whose component on $M_j$ is $A_j$ for $j = 1, 2, \ldots$. $\mathcal{D}_A$ consists of all elements $f$ for which the series

$$\sum_{j=1}^{\infty} \|A_j f_j\|^2$$

converges, and for these $f$ we have

$$Af = \sum_{j=1}^{\infty} A_j f_j$$

Proof: First we note that the mapping $A$ defined above is linear. $\mathcal{D}_A$ is dense in $\mathcal{D}_A$ because it contains all elements of the form $f_1 + f_2 + \ldots + f_n$. In addition, $A$ is symmetric since for all elements $f, g \in \mathcal{D}_A$ we have

$$\langle Af, g \rangle = \sum \langle A_j f_j, g_j \rangle = \sum \langle f_j, A_j g_j \rangle = \langle f, Ag \rangle.$$ 

Let $g \in \mathcal{D}_A^*$, then for all $f \in \mathcal{D}_A$ we get $\langle Af, g \rangle = \langle f, A^* g \rangle$ and therefore

$$\sum_{j=1}^{\infty} \langle A_j f_j, g_j \rangle = \sum_{j=1}^{\infty} \langle f_j, (A^*)_j g_j \rangle.$$ 

Choosing as $f$ an arbitrary element of $M_1$, then $f_j = 0$ for $j \neq 1$
and
\[ \langle A_i f_i, g_i \rangle = \langle f_i, (A^*_g)_i \rangle . \]

When \( A_i \) is assumed to be self-adjoint in \( M_i \), then
\[ (A^*_g)_i = A_i g_i . \]

We obtain
\[ \sum_{i=1}^{\infty} \| A_i g_i \|^2 = \sum_{i=1}^{\infty} \| (A^*_g)_i \|^2 = \| A^*_g \|^2 ; \]
thus \( g \) also belongs to \( D_A \) and we have
\[ A g = \sum_{i=1}^{\infty} A_i g_i = \sum_{i=1}^{\infty} (A^*_g)_i = A^*_g . \]

This shows that \( A^*_g \subseteq A \). But \( A \) is symmetric, hence \( A^*_g = A \).

It remains to verify that \( A \) is unique. Let \( A' \) be any self-adjoint operator which has component \( A_j \) in \( M_j \). Since \( A' \) is closed, it is necessarily defined for all elements \( f \) for which the series \( \sum_{j=1}^{\infty} A' f_j \) converges; the sum of this series will also be equal to \( A' f \). Since \( A'_j f_j = A_j f_j \), and since the convergence of a series of orthogonal elements is equivalent with the convergence of the series of squares of the norms, the set of these elements \( f \) coincides with \( D_A \) and for these \( f \) one has \( A' f = A f \); thus \( A' \supseteq A \). But \( A \) is selfadjoint and therefore maximally symmetric; hence \( A' = A \).
Let \( \mathcal{S} \) denote the set of all linear bounded self-adjoint operators in a Hilbert space \( \mathcal{H} \). If \( A, B \in \mathcal{S} \), then the product \( AB \in \mathcal{S} \) if and only if \( AB = BA \). Let \( A \in \mathcal{S} \) and \( \alpha \) be a scalar, then \( \alpha A \in \mathcal{S} \) if and only if \( \alpha \) is a real number. Motivated by these observations, we call a set \( \mathcal{U} \) of bounded linear operators in \( \mathcal{S} \) a ring, if for any \( A, B \in \mathcal{U} \) and any real number \( \alpha \) the operators \( A + B, AB, \) and \( \alpha A \) also belong to \( \mathcal{U} \).

In the set \( \mathcal{S} \) we can introduce a partial order by writing \( A \succeq 0 \) if and only if \( A \) is positive; \( A > 0 \) means that \( \langle Af, f \rangle \geq 0 \) for all \( f \in \mathcal{H} \) and \( A \neq 0 \). R. V. Kadison (Order properties of bounded self-adjoint operators, Proc. Amer. Math. Soc. 2, 505-510 (1951)) showed that under this ordering the set \( \mathcal{S} \) does not form a lattice (since \( A \lor B \) exists in \( \mathcal{S} \) if and only if \( A \leq B \) or \( B \leq A \)).

We give some definitions before going on with the considerations.

A partially ordered set \( R \) is said to be directed upward (downward), if for any two elements \( a, b \in R \) there exists an element \( c \in R \) such that \( c \succeq a \) and \( c \succeq b \) (\( c \preceq a \) and \( c \preceq b \)). An upward directed set \( R \) is called a path if for any \( a \in R \) there is an element \( b \in R \) such that \( b > a \) (i.e., \( R \) has no greatest element). By a path of operators will be meant a family of operators \( \{A_t\}_{t \in T} \), where \( T \) is a path. A path of
self-adjoint operators will be called increasing (decreasing) if and only if \( s \leq t \) implies \( A_s \leq A_t \) \( (A_s \geq A_t) \). A path \((A_t)_{t \in T}\) of bounded operators is said to converge to the operator \( A \) in the sense of the strong operator topology, if given any neighborhood \( U \) of \( A \) in the topological space \( \mathcal{B} \) (see page 175), then \( A_t \) is eventually in \( U \), that is, if there exists an index \( t_0 \) such that \( A_t \in U \) for each \( t \geq t_0 \). A subset of the set \( \mathcal{G} \) is said to be strongly closed, if it is closed in the sense of the strong operator topology, that is the limit of any strongly convergent path of operators of the subset also belongs to the subset.

If \( A_t \rightarrow A \) in the sense of the strong operator topology, \( A_t \) and \( A \) belong to \( \mathcal{G} \) and if \( A_t \) permutes with \( B \in \mathcal{G} \) for each \( t \in T \), then \( A \) permutes with \( B \) as well. Indeed, for any \( f \in \mathcal{D} \), we have \( BA_t f = A_t B f \rightarrow ABf \). But \( A_t f \rightarrow Af \) and, since \( B \) is closed, \( Af \in \mathcal{D} \) and \( BAf = ABf \).

The proof of the following proposition is completely analogous to the proof of proposition III further above.

**VII:** Let \((A_t)_{t \in T}\) be an increasing path of pairwise permuting self-adjoint operators such that \( A_t \leq B \) for all \( t \in T \) and \( B \in \mathcal{G} \). Then \( \sup A_t = A \) exists in \( \mathcal{G} \) and \( A \) is the strong operator limit of \((A_t)_{t \in T}\).

**Proof:** Let \( H_t = B_1 - A_t \) \((t \in T)\), where \( B_1 = \|B\| E \) and \( E \) is the identity operator on \( \mathcal{D} \). It is clear that \( H_t \geq 0 \) and
that the operators \( H_t \) form a decreasing path. If \( s \geq t \) for \( s, t \in T \), then \( H_s \leq H_t \) and therefore \( (H_t - H_s)H_t \) and \( H_s(H_t - H_s) \) are positive by proposition II above. Just as in the proof of proposition III we obtain

\[
0 \leq \langle H_s^2f, f \rangle \leq \langle H_sH_tf, f \rangle \leq \langle H_t^2f, f \rangle \quad \text{for any } f \in \mathcal{G}.
\]

Thus \( \lim \langle H_t^2f, f \rangle = \lim \langle H_sH_tf, f \rangle \). Therefore

\[
\lim ||H_t f - H_s f||^2 = \lim \langle H_t^2 f - H_s f, H_t f - H_s f \rangle = \lim \left[ \langle H_t^2f, f \rangle - 2\langle H_sH_t f, f \rangle + \langle H_s^2f, f \rangle \right] = 0;
\]

this means that for each \( f \in \mathcal{G} \) the strong limit of \( H_t f \) exists and therefore the strong limit of \( A_t f \) exists. In other words, there exists a bounded linear operator \( A \) such that \( A_t f \to Af \) for all \( f \in \mathcal{G} \). The operator \( A \) is symmetric and therefore \( A \in \mathcal{G}^* \). Since the path \((A_t)_{t \in T}\) is increasing, for any \( f \in \mathcal{G} \) we have \( \langle A_t f, f \rangle \leq \langle Af, f \rangle \leq \langle Bf, f \rangle \). Hence \( A_t \leq A \) for all \( t \in T \) and \( A \leq B \). Since \( B \) can be taken as any upper bound of the set \( \{A_t: t \in T\} \) we have that \( A = \sup A_t \).

VIII: Let \( \mathcal{U} \) be any strongly closed ring of bounded self-adjoint operators, then \( C \vee 0 \) exists for any \( C \in \mathcal{U} \).

Proof: Let \( C \in \mathcal{U} \). Since \( \mathcal{U} \) is a ring, \( C^2 \in \mathcal{U} \). It is clear that \( C^2 \geq 0 \). From the proof of proposition IV above
concerning the existence and uniqueness of the square root of a positive bounded self-adjoint linear operator we know that this square root can be represented as the strong limit of a certain sequence of polynomials in terms of the "radical" operator without free term. We recall that the sequence of approximating polynomials for the square root of the operator $A$ was of the form:

$$B_0 = 0, \quad B_{n+1} = B_n + \frac{1}{2}(A - B_n^2),$$

where we assumed that $\|A\| \leq 1$. Since $c^2 \in \mathcal{U}$, then any polynomial in terms of $c^2$ without free term is also contained in $\mathcal{U}$, and since $\mathcal{U}$ is strongly closed, $B = (c^2)^{\frac{1}{2}} \in \mathcal{U}$. We put

$$A = \frac{1}{2}(B + C) \quad (A \in \mathcal{U})$$

and show that $A = C \vee 0$.

Let $D = A - C = \frac{1}{2}(B - C) \in \mathcal{U}$. Let $\mathcal{V}_1$ denote the null-space of the operator $D$, that is the subspace consisting of all $f \in C$ such that $Df = 0$. Let $\mathcal{V}_2$ denote the orthogonal complement of $\mathcal{V}_1$ in $C$. It is easy to see that $\mathcal{V}_1$ is invariant for any operator $Q \in \mathcal{U}$; indeed, if $f \in \mathcal{V}_1$, then

$$D(Qf) = QDf = Q0 = 0$$

(because $\mathcal{U}$ is a commutative ring) and therefore $Qf \in \mathcal{V}_1$.

From the invariance of $\mathcal{V}_1$ also follows the invariance of $\mathcal{V}_2$ for any operator $Q \in \mathcal{U}$. From the definition of $\mathcal{V}_1$
we have that $C = B = A$ on $\mathcal{W}_1$. Moreover,

$$DA = (1/4)(B-C)(B+C) = (1/4)(B^2 - C^2) = 0.$$ 

Thus $DAf = 0$ for any $f \in \mathcal{W}$ and therefore $Af \in \mathcal{W}_1$ for all $f \in \mathcal{W}$. On the other hand, if $f \in \mathcal{W}_2$, then $Af \in \mathcal{W}_2$ because of the invariance of the subspace $\mathcal{W}_2$. Thus $A = 0$ on $\mathcal{W}_2$. But $D = B - A$ and therefore $B = D$ on $\mathcal{W}_2$.

Any $f \in \mathcal{W}$ can be represented in the form $f = f_1 + f_2$, where $f_k \in \mathcal{W}_k$ $(k = 1, 2)$. By the invariance of the subspace $\mathcal{W}_k$ $(k = 1, 2)$ we have for any operator $Q \in \mathcal{U}$:

$$\langle Qf, f \rangle = \langle Qf_1, f_1 \rangle + \langle Qf_2, f_2 \rangle.$$ (25)

But $Af_2 = Df_1 = 0$. We therefore get

$$\langle Af, f \rangle = \langle Af_1, f_1 \rangle = \langle Bf_1, f_1 \rangle$$ (26)

and

$$\langle Df, f \rangle = \langle Df_2, f_2 \rangle = \langle Bf_2, f_2 \rangle.$$ 

By the definition of square root $B \geq 0$; thus $A \geq 0$ and $D \geq 0$ implying $A \geq C$.

Suppose now that $H$ is an arbitrary operator of $\mathcal{U}$ satisfying $H \geq 0$ and $H \geq C$. Then for any $f \in \mathcal{W}$ we have by virtue of the fact that $C = B$ on $\mathcal{W}_1$ and by force of the equations (25) and (26) that $\langle Af, f \rangle = \langle Bf_1, f_1 \rangle = \langle Cf_1, f_1 \rangle \leq \langle Hf_1, f_1 \rangle \leq \langle Hf_1, f_1 \rangle + \langle Hf_2, f_2 \rangle = \langle Hf, f \rangle$. This means
that $A \subseteq H$ and consequently $A = C \vee 0$.

**Remark:** It is easy to see that $\mathcal{U}$ is a vector lattice; we only need to verify that $A, B \in \mathcal{U}$ implies the existence of $A \vee B$. The foregoing proposition VIII gives that $(A-B) \vee 0$ exists. But it can be seen that $[(A-B) \vee 0] + B = A \vee B$.

**IX:** Any strongly closed ring $\mathcal{U}$ of bounded self-adjoint linear operators on a Hilbert space forms a complete vector lattice.

Proof: By the foregoing remark it remains to show that an arbitrary subset $\mathcal{C}$ of $\mathcal{U}$ which is bounded from above has a supremum. We adjoin to $\mathcal{C}$ the suprema of all its finite subsets. We can then regard $\mathcal{C}$ as an upward directed set. If in $\mathcal{C}$ there is a largest operator, then it will be the supremum of the set $\mathcal{C}$. If however there is no such operator in $\mathcal{C}$, then the operators making up $\mathcal{C}$ form an increasing path and by proposition VII above this path has a strong limit $A$, where $A = \sup \mathcal{C}$ in $\mathcal{U}$. Since the ring $\mathcal{U}$ is strongly closed, $A \in \mathcal{U}$, and $A = \sup \mathcal{C}$ in the lattice $\mathcal{U}$ as well. This completes the proof.

Let $C^+ = C \vee 0$, $C^- = (-C) \vee 0$ and $|C| = C^+ + C^-$. In the proof of proposition VIII we showed that $C^+ = A = (1/2)(B+C)$. Thus $C^- = C^+ - C = (1/2)(B-C) = D$, $|C| = C^+ + C^- = B$,
\[ |c| = (c^2)^{1/2}, \quad c^- = 0 \text{ on } \mathcal{H}_1 \text{ and } c^+ = 0 \text{ on } \mathcal{H}_2; \]
the space \( \mathcal{H} \) decomposes into the orthogonal subspaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \). Each operator of \( \mathcal{U} \) is invariant on \( \mathcal{H}_1 \) and on \( \mathcal{H}_2 \).
This means that \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) reduce \( \mathcal{U} \). \( c = |c| = c^+ \) on \( \mathcal{H}_1 \) and \( c = -|c| = -c^- \) on \( \mathcal{H}_2 \). Therefore for any \( f \in \mathcal{H} \) we get
\[ Cf = c_f^+ - c^- f_2, \]
where \( f_k \in \mathcal{H}_k \) for \( k = 1, 2 \)
\((f_k = \text{pr}_k f; \ k = 1, 2)\) and \( c^+_f \in \mathcal{H}_1 \) and \( c^-_f \in \mathcal{H}_2 \).
On the other hand \( |c| f = c^+_f + c^- f_2 \) and therefore for any \( f \in \mathcal{H} \)
\[ \| |c| f \| = \| Cf \|. \tag{27} \]
By (27) we get that the null-spaces of the operators \( A \) and \( |A| \) coincide and, moreover, that for any \( A \in \mathcal{U} \)
\[ \| A \| = \| |A| \|. \tag{28} \]

X: Let \( A_j \in \mathcal{U} \) (\( j = 1, 2, \ldots, n \)) and \( A = A_1 \lor A_2 \lor \cdots \lor A_n \).
Then \( \mathcal{H} \) can be decomposed into mutually orthogonal subspaces \( \mathcal{H}_j \) reducing \( \mathcal{U} \), such that \( A = A_j \) on \( \mathcal{H}_j \) for each \( j \).
Proof: First we verify the statement for \( n = 2 \). Then
\[ A = A_2 + (A_1 - A_2)^+ = A_2 + \left(1/2\right) \left[ (A_1 - A_2) + |A_1 - A_2| \right] = \]

\[ = \left(1/2\right) \left[ (A_1 + A_2) + |A_1 - A_2| \right]. \]

By what has been said above, \( \mathcal{G} \) decomposes into the orthogonal subspaces \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \), reducing \( \mathcal{U} \), such that \( |A_1 - A_2| = A_1 - A_2 \) on \( \mathcal{G}_1 \) and \( |A_1 - A_2| = A_2 - A_1 \) on \( \mathcal{G}_2 \). Then \( A = A_1 \) on \( \mathcal{G}_1 \) and \( A = A_2 \) on \( \mathcal{G}_2 \).

We now proceed by induction and suppose that the proposition is true for \( n \) operators. Let \( A = A_1 \lor \ldots \lor A_n \lor A_{n+1} \) \( (A_j \in \mathcal{U}). \) We put \( B = A_1 \lor \ldots \lor A_n \) so that \( A = B \lor A_{n+1}. \)

As in the case of two operators, we decompose \( \mathcal{G} \) into two subspaces \( \mathcal{L} \) and \( \mathcal{W} \), reducing \( \mathcal{U} \), such that

\[ A = \begin{cases} 
B \text{ on } \mathcal{L} \\
A_{n+1} \text{ on } \mathcal{W}
\end{cases}. \]

For each operator \( Q \in \mathcal{U} \), we signify by \( Q' \) its component in the subspace \( \mathcal{L} \). The operators \( Q' \) also form a strongly closed ring which we denote by \( \mathcal{U}' \) and by proposition IX, \( \mathcal{U}' \) forms a complete vector lattice. The modulus of each operator \( Q' \) of \( \mathcal{U}' \) is defined by \( (|Q'|)^2)^{1/2} \), that is the component of the operator \( |Q| \) in the subspace \( \mathcal{L} \). Then \( (Q')^+ \) and \((Q')^-\) are the components of \( Q^+ \) and \( Q^- \), respectively. We see that the analogous statement for bounds
of finite sets of operators of $\mathcal{U}$ holds as well and in $\mathcal{U}'$ we have the equality $B' = A_1' \vee \ldots \vee A_n'$. By the inductive assumption there exists a decomposition of the subspace $\mathcal{L}$ into mutually orthogonal subspaces $\mathcal{G}_1', \ldots, \mathcal{G}_n'$ reducing $\mathcal{U}'$, and therefore also reducing $\mathcal{U}$, such that $B' = A_j'$ on $\mathcal{G}_j'$. Thus we have that $B = A_j$ on $\mathcal{G}_j$. If we put $\mathcal{G}_{n+1} = \mathcal{W}$, then we see that the subspaces $\mathcal{G}_1', \ldots, \mathcal{G}_n$ and $\mathcal{G}_{n+1}$ form the required decomposition.

Remark: A similar proposition holds for infimum.

XI: In order that the operators $A, B \in \mathcal{U}$ be disjunct as elements of the complete vector lattice $\mathcal{U}$, it is necessary and sufficient that the space $\mathcal{G}$ decomposes into orthogonal subspaces $\mathcal{G}_1'$ and $\mathcal{G}_2'$ such that $A = 0$ on $\mathcal{G}_1'$ and $B = 0$ on $\mathcal{G}_2'$.

Proof: Since the null-space of any operator $A$ of $\mathcal{U}$ coincides with the null-space of the modulus $|A|$, it is enough to consider the case when $A, B \geq 0$.

If $A \wedge B = 0$, then by the above remark the condition is seen to be necessary.

Conversely, suppose that the condition holds. We put $C = A \wedge B$. We observe that $U, V \in \mathcal{U}$ and $0 \leq U \leq V$ imply $\|Uf\| \leq \|Vf\|$ for any $f \in \mathcal{G}$. Using this fact, we see that
from $0 \leq C \leq A$ we get at once $C = 0$ on $\mathcal{G}_1$. In the same manner we show that $C = 0$ on $\mathcal{G}_2$. Thus $Cf = 0$ for all $f \in \mathcal{G}$ and therefore $A \wedge B = 0$.

XII: If the strongly closed ring $\mathcal{U}$ contains the identity operator $E$ of $\mathcal{G}$, then one can take $E$ as unit of the complete vector lattice $\mathcal{U}$. In this case the basis $\mathcal{L}(\mathcal{U})$ of the complete vector lattice will consist of all projection operators, contained in $\mathcal{U}$, and $\mathcal{U}$ itself will be a complete vector lattice of bounded elements.

Proof: First we verify that $E$ acts as unit in $\mathcal{U}$. Let $A \in \mathcal{U}$, $A \geq 0$ and $A \wedge E = 0$. By proposition XI above there exist mutually orthocomplemented subspaces $\mathcal{G}_1$ and $\mathcal{G}_2$ such that $A = 0$ on $\mathcal{G}_1$ and $E = 0$ on $\mathcal{G}_2$. But the latter means that $\mathcal{G}_2$ contains the zero element of $\mathcal{G}$ only. Hence $\mathcal{G}_1 = \mathcal{G}$ and $Af = 0$ on all of $\mathcal{G}$.

Let $E$ be taken as unit in the complete vector lattice $\mathcal{U}$. If $A$ is an arbitrary operator in $\mathcal{U}$ and $m = \inf \frac{\langle Af, f \rangle}{\|f\| = 1}$ and $M = \sup \frac{\langle Af, f \rangle}{\|f\| = 1}$, then for any $f \in \mathcal{G}$ we have

$$\langle mEf, f \rangle = m \langle f, f \rangle \leq \langle Af, f \rangle \leq M \langle f, f \rangle = \langle MF, f \rangle.$$

Thus $mE \leq A \leq ME$ which means that $A$ is a bounded element of the complete vector lattice $\mathcal{U}$.

Let the operator $P \in \mathcal{U}$ project the space $\mathcal{G}$ onto the subspace $\mathcal{L}$. Then $E-P$ projects $\mathcal{G}$ onto the subspace
\[ \mathcal{M} = \mathcal{L} \oplus \mathcal{L} \]. Hence, by proposition XI above, we get that
\[ P \wedge (E-P) = 0; \] this means that \( P \) belongs to the basis \( \mathcal{L} (\mathcal{U}) \).

Conversely, let \( P \) be an arbitrary unitary element of \( \mathcal{U} \),
\( \mathcal{G}_1 \) the null-space of \( P \) and \( \mathcal{G}_2 = \mathcal{L} \oplus \mathcal{G}_1 \). Since
\[ P \wedge (E-P) = 0, \] then by proposition XI above we get that
\[ E-P = 0 \text{ on } \mathcal{G}_2, \] or \( P = E \) on \( \mathcal{G}_2 \), and \( P = 0 \) on \( \mathcal{G}_1 \). This
means that \( P \) is the projection operator of \( \mathcal{L} \) onto \( \mathcal{G}_2 \).
The proof of the proposition is finished.

Let \( A \) denote an arbitrary (not necessarily bounded) self-
adjoint linear operator in a Hilbert space \( \mathcal{L} \). Let \( \mathcal{\mathcal{E}} \) be
the set of all bounded self-adjoint linear operators in \( \mathcal{L} \)
which permute with \( A \). The set \( \mathcal{\mathcal{E}} \) is strongly closed, but
might not be a ring because the operators permutable with \( A \)
might not commute with each other. Select from \( \mathcal{\mathcal{E}} \) the
subset \( \mathcal{\mathcal{U}} \), consisting of all operators contained in \( \mathcal{\mathcal{E}} \) and
permuting with any operator from \( \mathcal{\mathcal{E}} \). It is clear that \( \mathcal{\mathcal{U}} \) is
not empty because it contains the identity operator \( E \). \( \mathcal{\mathcal{U}} \) is
a ring. In fact, it is enough to verify that multiplication
does not lead outside of \( \mathcal{\mathcal{U}} \). If \( U,V \in \mathcal{\mathcal{U}} \), then \( U,V \in \mathcal{\mathcal{E}} \)
and therefore \( UV = VU \) and this product belongs to \( \mathcal{\mathcal{U}} \). \( \mathcal{\mathcal{U}} \) is
strongly closed. By proposition IX \( \mathcal{\mathcal{U}} \) is a complete vector
lattice. We take \( E \) as unit in this vector lattice (see
proposition XII).
If the operator $A$ is bounded, then $A \in \mathcal{U}$ and by the integral representation theorem of H. Freudenthal we have

$$A = \int_{-\infty}^{\infty} t \, dE_t,$$

where $E_t = e_t^A$, that is $(E_t)$, $-\infty < t < \infty$, is the resolution of the operator $A$. By proposition XII the resolution $(E_t)$ consists of projection operators. From Number 71 (see page 170) we get the basic properties of the resolution. In particular, the left-continuity of the resolution means that

$$E_t = \lim_{s \to t^-} E_s$$

is in the sense of strong convergence. Indeed, by proposition VII we have that $\lim_{s \to t^-} E_s$ in $\mathcal{U}$ is the strong limit of the path $(E_s)$, and since all $E_s \in \mathcal{U}$, this limit also belongs to $\mathcal{U}$, because the ring $\mathcal{U}$ is strongly closed. This limit has to be the supremum of the set $\{E_s : s < t\}$ in $\mathcal{U}$; by Number 71 it coincides with $E_t$ and we have formula (29). The resulting representation of the operator $A$ forms the content of the spectral theorem for bounded self-adjoint operators.

We now suppose that $A$ is unbounded. By proposition V the positive bounded self-adjoint linear operator $B = (E + A^2)^{-1}$
exists, A permutes with B, and \( \|B\| \leq 1 \). We show that \( B \in \mathcal{U} \).

Let \( C \) be any operator in \( \mathcal{E} \). Then \( CA^2 \subseteq A^2C \) and therefore \( C(E+A^2) \subseteq (E+A^2)C \). From the latter we obtain \( BC(E+A^2)B \subseteq B(E+A^2)CB \). But \( (E+A^2)B = E \) and \( B(E+A^2) \subseteq E \). Thus \( BC \subseteq CB \). Since \( \mathcal{D}_{BC} = \emptyset \), we get \( BC = CB \). Thus \( B \in \mathcal{E} \) and \( B \) commutes with any \( C \in \mathcal{E} \); this means that \( B \in \mathcal{U} \).

Let \( (E_t) \) be the resolution of the operator \( B \). Since \( 0 \leq B \leq E \), we have that \( E_t = 0 \) for \( t \leq 0 \) and \( E_t = E \) for \( t > 1 \). We verify that the resolution \( (E_t) \) is continuous at \( t = 0 \) and to the right. Let \( E_0 = \inf E_t \). Then \( E_0 \) is a projection operator and by formula (18) (see page 170) it follows that \( 0 \leq (E_0)B \leq tE_0 \) for \( t > 0 \); but this is true for any \( t > 0 \) and therefore \( (E_0)B = 0 \). By Number 79 (see page 174) the projection onto a component is equivalent with multiplication by the unitary element generating this component. Thus \( E_0B = 0 \), that is \( B = 0 \) on the subspace \( \mathcal{L} \) onto which the operator \( E_0 \) projects \( \emptyset \). Since, however, the operator \( B \) has an inverse, \( \mathcal{L} \) has to consist of the zero element of \( \emptyset \) only and therefore \( E_0 = 0 \).

Let \( P_0 = E - E_1 \) and \( P_k = E - \frac{1}{k} - \frac{1}{(k+1)} \) for \( k = 1, 2, \ldots \).

By the continuity of the resolution \( (E_t) \) at \( t = 0 \) we have

\[
\sum_{k=0}^{\infty} P_k = \sum_{k=0}^{\infty} P_k = E. \quad (30)
\]
We denote by \( \mathcal{U}_k \) \( (k = 0, 1, 2, \ldots) \) the component of the complete vector lattice \( \mathcal{U} \) generated by the operator \( P_k \) and by \( \mathcal{G}_k \) the subspace of the Hilbert space \( \mathcal{G} \), on which the projection operator \( P_k \) is realized. By properties of the resolution, the operators \( P_k \) \( (k = 0, 1, 2, \ldots) \) are pairwise disjunct; from proposition XI it follows that the subspaces \( \mathcal{G}_k \) \( (k = 0, 1, 2, \ldots) \) are pairwise orthogonal. Formula (30) implies that the system \( (\mathcal{G}_k) \) is complete in \( \mathcal{G} \) and that the components \( \mathcal{U}_k \) generate a decomposition of the complete vector lattice \( \mathcal{U} \) (see Number 59, pages 165–166). For, if we suppose that the system of subspaces \( \mathcal{G}_k \), generating the subspace \( \mathcal{L} \), were different from \( \mathcal{G} \) and \( P \) be the projection operator onto \( \mathcal{L} \), then by proposition VII it would follow that \( P = \sum_{k=0}^{\infty} P_k \) in the sense of strong convergence and thus \( P \in \mathcal{U} \) and \( P = \sup P_k \) in \( \mathcal{U} \). But this would contradict formula (30).

Since \( P_k \in \mathcal{U} \), all subspaces \( \mathcal{G}_k \) are invariant relative to the operator \( A \) and relative to any operator of \( \mathcal{U} \).

The range of the operator \( B \) coincides with the domain of definition of the operator \( A^2 \) and \( \mathcal{D}_A^2 \subset \mathcal{D}_A \). We have \( BP_k = (P_k)E \geq (1/(k+1))P_k \); therefore the operator \( BP_k \) has on \( \mathcal{G}_k \) a positive infimum and thus maps \( \mathcal{G}_k \) onto \( \mathcal{G}_k \) which
means that \( \mathcal{G}_k \subseteq \mathcal{D}_A \). Thus the operator \( A \) is symmetric on \( \mathcal{G}_k \), mapping all of \( \mathcal{G}_k \) into itself. Hence the operator \( A \) is bounded and self-adjoint on \( \mathcal{G}_k \) and the operator \( A_k = A P_k \) is bounded and self-adjoint on all of \( \mathcal{G} \).

It is clear that all \( A_k \in \mathcal{E} \). We verify that \( A_k \in \mathcal{U} \). Let \( C \in \mathcal{E} \), then taking into account that \( P_k \in \mathcal{U} \), we have \( CA_k = CAP_k \subseteq ACP_k = A_k C \). This means that \( A_k \) commutes with any \( C \in \mathcal{E} \) and therefore \( A_k \in \mathcal{U} \).

The operators \( A_k \) are pairwise disjunct as elements of the complete vector lattice \( \mathcal{U} \), and \( A_k \) is disjunct from \( P_j \) for \( k \neq j \). From the latter we get that \( A_k \in \mathcal{U}_k \) for each \( k \).

We form the union \( X \) of the complete vector lattices \( \mathcal{U}_k \). Each element \( x \in X \) has the form \( x = \sum_{k=0}^{\infty} Q_k \), where \( Q_k \in \mathcal{U}_k \). From the set of bounded self-adjoint operators \( Q_k \) we construct the self-adjoint operator \( Q \) in the space \( \mathcal{G} \), coinciding on each \( \mathcal{G}_k \) with the operator \( Q_k \) (see proposition VI). Let \( Y \) be the set of all self-adjoint operators obtained by this method. We have \( \mathcal{U} \subseteq Y \). Moreover, if \( x = S A_k \), then the corresponding operator coincides with \( A \) and therefore \( A \in Y \).

By this construction one establishes a one-to-one correspondence between the elements of the complete vector lattice \( X \) and the operators of \( Y \), and therefore, with the usual definitions for the algebraic operations and ordering, \( Y \) is
turned into a complete vector lattice. By Number 62 (see page 167) we note that $E$ can be taken as unit in $Y$ and then by Number 63 (see page 167) we get that the two bases $\mathcal{L}(\mathcal{U})$ and $\mathcal{L}(Y)$ coincide.

Thus we have an imbedding of the operator $A$ into a certain complete vector lattice with unit, the basis of which consists of projections. Then the spectral resolution of the operator $A$ is gotten in the same way as for bounded self-adjoint operators further above. From the very method for getting the spectral resolution it directly follows that the spectral family of a self-adjoint operator $A$ consists of projection operators $E_t$, permuting with any operator $C \in \mathcal{Y}$ which permutes with $A$. 
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