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Abstract

With the increasing demand for wireless communications, radio resource management

(RRM) plays an important role in future wireless networks in order to provide higher

data rates and better quality of services, given the limited amount of available radio

resources. Although some specific features of wireless communication networks cause

challenges to effective and efficient RRM, they bring opportunities that help improv-

ing network performance and resource utilization. In this thesis, we focus on RRM

issues related to the broadcast/multicast nature in wireless communication networks.

The work is divided into two parts.

In the first part, we exploit how to take advantage of the broadcast nature of wire-

less transmissions in RRM by opportunistically applying two-way relaying (or network

coding) and traditional one-way relaying. Different objectives are considered, includ-

ing maximizing total packet transmission throughput (Chapter 2), minimizing costs

related to transmission power and delay (Chapter 3), and minimizing packet transmis-

sion delay subject to maximum and average transmission power limits (Chapter 4).

While designing these scheduling schemes, the random traffic and channel conditions

are also taken into consideration. Our results show that the proposed opportunis-

tic scheduling schemes can indeed take good advantage of the broadcast feature at

the relay nodes and achieve much higher throughput and, in some scenarios, provide
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close-to-optimum QoS performance.

The second part (Chapter 5) of the thesis deals with the issue of efficient resource

management in multicast communications, where we study channel sharing and power

allocations for multicast device-to-divice (D2D) communication groups underlaying a

cellular network. In such a scenario, D2D multicasting together with the mutual inter-

ference between cellular and D2D communications, makes the interference conditions

and power allocations a very complicated issue. Different approaches are proposed

that allow each D2D group to share the cellular channels and allocate transmission

power to each D2D and cellular transmitter, so that the sum throughput of D2D

and cellular users is maximized. Our results indicate that it is possible to achieve

close-to-optimum throughput performance in such a network.
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AADTR average absolute deviation of transmission rate

AWGN additive white Gaussian noise

BER bit error rate

BIA backward induction algorithm

BS base station

CDMA code division multiple access

CMDP constrained Markov decision process
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EDF earliest deadline first

FSMC finite-state Markov channel

GBD generalized bender decomposition
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MAC media access control
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MINLP mixed integer nonlinear programming
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OFDMA orthogonal frequency-division multiple access

ONC opportunistic network coding

PIA policy iteration algorithm

QoS quality of service

RRM radio resource management

SDP simulation based dynamic programming

SINR signal-to-interference-plus-noise-ratio

UL uplink

VIA value iteration algorithm

WFQ weighted fair queueing
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XOR exclusive or
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Chapter 1

Introduction

For most wireless communication networks, effectiveness and efficiency are two basic

requirements for data transmissions. Effectiveness is to reliably deliver messages to

their destinations with required quality of service (QoS), and efficiency is to minimize

the total costs or amount of required resources, e.g., bandwidth and transmission

power. Next generation wireless networks are expected to provide significantly higher

data rates, reliability, and energy efficiency than the current systems. In recent

years, significant effort has been put into developing new techniques that improve the

performance of wireless networks to meet these requirements.

Depending on the applications of wireless networks, different types of QoS objec-

tives need to be satisfied. Real-time applications, such as streaming audio or video,

typically, have a strict rate requirement [1]. Moreover, they also have an upper bound

on the packet loss rate for satisfactory user experience. On the other hand, data

applications, such as file downloading, are not time critical and do not have strict

rate requirements. However, they require very low packet loss rates. Other QoS re-

quirements may also be considered such as minimum and average rate guarantees,
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maximum and average packet transmission delay, maximum jitter between packets,

etc.

In order to enhance performance for wireless networks and satisfy QoS require-

ments for wireless users, it is of great importance to design effective and efficient radio

resource management (RRM) frameworks based on specific network applications.

1.1 Radio Resource Management in Wireless Net-

works

The notion of radio resource management is concerned with the distribution of differ-

ent types of radio resources in wireless networks among mobile users or transmission

links. Given the scarcity of radio resources, RRM frameworks are designed to effi-

ciently utilize the radio resources while satisfying the QoS requirements of the users.

Some special features of wireless networks, such as the time-varying channel condi-

tions, user mobility, and broadcast nature of wireless transmissions can make the

resource management problem a challenging task, especially for emerging high data

rates wireless applications. Traditionally, these features are considered to be negative

towards effective QoS provisioning and efficient resource utilization. However, some

of these features have been exploited for improving the network performance.

First of all, the time variation of the wireless channel due to fading can cause

higher data loss rate and low bandwidth efficiency in static resource allocations. In

order to overcome this effect, the amount of resources allocated to each user should

be strongly dependent on the users channel conditions. For example, users in deeper

fading require higher transmission power to satisfy their QoS requirements. On the

2
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other hand, the random fading also provides opportunities for improving resource

allocation efficiency. If users can delay their transmissions and wait until their channel

conditions become good, the network resources can be efficiently utilized, and the

system capacity can be improved. This leads to opportunistic scheduling in wireless

networks [2].

Second, due to the broadcast nature of the wireless channel, transmission by any

user can cause interference to all the other users nearby, if they happen to operate at

the same frequency channel at the same time. Such co-channel interference reduces

the QoS perceived by the users. On the other hand, since one transmission can

simultaneously reach multiple receivers, the broadcast feature can be used to improve

the network performance. Using network coding in wireless networks is one good

example of taking advantage of the broadcast feature of wireless transmissions, and

can offer benefits in terms of energy efficiency, transmission delay, spectral efficiency

and interference management [3].

Overall, the special characteristics of wireless networks make RRM a very chal-

lenging task, and at the same time provide opportunities for improving the network

performance. Radio resources are managed using various resource allocation and con-

trol schemes. In the following, we briefly describe power allocation and scheduling

schemes that are the main topics in this thesis and review related works.

1.1.1 Power allocation and interference management

Transmission power control is important for interference management, energy saving,

and connectivity control in wireless communication networks. Higher transmission

power typically translates into higher signal-to-noise ratio (SNR) at the receiver,
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which reduces the bit error rate (BER) of a communication link if there is no inter-

ference. Higher SNR also allows a system that uses link adaptation to transmit at

a higher data rate, resulting in greater spectral efficiency. On the other hand, when

co-channel interference exists, increasing transmission power increases co-channel in-

terference and results in reduced signal-to-interference-plus-noise ratio (SINR), which

increases the BER of data transmissions. Power control in such a scenario is inter-

ference control and helps ensure efficient spatial reuse and desirable user experience.

Power control and interference management techniques for conventional cellular com-

munication systems have been a focus of intensive studies (see [4–6] and references

therein).

In addition, increasing transmission power increases the overall energy consump-

tion, which is a very important issue in mobile devices with the limited battery life.

Wireless communication networks are often deployed in places where wired power

supplies are not available, and both the infrastructure and the end equipment have

to be powered by batteries or solar/wind-powered storage [7]. In such cases, effi-

cient power allocation or power control is important to extend the battery lifetime

and minimize the overall energy consumption of a network. There have been various

techniques in physical and media access control (MAC) layers for energy efficient re-

source allocation [8, 9]. A comprehensive survey of energy efficiency in code-division

multiple access (CDMA) networks is presented in [10], and in [11, 12] the design of

energy-efficient orthogonal frequency-division multiple access (OFDMA) systems is

considered.

Often times the term of power control is used interchangeably in the literature

with power distribution and power allocation. The main purpose of power control is

4
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to find out the relationship between the target transmission or receive power levels

as a function of channel allocations, propagation conditions, traffic loads, and other

network conditions. Power allocation schemes often involve an optimization formula-

tion with two types of terms in the objective function: QoS-based utility and network

resource cost [6]. A cost function for resource usage can be relatively simple, for

example it can be a linear function of transmit power. A utility function is generally

a function of QoS metrics such as throughput or delay. These metrics are in turn

functions of transmit power and other optimization variables, such as time schedules

and bandwidth allocation in a power control problem.

1.1.2 Scheduling

Wireless technology advancements make scheduling a popular topic nowadays. The

work of scheduling is to decide which nodes in a network should transmit at what

time and be allocated to how much network resources. The overall objective is to

meet the wide-ranging QoS requirements of different applications, while efficiently

utilizing the available network resources. Three well-known classic scheduling poli-

cies are: 1) round-robin, that serves users in a circular manner without any other

consideration, 2) earliest deadline first (EDF), that schedules the packet that will

be expired the soonest, and 3) weighted fair queueing (WFQ), that allocates the

resources considering the weights associated with every user [13].

Most of the traditional implementations of schedulers do not utilize the advanced

features of the physical layer, and users are often scheduled regardless of their channel

conditions [14]. It has been well established now that network performance can be

substantially improved by designing channel aware scheduling algorithms [15]. This

5
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leads to the concept of cross-layer design, the idea of allowing layers to cooperate

more closely and exchange information. This form of cooperation can be achieved

through cross-layer optimization (see [16] for an overview).

In recent years, different scheduling methods have been proposed that opportunis-

tically take advantage of physical layer information. With this type of opportunis-

tic scheduling in delay-tolerant applications like data downloading, packets can be

buffered for favorable transmission opportunities, such as good channel conditions or

low interference level. The notion of opportunistic scheduling was first introduced

in [17], which shows that using the multiuser diversity in scheduling process can sig-

nificantly improve the capacity. Opportunistic scheduling can also take into account

QoS metrics like throughput and delay that allow the scheduler to find the proper

transmission resources for each user. In a pure opportunistic approach, the sched-

uler always chooses the user in the best channel condition to use the channel. This

approach is referred to as MaxRate scheduling.

Opportunistic scheduling algorithms can be more effective than non-opportunistic

ones for wireless networks [14]. Initial proposals employing heuristic opportunistic

algorithms to design a scheduler show a considerable improvement in comparison

to non-opportunistic ones [18], [19]. In [18] authors present a joint scheduling and

resource allocation framework for WiMAX that operates based on a heuristic credit-

based scheduler. Later, mathematical models for wireless channels were used to study

different aspects of the system such as delay and throughput, and were incorporated

in the design of optimal schedulers. Some of these works assume full channel state

information (CSI) availability (i.e., base stations have instantaneous knowledge of all

users CSI) [20–23]. Other works consider that base stations do not have access to

6
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CSI, but can periodically acquire CSI from mobile users [24, 25].

In the literature, opportunistic scheduling is used to improve QoS of the networks.

The proposed opportunistic scheduling in [26] is designed in a way that QoS flows

receive a fixed average throughput per slot. The authors argue that providing an

average throughput to QoS flows in every slot decreases the probability of starvation

in the long run. The works in [25] and [27] are dedicated to delay improvement.

The work in [27] focuses on the performance and robustness of packet schedulers in

which a Markov chain is used to obtain the queue state transition probabilities and

minimize the average queue length of users. In [28], a throughput-optimal scheduler

is proposed which guarantees the worst-case delay without any prior knowledge of

channel conditions. The opportunistic scheduling algorithm proposed in [29] targets

OFDMA wireless networks in which the system throughput is maximized, and the

required average transmission rate and the average absolute deviation of transmission

rate (AADTR) are satisfied. AADTR is a metric to control the transmission rate

fluctuations to avoid larger queues and longer delays. In [30], throughput, delay and

packet loss are the QoS objectives of the scheduler. Based on these three aspects of

QoS, the authors establish a three-dimensional space with specific basis vectors for

QoS and find the efficient point of the system performance in that space.

Scheduling decisions in wireless networks are not only affected by random channel

conditions but also random traffic changes. Because of all the randomness, exact

scheduling policies cannot be determined using static optimization techniques. Since

the packet scheduling problem is inherently dynamic, stochastic dynamic program-

ming algorithms [31] are employed to determine the optimal scheduling schemes. One
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such example is the optimal scheduling scheme designed in [23] for high-speed down-

link packet access (HSDPA) networks.

1.2 Multicast Transmission

Multicast transmission is becoming increasingly important in today’s wireless net-

works. When the same information content should be transmitted from one transmit-

ter to multiple receivers, instead of sending data via multiple unicasts, multicasting

may maximize spectral efficiency and minimize transmission power consumption.

Many services require transmission to selected groups of users through multicas-

ting [32–34]. One of the main multicast services is audio /video streaming, which

covers a large range of applications such as IPTV, mobile TV, video or audio con-

ference call, and web radio. The resource management of multicast audio/video is

challenging since these services characterized by strict QoS constraints. Another

important multicast application is file downloading. Multicast file downloading is

used for off-line applications such as software update transmission, image and text

transmission, and multimedia content delivery. In terms of QoS requirement, these

multicast services do not pose strict constraints in delay and guaranteed bit rate, but

they have strict requirements in packet loss ratio. Recently, the transmission of geo-

graphic information updates such as traffic reports, local news, weather forecast, stock

prices, and location-based advertisements is growing in the mobile market. In these

applications, data must be delivered to users in a given area. The QoS requirements

of these services are similar to the multicast file downloading.
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1.3 Contributions and Overview of the Thesis

In this thesis, we design different RRM techniques to leverage the broadcast feature

of wireless transmissions in order to control the amount of the assigned resources

to each user. In chapters 2–4, we study how the broadcast nature of the wireless

channel can be used to improve the network performance using network coding and

opportunistic scheduling schemes. In chapter 5, we study resource allocations for

multicast communication groups that experience relatively complicated co-channel

interference. In the following, we outline the main contributions of the thesis.

In Chapter 2, we design an opportunistic scheduling scheme for a bidirectional

communication link with relaying using network coding. We consider the scheduling

of both the relay node and the end nodes, and the objective is to maximize the

transmission throughput over a long term. An optimization problem is formulated and

solved to find the optimum scheduling by considering the link conditions, maximum

buffer sizes at the relay node, and maximum transmission power of each node. A

heuristic scheduling scheme is then proposed to opportunistically take advantages of

the channel conditions between the two end nodes. The proposed heuristic algorithm

has less complexity compared to the optimal solution and achieves close-to-optimal

throughput.

In Chapter 3, we consider a network with multiple bidirectional links that share

a common relay node, and study the delay and power performance of opportunistic

network coding. We formulate a stochastic dynamic program with the objective of

minimizing the long-run cost, defined as a function of both the transmission power and

data transmission delay. An unconstrained Markov decision process (MDP) model

is developed and solved for the average and discounted cost problems. The optimal
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solution requires high computational and modeling complexity when the state space

is large. For this reason, we develop heuristic solutions with lower complexity. For

the discounted cost problem, a simulation-based dynamic programming (SDP) al-

gorithm is proposed that not only simplifies the modeling process and reduces the

computational complexity, but also achieves close-to-optimum cost. for the average

cost problem, a heuristic scheduling scheme is proposed, which makes transmission

decisions based on estimated costs in the current and next time slots. The heuris-

tic scheme achieves close-to-optimum cost performance while greatly reducing the

computational complexity.

In Chapter 4, the system studied in Chapter 3is extended so that nodes are al-

lowed to overhear transmissions of each other. A constrained Markov decision process

(CMDP) is first formulated with an objective to minimize the average delay of packet

transmissions, subject to the maximum and average transmission power limits of the

relay node. For a special case, when there is no overhearing of transmissions be-

tween different end nodes, we formulate another CMDP with less complexity. Two

heuristic schemes are then proposed, the first one applies to the general case, and

the second applies to only the no-overhearing case. Numerical results demonstrate

that the heuristic schemes can achieve close-to-optimul average packet transmission

delay. Furthermore, the second scheme achieves lower maximum delay while keeping

the same average packet transmission delay and relay node power consumption as the

first scheme.

In Chapter 5, we study resource management for multicast device-to-device (D2D)

communications underlaying a cellular network. Because of the broadcast feature of

wireless transmissions, D2D communications and existing cellular users may cause
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strong interference to each other if not designed properly. We design a resource al-

location scheme to maximize the overall network throughput while guaranteeing the

QoS requirements for both D2D users and regular cellular users (CUs). The problem

of power and channel allocation is formulated as a mixed integer nonlinear program-

ming (MINLP) problem, where one D2D group can reuse the channels of multiple

CUs and the channel of each CU can be reused by multiple D2D groups. Distinct from

existing approaches in the literature, our formulation and solution methods provide

an effective and flexible means to utilize radio resources in cellular networks and share

them with multicast groups without causing harmful interference to each other. A

variant of the generalized bender decomposition (GBD) is applied to optimally solve

the MINLP problem. A greedy algorithm and a low-complexity heuristic solution are

also devised.

11



Chapter 2

Resource Management in a

Bidirectional Communication Link

Starting from this chapter, we study radio resource management and traffic scheduling

in bidirectional relaying links using network coding. The basic idea is to explore the

benefits brought by the multicast feature of using NC at the relay node. The issue is

first studied for a three-node bidirectional link in Chapter 2, and extended to multiple

bidirectional links sharing the same frequency channel in Chapters 3 and 4, where

different objectives are focused on resource allocations. This chapter starts with a

brief literature survey on NC and related work on RRM, followed by our proposed

opportunistic scheduling scheme that maximizes the throughput of a bidirectional

communication link.

The remainder of the chapter is organized as follows. In Section 2.1 after introduc-

ing the basic concept of network coding, related works in opportunistic network coding

are presented. In Section 2.2, we describe the bidirectional communication channel

with relaying and formulate an optimization problem for scheduling transmissions of

12
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the nodes. A heuristic scheme is proposed in Section 2.3 that opportunistically takes

advantages of the channel condition variations and different relaying options at the

relay node. Numerical results are shown in Section 2.4 to demonstrate the perfor-

mance of the proposed scheduling scheme. Finally, we summarize our main results

and give concluding remarks in Section 2.5.

2.1 Background and Related Works

2.1.1 Network coding

Network coding [35] was first proposed for wired networks by allowing intermediate

nodes in a network to perform both data processing and forwarding. Each message

sent on a node’s output link can be a function or mixture of the messages that arrived

earlier on the node’s input links. Using network coding can reduce the number of

transmissions and improve the network resource utilization.

Performing two-way relaying is a simple use of network coding in wireless networks.

When two nodes should communicate with each other and there is no direct link

between them, a relay node can be used to forward the data between them. When

each of the nodes is equipped with a single transceiver, traditional one-way relaying

for the bidirectional communication takes four time slots in order to transmit one

packet in each direction. Alternatively, the relay node can combine the data from the

two end nodes and broadcast to both using network coding, and this is referred to as

two-way relaying.

Based on whether the incoming traffic is decoded at the relay nodes, wireless

network coding can be implemented in two ways: physical and digital network coding.
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When using physical network coding, it takes two time slots for the two end nodes

to exchange one packet in each direction – one time slot is required for the two end

nodes to transmit simultaneously to the relay node, and another time slot is for the

relay node to multicast an amplified version of the mixed signal to the two end nodes

(using the amplify-and-forward technique) [36]. In digital network coding, the two

end nodes transmit to the relay node at different time slots so that the relay node

can decode the received data packets before combining them and broadcasting to the

end nodes, i.e., using decode-and-forward technique.

Different works have been done to exploit potential benefits for using NC, which in-

clude increasing the overall network throughput [37–43], saving transmission power [44],

improving network reliability, achieving better fairness, and enhancing routing effi-

ciency [45–47]. On the other hand, the throughput improvement of using NC may

depend on various network and traffic conditions, such as overflowed or possibly

emptying queues, scheduled or random access MAC layer, multicast or broadcast

communications [42], and latency requirements of the traffic [48].

Among different works on transmission scheduling using network coding, two net-

work coding approaches can be distinguished in the literature, namely full [49, 50]

and opportunistic [51, 52] network coding. In the full NC approach, all packets from

different end nodes are combined into one packet using NC and then the relay node

transmits the packet to all receivers. In [53], full NC has been proved to achieve

optimal throughput in broadcast scenarios. However, this optimality is achieved at

the cost of large delays in packet decoding, since the receivers need to collect a large

number of coded packets before being able to decode all of them simultaneously. This

may be proper for delay tolerant applications but is not suitable for applications that
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do not tolerate such packet delays, such as real-time applications. Moreover, full NC

is not efficient in multicast scenarios in terms of throughput since it must deliver all

the packets to all receivers, including the non-requested ones, which usually requires

more transmissions than delivering the requested packets only.

On the other hand, in the opportunistic network coding (ONC) approach whether

a packet is transmitted with or without network coding is determined by the buffer’s

queue state at a given node and channel conditions. This network coding approach is

much more suitable for ensuring the quality of real-time applications since packets do

not have to wait to be network-coded. In the following, we review the related work

in ONC.

2.1.2 Opportunistic network coding

Using NC in wireless networks complicates efficient resource allocations and effective

quality of service (QoS) provisioning. First, when a node transmits a network coded

packet, it must transmit at the rate or power supported by the receiver with the worst

link conditions; otherwise, some of the receivers will not be able to correctly receive

the packet. As a result, the transmission efficiency of using NC may be significantly

reduced, especially when the link conditions of the multiple receiving nodes to the

relay node are significantly different. This leads to opportunistic scheduling, such

as in [54], where the scheduling takes advantage of the random fading channels to

maximize the end-to-end transport-layer rates. The opportunistic scheduling in [52]

tries to find an optimum number of users for the NC operation that results in a

maximum throughput at each instant. In [55] a heuristic scheme is designed to select

which node should transmit network coded packets, and show that the opportunistic
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scheduling can maximize the average capacity by choosing the appropriate set of

network-coded nodes according to the instantaneous link conditions. In [56] and [57]

the performance of opportunistic wireless network coding in [52] is evaluated assuming

that the relay node always has an infinite amount of data to transmit to both end

nodes. In [56] users have the same average SNRs while in [57] users are at different

distances from relay station and hence have different average SNRs.

Second, packets that arrive at the relay node earlier should wait for other packets

in order to be network coded, and therefore may experience longer delay and higher

loss probability. A cross-layer design is proposed in [58], referred to as buffer-aware

NC, where a certain probability is allowed to transmit uncoded packets in order to

reduce the delay introduced by NC in bidirectional relaying topology and X-topology

networks. The work in [59] considers a butterfly network that supports real-time traf-

fic, where a queueing model is developed by assuming a fixed transmission power and

path loss channel gains, and the results show that significant gain can be achieved

by using NC under the conditions of additive white Gaussian noise (AWGN) and

identical link capacities. Although an optimum trade-off should exist between trans-

mission power and packet transmission delay in a network using NC, this issue has

not been thoroughly studied, possibly due to the fact that such trade-off is depen-

dent on various network conditions such as network topology and routing protocols,

and can be very complicated. Some works consider transmission power allocations,

e.g., [60, 61], and other works study packet transmission delay, e.g., [62, 63], but little

work considers both transmission power and delay when NC is used.
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2.1.3 Bidirectional relaying link

Because of the complexity to study resource management in a network using NC,

a lot of works has been focusing on networks with special topologies, such as the

X-topology, e.g., [58], bufferfly topology, e.g., [59, 64], and bidirectional topology,

e.g., [58, 65]. The work in [65] first demonstrates the application of NC in bidirectional

relaying, where the relay node combines packets from the two end nodes using binary

XOR operation and broadcasts the XORed packet to the end nodes. Each of the end

nodes then decodes the packet from the other end by simply XORing the received

packet from the relay node with its own packet.

The two-way relaying channel has attracted much research attention because of

its simplicity while still keeping the major benefits of NC such as throughput im-

provement. In particular, a bidirectional relaying network with two end nodes and

one relay node is studied in [56, 64, 66–68], where the main objective is to maximize

the instantaneous throughput [56], maximize the long-term average throughput [68],

or minimize the total time span for sending a certain amount of data [67]. In these

works, the relay node is assumed to always have an infinite amount of data [56].

In [56, 64, 67], the relay node always uses NC; and in [66, 68], the relay node can

choose either to transmit to a single end node using traditional relaying mode or to

both end nodes simultaneously using NC. Link conditions are important for efficient

data transmission scheduling as in [66? ]. The works in [69, 70] consider more compli-

cated two-way relaying links. In [69], a network with a set of nodes that communicate

through a relay node is studied, where NC is used at the relay node, and transmission

power and rate are jointly controlled based on current channel conditions. The work

in [70] considers how to select the best relay node based on link gain information to
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improve data transmission efficiency. The works in [71, 72] study traffic scheduling

in two-way relaying links using analog or physical NC, where [71] focuses more on

the gain of using multiple antennas while [72] focuses more on signal constellation.

Although either transmission power or data transmission delay is considered in some

of the existing works, only [58] studies the trade-off between transmission power and

data transmission delay for a butterfly network. Overall, jointly considering transmis-

sion power and data transmission delay with NC still requires more in-depth research

work.

In the remaining part of this chapter, we will study transmission scheduling for

a bidirectional communication link with relaying by taking advantage of the link

conditions and opportunistically using one-way or two-way relaying. We consider the

scheduling of both the relay node and the end nodes, and the objective is to maximize

the transmission throughput over a long term.

2.2 System Description and Problem Formulation

We consider two nodes S and D communicating with each other via a relay node R, as

shown in Fig. 2.1. Each node is equipped with one transceiver, and all transmissions

share a common frequency channel. At most one node is allowed to transmit at a

given time. When node S transmits a packet, node R receives it, decodes and stores it

in buffer 1 of size Bmax,1. Similarly, when node D transmits a packet, node R receives

it, decodes it and stores in buffer 2 of size Bmax,2. There are different transmission

options for node R: it can transmit the data in buffer 2 to node S, or the data in

buffer 1 to node D. In addition, node R can combine an equal amount of data from

both buffers, do bit-wise XOR, and multicast to both nodes S and D. Channel time
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Figure 2.1: Network coding and traditional schemes

is divided into equal length time slots, and each transmission takes one time slot,

whose duration is normalized to 1.

Note that the transmission rate of each node depends on several aspects. First,

each node has a maximum transmission power limit, Pmax, which limits the achievable

transmission rate of the node. Second, the buffer occupancy and available buffer space

also limit the transmission rates. For nodes S and D, their transmissions are limited

by the available (or empty) spaces in buffers 1 and 2, respectively, in order to prevent

buffer overflow. For nodeR, the transmission rate is limited by the amount of available

data in the buffers. Our objective is to find the best transmission scheduling by

taking advantage of both the high efficiency of network coding and channel condition

variations, so that to optimize the overall transmission throughput.

Define binary variables Xsr,t, Xdr,t, Xrs,t, and Xrd,t at time slot t, where the

subscripts s, r and d represent nodes S, R, and D, respectively. Each of these

variables is equal to 1 only when the node represented by the first subscript transmits
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to the node represented by the second subscript at time slot t. For example, Xsr,t = 1

if node S transmits to node R at time slot t, and Xsr,t = 0 otherwise. In addition, we

define Xr2,t, which is equal to 1 if node R transmits to both nodes S and D at time

slot t, and equal to 0 otherwise. At any given time, at most one of the five binary

variables should be one. That is,

Xsr,t +Xdr,t +Xrs,t +Xrd,t +Xr2,t ≤ 1. (2.1)

The transmission rates depend on the transmission power and link conditions. Define

Psr,t, Pdr,t, Prs,t, and Prd,t as the transmission power from the node represented by

the first subscript to the node represented by the second subscript of each variable at

time slot t, and Pr2,t as the transmission power when node R transmits to both nodes

S and D at time slot t. We further define the transmission rates corresponding the

the above transmission power as Csr,t, Cdr,t, Crs,t, Crd,t, and Cr2,t, respectively. Let

gsr and gdr be the link gains between nodes S and R and that between nodes D and

R, respectively, where we assume that the link gains are reciprocal (i.e., gsr = grs and

gdr = grd). Then

Csr,t ≤ Xsr,t log2

(
1 + Psr,tgsr

Pn,r

)
, (2.2)

Cdr,t ≤ Xdr,t log2

(
1 +

Pdr,tgdr
Pn,r

)
, (2.3)

Crs,t ≤ Xrs,t log2

(
1 + Prs,tgrs

Pn,s

)
, (2.4)

Crd,t ≤ Xrd,t log2

(
1 +

Prd,tgrd
Pn,d

)
, (2.5)

Cr2,t ≤ Xr2,t log2

(
1 + min

{
Pr2,tgrs
Pn,s

, Pr2,tgrd
Pn,d

})
, (2.6)

where Pn,· is the power of the background additive white Gaussian noise at the receiver
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of the node specified by the second subscript.

Note that the transmission rate of node R is limited by the amount of data that

node R has received from the other two nodes. At time slot τ , the cumulative amount

of data that node S has transmitted to node R since time slot 1 is no less than the

cumulative amount of data that node R has transmitted to node D. That is,

τ∑
t=1

Csr,t ≥
τ∑
t=1

(Crd,t + Cr2,t), (2.7)

for all τ > 0, where the left-hand side of (2.7) is the total amount of data transmitted

from node S to node R, and the right-hand side is the total amount of data transmit-

ted from node R to node D through both one-way and two-way relaying. A similar

condition should be satisfied for the opposite direction. That is,

τ∑
t=1

Cdr,t ≥
τ∑
t=1

(Crs,t + Cr2,t), (2.8)

for all τ > 0.

Furthermore, we notice that the difference between the left-hand side and the

right-hand side of (2.7) is the amount of data in buffer 1 at time τ . Therefore,

τ∑
t=1

Csr,t −
τ∑
t=1

(Crd,t + Cr2,t) ≤ Bmax,1, (2.9)

for all τ > 0. Note that (2.9) also limits the transmission rate of node S. Similarly,

the transmission rate of node D is also limited by the available buffer space in buffer

2. That is,
τ∑
t=1

Cdr,t −
τ∑
t=1

(Cra,t + Cr2,t) ≤ Bmax,2, (2.10)
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for all τ > 0. Note that Bmax,1 and Bmax,2 are normalized buffer sizes, each of which

is equal to the respective actual buffer size in bits divided by the product of the

transmission bandwidth and time slot duration.

Define the average throughput of the considered link over a duration of T time

slots as (Csd,T + Cds,T ) /T , where Csd,T is the cumulative transmission rate from node

S to node D up to time T , and given by

Csd,T =
T∑
t=1

(Crd,t + Cr2,t), (2.11)

and Cds,T is the cumulative transmission rate from node D to node S up to time T ,

and given by

Cds,T =
T∑
t=1

(Crs,t + Cr2,t). (2.12)

Define P = [P··,t], C = [C··,t], and X = [X··,t]. An optimization problem can be

formulated to maximize the average throughput, subject to the above constraints.

That is,

max
P,C,X

Csd,T + Cds,T
T

(2.13)

s.t.Csr,t ≤ Xsr,t log2

(
1 +

Psr,tgsr
Pn,r

)
, (2.14)

Cdr,t ≤ Xdr,t log2

(
1 +

Pdr,tgdr
Pn,r

)
, (2.15)

Crs,t ≤ Xrs,t log2

(
1 +

Prs,tgrs
Pn,s

)
, (2.16)

Crd,t ≤ Xrd,t log2

(
1 +

Prd,tgrd
Pn,d

)
, (2.17)
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Cr2,t ≤ Xr2,t log2

(
1 + min

{
Pr2,tgrs
Pn,s

,
Pr2,tgrd
Pn,d

})
, (2.18)

0 ≤
τ∑
t=1

Csr,t −
τ∑
t=1

(Crd,t + Cr2,t) ≤ Bmax,1, τ > 0, (2.19)

0 ≤
τ∑
t=1

Cdr,t −
τ∑
t=1

(Crs,t + Cr2,t) ≤ Bmax,2, τ > 0, (2.20)

Csd,T =
T∑
t=1

(Crd,t + Cr2,t), (2.21)

Cds,T =
T∑
t=1

(Crs,t + Cr2,t), (2.22)

Psr,t, Pdr,t, Prs,t, Prd,t, Pr2,t ≤ Pmax, (2.23)

Xsr,t, Xdr,t, Xrs,t, Xrd,t, Xr2,t ∈ {0, 1}, (2.24)

Xsr,t +Xdr,t +Xrs,t +Xrd,t +Xr2,t ≤ 1. (2.25)

Although this is a non-linear optimization problem, each transmission rate is a

non-decreasing function of the corresponding transmission power (even with limited

buffer space), and therefore the transmission rate for each node is maximized if the

transmission power of the node is maximized. Therefore, when solving the problem,

we first assume that all the powers are equal to Pmax. In this way, the problem is

reduced to a linear integer programming problem and can be solved using commercial

software easily. Although the transmission power only limits the upper bound on

achievable rate for each transmission, the actual transmission rates of the nodes are

also limited by the buffer occupancy or free buffer space.
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2.3 Heuristic Scheduling Schemes

Solving the optimization problem requires high complexity, even when the channel

conditions are static and all the link gains are known. Therefore, we seek a heuristic

scheduling scheme in this section so that it can be implemented with lower complexity.

2.3.1 General heuristic algorithm

The heuristic scheduling scheme is performed at the beginning of each time slot and

based on the channel and buffer information at the current time slot. Therefore,

below we drop the subscript t when there is no confusion. We assume that link

gain information, i.e., values of gsr and gdr, are available at the relay node, which can

make the scheduling decision based on the link gains and the current buffer occupancy.

We assume that the changes of link gains between two successive time slots can be

neglected. The scheduling decision for the next time slot is made and informed to

the end nodes at the end of the current time slot.

Let b1 and b2 (which have the same units as Bmax,1 and Bmax,2) be the current

buffer occupancy at buffers 1 and 2, respectively. Consider node S first. If the node is

scheduled to transmit, its transmission rate is determined by the transmission power,

channel condition to node R, and the available space in buffer 1. That is

Csr = min

{
log2

(
1 +

Pmaxgsr
Pn,r

)
, Bmax,1 − b1

}
. (2.26)

When the available space in buffer 1 is sufficiently large, Csr is limited by the trans-

mission power of node S, and therefore, Psr = Pmax. Otherwise, less transmission
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power is required from node S. The actual transmission power can be calculated as

Psr = min

{
Pmax,

(2Bmax,1−b1 − 1)Pn,r
gsr

}
. (2.27)

Similarly, if node D is scheduled to transmit, its transmission rate is given by

Cdr = min

{
log2

(
1 +

Pmaxgdr
Pn,r

)
, Bmax,2 − b2

}
, (2.28)

and the actual transmission power of node D is given by

Pd = min

{
Pmax,

(2Bmax,2−b2 − 1)Pn,r
gdr

}
. (2.29)

When node R is scheduled to transmit to node S only, its transmission rate is given

by

Crs = min

{
log2

(
1 +

Pmaxgrs
Pn,s

)
, b2

}
, (2.30)

and the actual transmission power is given by

Prs = min

{
Pmax,

(2b2 − 1)Pn,s
grs

}
. (2.31)

When node R is scheduled to transmit to node D only, its transmission rate is given

by

Crd = min

{
log2

(
1 +

Pmaxgrd
Pn,d

)
, b1

}
, (2.32)

and the transmission power of node R is given by

Prd = min

{
Pmax,

(2b1 − 1)Pn,d
grd

}
. (2.33)
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When node R is scheduled to transmit to both nodes S and D, its transmission rate

is given by

Cr2 = min

{
log2

(
1 + min

{
Pmaxgrs
Pn,s

,
Pmaxgrd
Pn,d

})
,min{b1, b2}

}
, (2.34)

and the transmission power of node R is given by

Pr2 = min

{
Pmax, (2

min{b1,b2} − 1) max

{
Pn,s
grs

,
Pn,d
grd

}}
. (2.35)

A heuristic scheme can be designed as in Algorithm 1. A higher priority is given

to node R when 2Cr2 is larger than both Crs and Crd. That is, the two-way relay can

provide higher throughput than the one-way relay. This is shown in Lines 2-5. When

2Cr2 is between Crs and Crd, the two-way relay cannot provide the highest throughput

among all the relay options, then one-way relay is used so that node R transmits to

node D if Crd is the largest among the three rates (Lines 7-11) and to node S if Crs

is the largest (Lines 12-15). When 2Cr2 is smaller than both Crs and Crd, either node

S and node D transmits, depending on the relative values of Csr and Cdr. Note that

in this scheduling scheme, the relay node is given a higher priority to transmit than

the the S and D nodes. An intuitive explanation to this is that transmissions from

the relay node contribute directly to the objective throughput calculation.
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Algorithm 1 Heuristic algorithm to maximize the sum throughput

1: for t = 1 : T do
2: if 2Cr2 > max{Crs, Crd} then
3: Node R transmits to both nodes S and D.
4: Update both buffers b1 and b2 as b1 = b1 − Cr2 and b2 = b2 − Cr2.
5: Update Csd = Csd + Cr2 and Cds = Cds + Cr2.
6: else
7: if Crs < 2Cr2 < Crd then
8: Node R transmits to node D only.
9: Update buffer b1 as b1 = b1 − Crd.
10: Update Csd = Csd + Crd.
11: else
12: if Crd < 2Cr2 < Crs then
13: Node R transmits to node S only.
14: Update buffer b2 as b2 = b2 − Crs.
15: Update Cds = Cds + Crs.
16: else
17: if Csr > Cdr then
18: Node S transmits.
19: Update buffer b1 as b1 = b1 + Csr.
20: else
21: Node D transmits.
22: Update buffer b2 as b2 = b2 − Cdr.
23: end if
24: end if
25: end if
26: end if
27: Find the average sum throughput Csd+Cds

T
.

28: end for
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2.4 Numerical Results

Consider a bidirectional communication link, where the distance between nodes S

and D is dsd, and node R is located somewhere along the line between S and D,

i.e., dsr + ddr = dsd, where dsr and ddr are the distances between nodes S and R and

between nodes D and R, respectively. We consider the distance-based path loss and

Rayleigh fading for the transmission channel. The path loss exponent is set to 4. The

noise power is -126 dBm. We plot the average throughput versus different network

parameters for both the optimal and heuristic scheduling solutions. For comparison,

we also compare these solutions with two other solutions, one is for the relay node

to always use one-way relay, and the other one is for the relay node to always use

network coding to do two-way relay.

We first set the location of node R at exactly the middle point between nodes S

and D. That is, dsr = ddr = dsd/2. Fig. 2.2 shows the average throughput using

different scheduling solutions. As we can see, the proposed heuristic scheme using

Algorithm 1 has better performance than both the “one-way relay” and “two-way

relay” scheduling. This indicates that the proposed opportunistic scheduling that

combines both one-way relay and two-way relay can indeed make better use of the

network resources and improve the throughput performance. The proposed heuris-

tic scheduling achieves lower throughput performance than the optimal scheduling,

since the former does not have future channel and buffer information, and makes

the scheduling decisions on time slot basis. As shown in Algorithm 1 the heuristic

scheme gives strictly higher priority to node R by always checking the rates of node

R (one-way relay and two-way relay) first. When scheduling node R to transmit, the

heuristic scheme is concerned about whether it should do one-way (and which way) or
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two-way relay. The scheduling decisions made before line 16 are based on the relative

values of the one-way and two-way relay rates. When there is only a small amount

of data in the buffers, node R can only transmit at very low rate, both in one-way

and two-way relay, but the node may still be scheduled to transmit. On the other

hand, it may be more efficient for nodes S or D to transmit in such a case. This is

the main reason causing the difference between the proposed heuristic scheduling and

the optimum.

Fig. 2.3 illustrates the average sum throughput versus maximum transmission

power, where we set different distance values between nodes S and D. It is seen

from the figure that the throughput increases with the transmission power. However,

when the transmission power is relatively large, the throughput does not increase as

significantly as it does when the transmission power is low. This is because of the

limited buffer space which limits the maximum rate for the nodes. The figure also

shows that when the distance between nodes S and D is smaller, the throughput can

be much higher due to better link transmission conditions.

In Fig. 2.4 we show the average sum throughput versus maximum buffer size.

With a larger buffer size, higher throughput can be achieved. On the other hand,

the throughput stops increasing as the buffer size is larger than a certain value. This

is because when the buffer size is large enough, the transmission rate is limited by

the maximum transmission power of the nodes. It is also interesting to see that, the

difference between throughput at different maximum powers is larger when the buffer

size is relatively large. This later observation can be explained by how the heuristic

scheme works. When the buffer size is too small, the available buffer space limits the

transmission of all the nodes and increasing the transmission power will not affect
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the total throughput considerably.

Next we move the location of node R along the line connecting nodes S and D.

Let dsr = r × dsd, where r ∈ (0, 1). We plot the average sum throughput versus

different values of r in Fig. 2.5. From the figure, we can see that when node R is

located in the middle of nodes D and S, i.e., r = 0.5, the average throughput is the

maximum. This is because the link gains between node R and the two end nodes are

most balanced, and the chance to use network coding (or two-way relay) is maximized.

When r is increasing or decreasing from 0.5, the link gains between node R and the

two end nodes become less balanced, and the chance to take advantage of the high

efficiency of two-way relay becomes less. As r is much larger or smaller than 0.5, node

R becomes closer to nodes S or D. In this case, the chance of using two-way relay is

little because gsr and gdr can be significantly different in most cases, and having node

R to transmit to the node that has better link gain is much more efficient than the

two-way relay. For the “one-way relay” and “two-way relay” scheduling, the “two-way

relay” scheme achieves higher throughput for a wider range of r than the “one-way

relay” scheme, and during this range of r, the throughput performance of the “two-

way relay” scheduling is closer to that of the proposed scheduling scheme. When r is

very close to 0 or 1, the “one-way relay” scheme achieves better throughput, which

is close to the throughput of the proposed heuristic scheduling. This is because the

two-way relay has to support the weaker node and when there is a large difference

between the channel conditions, the weaker one results in a very low transmission

rate diminishing the advantage of two-way relay.
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2.5 Summary

In this chapter, we have designed an opportunistic scheduling scheme for a bidirec-

tional communication link with relaying and investigated its performance. Our results

indicate that the proposed scheduling scheme achieves higher throughput than both

the scheduling using one-way relay and two-way relay only. The throughput per-

formance of the proposed scheduling scheme is close to the optimal throughput. In

the following two chapters, we will extend the work to a more complicated network,

where a number of bidirectional relaying links share the same frequency channel and

compete for the resources at a shared relay node.
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Chapter 3

Cost-Minimization Resource

Management for a Network with

Bidirectional Relaying Links

In Chapter 2, we showed that significant throughput gain can be obtained by op-

portunistically using network coding at the relay node. In this chapter, we consider

packet transmission scheduling in a network where multiple bidirectional relaying

links share the resources at the relay node. The scheduling problem should resolve

the resource competition among multiple links while taking into consideration the

random traffic and channel conditions. We seek dynamic programming techniques to

solve the scheduling problem. A Markov decision process (MDP) model is developed

that incorporates both the buffer and channel states for multiple links. An optimal

transmission policy is derived with an objective to minimize a certain cost, which is

defined as a function of both the transmission power and data transmission delay.

The optimal solution requires high computation complexity due to large state spaces
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when the number of links or channel states is large. We then design heuristic schedul-

ing schemes with lower complexity. Two types of cost functions are defined, one is

discounted with time, and another is averaged over a certain period.

The remaining part of this chapter is organized as follows. In Section 3.1 we briefly

introduce the Markov decision process and finite state Markov channel model. In

Section 3.2 we describe the system model and formulate the basic scheduling problem.

In Section 3.3 the MDP model is derived, and in Section 3.4 simulation-based dynamic

programming is developed for the discounted cost problem. In Section 3.5 the MDP

problem is formulated for the average cost problem and solved, and in Section 3.6

a heuristic scheduling scheme is proposed for the average cost problem. Numerical

results are shown in Section 3.7, and conclusions are given in Section 3.8.

3.1 Preliminaries

In Subsection 3.1.1 we begin with a description of the MDP framework, including

both the finite and infinite horizon settings and a summary of the associated op-

timality equations. We then present the well-known exact solution algorithms for

solving MDP, value iteration and policy iteration. In Subsection 3.1.2, we describe

the channel model that will be used in this chapter and Chapter 4.

3.1.1 Markov decision process (MDP)

A Markov decision process (MDP) is a discrete time stochastic control process that

provides a mathematical framework for modeling decision-making in dynamic systems

where outcomes of the actions decided by the decision-maker are random [31]. An
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MDP can be employed if a process has the Markov property, i.e. the conditional

probability distribution of future states of the process depends only on the present

state and the action chosen. An MDP is generally defined by four-tuples:

1. State space S: It represents all the possible situations the process can go

through.

2. Action space A: It represents the set of all possible actions in the different

states of the process. In some processes, it is more comprehensive to define an action

space As(s) ∈ A for each state s ∈ S.

3. State transition probability Ps(s, s
′, a): Each of these probabilities represents

the transition probability from state s ∈ S to state s′ ∈ S when action a ∈ As(s) is

taken.

4. State-action cost function C(s, a): It represents the immediate cost endured

by the process when taking action a in state s. We will assume that the cost is

non-negative and bounded, i.e., 0 ≤ C(s, a) ≤ Cmax for all s ∈ S, a ∈ As(s).

Let Πs = [π(s)] be the set of all Markovian policies where π : S → A is a function

such that π(s) ∈ As(s) for all s ∈ S. The goal is to find a policy π∗ that minimizes:

• the overall expected cost over a finite horizon, when the process will stop after

a finite number of steps, or

• the expected cost per unit time (or expected discounted cost) over an infinite

horizon, when the process continues indefinitely.

In general, the action space, transition probabilities, and costs may be either

stationary or time-varying, which leads to either stationary or non-stationary opti-

mal policies. In this thesis, we will focus only on stationary MDPs where the state

transitions and costs do not depend on time.
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We define the expected total discounted cost (or cost-to-go) value for state s ∈ S

by

V π(s) = E

[
H−1∑
t=0

βtC(st, π(st))

]
, (3.1)

where 0 < β ≤ 1 is the discount factor. If H is finite we have a finite-horizon problem;

otherwise we have an infinite horizon problem. The optimal value function is denoted

by V ∗ : S → R+, where the optimal cost-to-go value for a given state s ∈ S is given

by

V ∗(s) = min
π∈Π

V π(s), (3.2)

and a corresponding policy yielding that optimal value function will be denoted by

π∗, where

V ∗(s) = V π∗(s), (3.3)

for which the well-known Bellman optimality principle holds as follows. For all s ∈ S,

V ∗(s) = min
a∈As(s)

{
c(s, a) + β

∑
s′∈S

Ps(s, s
′, a)V ∗(s′)

}
, (3.4)

where V ∗(s) is unique, and there exists an optimal policy π∗ ∈ Π satisfying

π∗(s) = arg min
a∈As(s)

{
C(s, a) + β

∑
s′∈S

Ps(s, s
′, a)V ∗(s′)

}
, s ∈ S. (3.5)

The two most well-known algorithms to find the optimal policy of an MDP are the

policy iteration algorithm (PIA) and the value iteration algorithm (VIA) (also known
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as the backward induction algorithm (BIA)). Each step of PIA consists of two parts:

policy evaluation and policy improvement. The policy evaluation step obtains V π for

a given π ∈ Πs by solving a set of |S| linear equations with |S| unknowns, where |S|

is the total number of states,

V π(s) = C(s, π(s)) + β
∑
s′∈S

Ps(s, s
′, π(s))V π(s′). (3.6)

The complexity of policy evaluation step is O(|S|3) [73]. In the next step, the algo-

rithm updates the policies minimizing the new value function expressions using the

following set of equations for all s ∈ S,

π(s) = arg min
a∈As(s)

{
C(s, a) + β

∑
s′∈S

Ps(s, s
′, a)V π(s′)

}
, s ∈ S. (3.7)

The complexity of the policy improvement step is O(|S|2|A|) [73]. These two steps

are repeated until no further change in the policy is possible. The obtained value and

policy vectors are thus optimal. Therefore, the overall complexity of one iteration in

PIA is O(|S|3 + (|S|2|A|)).

In VIA, value functions are first initialized and then updated iteratively for all

s ∈ S as follows:

Vi(s) = min
a∈As(s)

{
C(s, a) + β

∑
s′∈S

Ps(s, s
′, a)Vi−1(s′)

}
, s ∈ S. (3.8)

The iterations of the algorithm continue until the difference between two consecutive

value functions is smaller than a tolerance value. Consequently, the complexity of

each iteration in the VIA is O(|S|2|A|) [73]. It has been shown that by running VIA
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for a number of iterations, which is polynomial in |S| and |A|, the convergence to the

optimal policy is guaranteed [73].

3.1.2 Finite state Markov channel model

Next we describe the discrete wireless channel model. A slowly varying wireless fading

channel can be modeled as an amplitude based Rayleigh fading finite state Markov

channel (FSMC) [74], which is done by partitioning the received signal-to-noise ratio

(SNR). The FSMC was proved to be a good model of the wireless medium and has

been shown to be in good agreement with realistic cases [75]. The basic methodology

in amplitude based modeling is to model the amplitude (or equivalently, SNR) process

since the amplitude is what determines the packet error probabilities. The channel is

generally considered constant during the packet transmission time Tp, and the FSMC

state change occurs at a multiple of packet transmission time.

Assuming the transmission power and the distance from transmitter to receiver

are both fixed, the FSMC model partitions the received SNR into a finite number

of intervals and represents each interval as a state of the Markov process. Since the

received SNR is proportional to the channel link gain, the FSMC model applies to

the channel link gain too. Let 0 = g0 < g1 < g2 < ... < gK = ∞ be link gain

thresholds. The channel is in state k, k = 0, 1, 2, . . . , K − 1 if the link gain is in the

interval [gk, gk+1). We allow transitions from a given state to its adjacent states only.

In Fig. 3.1 one can observe a FSMC with K states. The steady state probability of

being in state k is

πk =

∫ gk+1

gk

fG(x)dx = e−
gk
Ḡ − e−

gk+1
Ḡ , (3.9)
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where fG(x) is the probability density function of the channel link gains. For a

Rayleigh fading channel, fG(x) = 1
Ḡ
e−

x
Ḡ , where Ḡ is the average channel gain.

Figure 3.1: The finite state Markov channel model representation

According to [74] the equal-probability method is used so that π0 = π1 = ... =

πK−1 = 1
K

, and link gain thresholds are determined by this requirement. Also, the

transition probabilities can be approximated as [74]

Pc(k, k + 1) ≈ N(gk+1)Tp
πk

, (3.10)

Pc(k, k − 1) ≈ N(gk)Tp
πk

, (3.11)

where Tp is the packet duration, N(gk) is the level crossing rate of level gk,

N(gk) =

√
2πgk
Ḡ

fDe
− g

Ḡ , (3.12)

and fD is the maximum Doppler frequency.

With a given partition of the link gain values g0, ...gK we can obtain the steady-

state probabilities π0, ..., πK−1 and the transition probabilities Pc.
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3.2 System Description

We consider a network with bidirectional communication links and a relay node. Each

of the links has two end nodes, denoted as A1,m and A2,m for m = 1, 2, . . . ,M , where

M is the total number of links. All the communications of a given link are through the

relay node, which is shared by all the links. An end node sends data to the relay node,

which then forwards the data to the other end node. The timeline of the relay node

is divided into equal length time slots, each for one packet transmission. We consider

that all packets are of the same size and transmitted at a fixed rate. Depending on

the channel conditions, the nodes can adaptively adjust their transmission power so

that the required SNR at the receiver can be satisfied in order to correctly decode

the packet. We emphasize the transmissions at the relay node, and consider that a

different channel is available for packet transmissions from the end nodes to the relay

node.

We consider that the relay node is equipped with a single transmitter. There can

be two ways for the data forwarding. When a data packet x is received from node

A1,m, the relay can forward the packet to node A2,m at a selected time slot using the

traditional one-way relaying method. Alternatively, if it can combine another packet

y received from node A2,m, and multicast z = x ⊕ y to both nodes A1,m and A2,m

using two-way relaying.

The link state between node Ah,m (h = 1, 2) and the relay node is denoted as gh,m.

We consider a FSMC model, which has K states, indexed as k = 0, 1, 2, . . . , K − 1.

We assume that the channel state keeps constant during one time slot, but may

change between different time slots. The transition probabilities from state k to its

two neighboring channel states are denoted as Pc(k, k − 1) (for 0 < k ≤ K − 1) and
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Pc(k, k + 1) (for 0 ≤ k < K − 1). These probabilities can be calculated based on

practical fading models [74] as we described in the previous section.

Let γth be the minimum SNR in order for an end node to correctly receive a packet

from the relay node, and p(t) the transmission power of the relay node at time t, then

p(t)gh,m ≥ γth if the relay node should transmit to node Ah,m, or gh,m ≥ γth/pmax ,

gth, where pmax is the maximum allowed transmission power of the relay node, and gth

is the minimum link gain below which the relay node does not transmit to node Ah,m

because the required transmission power for the node to correctly receive a packet is

larger than the maximum transmission power of the relay node.

We use bh,m (h = 1, 2) to represent the number of packets buffered at the relay

node from node Ah,m, and 0 ≤ bh,m ≤ Bmax, where Bmax is the buffer size. The

state of a buffer changes when there is a new packet arrival from the end node or

after the relay node successfully transmits one packet from the buffer. We consider a

Bernoulli process for the packet arrival process from each end node to the relay node.

At each time slot, the probability of receiving one packet from node Ah,m is θh,m, and

θh,m = 1− θh,m is the probability of no packets received from node Ah,m.

3.3 The MDP Model

Given a network with bidirectional communication links and a relay node as described

in the previous section, the objective is to schedule transmissions at the relay node so

that a certain cost function is minimized. A Markov decision process (MDP) can be

used to model the system. In this section we first define the state and action spaces

and derive the state transition probability when a given action is taken. Next, we

find the relationship between the objective cost function and the actions, and finally
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solve the optimum policy in order to minimize the long-term discounted cost.

3.3.1 State and action spaces

Let S and A, respectively, represent the state space and action space of the considered

system. The system state is fully defined by a combination of the buffer state and

the channel state. That is, S = {bh,m, gh,m, h = 1, 2;m = 1, 2, . . . ,M}, and the total

number of states is

|S| = (Bmax + 1)2MK2M . (3.13)

The action space A = {a, a = 0, 1, . . . , 3M} includes all transmission decisions

at the relay node. For an action a ∈ A, when a = 0, the action is no transmission,

i.e., the relay node does not transmit; when a = 3(m − 1) + 1 = 3m − 2 for a given

m, the relay transmits to node A1,m only using traditional relay technique; when

a = 3(m − 1) + 2 = 3m − 1 for a given m, the relay transmits to node A2,m only

using traditional relay technique; and when a = 3m for a given m, the relay transmits

to both nodes A1,m and A2,m using NC technique. We also define an action space

As(s) ∈ A for each state s ∈ S which shows feasible actions in each state based

on the buffer and channel states. Action 0 is feasible in all the system states; the

action of transmitting to one of the end nodes of a given link is feasible only if the

corresponding data buffer is not empty and the link state is above the threshold; and

the action of transmitting to both end nodes of a link is feasible only if both buffers

for the link are nonempty and both the link states are above the threshold.

With the definition of S and A, the system state is completely defined. That is,

once an action is selected (i.e., a transmission decision is made), the system state

in the next time slot is completely determined by that in the current time slot and
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independent of the system states in the past. Therefore, the process is Markov.

3.3.2 State transition probability

Consider the state transition from s to s
′

when action a is taken. Since the packet

arrival processes and the channel states of the two hops for the same link change

independently, we can consider channel state and buffer state transitions of different

links and hops separately. Therefore,

Ps(s, s
′
, a) =

M∏
m=1

2∏
h=1

Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a), (3.14)

where Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a) is the transition probability for the transmission

hop (from the relay node to node Ah,m) to change from buffer-channel state (bh,m, gh,m)

to buffer-channel state (b
′

h,m, g
′

h,m) when action a is taken. The remaining part of this

subsection is to find this probability for different actions.

When the action is not to transmit, i.e., a = 0, we have

Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a = 0)

=



θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m + 1 ≤ Bmax,

Pc(gh,m, g
′

h,m), b
′

h,m = bh,m = Bmax,

θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m < Bmax,

0, otherwise.

(3.15)

When the relay node transmits to node Ah,m only, a = 3(m− 1) + h, where h = 1, 2

and m = 1, 2, . . . ,M , the transition probability corresponding to the same hop is

44



Ph.D. Thesis - Hadi Meshgi McMaster - Electrical Engineering

given as

Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a = 3(m− 1) + h)

=



θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m < Bmax,

Pc(gh,m, g
′

h,m), b
′

h,m = bh,m − 1, bh,m = Bmax,

θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m − 1, 0 < bh,m < Bmax,

Pc(gh,m, g
′

h,m), b
′

h,m = bh,m = 0,

0, otherwise.

(3.16)

With the transmission decision a = 3(m−1)+h
′
, h
′
= 1, 2, the transition probability

corresponding to the other hop h (h = 1, 2 and h 6= h
′
) of the same link is given as

Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a = 3(m− 1) + h
′
)

=



θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m + 1 ≤ Bmax,

Pc(gh,m, g
′

h,m), b
′

h,m = bh,m = Bmax,

θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m < Bmax,

0, otherwise.

(3.17)

Furthermore, when a = 3(m
′ − 1) + h, the transition probability corresponding to a
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hop of a different link m (m 6= m
′
) is given as

Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a = 3(m
′ − 1) + h)

=



θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m + 1 ≤ Bmax,

Pc(gh,m, g
′

h,m), b
′

h,m = bh,m = Bmax,

θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m < Bmax,

0 otherwise.

(3.18)

When the action is to transmit simultaneously to both end nodes of link m, the

transition probability for the hops of the same link is given by

Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a = 3m)

=



θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m < Bmax,

Pc(gh,m, g
′

h,m), b
′

h,m = bh,m − 1, bh,m = Bmax,

θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m − 1, 0 < bh,m < Bmax,

Pc(gh,m, g
′

h,m), b′i = bh,m = 0,

0, otherwise.

(3.19)

When the action is to transmit simultaneously to both end nodes of link m
′
, the
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transition probability for the hops of link m (m 6= m
′
) is given by

Pl((bh,m, gh,m), (b
′

h,m, g
′

h,m), a = 3m
′
)

=



θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m + 1 ≤ Bmax,

Pc(gh,m, g
′

h,m), b
′

h,m = bh,m = Bmax,

θh,mPc(gh,m, g
′

h,m), b
′

h,m = bh,m < Bmax,

0 otherwise.

(3.20)

3.3.3 Unconstrained MDP for discounted cost

We consider the tradeoff between delay performance of the data transmissions and

transmission power of the relay node. A cost function is defined as a combination

of the transmission power from the relay node and the average number of buffered

packets, and is given as

C(s, a) = fc(p(s, a), Q(s, a)), (3.21)

where p(s, a) and Q(s, a), respectively, are the transmission power of the relay node

and the average number of buffered packets when taking action a at state s, and are

defined as follows,

p(s, a) = γth

M∑
m=1

(
2∑

h=1

I|a=a3(m−1)+h

gh,m
+

I|a=a3m

min{g1,m, g2,m}

)
, (3.22)
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and

Q(s, a) =


1

2M

∑2
h=1

∑M
m=1 bh,m − 1, a = 3(m− 1) + h,

1
2M

∑2
h=1

∑M
m=1 bh,m − 2, a = 3m,

1
2M

∑2
h=1

∑M
m=1 bh,m, otherwise.

(3.23)

Note that the average number of buffered packets directly corresponds to data packet

transmission delay. The exact format of the function fc(·) may depend on practical

applications and system scenarios, but is not important to the formulation of the

MDP problem.

Given the definition of the cost function in (3.21), our objective is to find the

optimal stationary policy over all Markov deterministic stationary policies, so that

the expected total discounted cost in (3.1) is minimized. It is proven that if the state

space S is discrete and the action set associated with each state is finite, there exists

an optimal deterministic stationary policy π∗ : S → A that minimizes the discounted

total expected cost per stage [31].

It is evident that the state space is finite and, therefore, the cost is bounded.

Also, the system is stationary, that is, the system equation, the cost per stage and

the transition probabilities do not change from one stage to the next stage. Such

unconstrained MDP problem can be solved using different methodologies [31] as ex-

plained in subsection 3.1.1. In this section we use value iteration algorithm for finite

horizon MDP as explained in Algorithm 1, where H is the number of horizons or

stages.

Note that in this system that has limited buffer size, packet losses cannot be

avoided. Let L(s, a) be the probability of packet loss in state s after decision a, we
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Algorithm 1 Value iteration algorithm

1: V0(s) = 0,∀s ∈ S
2: t = 0
3: while t < H do

4: Vt+1(s) = mina∈As(s)

{
c(s, a) + β

∑
s′∈S Ps(s, s

′, a)Vt(s
′)

}
, s ∈ S

5: t = t+ 1
6: end while

7: π∗(s) = arg mina∈As(s)

{
c(s, a) + β

∑
s′∈S Ps(s, s

′, a)Vt+1(s′)

}
, s ∈ S

have

L(s, a) =
1

2M

2∑
h=1

M∑
m=1

I|{bh,m=Bmax}θh,m. (3.24)

For relatively low packet arrival rate, the packet loss rate due to buffer overflow can

be kept very low, and the delay performance based on the Little’s Law gives very

good approximation to the actual delay performance, and always provides a lower

bound on the true average delay.

3.4 Approximate Dynamic Programming

Approximate dynamic programming (ADP) is a method for overcoming the classic

curse of dimensionality [76] in dynamic programming that is well-known to plague

the use of Bellmans equation. The computational and storage requirements of solving

MDP are exponentially growing with the number of states and actions which makes

it either computationally impractical or infeasible to implement the traditional tech-

niques of policy iteration or value iteration methods. Therefore, our goal is to devise

an algorithm that reduces the modeling complexity and computational complexity.

In this section, we use the simulation-based dynamic programming to estimate the
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optimal value function. The proposed algorithm is targeted at MDPs with large finite

state spaces and relatively smaller action spaces for finite horizon model.

3.4.1 Simulation-based dynamic programming

We can describe an MDP using a simulation model the same as MDP using four-

tuples (S,A, f, C ′), where f is the next-state transition function such that the system

dynamics are given by

st+1 = f(st, at, wt),∀t = 0, 1, . . . , H − 1, (3.25)

and C ′(st, at, wt) ≤ Cmax is the associated non-negative cost, where st ∈ S, at ∈ A(st),

and wt is a random number generated using the channel and arrival rate distributions.

The corresponding optimal cost-to-go value V ∗t at stage t is defined by,

V ∗t (s) = min
a∈A(s)

E

{
C ′(s, a, w) + βV ∗t−1(f(s, a, w))

}
. (3.26)

In the proposed simulation-based dynamic programming (SDP) the optimal cost-

to-go function V ∗t is replaced by an approximation. In Algorithm 2, we estimate the

optimal cost-to-go function defined by (3.26) for a given state s, based on Nt simula-

tions in stage t. The approach is to minimize the discounted cost over actions, based

on the recursive optimality equations given by (3.26) as depicted in Algorithm 2. At

each stage t, the SDP algorithm iterates Nt times to compute the average discounted

cost of each tuple (s, a). From those costs, the action that results in the minimum cost

is the best action. In this algorithm, we use a random number wj in each iteration j

and the chosen action a will then be used to simulate f(s, a, wj) in order to produce
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a simulated next state from s. After finding V̂t(s, a) for all a ∈ As(s) in line 8, we

update the estimate of the value function by taking the minimum of V̂t(s, a) over all

actions (line 12).

For the finite horizon problem, we iterate this procedure H times for all states

and find the (approximate) optimal policy at the final stage. We can also use this

algorithm in an on-line manner in the context of rolling horizon control [77] for solving

infinite horizon problem.

Algorithm 2 SDP algorithm

1: t = 0
2: Set V ∗0 (s) = 0 for all s ∈ S.
3: while t < H do
4: t = t+ 1
5: for s ∈ S do
6: for a ∈ As(s) do
7: for j = 1 : Nt(s) do

8: V̂t(s, a) = 1
Nt(S)

∑Nt(s)
j=1 (C ′(s, a, wj) + βV ∗t−1(f(s, a, wj)))

9: end for
10: end for
11: V ∗t (s) = mina∈As(s){V̂t(s, a)}
12: end for
13: end while

Complexity: The simulation-based algorithm, to some extent, decreases the

modeling complexity in the MDP problem. Specifically, when the state space is large,

it is difficult to construct the transition probability matrix. Using the SDP method, we

do not need to have the transition probabilities. Second, the SDP algorithm reduces

the computational complexity (the curse of dimensionality problem). It can be seen

that the computational complexity for one iteration of this algorithm is O(Nt|S||A|).

Since Nt is normally much smaller than |S|, this complexity is significantly less than

O(|S|2|A|) of VIA.
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3.5 MDP for the Average Cost Problem

In this section, our objective is to find the optimal stationary policy over all Markov

deterministic stationary policies so that the average cost per stage is minimized. It

is proven [31] that if the state space S is discrete and the action set associated with

each state is finite, there exists an optimal deterministic stationary policy π∗ : S → A

that minimizes the average cost per stage.

lim
T→∞

sup
1

T

T∑
t=1

E[C(st, π
∗
t (st))], (3.27)

where π∗t (st) is the optimal decision action taken in stage t when the system state is

st.

This unconstrained MDP problem can be solved using equivalent LP methodol-

ogy [31] as presented below. Let x(s, a) represent the “steady-state” probability that

the process is in state s ∈ S and action a ∈ As(s) is applied. The optimal solution

can be obtained by solving the following linear program (LP):

min
∑
∀s∈S

∑
a∈As(s)

x(s, a)C(s, a) (3.28)

s.t.
∑

a∈As(s)

x(s′, a) =
∑
s∈S

∑
a∈As(s)

Ps(s, s
′, a)x(s, a),∀s′ ∈ S, (3.29)

∑
s∈S

∑
a∈As(s)

x(s, a) = 1, (3.30)

0 ≤ x(s, a) ≤ 1, ∀s ∈ S, a ∈ As(s). (3.31)

Let x∗ be the optimal solution to the LP problem. The primal policy, π∗(s) can be
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found by

π∗(s) =
x∗(s, a)∑

a′∈As(s) x
∗(s, a′)

. (3.32)

Since the problem is unconstrained, the optimal policy is deterministic rather than

randomized. The corresponding average transmission power can be found as

P (π∗) =
∑
s∈S

∑
a∈As(s)

x∗(s, a)p(s, a), (3.33)

and the average buffer occupancy for link m is given by

D(π∗) =
1

2M

∑
s∈S

∑
a∈As(s)

x∗(s, a)Q(s, a). (3.34)

The optimum overall cost of the system can be written as

C∗ = fc(P (π∗), D(π∗)). (3.35)

3.6 Heuristic Scheme for Minimizing Average Cost

The computational load of optimal scheduling increases exponentially with the num-

ber of system states, and therefore, finding the optimum solution is not practical

when the buffer size and the number of channel states are large. In this section, a

heuristic scheme is proposed to minimize the average cost.

Algorithm 3 shows the scheme, which includes two parts. The first part (Lines

1–29) is to estimate potential costs for different actions, where Ct,h,m represents the

cost in the tth time slot for the hth hop of the link m. Qt is the total number of

packets in all the buffers in each time slot, Uh,m is a binary variable which is equal
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to 1 if bh,m > 0 and gh,m ≥ gth (Line 6) and zero otherwise. The transmission power

(P t
h,m) of the relay node to reach node Ah,m is calculated based on the current channel

state (Line 9). Moreover, the transmission power in the next time slot in order for

the relay node to reach the same end node is estimated based on the channel state

transition probability (Line 10).

In Lines 12–27, the cost for transmitting the head-of-line (HOL) packet(s) is es-

timated for different cases. In the first case (Lines 12–18), U1,m = U2,m = 1, Ct,1,m

is the total estimated cost assuming the relay transmits to node A1,m in the current

time slot; Ct,2,m is the total estimated cost assuming the the relay transmits to node

A2,m in the current time slot; and Ct,3,m is the total estimated cost assuming the relay

transmits to both nodes A1,m and A2,m in the current time slot. Ct+1,1,m, Ct+1,2,m,

and Ct+1,3,m, respectively, are the total estimated cost assuming the relay transmits

to node A1,m only, node A2,m only, and both nodes A1,m and A2,m in the next time

slot but not in the current time slot. When U1,m = 1 and U2,m = 0 (Line 19), Lines

20 and 21 give the estimated costs for transmitting the head-of-line (HOL) packet to

node A1,m in the current and the next time slots, respectively. When U1,m = 0 and

U2,m = 1 (Line 22), Lines 23 and 24 give the estimated costs for transmitting the HOL

packet to node A2,m in the current and the next time slots, respectively. The total

buffer occupancy, Qt, is decreased by 1 if the transmission of the current HOL is done

in the current time slot and keeps unchanged if the transmission is delayed to the next

time slot. After the costs are estimated, Line 29 is used to find which transmission

arrangement has the minimum cost. It should be mentioned that if U1,m = U2,m = 0,

the relay node does not transmit to any end nodes of link m in the current time slot

(Line 26).
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Algorithm 3 Heuristic algorithm for minimizing cost

C =∞
2: Qt =

∑2
h=1

∑M
m=1 bh,m

U = 0
4: for m = 1 : M do

for h = 1 : 2 do
6: if bh,m > 0 and gh,m > gth then

Uh,m = 1
8: end if

P t
h,m = fp(gh,m)

10: P t+1
h,m =

∑N−1

g
′
h,m=0

fp(g
′

h,m)Pc(gh,m, g
′

h,m)

end for
12: if U1,m = 1 and U2,m = 1 then

Ct,1,m = fc(P
t
1,m, Qt − 1);

14: Ct,2,m = fc(P
t
2,m, Qt − 1);

Ct,3,m = fc(max{P t
1,m, P

t
2,m}, Qt − 2);

16: Ct+1,1,m = fc(P
t+1
1,m , Qt);

Ct+1,2,m = fc(P
t+1
2,m , Qt);

18: Ct+1,3,m = fc(max{P t+1
1,m , P

t+1
2,m }, Qt);

else if U1,m = 1 and U2,m = 0 then
20: Ct,1,m = fc(P

t
1,m, Qt − 1);

Ct+1,1,m = fc(P
t+1
1,m , Qt);

22: else if U1,m = 0 and U2,m = 1 then
Ct,2,m = fc(P

t
2,m, Qt − 1);

24: Ct+1,2,m = fc(P
t+1
2,m , Qt);

else
26: Do not transmit at current time slot, a = 0.

end if
28: end for

[t∗, h∗,m∗] = arg mint′=t,t+1;h=1:3;m=1:M Ct′ ,h,m
30: if t∗ = t then

if h∗ = 1 then
32: Transmit to node A1,m, a = 3m− 2.

else if h∗ = 2 then
34: Transmit to node A2,m, a = 3m− 1.

else
36: Transmit to both A1,m and A2,m, a = 3m.

end if
38: else

Do not transmit at current time slot, a = 0.
40: end if
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The second part (Lines 30–40) finalizes the decision for the current time slot based

on the results in the first part. If t∗ = t, the relay node transmits in the current time

slot; if h∗ = 1 or 2, the relay transmits to node Ah∗,m∗ ; and if h∗ = 3 (only possible

when U1,m∗ = U2,m∗ = 1), the relay transmits to both end nodes of link m∗. When

t∗ = t + 1, the relay node does not transmit in the current time slot. However, this

does not necessarily mean that the relay should transmit in the next time slot. The

actual decision for the next time is recalculated using the same process as above.

3.7 Numerical Results

In this section, we generate numerical results for both the discounted and average

cost models. We consider the distance-based path loss and Rayleigh fading for the

transmission channel. Based on this link gain distribution, the FSMC model parti-

tions the entire range of link gain values into K intervals, each of which represents a

state of the Markov process. The equal-probability method in [74] is used to find the

link gain thresholds and state transition probabilities.

Default parameters are given below. The average packet arrival rate from each

end node to the relay is θh,m = θ = 0.1 packets per time slot for all m and h, the

maximum Doppler shift of each channel is fD = 100Hz, the path loss exponent is 2.5,

and the average distance between each end node and the relay node is d = 200 m.

For the cost function, we consider a linear function of the transmission power (P )

and the number of buffered packets (Q), which represent the transmission delay, as

fc(P,Q) = A× P + B × (Q/Bmax), where A and B are parameters chosen based on

the contribution of the transmission power and delay to the cost function. Similar

cost functions are available in the literature, such as [78–81]. In all the results, the
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packet loss rates are below 10−2.

Table 3.1: Comparison between actions in the SDP algorithm for different values of
Nt and optimal actions in the MDP

Index of Index of action
state SDP, Nt = 5 SDP, Nt = 10 SDP, Nt = 20 Optimal
60 1 2 2 2
61 2 2 2 2
62 2 1 2 2
63 1 2 2 2
64 1 1 1 1
65 2 3 3 3
66 3 3 3 3
67 1 2 2 2
68 4 4 4 4
69 3 4 4 4
70 2 1 2 2
71 3 3 4 4
72 4 4 4 4
73 1 1 1 1
74 1 3 3 3
75 3 3 3 3
76 1 2 2 2
77 3 4 4 4
78 3 3 4 4
79 2 2 2 2
80 2 3 4 4
81 3 4 4 4

We first examine the convergence of the SDP algorithm (Algorithm 2). In Ta-

ble 3.1 we show the transmission policy results for different number of samples (Nt)

per action. In this table, we simulate the SDP algorithm for K = 3, Bmax = 4,

H = 100, M = 1, and show the best actions for a number of states. It can be seen

that when Nt = 5 the actions are quite different from the optimal results. As Nt

increases, the resulting actions in more states are the same as the optimal ones.
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Figure 3.2: Total discounted cost versus θ for K = 8, M = 1, fDTp = 0.05, A = 0.001,

B = 1, and γth = 10 dB
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Figure 3.3: Total discounted cost versus θ for K = 8, M = 1, fDTp = 0.05, A = 1,

B = 0.001, and γth = 10 dB
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Figure 3.5: Total discounted cost versus γth for Bmax = 2, K = 3, and M = 2
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Figs. 3.2-3.5 show the results based on the discounted cost, where the discount

factor is β = 0.9. In Fig. 3.2, we consider A = 0.001 and B = 1 to emphasize the

contribution of the delay in the cost function. On the other hand, in Fig. 3.3, we con-

sider A = 1 and B = 0.001 to emphasize the contribution of the transmission power

in the cost function. In these two figures, the optimal solution in Algorithm 1 and the

solution using simulation-based dynamic programming in Algorithm 2 are compared.

It is seen that increasing the arrival rate (θ) leads to more packets waiting in the

buffer and eventually increases the cost. Although having larger buffer size (Bmax)

allows more packets to be buffered and transmitted at better channel conditions, and

results in lower transmission power, it increases packet transmission delay. Overall,

the cost in Fig. 3.2 is much lager than in Fig. 3.3 due to the fact that A is much larger

than B in the cost function for Fig. 3.2, or the weight for buffer occupancy is much

larger than that for transmission power. As the traffic load increases, the increase of

queue length is much more significant than that of the transmission power.

Next, we consider A = 1 and B = 1. In Fig. 3.4, it can be seen that the discounted

cost increases with the SNR threshold. This is because higher SNR threshold delays

packet transmissions as well as results higher average transmission power. Both al-

gorithms are applied to fading channels with different fading rates, where Tp is the

symbol period. It is shown that faster channel variations help reduce the discounted

cost. The basic reason is that when the traffic load is relatively low (and therefore

packet loss rate is low), the number of buffered packets is small. In this case, fast

channel variations help to purge buffered packets as soon as possible. This may not be

the case when the channel states change slower since packets may have to be buffered

for a longer period when the channel is in poor states. Moreover, it is seen that the
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SDP algorithm performs very good and has close-to-optimal costs.

In Fig. 3.5 we examine the performance of the optimal and SDP algorithms for two

links (M = 2). It can be seen that the SDP algorithm performs close-to-optimal for

different values of SNR threshold and fading rates. Unfortunately, the computation

load prevents us from generating optimum results for larger Bmax, and therefore, in

order to keep reasonably low packet loss rate, we are unable to increase Bmax but only

keep low packet arrival rate when examining performance of the optimal solutions.

Next, we demonstrate performance of the solutions based on the average cost in

Figs. 3.6-3.8. Fig. 3.6 compares the average cost of the optimal solution and the

proposed heuristic scheme. The results show that the performance of the proposed

heuristic scheme is very close to the optimal solution, and the gap between the two

is minor for a wide range of SNR thresholds. Fig. 3.7 compares the optimal solution

with the proposed heuristic scheme for different d when M = 2. It is shown that as

the distance between the relay node and the end nodes (d) increases, average channel

gains decreases which increases both transmission delay and power and consequently

the average cost. Moreover, for larger values of d (d = 200 m), the cost will increase

with the SNR threshold significantly. As the distance d increases, the cost caused by

transmission power gradually dominates the overall cost, and therefore, the total cost

is more significantly affected by the SNR threshold changes. Also, it can be seen that

the performance of the proposed heuristic scheme is very close to the optimal one.

Fig. 3.8 illustrates the performance of the proposed heuristic scheme for different

number of links (M). This figure shows that the average cost is increased with M

since the average delay of the system increases with the number of links.
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Figure 3.6: Average cost versus γth for Bmax = 4, K = 8, and M = 1
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3.8 Summary

We have studied the transmission scheduling in multiple bidirectional relaying links

with the objective of minimizing the long-term cost in a fading channel. The op-

timized scheduling algorithm based on MDP minimizes the discounted and average

costs in finite and infinite horizon scenarios, respectively. The simulation-based dy-

namic programming algorithm has three advantages: 1) simplifying the modeling

process in transforming the scheduling problem to an MDP problem, 2) reducing the

computational complexity, and 3) achieving close-to-optimal performance. The pro-

posed heuristic scheme for minimizing average cost can be easily performed when the

number of end nodes, buffer size, and number of channel states are large, under which

conditions solving the MDP problem can be very difficult due to high computational
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complexity.

In the current unconstrained MDP model as well as the SDP algorithm and the

heuristic scheme, packet loss rate cannot be easily controlled. In the next chapter, a

constrained MDP problem will be formulated to incorporate relay station transmission

power and time as well as the data packet transmission delay and packet loss rate.

64



Chapter 4

Delay-Minimization Resource

Management for a Network with

Bidirectional Relaying Links

In this chapter, we continue our study on opportunistic scheduling and power alloca-

tion in a network with multiple bidirectional relaying links. Different from Chapter

3, where the objective was to minimize a cost that incorporates both transmission

power and delay, in this chapter we consider more specific QoS objectives, including

average packet loss rate, average packet transmission delay, maximum and average

transmission power. A constrained Markov decision process (CMDP) model is devel-

oped, and an optimal transmission policy is derived with an objective to minimize the

average packet transmission delay, subject to the maximum and average transmission

power limits of the relay node. Heuristic scheduling schemes with lower complexity

are then proposed, which make transmission decisions based on channel and buffer

states, overhearing status, maximum and average transmission power.
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The remaining part of the chapter is organized as follows. In Section 4.1 we

describe the system model that this work is based on. A constrained MDP problem

is formulated in Section 4.2, where a linear optimization problem is formulated to solve

the steady state decisions of the relay node at different system states. In Section 4.3

heuristic scheduling schemes are proposed. Numerical results are shown in Section 4.4,

and a summary is given in Section 4.5.

4.1 System Description and Problem Formulation

We consider a network with bidirectional communication links and a relay node as

shown in Fig. 4.1. The two end nodes of each link communicate with each other

through the relay node, which is shared by all the links. We consider that transmis-

sions in the uplink (from the end nodes to the relay node) and the downlink (from the

relay node to the end nodes) use orthogonal channels, so that there is no interference

or competition between them. Our focus in this work is the power-delay relation when

NC is being used, and therefore we limit the scope of the work to the transmissions

at the relay node, i.e., downlink transmission scheduling only. Same as in Chapter 3,

we consider that the relay node is equipped with a single transmitter, and its timeline

is divided into equal length time slots, each for one packet transmission. There is one

buffer for storing packets from each end node.

We consider M bidirectional links, indexed by m = 1, 2, . . . ,M . There are 2M

end nodes, indexed from 1 to 2M . For convenience, we use n and n̂ to represent a

pair of the end nodes of the same link, and define n̂ = n−1 if n is even, and n̂ = n+1

if n is odd. For example, if n = 3, then n̂ = 4; and if n = 4, n̂ = 3. These are the

indexes of the two end nodes that belong to link m = 2. The relay node can use
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Figure 4.1: System model for M = 3

the traditional one-way relaying, and transmit to only one end node at a time. In

addition, it can use NC to combine transmissions of multiple packets from end nodes

of the same links, as in Chapter 3.

In addition, we consider that nodes near each other are allowed to overhear each

other’s transmissions. NC can also be performed between nodes belonging to different

links, as long as the overhearing condition is satisfied. For this reason, we define an

overhearing matrix O with 2M rows and 2M columns. The element in the n1th row

and n2th column in the matrix is On1n2 . When On1n2 = 1, node n1 can overhear the

transmission of node n2; otherwise, On1n2 = 0. As a special case, Onn = 1 for all

n = 1, 2, . . . , 2M . In Fig. 4.1, only nodes 1 and 3 can overhear each other, and the
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overhearing matrix is given by

O =



1 0 1 0 0 0

0 1 0 0 0 0

1 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


.

We assume that the overhearing matrix is available at the relay node and does not

change during the decision-making process. Given the overhearing relation, the relay

node can combine packet xi from node ni and packet xj from node nj, and transmit

xi ⊕ xj to both nodes n̂i and n̂j. In order for node n̂i to recover packet xi, it should

be able to overhear xj from node nj; and similarly, in order for node n̂j to recover

packet xj, it should be able to overhear xi from node ni. In general, we define two

sets of end nodes, Ns and Nd so that n̂ ∈ Nd for each node n ∈ Ns, and n̂ ∈ Ns for

each node n ∈ Nd. The relay node can combine one packet from each of the nodes in

Ns and multicast the XORed packets to all the nodes in Nd, only if each node n ∈ Nd

can overhear transmissions of all the nodes in Ns except n̂.

The channel state between node n and the relay node is represented by gn for

n = 1, 2, . . . , 2M . The buffer occupancy for packets from node n at the relay node is

represented by bn for n = 1, 2, . . . , 2M , where 0 ≤ bn ≤ Bmax, and Bmax is the buffer

size. The channel model and the distribution of the arrival process are the same as

in Chapter 3. The system state is fully defined by a combination of the buffer state

and the channel state. That is, S = {bn, gn, n = 1, 2, . . . , 2M}.
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4.2 The CMDP Model

Given the system model as described in the previous section, our objective is to

schedule transmissions at the relay node so that the average packet transmission

delay of all buffers in the relay node is minimized, subject to the maximum and

average transmission power of the relay node. A constrained Markov decision process

(CMDP) can be used to model the system. In the remaining part of this section

we first define the actions, then find the state transition probabilities, and finally

formulate the CMDP.

4.2.1 Action set

Let a = (a1a2 · · · a2M)2 be a binary sequence that represents the action chosen by the

relay at current decision epoch, where an is the nth bit of the sequence and referred

to as the sub-action to buffer n. When an = 0, the relay node does not transmit any

packets from buffer n; and when an = 1, the relay node transmits one packet from

buffer n to node n̂. When multiple bits in a are equal to 1, the relay node uses NC,

XORs the corresponding packets into one, and multicasts the NCed packet to all the

receiving nodes. As mentioned earlier, the use of NC is subject to the overhearing

conditions. We use A = {a = (a1a2 · · · a2M)2, an ∈ {0, 1}, ∀n = 1, , 2, . . . , 2M} to

represent the action space of the considered system.

Mathematically, set A can include 22M different actions, but transmissions based

on some of them are not eligible. First, an = 1 is not eligible when either the buffer

for node n is empty, i.e., bn = 0, or the channel state to node n̂ is below the threshold,

i.e., gn̂ ≤ gth. Second, the use of network coding at the relay node is restricted by

the overhearing conditions among the nodes. For action a = (a1a2 . . . a2M)2, in order
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for any two bits an1 = an2 = 1, both On1n̂2 and On2n̂1 should be 1. For this reason,

we define a matrix ∆ = (δ(s, a),∀s, a) with δs,a = 1 if action a is eligible for state s

based on the overhearing condition, channel state, and buffer occupancy; and δs,a = 0

otherwise. Let Na = {n|1 ≤ n ≤ 2M,an = 1}. We have δ(s, a) = 1 if and only if the

following conditions are true: i) bn > 0 for all n ∈ Na, ii) gn̂ ≥ gth for all n ∈ Na, and

iii) On̂1n2 = 1 for all n1, n2 ∈ Na and n1 6= n2.

4.2.2 State transition probability

Once an action is selected (i.e., a transmission decision is made), the system state

in the next time slot is completely determined by that in the current time slot and

independent of the system states in the past. Therefore, the process is Markov, and

the system status is completely defined by S and A. When the system is at a typical

state s ∈ S, after an action a is taken, the probability that the system is in state s
′

is

the state transition probability of the system, denoted as Ps(s, s
′
, a), and we further

define PS(a) = (Ps(s, s
′
, a), ∀s, s′ ∈ S). This transition probability is a joint effect of

the buffer and channel state changes to individual node n. Since each system state

includes both the buffer and channel states of all the links, in order to find PS(a),

we first find the state transition probability of an individual buffer after a sub-action

to this buffer is taken, and then combine it with the state transition probability of

individual channels.

Let Pb,n(bn, b
′
n, an) be the transition probability of buffer n from bn to b

′
n after

sub-action an is taken. Define two matrices of size (Bmax + 1)× (Bmax + 1) as follows.

Pb,n(0) = (Pb,n(bn, b
′
n, 0), bn, bn′ = 0, 1, . . . , Bmax) and Pb,n(1) = (Pb,n(bn, b

′
n, 1), bn, bn′ =
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0, 1, . . . , Bmax), which are the transition probability matrices of buffer n when sub-

action an = 0 and an = 1, respectively. We then have

Pb,n(bn, b
′

n, 0) =



θn, b
′
n = bn + 1 ≤ Bmax,

1, b
′
n = bn = Bmax,

θn, b
′
n = bn < Bmax,

0, otherwise,

(4.1)

and

Pb,n(bn, b
′

n, 1) =



θn, b
′
n = bn ≤ Bmax,

1, b
′
n = bn − 1, bn = Bmax,

θn, b
′
n = bn − 1, 0 < bn < Bmax,

1, b
′
n = bn = 0,

0, otherwise.

(4.2)

When an = 0, the buffer occupancy is increased by 1 if there is a new packet

arrival and the buffer is not full; otherwise, the buffer occupancy keeps the same.

When an = 1, the buffer occupancy keeps the same if there is a new arrival; otherwise

it is reduced by 1. We can rewrite (4.1) and (4.2), respectively, in a matrix form as

Pb,n(0) =



θ̄n θn 0 . . .

0 θ̄n θn
. . .

...
. . . . . . . . .

. . . 0 0 1


, (4.3)
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and

Pb,n(1) =



1 0 0 . . .

θ̄n θn 0 . . .

0 θ̄n θn
. . .

...
. . . . . . . . .

. . . 0 1 0


. (4.4)

Let b = (b1, b2, . . . , b2M) represent the joint state of all buffers. Define b
′

=

(b
′
1, b

′
2, . . . , b

′
2M) as another state of the buffers. Since the arrival processes of all the

buffers are independent, we can find the transition probability of the joint buffer state

from b to b
′

when action a is taken as

PB(b,b
′
, a) = Π2M

n=1Pb,n(bn, b
′

n, an). (4.5)

As the number of non-zero elements in matrix Pb,n(an) is at most 2Bmax + 1, we

can use sparse matrix computation to reduce computational complexity when finding

the state transition probability matrix. Define PB(a) = (PB(b,b
′
, a),∀b,b′). The

Kronecker product of 2M sparse matrices can be used to find PB(a), which is the joint

state transition probability matrix of all the buffers when action a = (a1a2 . . . a2M)2

is taken, as follows

PB(a) = Pb,1(a1)⊗Pb,2(a2)⊗ · · · ⊗Pb,2M(a2M), (4.6)

where ⊗ is Kronecker product.

We now consider the channel state changes. There are 2M independent channels.
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The state transition matrix for the channel between node n and the relay node is

given by

Pc,n =



q0,0 q0,1 0 0 . . . . . . 0

q1,0 q1,1 q1,2 0 . . . . . . 0

0 q2,1 q2,2 q2,3 . . . . . . 0

...
. . . . . . . . . . . .

. . .
...

0 0 0 0 . . . qK−2,K−1 qK−1,K−1


(4.7)

The joint state transition probability of all the 2M channels can be written as

PC = Pc,1 ⊗Pc,2 ⊗ · · · ⊗Pc,2M . (4.8)

Finally, the system state transition matrix PS(a) for each action a can be obtained

as

PS(a) = PB(a)⊗PC . (4.9)

4.2.3 CMDP formulation

Let p(s, a) be the transmission power of the relay node in state s when action a =

(a1a2 . . . a2M)2 is taken. We have

p(s, a) =
2M

max
n=1

{
anγth
gn

}
. (4.10)

That is, the transmission power is determined by the worst channel condition, if the

relay multicasts to multiple end nodes.

Let Q(s, a) be the total number of packets in all the buffers after action a =
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(a1a2 . . . a2M)2 is taken. We have

Q(s, a) =
2M∑
n=1

max{bn − an, 0}. (4.11)

According to Little’s law, for a given packet arrival rate, the average packet transmis-

sion delay is proportional to the average number of packets in the queue. Therefore,

Q(s, a) is a direct indication of the packet transmission delay.

Let L(s, a) be the probability of packet loss when the system is in state s and

action a is taken. We have

L(s, a) =
1

2M

2M∑
n=1

θnIbn=Bmax , (4.12)

where Ibn=Bmax is an indicator function, which is equal to 1 if the condition in the

subscript holds and 0 otherwise.

Based on the above information, we can formulate the problem as a CMDP, with

an objective to minimize the average packet transmission delay, subject to the average

transmission power limit and the packet loss rate due to the buffer overflow. The

expected long-term objective and constraints can be defined as follows:

min Q(π) = lim
t→∞

sup
1

t

t∑
t′=1

E[Q(st′ , at′)] (4.13)

s.t. p(π) = lim
t→∞

sup
1

t

t∑
t′=1

E[p(st′ , at′)] ≤ pmax, (4.14)

L(π) = lim
t→∞

sup
1

t

t∑
t′=1

E[L(st′ , at′)] ≤ Lmax, (4.15)

where E[·] is the expectation, and st′ and at′ , respectively, are the state and action
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at time t′. The objective function in (4.13), Q(π), is the average number of buffered

packets from all end nodes, the left-hand side of (4.14) is the average transmission

power of the relay node, which should be less than a pre-specified limit pmax, the left-

hand side of (4.15) is the average packet loss of all the buffers due to overflow with

Lmax as the pre-specified upper bound. The objective and constraints are defined as

functions of policy π, which is a mapping of state s ∈ S to the action a ∈ A. p(·, ·),

Q(·, ·), and L(·, ·) are immediate transmission power of the relay, immediate number

of packets in all the buffers, and immediate loss probability, respectively.

Based on [31], to obtain the optimal policy π∗, the CMDP formulation in (4.13)-

(4.15) can be converted into a linear programming (LP). In the linear optimization

problem below, x(s, a) is the probability to take action a in state s, (4.19) gives the

balance condition of the state transitions, (4.20) ensures that all possible states and

actions are incorporated, and (4.21) ensures that only eligible actions can have a

non-zero probability.

min
∑
s∈S

∑
a∈A

x(s, a)Q(s, a) (4.16)

s.t.
∑
s∈S

∑
a∈A

x(s, a)p(s, a) ≤ pmax, (4.17)∑
s∈S

∑
a∈A

x(s, a)L(s, a) ≤ Lmax, (4.18)∑
a∈A

x(s′, a) =
∑
s∈S

∑
a∈A

PS(s, s′, a)x(s, a),∀s′ ∈ S, (4.19)∑
s∈S

∑
a∈A

x(s, a) = 1, (4.20)

x(s, a)[1− δ(s, a)] = 0, ∀s ∈ S, a ∈ A, (4.21)

0 ≤ x(s, a) ≤ 1, ∀s ∈ S, a ∈ A. (4.22)
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Let x∗ be the optimal solution to the LP problem. There exists an optimal ran-

domized stationary policy, π∗(s, a), for the CMDP, which can be found as [31]

π∗(s, a) =
x∗(s, a)∑
a∈A x

∗(s, a′)
. (4.23)

The average transmission power can be found as

p(π∗) =
∑
s∈S

∑
a∈A

x∗(s, a)p(s, a), (4.24)

and the average buffer occupancy for all nodes is given by

Q(π∗) =
1

2M

∑
s∈S

∑
a∈A

x∗(s, a)Q(s, a), (4.25)

and the average packet loss rate due to buffer overflow is given by

L(π∗) =
∑
s∈S

∑
a∈A

x∗(s, a)L(s, a). (4.26)

For relatively low packet arrival rate, the packet loss rate due to buffer overflow can

be kept very low, and the delay performance based on the Little’s Law gives very

good approximation to the actual delay performance.

4.2.4 Computational complexity

In the above formulation, the total number of system states is (Bmax +1)2MK2M , and

the total number of elements in PS(a) is
[
(Bmax + 1)2MK2M

]2
for each a, which can
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be very large even for a moderate number of links and channel states. For example,

when Bmax = 2 packets, K = 3, and M = 2, the total number of elements in the

state transition matrix is approximate 4.3× 107 for each action. On the other hand,

several features of the problems can help reduce the computational complexity for

calculating the state transition matrix.

The Kronecker product for sparse matrices can help to significantly reduce the

number of operations. From (4.3), (4.4), and (4.7) we can see that the matrices Pb,n

and PC all include a lot of zeros when M , Bmax, and K are relatively large. For

example, when calculating PB(a) using (4.6), the result is a matrix having (Bmax +

1)2M × (Bmax + 1)2M elements, but at most (2Bmax + 1)2M elements are non-zero.

Similarly, matrix PC has at most (3K − 2)2M non-zero elements, and PS(a) has at

most (2Bmax +1)2M(3K−2)2M non-zero elements. For the same parameters as in the

previous paragraph, the total number of non-zero elements is approximately 1.5×106

for each action a, which is greatly reduced but still a huge number. Note that this

number should be multiplied by the total number of eligible actions to get the total

number of non-zero elements in the state transition matrix, while the number of

eligible actions depends on the overhearing condition in the network in addition to

the buffer and channel states.

4.2.5 CMDP for a system without overhearing

When there is no overhearing of transmissions between different end nodes, the relay

node does not transmit to multiple end nodes that belong to different links. For this

reason, the possible transmission options of the relay node include: not transmit,

transmit to node n (one-way relaying), and transmit to both nodes n and n̂ (i.e., the
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two end nodes of a given link) using NC. In this case, the total number of possible

actions is 3M + 1 and the action space is written as A = {a, a ∈ [0, 3M ]}. When

a = 0, the action is no transmission; when a = 3(m − 1) + 1 = 3m − 2, the relay

transmits to the first end node of link m only using traditional relay technique; when

a = 3(m−1) + 2 = 3m−1, the relay transmits to the second end node of link m only

using traditional relay technique; and when a = 3m, the relay transmits to both the

end nodes of link m using NC. With this action space, the same method as before

can be used to find the state transition matrix. However, since there are only 3M + 1

possible actions instead of 22M actions in the general case, at most 3M + 1 PB(a)

matrices should be found in this case. Furthermore, the elements in matrix ∆ can be

redefined as

δs,0 = 1, (4.27)

δs,3(m−1)+1 =

 1, if g2m−1 ≥ gth and b2m > 0,

0, otherwise,
(4.28)

δs,3(m−1)+2 =

 1, if g2m ≥ gth and b2m−1 > 0,

0, otherwise,
(4.29)

δs,3m = δs,3(m−1)+1 × δs,3(m−1)+2, (4.30)

where (4.27) indicates that action a = 0 is feasible in all the system states; (4.28)

and (4.29) indicate that the action of transmitting to one of the end nodes of a given

link is feasible only if the corresponding data buffer is nonempty and the link state is

above the threshold; and (4.30) indicates that the action of transmitting to both end

nodes of a link is feasible only if both buffers for the link are nonempty and both the
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link states are above the threshold.

With this, the transmission power of the relay node to take action a at state s is

given by

p(s, a) = γth

M∑
m=1

(
I|a=3m−2

g2m−1

+
I|a=3m−1

g2m

+
I|a=3m

min{g2m−1, g2m}

)
, (4.31)

and the total number of buffered packets after action a at state s is given by

Q(s, a) =
2M∑
n=1

bn −
M∑
m=1

(I|a=3m−2 + I|a=3m−1 + 2I|a=3m) . (4.32)

For the packet loss probability due to buffer overflow, the same formula as in (4.12)

can be used. Submitting Q(s, a), p(s, a), L(s, a), and δ(s, a) into the optimization

problem defined by (4.16)-(4.21), we can solve V (s, a) for the no-overhearing case.

4.3 Heuristic Algorithms

In certain cases of practical interest, it is not possible to use the optimal scheduling

because of limited computational resources. The computational complexity for solving

the CMDP is prohibitively high, although the complexity can be reduced in the “no-

overhearing” case. In this section, heuristic schemes are proposed. The basic idea

for the heuristic schemes is to transmit as many packets as possible subject to the

transmission power limit. Below we design two schemes, the first one is for the general

formulation and applies to both the overhearing and no-overhearing cases, and the

second one applies to only the no-overhearing case.
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4.3.1 General case

We define a weighted average of the transmission power for the relay node up to time

slot t as

p(t) = βp(t− 1) + (1− β)p(t), (4.33)

where p(t) is the current transmission power of the relay node. The heuristic scheme

should ensure that at any time slot, p(t) ≤ pmax. Together with (4.33), we have

p(t) ≤ pmax − βp(t− 1)

1− β
, pmax(t). (4.34)

In Algorithm 1, the relay node tries to transmit to as many end nodes as possible in

each time slot, provided p(t) ≤ pmax(t). For each node n, γth/gn gives the minimum

required transmission power for the relay node, if the relay should transmit to node

n. If this power is less than pmax(t), then the relay can transmit to node n, provided

the buffer is not empty, in which case a temporary variable p̂n is set to equal γth/gn;

otherwise, p̂n is set to zero (i.e., no transmission to node n). All the nodes with p̂n > 0

form a set Nd. This is performed in the first part (Lines 1-7) of the algorithm.

In the second part (Lines 8-16), the relay node finds the maximum number of

nodes it can reach in one transmission. For each node n in Nd, the relay node finds

Nd,n, which is a subset of Nd and includes all possible receiver nodes that the relay

node can transmit to together with node n in one transmission. Specifically, node v

can be included in Nd,n if it satisfies the overhearing condition with all the existing

nodes in Nd,n. After Nd,n is formed for all nodes n ∈ Nd, the relay node decides to

transmit to the nodes in set Nd,n∗, which has the largest size among all Nd,n’s, and
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the transmission power is set accordingly.

Algorithm 1 Heuristic algorithm for the general case

1: for n = 1 : 2M do
2: if bn̂ > 0 and γth/gn < pmax(t) then
3: p̂n = γth/gn and Nd = {n}
4: else
5: p̂n = 0
6: end if
7: end for
8: for n ∈ Nd do
9: Nd,n = {n}
10: for v ∈ Nd \ Nd,n do
11: if Ouv̂ = Ovû = 1 for all u ∈ Nd,n then
12: Nd,n = Nd,n ∪ {v}
13: p̂n = max{p̂n, γth/gv}
14: end if
15: end for
16: end for
17: n∗ = arg maxn |Nd,n| and p(t) = p̂n∗

4.3.2 No-overhearing case

When overhearing is not allowed, Algorithm 1 can still be used to schedule the trans-

missions, but the special feature of no-overhearing between end nodes allows designing

a better scheme that can further improve the packet transmission performance. Algo-

rithm 2 is designed to minimize both the average and maximum packet transmission

delay. The first part (Lines 1-9) of the algorithm is to find the nodes that the relay

node can transmit to based on both buffer and transmission power. If both conditions

are satisfied, Un is set to 1, and p̂n records the required transmission power to reach

the node. When this process is done for all the end nodes, the relay node can transmit

to one and only one end node of each link in set M1, and can transmit to both end
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nodes of each link in set M2. In the second part (Lines 10-20) of the algorithm, the

relay node first checks M2. If M2 is not empty, it uses NC and transmits to the

link that results in the longest instantaneous delay. In Line 11, Q2m−1/θ2m−1 and

Q2m/θ2m, respectively, are the instantaneous delay of the first and second queues of

link m. If set M2 is empty, it then checks M1. If M1 is not empty, it transmits

to the node that results in the longest instantaneous delay. In this algorithm, the

emphasis is not only regarding how many packets can be combined by the relay node

in one transmission, but also which link to serve.

Algorithm 2 Heuristic algorithm for no-overhearing case

1: for n = 1 : 2M do
2: if bn̂ > 0 and γth/gn < pmax(t) then
3: p̂n = γth/gn and Un = 1
4: else
5: p̂n = 0 and Un = 0
6: end if
7: end for
8: M1 = {m|m = 1 : M,U2m−1 + U2m = 1}
9: M2 = {m|m = 1 : M,U2m−1 = U2m = 1}
10: if M2 6= ∅ then
11: m∗ = arg maxm∈M2 (Q2m−1/θ2m−1 +Q2m/θ2m)
12: Transmit to nodes 2m∗ − 1 and 2m∗ using NC, p(t) = max{p̂2m∗−1, p̂2m∗}
13: else
14: m∗ = arg maxm∈M1 (Q2m−1/θ2m−1 +Q2m/θ2m)
15: if U2m∗−1 = 1 then
16: Transmit to node 2m∗ − 1, p(t) = p̂2m∗−1

17: else
18: Transmit to node 2m∗, p(t) = p̂2m∗

19: end if
20: end if
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4.4 Numerical Results

In this section, we generate numerical results using both the optimum solution from

the CMDP model and the proposed heuristic schemes. The channel model is the

same as in Chapter 3.

Default parameters are as follows: β = 0.999, γth = 10 dB, and the packet arrival

rate from each end node to the relay node is θ = 0.1 packets per time slot. For most

simulation results, we choose a fixed distances between the relay node and each end

node is (d = 200 m). However, to examine a more realistic scenario, for the heuristic

algorithms in Figs. 4.7– 4.9 the distance (d) is uniformly distributed on the interval

[100, 300]. The reason we consider fixed distance for the optimal results is that FSMC

formulation needs fixed values of average channel gain and distance. Therefore, to

get a uniform distribution over distance, we have to solve the MDP problem for a

number of iterations which is very time-consuming due to the complexity of the MDP

problem.

We first compare the performance of the first proposed scheme to the optimum

solution. Due to the high computational complexity, only small values of M , K, and

Bmax can be used in order to generate the optimum solutions within a reasonable

amount of time. Larger values of M , K, and Bmax will be used to simulate the

performance of the heuristic schemes later on. Throughout the simulation, we adjust

the packet arrival rates so that the packet loss rate due to buffer overflow is very

small (below 1%).

Figs. 4.2–4.5 show the comparison between the first heuristic scheme and optimum

solutions. Figs. 4.2 and 4.3, respectively, show the average transmission power and

delay performance for M = 2, and Figs. 4.4 and 4.5 show the results for M = 3.
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When generating these results, the heuristic schemes are simulated first, and the

resulted average packet loss rates are fed into the optimization problem as Lmax,

based on which performance of the optimum solutions is obtained. Figs. 4.2 and 4.4

show that the average transmission power using the heuristic scheme is almost the

same as the optimum. This shows that the heuristic scheme can follow the average

transmission power limit as good as the optimum. When pmax is relatively small,

the actual average transmission power of the relay node is the same as pmax. This

is because the transmission opportunity of the relay node is mainly determined by

the average transmission power limit. The relay node should transmit whenever

the transmission power constraints are satisfied. As pmax increases, the transmission

power causes less constraint on the transmission opportunity of the relay node. As a

result, packets do not have to be buffered for a long time before the channel condition

is good enough. As the relay node seldom needs to use up all its power budget, the

actual average transmission power becomes lower than pmax. When pmax exceeds a

certain value, the constraint on average transmission power becomes further looser,

and most packets can be transmitted with a very short delay. Further increasing the

average transmission power limit does not help speed up the packet transmissions

very much. This is also shown in Figs. 4.3 and 4.5 where the average delay curves are

almost flat when pmax is large. In this case, the transmission power of the relay node is

completely determined by the packet arrival process, not the power limit. Therefore,

the average transmission power of the relay node is also flat as pmax further increases

as shown in Figs. 4.2 and 4.4.

By comparing the results of overhearing and no-overhearing cases, it is seen that

in general the no-overhearing case may require higher transmission power and result
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in longer average packet transmission delay. This indicates that overhearing provides

more chances for using NC, which makes it possible for the relay node to transmit

packets with shorter delay and at lower transmission power. On the other hand,

Figs. 4.2 and 4.4 show that when pmax is relatively small, the average transmission

power for both cases is about the same. Figs. 4.3 and 4.5 show that when pmax is

relatively small, the no-overhearing case can result in much higher average delay than

the overhearing case; while this difference becomes less obvious as pmax increases.

The reason for this is that when pmax is small, the relay node can transmit only when

the channel state is very good, and the difference between the actual transmission

power and pmax is very small, whether or not the transmission is to a single, two, or

more end nodes. When pmax is relatively larger, there is more flexibility for the actual

transmission power, and more NC chances are available for both the overhearing and

no-overhearing cases, and eventually the power limit is loose enough to allow most

packets to be transmitted as soon as they arrive without much queueing delay. In

this case, the average transmission power in the no-overhearing case is higher than

the overhearing case.

By further comparing Figs. 4.2 and 4.4 we can see that the basic trend of the

average power versus pmax is the same, although the average power for M = 3 is

higher than that for M = 2. By comparing Figs. 4.3 and 4.5 we can see that the

average transmission delay for M = 3 is lower than that for M = 2, because a smaller

buffer size is used for the M = 3 case.
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Figs. 4.6 and 4.7, respectively, show the average packet transmission delay and

average relay node transmission power versus the packet arrival rate at different fading

rates in the overhearing case; and Figs. 4.8 and 4.9 show the delay and power results in

the no-overhearing case. From Figs. 4.6 and 4.8 it can be seen that the average packet

transmission delay increases with the packet arrival rate; for the same arrival rate and

fading rate, larger pmax results in lower average delay due to increased transmission

opportunities; and larger fading rate also reduces the average packet transmission

delay because the buffered packets do not have to wait for a long time before the

channel enters good conditions. By comparing Figs. 4.6 and 4.8 we can see that

overhearing can reduce the average packet transmission delay. From Figs. 4.7 and 4.9

it can be seen that as θ increases, the average transmission power of the relay node

increases and then keeps constant. When θ is small, increasing θ requires more

transmissions from the relay node, and the relay node may have to transmit when

the channel condition is not very good, and this increases the average transmission

power. On the other hand, the average transmission power stops increasing with the

arrival rate once the latter is above a certain value that is sufficient to keep the buffer

nonempty all the time. In this case, the relay node transmits all the time, provided

the channel conditions allow it to do so, and the average transmission power is fully

determined by the channel condition. For the same pmax limit, different fading rates

result in almost the same average transmission power, because the fading rate only

affects how quickly the next good channel condition comes, but not the average link

gains. By comparing Figs. 4.7 and 4.9 it can be seen that the overhearing condition

does not significantly affect the average transmission power of the relay node. This

observation is consistent with that from Figs. 4.2 and 4.4 when pmax is set to be
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relatively small.

When overhearing is not allowed, Figs. 4.10, 4.11, and 4.12 show the maximum

packet transmission delay, average packet transmission delay, and average transmis-

sion power of the relay node when using the two proposed schemes. It is seen that

using the second scheme achieves almost the same average data transmission delay

and consumes almost the same average transmission power as using the first scheme,

but always achieves lower maximum transmission delay. This is because of the fact

that in the second scheme the relay node always selects to transmit for the link that

results in the longest instantaneous delay, whereas in the first scheme the decision is

only based on total number of packets that can be combined in one transmission.

Fig. 4.12 shows that the average transmission power of the relay node increases

with γth and then keeps constant. When γth is small, the relay node does not need

to use all of its power budget to reach γth. In this case, increasing γth increases the

average transmission power until it reaches the maximum transmission power. After

this point, the transmission power cannot be increased, and increasing γth will result

in higher transmission delay. That is, the relay can only transmit when the channel

is in very good condition.

In Figs. 4.13 and 4.14, we compare the performance of the proposed heuristic

schemes with several other scheduling schemes. The “one-way relaying” scheme works

in the same way for both overhearing and no-overhearing cases, and the relay node

always transmits to the node with the best channel condition, provided the buffer

is not empty. In the “two-way relaying” scheme, the relay node always uses NC.

In the no-overhearing case, the relay node transmits to the two end nodes of the

link that results in the longest instantaneous delay; and in the overhearing case, the
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relay node transmits to as many pairs of the end nodes as possible, provided that the

overhearing conditions are satisfied, and there are buffered packets. In both the one-

way and two-way scheduling schemes, the transmission power of the relay node is set

in the same way as in the proposed schemes. In addition, the “no power allocation”

scheduling works similarly to Algorithm 1 for the overhearing case and Algorithm 2

for the no-overhearing case, except that p(t) can take only pmax or 0.

As it can be observed from Fig. 4.14, having higher pmax helps reduce the packet

transmission delay for all the scheduling schemes, and the proposed two scheduling

schemes achieve the lowest delay. By comparing the seven curves in Fig. 4.14, it is

seen that the two “no power allocation” schemes result in the highest delay. This

is because that the relay node always uses the maximum power when it transmits,

which limits its transmission opportunities due to the average transmission power

limit (which is normally lower than the maximum instantaneous power limit). On the

other hand, all other scheduling schemes dynamically adjust the transmission power

of the relay node, so that when the link condition is good, the relay node transmits

at lower power, and overall the relay node can have more transmission opportunities,

which reduce the average packet transmission delay. Among all the five scheduling

schemes that apply power allocations, using two-way relaying in the no-overhearing

case results in the worst delay. This is because of the fact that the restriction on using

only NC limits the transmission opportunities, while no-overhearing further reduces

the chance of combining multiple packets into one transmission.

Fig. 4.13 also shows that the “no power allocation” schemes indeed always reach

the full average power limit. On the other hand, the two-way relaying scheduling
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schemes for both overhearing and no-overhearing have much lower average transmis-

sion power than the other scheduling schemes, because they result in the minimum

number of transmissions of the relay node. In contrast, both the proposed scheduling

schemes can take better advantage of the given transmission power limit for improv-

ing the average packet transmission delay. The one-way relay scheme also results in

much higher delay than the proposed schemes, and this is shown more clearly in part

(b) of Fig. 4.14, which is a zoomed version of part (a).
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4.5 Summary

We have studied packet transmission scheduling and power allocation in a network

of bidirectional relaying links. A CMDP model has been developed, which finds

the optimum strategy for combining packets into one transmission as well as the

transmission power of the relay node, given the maximum and average transmission

power limits. Heuristic schemes are designed, one for the general case of overhearing,

and another for the no-overhearing case. Our results indicate that the proposed

schemes can closely follow the transmission power constraints, while providing close-

to-optimum average transmission delay under some conditions. Furthermore, the

overhearing condition does not very much affect the average transmission power of

the relay node, but does affect the packet transmission delay performance.

Our work in Chapters 2-4 has demonstrated that by using network coding, which

is one of the typical applications of taking advantage of the broadcast nature of

wireless communications, network performance can be improved in different aspects.

On the other hand, broadcast does bring some negative features to network resource

utilization and QoS provisioning, one of which is that if a transmission is to reach

multiple receivers, the weakest link always limits the performance, and such constraint

becomes even more complicated when co-channel interference exists. We will study

resource allocations in one of this type applications in the next chapter.
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Chapter 5

Resource Allocation in Multicast

Device-to-Device Communications

Underlaying LTE Networks

In the previous three chapters, we have seen that taking advantage of the broad-

cast feature of wireless communications by using network coding and opportunistic

scheduling can improve the network performance. On the other hand, co-channel

interference caused by the broadcast nature of the wireless channel is a fundamental

issue since it degrades the QoS of a wireless network. In this chapter, we present a

framework for resource allocations in multicast device-to-device (D2D) communica-

tions underlaying a cellular network, where a number of D2D multicast groups share

the channels with the cellular users (CUs). Our focus is on transmission power of

the D2D transmitters and CUs, so that co-channel interference is controlled and total

transmission throughput of the D2D groups and the CUs is maximized. We will start

with a brief survey on D2D communications underlaying cellular networks and related
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work on resource allocations, and then introduce our proposed work.

5.1 Background and Related Works

D2D communication is a technology component for Long Term Evolution-Advanced

(LTE-A) of the Third Generation Partnership Project (3GPP) [82]. In D2D commu-

nication, CUs in proximity can exchange information over a direct link rather than

transmitting and receiving signals through a cellular base station (BS). D2D users

communicate directly while remaining controlled under the BS. Compared to routing

through a BS, CUs in proximity can save energy and resources when communicating

directly with each other. Moreover, D2D users may experience high data rate and low

transmission delay due to the short-range direct communication [83]. Reducing the

network load by offloading cellular traffic from the BS and other network components

to a direct path between users is another benefit of D2D communication that can

reduce the network load and increase its effective capacity. Other benefits and usage

cases are discussed in [84].

The majority of the literature in D2D communications uses the cellular spectrum

for both D2D and cellular communications, also known as in-band D2D [85]. Gen-

erally, in-band D2D falls into two categories, underlay and overlay [86]. Underlay

in-band D2D can improve the spectrum efficiency of cellular networks by reusing

cellular resources. Its main drawback lies in the interference caused by D2D users

to cellular communications. Thus, efficient interference management and resource

allocation are required to guarantee a target performance level of the cellular com-

munication [87, 88]. In order to avoid this interference issue, it has also been proposed

to dedicate part of the cellular resources to D2D communications in overlay in-band

99



Ph.D. Thesis - Hadi Meshgi McMaster - Electrical Engineering

D2D. In this case, designing a resource allocation scheme is crucial to maximize the

utilization of dedicated cellular resources [89]. Other works consider out-of-band in-

stead of in-band D2D communications so that the cellular spectrum would not be

affected by D2D communications [90]. Out-of-band D2D communication faces chal-

lenges in coordinating the communication over two different bands because usually

D2D communication happens on a second radio interface (e.g., WiFi Direct and Blue-

tooth) [91].

Most of the work in D2D resource allocation targets the unicast scenario where a

single or multiple D2D pairs reuse the resources of CUs. In [85], the authors consider

throughput maximization where by allowing D2D communication to underlay the

cellular network, the overall throughput in the network can be increased compared to

the case where all D2D traffic is relayed by the cellular network. Some other works

such as [91], [92] consider D2D communication reliability while guaranteeing a certain

level of SINR or outage probability. The works in [93–95] consider both throughput

and reliability simultaneously. In [93], throughput is maximized for a network with a

single D2D pair and a single CU subject to spectral efficiency restrictions and energy

constraints. There are only a few works dealing with scenarios with multiple D2D

users and CUs. For example, the quality-of-service (QoS) requirements for both CUs

and D2D users have been investigated in [94] and [95]. In [94], a heuristic algorithm

has been proposed to solve the MINLP resource allocation problem that aims to

decrease interference to the cellular network and maximize the total throughput. The

authors in [95] present a framework of resource allocation for D2D communications

underlaying cellular networks to maximize the overall network throughput of existing

CUs and admissible D2D pairs while guaranteeing the QoS requirements for both CUs
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and D2D pairs. A scheme based on maximum weight bipartite matching is proposed

to determine a specific CU partner for each admissible D2D pair.

Multicast D2D transmissions, where the same packets for a UE are sent to multiple

receivers, are important for scenarios such as multimedia streaming, device discovery,

and public safety. Especially, D2D multicast communications are required features

in public safety services like police, fire, and ambulance [82]. Compared to commu-

nicating with each receiver separately in unicast D2D, multicast D2D transmission

reduces overhead and saves resources. However, unlike the more commonly studied

unicast D2D (see e.g. [93] [95]), multicast D2D has its own challenges. Within a

multicast group, the data rates attainable at different receivers are different because

of the diverse link conditions between each receiver and the transmitter. A common

approach is to transmit at the lowest rate of all users within a group determined by

the user with the worst channel condition. This assures that multicast services can be

provided to all users. On the one hand, as all multicast users within a group receive

the same data rate, the total sum rate grows with the number of active users of the

group. On the other hand, the lowest transmission rate typically decreases as the

number of users increases since it is based on the user with the Least Channel Gain

(LCG) [96].

As discussed in [96] there are lots of works in multicast scheduling and resource

allocation for OFDMA-based systems. They can be broadly classified into two types:

single-rate and multi-rate transmissions. In single-rate broadcast, the BS transmits

to all users in each multicast group at the same rate irrespective of their non-uniform

achievable capacities, whereas in multirate broadcast, the BS transmits to each user in

each multicast group at different rates based on what each user can handle. All of the
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works mentioned in [96] targeted cellular networks where the multicast transmitter

is the BS. However, in multicast D2D, UEs are multicast transmitters and the QoS

requirements for both the D2D links and the cellular links should be satisfied.

In this chapter, we consider multicast D2D communications underlaying cellular

networks and present a joint power and channel allocation scheme to maximize the

total throughput of all CUs and D2D groups within a cell. We formulate the general

problem of power and channel allocation as an MINLP where one D2D group can

reuse the channels of multiple CUs and the channel of each CU can be reused by

multiple D2D groups. To guarantee the QoS requirements for both CUs and D2D

groups, a minimum SINR constraint is imposed. A variant of the generalized bender

decomposition (GBD) is applied to optimally solve the MINLP problem. We further

propose an exact solution to a special case of the general problem. Specifically,

inspired by the work in [95], we use the maximum weight bipartite matching algorithm

for the case where each D2D group can reuse the channel of at most one CU and each

CU can share their resources with at most one D2D group. Next, we propose a greedy

algorithm with a somewhat high complexity but close-to-optimal performance. A low-

complexity heuristic solution is then devised that trades computation complexity with

performance.

The remainder of the chapter is organized as follows. In Section 5.2, the system

model is described and the problem of power and channel allocation for underlay

multicast D2D communication is formulated. Section 5.3 describes the generalized

bender decomposition method to solve the general problem, and the solution is given

in Section 5.4. The matching-based optimal resource allocation for one special case

is presented in Section 5.4, and the greedy and the heuristic algorithms are presented
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in Section 5.5. Numerical results are demonstrated in Section 5.6, and Section 5.7

concludes the chapter.

5.2 System Model and Problem Formulation

We study resource allocation for D2D group communications underlaying uplink (UL)

transmissions in LTE networks. UL resource sharing is considered since reusing down-

link resources is more difficult and less effective than reusing uplink resources in the

worst case of a fully loaded cellular network, as demonstrated in [97]. Consider K

groups of D2D group users coexisting with M CUs. We assume a fully loaded cel-

lular network. That is, there are M channels, each occupied by one CU. We use

m ∈M = {1, 2, . . . ,M} to index both the mth CU and the channel it occupies, and

k ∈ K = {1, 2, . . . , K} to index the kth D2D group. We consider a single cell scenario

and assume that advanced intercell interference mitigation is applied on top of our

scheme. Also, we assume that each CU sends the channel information between itself

and D2D receivers through control channels to the BS. Within a D2D group, there is

only one user that multicasts messages to the remaining users. Each D2D user only

belongs to one D2D group. We use Dk to represent the set of D2D receivers in the

kth multicast group, and |Dk| is the total number of receivers in the group. As a

special case, when |Dk| = 1, the scenario becomes unicast.

Define a set of binary variables ykm with ykm = 1 if the kth D2D group reuses

channel m, and ykm = 0 otherwise. In the general case, each D2D group splits its

multicast traffic among maximally C1 channels, and each channel can be reused by
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at most C2 D2D groups, where C1 ≤M and C2 ≤ K. That is,

M∑
m=1

yk,m ≤ C1, ∀k ∈ K, (5.1)

K∑
k=1

yk,m ≤ C2, ∀m ∈M. (5.2)

The channel quality of receiver d in the kth D2D group at channel m is given by

βD2D
k,m,d =

GD2D
k,m,d

Pnoise + PCell
m GC2D

k,m,d +
∑

k′ 6=k P
D2D
k′,m GD2D

k,k′,d

, ∀k ∈ K, m ∈M, d ∈ Dk, (5.3)

where Pnoise is the aggregate power of background noise, GD2D
k,m,d is the link gain to

D2D receiver d from the D2D transmitter in group k over channel m, GC2D
k,m,d is the

link gain from CU m to D2D receiver d in group k, PCell
m is the transmission power of

CU m, PD2D
k,m is the transmission power of the kth D2D group transmitter at channel

m, and GD2D
k,k′,d the link gain from the transmitter at D2D group k′ to receiver d at

D2D group k.

For the kth D2D group, its transmission condition in channel m is determined by

the receiver with the worst condition. Define

βD2D
k,m = min

d∈Dk

βD2D
k,m,d. (5.4)

Then, the normalized transmission rate (bit/s/Hz) of the kth D2D group is given by

rD2D
k =

M∑
m=1

yk,m log2(1 + PD2D
k,m βD2D

k,m ). (5.5)
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The aggregate transmission rate of the kth D2D group is given by

RD2D
k ≤ |Dk|rD2D

k (5.6)

=
M∑
m=1

yk,m|Dk| log2(PD2D
k,m βD2D

k,m ). (5.7)

For CU m, its channel quality is given by

βCellm =
GCell
m

Pnoise +
∑K

k=1 yk,mP
D2D
k,m GD2C

k,m

, (5.8)

where GCell
m is the link gain of CU m to the cellular base station, and GD2C

k,m is the

link gain from the kth D2D transmitter to the cellular base station at channel m.

Therefore, the normalized transmission rate for CU m is

RCell
m ≤ log2(1 + PCell

m βCellm ). (5.9)

A threshold is set for the SINR of each D2D group and CU transmission. For the

kth D2D group,

PD2D
k,m βD2D

k,m ≥ yk,mγ
D2D
th , (5.10)

and for CU m,

PCell
m βCellm ≥ γCellth . (5.11)

Given these SINR threshold constraints, we can approximate the capacity in higher

SINR regimes by removing the term “1” from the logarithm functions in both (5.5)
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and (5.9). The maximum power constraints for CUs and D2D groups, respectively,

are given by

PCell
m ≤ PCell

max , ∀m ∈M, (5.12)

and
M∑
m=1

PD2D
k,m ≤ PD2D

max , ∀k ∈ K. (5.13)

The objective is to maximize the aggregate data transmission rate of all the D2D

groups and CUs. Combining (5.1) – (5.13), we formulate the joint power control and

channel allocation problem to maximize the sum throughput of D2D group groups

and cellular users as follows,

P1. max

(
K∑
k=1

RD2D
k +

M∑
m=1

RCell
m

)
(5.14)

s.t. βD2D
k,m ≤ βD2D

k,m,d, ∀k ∈ K,m ∈M, d ∈ Dk, (5.15)

yk,m ∈ {0, 1}, ∀k ∈ K,m ∈M, (5.16)

Constraints(5.1)-(5.3), (5.7)-(5.13).

Table 5.1 lists all the parameters and variables used in the problem formulation.

Clearly, P1 is a Mixed Integer Nonlinear Programming (MINLP) problem. In

general, MINLP problems are NP-hard and thus no efficient polynomial-time solutions

exist. In the general case, when C1 and C2 are arbitrary values, we will use GBD [98]

to solve the problem optimally in the next section.

Based on the values of C1 and C2, several special cases exist. For example, when

C1 = 1 and C2 = 1, each D2D group can reuse the channels of at most one CU and

each CU can share their channels with at most one D2D group. Another special case
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of interest is when C2 = 1. In this case, to increase the spectrum utilization, we allow

each D2D group to reuse the resources of multiple CUs, but each CU cannot share its

resource with more than one D2D group. Here, there is no interference among D2D

groups and this setting is useful when the number of D2D groups is much less than

the number of CUs. All the special cases can be resolved via GBD. However, it turns

out that a polynomial algorithm can be devised when C1 = 1 and C2 = 1 as will be

discussed in Section 5.4.

It is worth mentioning that channel measurement is an indispensable component

of resource allocations in D2D communications. Depending on the control mode,

the measurement results may be reported to the BS or the mobile users. First, the

BS should collect all required channel information in order to allocate channels to

each D2D group and find the transmission power for all transmitters. After that,

the calculated power values need to be passed to individual transmitters, and the

channel allocation information should be passed to the D2D transmitters. Collecting

the channel information between a mobile user and the BS and between two mobile

users can be performed during the device discovery process using the discovery signal.

The overhead can be reduced for short and low mobility user to user or BS to user

links as the channel should have fewer taps and vary slowly.
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Table 5.1: Table of notations

Notation Description

M Set of cellular users (CU)

K Set of D2D groups

Dk Set of receivers in kth D2D group

A Set of admissible or successful D2D groups

yk,m Binary variable, =1 if kth D2D group reuses CU m’s channel, and =0 otherwise

C1 Maximum number of channels to be reused by each D2D group

C2 Maximum number of D2D groups sharing each CU channel

Pnoise Aggregate power of background noise

GD2D
k,m,d Link gain to D2D receiver d from D2D transmitter in group k at channel m

GC2D
k,m,d Link gain from CU m to D2D receiver d in group k

GD2D
k,k′,d Link gain from the transmitter at D2D group k′ to receiver d at D2D group k

GCell
m Link gain of CU m to the cellular BS

GD2C
k,m Link gain from the kth D2D transmitter to the cellularBS at channel m

PD2D
k,m Transmission power of the kth D2D group transmitter at channel m

PCell
m Transmission power of CU m

βD2D
k,m,d Channel quality of receiver d in the kth D2D group at channel m

βCellm Channel quality of CU m

RD2D
k Normalized transmission rate of the kth D2D group

RCell
m Normalized transmission rate for CU m

Rsum The summation of D2D and cellular throughput

γD2D
th SINR threshold for all D2D groups

γCellth SINR threshold for all CUs

fi(|DK|) The complexity of solving problem Pi
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5.3 Generalized Bender Decomposition

The MINLP problem in P1 has the special property that when the binary variables

(yk,m’s) are fixed, the problem becomes a geometric programming problem with con-

tinuous variables (PD2D
k,m ’s and PCell

m ’s), which can be transformed to a convex problem.

A well-known solution to this type of problems is GBD [98]. However, non-trivial

transformations are needed to ensure the separability of the problem with respect

to the binary variables. This allows efficient solutions using GBD with guaranteed

convergence. We next discuss the details of the proposed solution to P1.

5.3.1 Problem transformation

Let X = [PD2D
k,m , PCell

m , RD2D
k , RCell

m , βD2D
k,m , βCellm , k ∈ K,m ∈M] represent the set of all

continuous variables and Y = [yk,m, k ∈ K,m ∈ M] represent the binary variables.

We modify the constraints in problem P1 to separate binary variables ∀y ∈ Y from

the continuous variables ∀x ∈ X and make the problem linear in terms of y’s when

the continuous variables are fixed. Problem P1 can be transformed to

P2. max
x∈X ,y∈Y

f(x, y) = max

(
K∑
k=1

RD2D
k +

M∑
m=1

RCell
m

)
(5.17)

s.t. βD2D
k,m ≤

GD2D
k,m,d

Pnoise+PCell
m GC2D

k,m,d+
∑

k′ 6=k P
D2D
k′,m GD2D

k,k′,d
, ∀k ∈ K,m ∈M, d ∈ Dk, (5.18)

RD2D
k ≤

M∑
m=1

[
|Dk| log2(PD2D

k,m βD2D
k,m ) + C(1− yk,m)

]
,∀k ∈ K (5.19)

|Dk| log2(PD2D
k,m βD2D

k,m ) + C(1− yk,m) ≤ Cyk,m,∀k ∈ K,m ∈M, (5.20)

βCellm ≤ GCell
m

Pnoise +
∑K

k=1 P
D2D
k,m GD2C

k,m

, ∀m ∈M, (5.21)

PD2D
k,m

PD2D
max
≤ yk,m + ε ≤ CPD2D

k,m , ∀k ∈ K,m ∈M, (5.22)
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yk,m ∈ {0, 1}, ∀k ∈ K,m ∈M, (5.23)

Constraints (5.1)− (5.2) and (5.9)− (5.13),

where C is a very large number and ε > 0 is a very small number. Constraint (5.18)

combines constraints (5.3) and (5.15) in problem P1. Constraints (5.19) and (5.20)

together are equivalent to constraint (5.7) in problem P1. In (5.19), when yk,m = 1,

the second term in the summand, namely, 1 − yk,m is zero, and the sum of the two

terms inside the summation is the same as the term inside the summation on the

right-hand side in (5.7) for the same k and m. When yk,m = 0, second term in the

summand (5.19) is a large number, and the constraint is automatically satisfied; while

constraint (5.20) guarantees that the corresponding rate for the kth D2D group at

channel m is zero when the channel is not allocated to the D2D group.

The introduction of constraint (5.22) makes PD2D
k,m very small whenever yk,m is zero.

This eliminates the binary variables yk,m in (5.8) and results in constraint (5.21).

To this end, we have obtained in P2 a geometric MINLP problem with separable

continuous and binary variables.

5.3.2 Solution Using GBD

The basic idea of GBD is to decompose the original MINLP problem into a primal

problem and a master problem, and solve them iteratively. The primal problem cor-

responds to the original problem with fixed binary variables. Solving this problem

provides the information about the lower bound and the Lagrange multipliers corre-

sponding to the constraints. The master problem is derived through nonlinear duality

110



Ph.D. Thesis - Hadi Meshgi McMaster - Electrical Engineering

theory using the Lagrange multipliers obtained from the primal problem. The solu-

tion to the master problem gives the information about the upper bound as well as

the binary variables that can be used in the primal problem in next iteration. When

the upper bound meets the lower bound, the iterative process converges.

Primal problem The primal problem results from fixing the yk,m variables to a

particular 0-1 combination denoted by y
(i)
k,m, where i stands for the iteration counter.

After replacing the variable yk,m with its current value in problem P2, the formulation

for the primal problem at iteration i is given by

P3. max
x∈X ,y∈Y

f(x, y(i)) = max

(
K∑
k=1

RD2D
k +

M∑
m=1

RCell
m

)
(5.24)

s.t. βD2D
k,m ≤

GD2D
k,m,d

Pnoise+PCell
m GC2D

k,m,d+
∑

k′ 6=k P
D2D
k′,m GD2D

k,k′,d
, ∀k ∈ K,m ∈M, d ∈ Dk, (5.25)

RD2D
k ≤

M∑
m=1

[
|Dk| log2(PD2D

k,m βD2D
k,m ) + C(1− y(i)

k,m)
]
,∀k ∈ K, (5.26)

|Dk| log2(PD2D
k,m βD2D

k,m ) + C(1− y(i)
k,m) ≤ Cy

(i)
k,m, ∀k ∈ K,m ∈M, (5.27)

βCellm ≤ GCell
m

Pnoise +
∑K

k=1 P
D2D
k,m GD2C

k,m

, ∀m ∈M, (5.28)

PD2D
k,m

PD2D
max
≤ y

(i)
k,m + ε ≤ CPD2D

k,m , ∀k ∈ K,m ∈M, (5.29)

PD2D
k,m βD2D

k,m ≥ y
(i)
k,mγ

D2D
th , ∀k ∈ K,m ∈M, (5.30)

Constraints (5.9), (5.11), (5.12), (5.13).

Since the optimal solution to this problem (if exists) is also a feasible solution to

problem P1, the optimal value f(x∗, y(i)) provides a lower bound to the original

problem. In general, not all choices of binary variables lead to a feasible primal

problem. Therefore, for a given choice of yk,m’s, there are two cases for primal problem
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P3: feasible problem and infeasible problem. In the following, we consider each of

these cases.

• Feasible Primal: If the primal problem at iteration i is feasible, its solution pro-

vides information on the transmission power of D2D and cellular transmitters,

f(x∗, y(i)), and the optimal multiplier vectors, λ
(i)
q , q = 1, 2, . . . , Q for the Q

inequality constraints in Problem P3. Subsequently, using this information we

can formulate the Lagrange function for all inequality constraints Gq(x, y
(i)) ≤ 0

for q = 1, 2, . . . , Q as

L(x, y(i), λ(i)) = f(x, y(i)) +

Q∑
q=1

λ(i)
q Gq(x, y

(i)), (5.31)

where λ(i) = [λ
(i)
q , q = 1, 2, . . . , Q].

• Infeasible Primal: If the primal problem is infeasible, to identify a feasible point

we can formulate an l1-minimization problem as

P3.1. min

Q∑
q=1

αq (5.32)

s.t. Gq(x, y
(i)) ≤ αq, q = 1, 2, ..., Q, (5.33)

αq ≥ 0, q = 1, 2, ..., Q. (5.34)

Note that if
∑Q

q=1 αq = 0, then P3 is feasible. Otherwise, the solution to

this feasibility problem (FP) provides information on the Lagrange multipliers,

denoted as λ̄
(i)
q ; the Lagrange function resulting from the feasibility problem at
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iteration i can be defined as

L̄(x, y(i), λ̄(i)) =

Q∑
q=1

λ̄(i)
q (Gq(x, y

(i))− αq). (5.35)

It is worth mentioning that two different types of Lagrange functions are calculated

depending on whether the primal problem is feasible or infeasible. Also, the lower

bound is obtained only from the feasible primal problem.

Master Problem The master problem is derived from the non-linear duality the-

ory [98]. The original problem P2 can be written as:

max
y∈Y

sup
x∈X

f(x, y) (5.36)

s.t. Gq(x, y) ≤ 0, q = 1, 2, ..., Q.

Let also define set V as

V = {y : Gq(x, y)) ≤ 0 for some x ∈ X}. (5.37)

Using the Lagrange function in (5.31) and duality theory, we obtain

max f(x, y(i)) = max
y(i)

(min
λ(i)

sup
x
L(x, y(i), λ(i)),

= max η

s.t. η ≤ sup
x
L(x, y(i), λ(i)), ∀λ ≥ 0,

y(i) ∈ Y ∩ V

(5.38)
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It is shown in [98] that a point y ∈ Y belongs also to the set V if and only if they

satisfy the following system:

inf
x
L̄(x, y(i), λ̄(i)) ≤ 0, ∀λ̄(i) ∈ Λ, (5.39)

where

Λ =

{
λ̄q ≥ 0,

Q∑
q=1

λ̄q = 1

}
.

Substituting (5.39) for y ∈ Y ∩ V into (5.38) we can make the constraints over set V

explicit and obtain the following master problem:

P4. max
y(i)∈Y

η (5.40)

s.t. η ≤ sup
x
L(x, y(i), λ(i)), ∀λ(i) ≥ 0, (5.41)

inf
x
L̄(x, y(i), λ̄(i)) ≤ 0, ∀λ̄(i) ∈ Λ, (5.42)

Constraints (5.1), (5.2).

The master problem P4 is similar to the original problem P2, but has two inner

optimization problems that need to be considered for all λ and λ obtained from

the primal problem in every iteration. Therefore, it has a very large number of

constraints. Because of the separability of binary variables ∀y ∈ Y and continuous

variables ∀x ∈ X , and the linearity with regard to binary variables, we can adopt

Variant 2 of GBD (V2-GBD) in [98]. It is proven in [98] that under the conditions

for V2-GBD, the Lagrange function evaluated at the solution of the corresponding

primal is a valid under-estimator of the inner optimization problem in P4. Therefore,
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the relaxed master problem can be formulated as,

P5. max
y(i)∈Y

η (5.43)

s.t. η ≤ L(x, y(i), λ(i)), ∀λ(i) ≥ 0, (5.44)

L̄(x, y(i), λ̄(i)) ≤ 0, ∀λ̄(i) ∈ Λ, (5.45)

Constraints (5.1), (5.2).

The relaxed problem provides an upper bound to the master problem and can be

used to generate the primal problem in the next iteration.The same procedure is then

repeated until convergence. Over the iterations, the sequence of upper bounds are

non-increasing and the set of lower bounds are non-decreasing. The two sequences

are proven to converge, and the algorithm will stop at the optimal solution within a

finite number of iterations [99]. Algorithm 1 summarizes the GBD procedure.

Algorithm 1 GBD Algorithm

1: First iteration, i = 1
2: Select an initial value for y(i), which makes the primal problem feasible.
3: Solve the primal problem in P3 and obtain the Lagrange function
4: UBD(i) =∞, LBD(i) = 0
5: while UBD(i) − LBD(i) > 0 do
6: i = i+ 1
7: Solve the relaxed master problem P5 to obtain η∗ and y∗

8: Set UBD(i) = η∗

9: Solve the primal problem P3 with fixed y(i) = y∗

10: if the primal problem is feasible then
11: Obtain optimal solution x∗ and the Lagrange function L(y, y(i), λ(i))
12: Set LBD(i) = max(LBD(i−1), f (i)(x∗, y(i)))
13: else
14: Solve the feasibility-check problem P3.1 to obtain the optimal solution x∗

and the Lagrange function L̄(x, y(i), λ̄(i))
15: end if
16: end while
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5.4 Matching-based Optimal Resource Allocation

In this section, we consider the MINLP problem in P1 for the special case C1 = 1

and C2 = 1. This case can be cast as a bipartite matching problem and thus can

be solved polynomially. To formulate the bipartite problem, we divide P1 into two

subproblems. In the first step, for each D2D group k and each CU m, we find their

transmission power so that the sum throughput of the D2D group and the CU is

maximized. If this problem is feasible, D2D group k is allowed to reuse the channel

of CU m and is marked as a candidate partner in the second step; otherwise group

k is excluded from the list of feasible partners. The second step is then to find the

best CU partner for each D2D group among all feasible candidates so that the total

throughput of all D2D groups and CUs is maximized.

Feasibility check and power allocation

In order to determine whether D2D group k can reuse channel m and to find the

transmission power of the feasible D2D group and CU, we have problem P6 as follows:

P6. max
(
RD2D
k,m +RCell

k,m

)
(5.46)

s.t. RD2D
k,m = |Dk| log2(PD2D

k,m βD2D
k,m ), (5.47)

RCell
k,m = log2

(
PCell
m βCellm

)
, (5.48)

PD2D
k,m βD2D

k,m ≥ γD2D
th , (5.49)

PCell
m βCellm ≥ γCellth , (5.50)

βCellm =
GCell
m

Pnoise + PD2D
k,m GD2C

k,m

, (5.51)

βD2D
k,m ≤

GD2D
k,m,d

Pnoise + PCell
m GC2D

k,m,d

, ∀d ∈ Dk, (5.52)
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PCell
m ≤ PCell

max , (5.53)
M∑
m=1

PD2D
k,m ≤ PD2D

max . (5.54)

P6 is a reduced version of P1 by limiting it to only one D2D group and one CU

with the objective of maximizing their sum throughput. Clearly, P6 is a geometric

programming problem and can be transformed to a convex optimization problem

using geometric programming techniques [100]. We solve problem P6 for all k and m

pairs. Define a candidate channel set Ck for D2D group k. If the problem is feasible,

D2D group k is admissible to channel m (i.e., eligible to use channel m), then m is

added to Ck. For m ∈ Ck, denote the optimal throughput for the kth D2D transmitter

and the mth CU as R∗D2D
k,m and R∗Cellk,m , respectively, and the optimal sum throughput

as Rsum
k,m = R∗D2D

k,m + R∗Cellk,m . For m /∈ Ck, we set R∗D2D
k,m = 0, R∗Cellk,m = log2

(
PCell

max G
Cell
m

Pnoise

)
,

and thus Rsum
k,m = R∗Cellk,m .

Maximizing total throughput

Given the maximum achievable throughput for each D2D group when reusing each

cellular channel, to find the optimal channel allocation that maximizes the total

throughput we have,

P7. max
yk,m

K∑
k=1

M∑
m=1

yk,mR
sum
k,m (5.55)

s.t.
K∑
k=1

yk,m ≤ 1, ∀m ∈M, (5.56)
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M∑
m=1

yk,m ≤ 1, ∀k ∈ K, (5.57)

yk,m ∈ {0, 1}, ∀k ∈ K, m ∈M. (5.58)

P7 is in effect the maximum weight bipartite matching problem, where the D2D

groups and the cellular channels are two groups of vertices in the bipartite graph, and

the edge connecting D2D group k and channel m has a weight Rsum
k,m . The Hungarian

algorithm [101] can be used to solve the bipartite matching problem in polynomial

time.

To determine the computational complexity, consider M ≥ K and the complex-

ity of solving P6 is a function of the size of each D2D group, denoted as f6(|DK|).

Therefore, the time complexity of the matching-based optimal resource allocation is

O(M ×K × f6(|DK|)) +O(M3) , where the first and second terms correspond to the

computation time in the first and second steps, respectively.

5.5 Greedy and Heuristic Channel Allocation Al-

gorithms

The MINLP problem in P1 is an NP-hard problem, and the computation complexity

grows exponentially with the problem size in the worst case. In other words, GBD

may converge in an exponential number of iterations. In this section, we first propose

a greedy algorithm and then a heuristic solution to the general MINLP problem in

P1.
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Algorithm 2 Greedy algorithm

1: M: Set of cellular users
2: K: Set of all D2D groups
3: ek,m = 1, ∀k ∈ K,m ∈M
4: Y = [yk,m| yk,m = 0, ∀k ∈ K,m ∈M]
5: S = ∅
6: while

∑K
k=1

∑M
m=1 ek,m ≥ 1 do

7: E = [ek,m| ek,m = 1, ∀k ∈ K,m ∈M]

8: T sumk,m =
∑M

m′=1 log2

(
PCell

max G
Cell
m′

Pnoise

)
, ∀k ∈ K,m ∈M

9: for each ek,m ∈ E do
10: yk,m = 1
11: if (k,m) is Admissible then
12: Solve P3 to find PD2D

k′,m′ and PCell
m′ , ∀(k′,m′) ∈ [S ∪ (k,m)]

13: if P3 is feasible then
14: T sumk,m =

∑
(k′,m′)∈[S ∪ (k,m)] yk′,m′|Dk′ | log2(PD2D

k′,m′β
D2D
k′,m′) +∑M

m′=1 log2

(
PCell
m′ β

Cell
m′

)
15: else
16: ek,m = 0
17: end if
18: else
19: ek,m = 0
20: end if
21: yk,m = 0
22: end for
23: (k∗,m∗) = arg max∀(k,m) T

sum
k,m

24: yk∗,m∗ = 1
25: ek∗,m∗ = 0
26: S = S ∪ (k∗,m∗)
27: end while

119



Ph.D. Thesis - Hadi Meshgi McMaster - Electrical Engineering

5.5.1 A greedy algorithm

Algorithm 2 shows the greedy resource allocation algorithm. The key idea of the

greedy algorithm is that, in each iteration, it selects a CU and D2D group pair

that maximizes the resulting sum throughput of all selected pairs. The algorithm

terminates when no more pair can be included.

In this algorithm, we first initialize all edges of a K ×M bipartite graph, ek,m, to

one in line 3. The K ×M assignment matrix Y is initialized to zero. S is the set of

selected CU and D2D pairs that maximize the sum throughput and are initialized to

zero at first. Matrix E includes all edges (ek,m) with the value of one. The inner loop

(lines 8-23) finds the sum throughput, T sumk,m , of all pairs in set S after an admissible

pair (k,m) is added to S. In line 10, to find if (k,m) is admissible, the algorithm

checks constraints (5.1) and (5.2) for a given (k,m) pair. If either of these constraints

is violated for the current (k,m), the procedure sets ek,m and yk,m to zero and moves

to the next pair. Otherwise, the algorithm solves problem P3 and finds T sumk,m . In the

outer loop, the pair (k∗,m∗) that maximizes T sumk,m , ∀(k,m) ∈ S (line 24) is found and

removed from E. The outer loop is iterated until ek,m = 0, ∀k ∈ K and m ∈M.

Since a total of min{M ×C2, K×C1} pairs can be found in the procedure, and in

each iteration of the outer loop, only one such pair can be added, the computational

complexity of the greedy algorithm is O(min{M ×C2, K×C1}×K×M × f3(|DK|)),

where f3(|DK|) is the complexity of solving P3 as a function of the size of each D2D

group. The high complexity of the greedy algorithm mainly arises from the need to

solve the optimization problem P3 up to K ×M times to find the best pair in each

iteration.
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Algorithm 3 Heuristic algorithm

1: M: List of cellular users in decreasing order of GCell
m

2: K: List of all D2D groups
3: GC2D

m,k = mind∈Dk
GC2D
k,m,d, ∀k ∈ K,m ∈M

4: GD2D
k,k′ = mind∈D′k G

D2D
k,k′,d, ∀k ∈ K,m ∈M

5: yk,m = 0, ∀k ∈ K,m ∈M
6: PCell

m = PCell
max , ∀m ∈M

7: PD2D
k,m = 0, ∀k ∈ K,m ∈M

8: m = 1
9: while m ≤M do
10: K′ = {∀k ∈ K|

∑M
m=1 yk,m < C2}

11: while
∑K

k=1 yk,m < C1 or K′ 6= ∅ do

12: k∗ = arg mink∈K′
(∑K

k′=1 P
D2D
k′,m GD2D

k,k′ + PCell
m GC2D

m,k

)
13: yk∗,m = 1
14: Solve P3 to find PD2D

k∗,m and PCell
m

15: if P3 is feasible then
16: D2D k∗ transmits on channel m
17: yk∗,m = 1
18: else
19: yk∗,m = 0
20: end if
21: K′ = K′ \ {k∗}
22: end while
23: m = m+ 1
24: end while
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5.5.2 A heuristic algorithm

Since the complexity of the greedy algorithm is high, we propose a heuristic algorithm

with less complexity in Algorithm 3. In the following, we explain some intuition

behind the algorithm.

To increase cellular and D2D throughputs, it is desirable to have higher SINR.

From (3) and (7), it can be deduced that having smaller values of GC2D
k,m,d and GD2D

k,k′,d

reduces interference from CU m to D2D group k and from D2D group k to D2D

group k′, respectively, resulting in higher βD2D
k,m and D2D throughput. Furthermore,

higher values of GCell
m lead to higher cellular throughput. Therefore, Algorithm 3 tries

to pair up a CU that has a high link gain to the BS and a D2D group that has low

interference to the CU.

Starting from m = 1, the outer loop in Algorithm 3 iterates through all CUs. For

each m, the algorithm finds at most C1 best D2D groups to share the channel m in

the inner loop. Line 12 shows the criteria for choosing the D2D group that receives

the minimum interferences from CU m and all other D2D groups using the same

channel. In line 14, based on the current value of yk,m, problem P3 is solved to find

the optimal transmission power for each CU and D2D group. If P3 is feasible, D2D

group k∗ will reuse the channel m and we have yk∗,m = 1, otherwise yk∗,m = 0 in line

20. In both cases, k∗ is removed from the D2D group list for the next iteration. The

inner loop stops iterating after finding C1 D2D groups for CU m or after at most

K iterations. It is worth mentioning that each D2D group cannot reuse more than

C2 CUs. That is accomplished by introducing K′ that keeps track of all D2D groups

with less than C2 assigned channels in line 10.

In this algorithm, problem P3 is solved M × C1 times in the worst case, and
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thus the complexity of the heuristic algorithm is O(M2) + O(M × K × f3(|DK|)).

This is much less than the complexity of the greedy algorithm. However, as will be

demonstrated in the simulation, the improvement in computation complexity comes

at the cost of lower performance.

We summarize the computational complexity of GBD, greedy and heuristic algo-

rithms in Table 5.2 in the worst case.

Table 5.2: Worst case complexity comparison

Algorithm Worst Case Complexity

GBD Exponential

Greedy O(min{M × C2, K × C1} ×K ×M × f3(|DK|))

Heursitic O(M2) + O(M ×K × f3(|DK|))

5.6 Performance Evaluation

We consider a single cell network as illustrated in Fig. 5.1, where cellular users are

uniformly distributed in the cell. In our evaluation, we only consider the CUs whose

SINRs are above the specified threshold before including D2D groups to the cell. The

distance-based path loss and slow Rayleigh fading are adopted as the channel model.

The probability density function of the instantaneous link gain at any time is given

by

fG(x) =
1

Ḡ
e−x/Ḡ, (5.59)

where Ḡ is the average link gain between the transmitter and the receiver and can

be calculated based on the distance-based path loss model. The proposed algorithms
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have been implemented in Matlab together with the CVX convex optimization pack-

age [102]. Default parameters used in the simulations are given in Table 5.3. We

run two sets of experiments to evaluate the performance of the proposed algorithms,

namely, regularly placed D2D clusters and randomly placed D2D clusters. A larger

M is used for the regular placement of users, since the results are collected based on

one placement of the users. For the randomly placed users, each result is collected by

averaging over a large number of different placements of users. Therefore, each result

for the randomly placed users takes much longer time to compute than that for the

regular placement. In order to keep the total simulation time to be reasonable, we

have to use smaller M in the random placement.

Table 5.3: Default Simulation Parameters

Parameter Value

Cell radius (R) 1 km

Number of D2D receivers in each group 3

Pnoise -114 dBm

Pathloss exponent (α) 3

PD2D
max 20 dBm

PCell
max 20 dBm

γth =γCellth =γD2D
th 10 dB

D2D cluster size(r) 50 m

Regularly placed D2D clusters In Fig. 5.1, D2D groups are manually placed

in six different locations and D2D transmitters and receivers are placed in the fixed

locations within each group with radius r. This scenario allows us to have a better
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understanding of the channel selection for D2D users and how it is impacted by geo-

graphical spacing. In the figure, D2D transmitters are labeled with their coordinates.

The GBD algorithm finds the CU partner (or equivalent, the CU channel) for each

D2D group among 40 CUs when C1 = 2 and C2 = 2. The straight lines in Fig. 5.1

connect D2D groups with their respective CU partners. As shown in the figure, the

chosen CU partners, tend to be close to the base station to ensure the rate of the

CUs. Meanwhile, the CU partners are away from the respective D2D users to reduce

mutual interference between the CUs and the D2D users. Note that even for CUs at

the cell edges, their SINR constraints are satisfied as guaranteed by P1.

Fig. 5.2 compares the maximum cellular throughput (without D2D users), RCell
max,

the throughput of cellular users (with D2D users), RCell, and D2D throughput, RD2D,

defined as follows,

RCell
max =

M∑
m=1

log2

(
PCell

maxG
Cell
m

Pnoise

)
, (5.60)

RCell =
M∑
m=1

RCell
m , (5.61)

RD2D =
∑
k∈A

RD2D
k , (5.62)

whereA is the set of D2D groups that are allowed to reuse at least one cellular channel.

As can be observed in Fig. 5.2, the overall network throughput, Rsum = RCell+RD2D,

is greater than the maximum throughput before including D2D users, RCell
max. With

the introduction of D2D users, the overall throughput increases by 25% to 125%.

This comes at the cost of reduced cellular throughput as RCell
max > RCell since adding
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D2D users causes interference to cellular users and decreases their throughput. How-

ever, the reduction is relatively small, compared to the D2D throughput. Moreover,

although a larger D2D cluster size leads to lower D2D channel gain and lower D2D

throughput, it does not affect the cellular throughput very much.

Fig. 5.3 shows D2D and sum rates versus C1 for different values of C2. Both

rates increase with C1 since the number of available channels for each D2D group

increases and hence D2D rate increases. However, when C2 = 1, both the D2D and

sum rates flatten out after a certain value of C1. In this case, each CU can serve at

most one D2D group, and increasing C1 does not increase the rate since there are

not enough channels to allow all the D2D groups to reuse C1 channels. Also, from

this figure we see that cellular throughput, which is the difference between the sum

rate and the D2D rate, decreases as C1 increases. This is because of the fact that

the interference from D2D groups on CUs increases with C1. On the other hand,

increasing C2 increases the D2D and sum rate for higher values of C1 since each CU

can serve more D2D groups and hence there are more available channels for D2D

groups. However, for lower values of C1, since there are enough CUs in the cell to

be reused by D2D groups, increasing C2 does not change the D2D and sum rates

significantly.

Fig. 5.4 shows the convergence of the GBD in Algorithm 1. As it is mentioned in

this algorithm, in the first iteration UBD(1) =∞, LBD(1) = 0. The second iteration

starts with a initial value of Y. It is shown in this figure the LBD results from solving

primal problem and the UBD from solving master problem converge in iteration 5.
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Figure 5.1: Regularly placed D2D clusters in a cell, C1 = 2, C2 = 2, M = 40.
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Randomly placed D2D users In the second set of experiments, we follow the

clustered distribution model in [103], where clusters of radius r are randomly located

in a cell and the D2D users in each group are randomly distributed in the correspond-

ing cluster. Four metrics are used to evaluate the performance: the sum throughput,

Rsum, the D2D throughput, RD2D, the success rate, and the fairness index. The

success rate is defined as the ratio of the number of D2D groups that found their

CU partners (|A|) and the total number of D2D groups. Fairness index is defined as

follows,

f(RD2D
1 , RD2D

2 , . . . , RD2D
k ) =

(
∑

k∈AR
D2D
k )2

|A|
∑

k∈A (RD2D
k )2

. (5.63)

The fairness index is a positive number with the maximum value of 1 suggesting an

equal D2D throughput among all feasible D2D groups.

The results in this section have been generated for two sets of C1 and C2 values:

in part (a) of all the figures, C1 = 4 and C2 = 3; and in part (b), C1 = 1 and C2 = 1.

In the case of C1 = 1 and C2 = 1, both GBD and the matching-based algorithm

return the same results since both are optimal.

Figs. 5.5 – 5.8 compare the performance of GBD, the greedy and the heuristic

algorithms for different D2D cluster sizes (r) and different cell radii (R). From these

figures, we observe that both the sum and the D2D throughput as well as the success

rate decrease with the D2D cluster size. Since the channel gain of D2D link decreases

when the cluster radius increases, more transmission power is required for the D2D

groups to satisfy the SINR threshold constraint. This in turn causes more interference

to the reused CU partner. Furthermore, it is seen from these figures that the sum

throughput, the D2D throughput and the success rate of all three algorithms increase
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with the cell radius. This is because increasing the cell radius increases the distance

between the CUs and D2D receivers and also the average distance of individual nodes

to the BS. Hence, the interference from CUs to D2D receivers and the interference

from D2D transmitters at the BS is decreased. Recall that the D2D rate is the

maximum throughput achieved by the admitted D2D groups. It is worth mentioning

that increasing the cell size leads to reduction in the cellular throughput due to the

decreased link gain between the CUs and the base station. However, with the current

simulation parameters, RD2D is the dominating part of the sum rate and, therefore,

Rsum increases with the cell size in both parts (a) and (b).

It can be also seen from Fig. 5.5 that the optimal solutions, GBD algorithm

for part (a) and matching-based algorithm for part (b), has the highest sum rates.

In comparison, the greedy algorithm achieves close-to-optimal sum rate, while the

heuristic algorithm has a lower sum rate compared to the other two algorithms, but

it has the lowest complexity among them. Note that in Fig. 5.6, the D2D rate

of the greedy algorithm exceeds that of the optimal solution for some D2D cluster

sizes. This does not contradict the optimality of GBD since the objective of P1 is to

maximize the sum rate not the D2D rate.

Fig. 5.8 shows that the D2D fairness indices achieved by all algorithms are greater

than 90%. Note that the fairness index calculates the fairness among all admitted D2D

groups. Therefore, we can conclude that there is not much difference among D2D

rates of all admitted D2D groups.

In Figs. 5.9 – 5.12 the performance of all proposed algorithms for different SINR

thresholds (γD2D
th = γCellth = γth) with different numbers of CUs (M) is shown. It is

seen that increasing the SINR threshold leads to decreasing sum rates, D2D rates,
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and success rates since it limits the chances for D2D groups to find CU partners. It

can be also observed that the total D2D throughput improves slightly with increasing

number of CUs since there are more potential candidates for D2D groups to reuse.
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Figure 5.5: Average sum throughput versus D2D cluster radius for different cell radii

(R), M = 10, K = 4
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Figure 5.6: Average D2D throughput versus D2D cluster radius for different cell radii

(R), M = 10, K = 4
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Figure 5.7: Average D2D success rate versus D2D cluster radius for different cell radii

(R), M = 10, K = 4
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Figure 5.8: Average fairness index versus D2D cluster radius for different cell radii

(R), M = 10, K = 4
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Figure 5.9: Average sum throughput versus γth for different number of cellular users

(M), R = 1000 m, K = 4
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Figure 5.10: Average D2D throughput versus γth for different number of cellular users

(M), R = 1000 m, K = 4
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Figure 5.11: Average D2D success rate versus γth for different number of cellular users

(M), R = 1000 m, K = 4
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Figure 5.12: Average fairness index versus γth for different number of cellular users

(M), R = 1000 m, K = 4
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5.7 Summary

In this chapter, we considered joint power and channel allocation for multicast D2D

communications sharing uplink resource in a fully loaded cellular network. To max-

imize the overall throughput while guaranteeing the QoS requirements of both CUs

and D2D groups, we formulated the optimization problem and found the optimal

solution using GBD. Then, we solved a special case when each D2D group can reuse

the channels of at most one CU and each CU can share their channels with at most

one D2D group, using the maximum weight bipartite matching algorithm. Finally, a

greedy algorithm and a low-complexity heuristic algorithm were also proposed. We

performed extensive simulations with different parameters such as SINR threshold,

cell size, D2D cluster size, and the number of CUs. Results showed that the greedy

algorithm has close-to-optimal performance. In comparison, our proposed heuris-

tic algorithm has good performance (but worse than that of the greedy) with lower

computational complexity.
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Chapter 6

Conclusions and Future Works

In this thesis, we have studied radio resource management issues related to multi-

cast/broadcast feature in wireless networks. For unicast communications, the broad-

cast nature of wireless transmissions can be utilized opportunistically in traffic schedul-

ing and transmission power allocations. In particular, this feature allows the relay

node to decide whether or not multiple packets should be forwarded in one transmis-

sion by using network coding. For a network of bidirectional relaying communication

links, optimum and heuristic cross-layer scheduling schemes have been proposed for

different objectives, and results have shown that the proposed solutions can indeed

increase radio resource utilization of the network and improve quality of service per-

formance provided to users.

We have also studied resource management for D2D multicast groups underlaying

cellular networks and proposed algorithms for channel assignments and power allo-

cations. Even though the existence of multiple D2D multicast groups underlaying

cellular communication results in very complicated interference conditions, our re-

sults indicate that with careful channel and power allocations, high throughput can
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be achieved for D2D multicast communication groups with very minor throughput

degradation to cellular users. Moreover, the overall throughput of D2D and cellular

communications is much higher than that of the cellular communications without

D2D groups.

The research conducted in this thesis can be extended in a number of directions:

• In the resource management for bidirectional relaying networks, we assumed

that there was only one relay node shared by all the links. Further extending

the work to networks with more complicated scenarios can be interesting. One

example is the relay-assisted cellular networks, where a transmitter is assisted

with multiple candidate relay nodes that are distributed in its coverage area.

Each link can dynamically select the best relay node depending on channel and

interference conditions, traffic load variations, and other network conditions.

In such a network with multiple bidirectional relaying links, studying the radio

resource management jointly with relay station selection may further improve

the data transmission performance and radio resource utilization.

• In this thesis, the use of network coding is limited to networks with bidirec-

tional relaying links. The resource management problem can become more

complicated when network coding is applied in networks with different topolo-

gies. One example is wireless mesh networks, where using network coding can

potentially simplify traffic scheduling, improve data transmission throughput,

etc. In order to take good advantage of network coding, individual relay nodes

should consider not only routing and resource allocations (such as transmission

power and buffer space), but also specific coding strategies (e.g., how to mix

the received packets before forwarding).
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• Traffic was assumed to be Bernoulli distributed in the first part of the work.

Future work can be done to consider more accurate traffic models, such as the

hidden Markov model, and design the traffic scheduling policies.

• In the work on D2D multicast, we considered single-rate multicast transmis-

sions. That is, all the receivers in each group receive messages at the same rate,

which is limited by the receiver with the worst receiving condition. Next, we can

extend the work so that receivers in a multicast group can receive at different

rates. This can be achieved, for example, by using rateless coding [104, 105].

Resource management in such a scenario is an interesting issue so that the rate-

less setting can help achieve better transmission reliability to combat mobility

and poor channel conditions.

• Another important and practical application for D2D multicast is mission crit-

ical public safety services, in which delay guarantee is important. D2D com-

munications serve as a technology component for providing public protection,

disaster relief, security and public safety service. The service can underlay cel-

lular spectrum so that no additional network infrastructure is required for the

public safety services, and the resource availability and communication quality

for these services remain to be controlled by the cellular base stations. Studying

radio resource management in D2D multicast underlaying cellular communica-

tions will be an interesting issue in such a scenario. In addition to channel

selection and transmission power allocations, admission control will be more

important in order to guarantee the time critical services.
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