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CHAPTER I
INTRODUCTION

The description of settlement patterns in geographical
writing has relied, to a large extent, upon the subjective appreciation
of the distinction between such qualitative statements as nucleated,
dispersed, and regular arrangements of farms or towns within an area.
However, the accurate description of pattern as a step in the scientific
progression of, firstly, empirical observation and, secondly, conceptual
generalization would seem to require the adoption of a rigorous system
of definitions and a method of classification that are independent of
an observer's judgement. An example of the differences in results and
of the need to adopt an unambiguous set of definitions is provided by
a comparison of the qualitative approach of Brush (1953), in a study
of the hierarchy of central places in south western Wisconsin, and the
later quantitative work of Dacey (1962) which was based on Brush's
findings with respect to the rank of towns in the area.

Within the field of urban geography a theory already exists
concerning the number, size, and the spatial arrangement of towns.
Christaller's work (1933) on the Central Places of Southern Germany
has provided the theoreticél base for much of(the recent research in
urban geography. Many of these later works have been primarily interested
in, or have mentioned, one aspect of the pattern of towns: that is the
distance between towns, but few have been concerned with an appreciation

of the pattern per se.



It is a contention of the author that any reformulation of,
or addition to, that part of central place theory concerned with the
pattern of towns will not be achieved solely by studying the distances
between towns as suggested by Thomas (1961). Such a reformulation
must be based upon the empirical observation of the nature of the
patterns exhibited by different urban systems. It is suggested that
this can be achieved by the utilization of an index which places the
emphasis on spatial arrangement rather than upon distance.

The work of Brush and Bracey (1955) is an example of an attempt
to compare patterns of settlement through the use of actual distances
between towns. Brush and Bracey followed their individual studies of
central places, in south-west Wisconsin and south-west England, res-
pectively, by a comparison of the results obtained. One comparison
concerned the distances between towns of the same hierarchical rank
(although of different populafion sizes) by use of mean distances.
Their conclusion, that the spatial arrangement of places is similar in
both areas, can be faulted, because it is mainly derived from the simi=
larity of the mean distances; the same mean distance can be exhibited
in two different patterns, if the density of towns in the two patterns
is different. King's comparative study (1962) of the patterns of urban
places in different parts of the United States illustrates the value
of utilizing a method which implies spatial arrangement rather than
distance.

The terms 'pattern' and 'distribution' are normally used inter-
changeably in geographical writing, however, in the context of pattern

analysis a strict distinction has to be made. Pattern is defined in



this thesis as the nature of a phenomenon's arrangement over a two-
dimensional surface. The distribution of a phenomenon is viewed as a
dynamic process which is determined by the operation of certain dis-
tributive factors; pattern conveniently summarizes the result of the
operation of these distributive forces at a specific moment in time.
The objectives of this thesis are: firstly, to apply the
nearest neighbour technique of pattern analysis to the problem of des-
cribing the patterns of urban places in Saskatchewan; secondly, by
consideration of the variations which exist within the observed patterns,
it is hoped to make a contribution to the understanding of the distri-
butive process. A discussion of limitations, which exist in the implementa-
tion of the technique, will be offered where this is felt to be appropriate.
The statistical universe of this thesis is the 481 incorporated
places in Saskatchewan which are listed in the 1961 Census of Canada.
Saskatchewan was chosen as the study area primarily because it is felt
that it is the only Canadian province that has a reasonable uniformity
of topography and that the major influences on the arrangement of settle-
ments would be the distributive forces attributable to human occupancy
of the area. The study area is defined as the area of the Census Divisions
one through seventeen, as these contain the area of continuous settlement
in the province. These impressions concerhing Saskatchewan were gained
from documentary sources, for example, the Report of the Royal Commission
on Agriculture and Rural Life (1957), rather than from field observation.
The nearest neighbour method of analysis is applied to two
aspects of the overall pattern of urban places: firstly, the overall

pattern is viewed as containing subsidiary patterns of places, which



are grouped on the basis of population size: secondly, the province
is subdivided into small areas and the pattern of urban places in each
area is analysed. The former aspect is studied by utilizing Central
Place Theory to provide null hypotheses. The relevance of the statements
in the theory concerning the spatial arrangement of urban places can be
accepted, or rejected, for Saskatchewan, on the basis of the analysis,
by use of standard statistical techniques. The variations within sets
of related results and deviances from the theoretical norm of a uniform
arrangement may be explainable by reference to the relevant theoretical
and empirical work in this field. In considering the spatial arrange-
ment of groups of settlements subdivided by area, variations in the
‘patterns between areas may reflect responses to distributive forces
that also exhibit areal variation. Using multivariate analysis, linkages
are suggested between the variation of the pattern of urban places and
other spatial variables that may be part of the distributive process.
The use of the term 'urban place' was preferred in this thesis
to that of 'central place' as it suggests form rather than function, and
it also allows for the inclusion into the statistical universe of non-
central places which are, however, an integral part of the settlement
pattern. It was felt that the application of the term 'central place’
to a settlement solely on the basis of it having incorporated status
was unwarranted without individual research into the nature of that

place, the functions it performs, and the area and population it serves.



CHAPTER II
METHODOLOGY OF PATTERN ANALYSIS

The classification of patterns raises serious problems in
definition because of the lack of clear cﬁt boundaries between one
type of pattern and another. As Bunge (1962, p. 70) has noted 'pattern
is an élusive property' and its classification has relied on the utiliza-
tion of a continuous index, in the form of a dimensionless parameter,
derived from the observation of the spatial arrangement of the phenomena
under consideration. Therefore, before proceeding with a review of the
two major quantitative methods of pattern analysis, it is proposed to
define the two most different forms of pattern, uniform and clustered,
and, because the two methods of analysis are centred on the mathematical
properties of a pattern that results from a stohastic process, a random

pattern,

The Three Definable Patterns

Because of the use of a continuous index to classify a point
pattern, it is only possible to define the extremities of such an index,
that is, clustered and uniform patterns, and, because of its use in the
statistical theory of pattern analysis, a random pattern. In the formal
definition of these patterns, and in the statistical theory that under-
lies the various indices, it is assumed that a pattern is comprised of
an infinite number of points situated on an unbounded surface. The
correspondence of these assumptions to those that underlie central

place theory is immediate.



Random Pattern
A random pattern of points is defined by Clark and bvans (1954,
p. 446) as a set of points such that:
'any point has had the same chance of occuring on any
given sub-area as any other point; that any sub-area
of specified size has had the same chance of receiving
a point as any other sub-area of that size, and that
the placement of each point has not been influenced by
that of any other point.'|
Althqugh the validity of such a pattern in the formulation of an index
of pattern is not questioned, the usefulness of such a definition, when
applied to the spatial arrangement of a specific geographic phenomenon,
is not clear. It may be that the concept of a random pattern is useful

within the range of a continuous index solely as a reference point from

which to measure tendencies towards clustering or uniformity.

Uniform Pattern

A uniform or regular pattern is defined as one in which each
point is at the maximum possible distance from every other point. Such
a pattern results when the total surface containing the points ié divided
equally between the points and each point is central to its particular
share of the total surface. The most suitable geometric form for this
mean area is a hexagon if total coverage of the surface is to be ob-
tained (Haggett 1965, p. 48-50). The centres of these hexagons form a
triangular lattice. Therefore, the definition of a uniform pattern may
be extended in the following manner: the points contained in a uniform
pattern are arranged such that each point is a vertex of six equilateral

triangles.



Clustered Pattern

.Logically a pattern should only be classified as clustered when
all the points in that pattern occupy a single locus. However, it
could be argued that in such a situation, as the points have no separate
locii, there is no pattern 'because the component ﬁoints are inaistinguish-
ables In order to avoid this problem, and those introduced by Dacey and
Tung (1962) concerning single- and multiple-clump patterns, an operational
definition is put forward.l A clustered pattern is defined in terms of
a distributive process that is biased towards particular locations in
the spatial plane resulting in the close proximity of a number of points,
when close proximity is understood as allowing the determination of a
unique locus for each point. Close proximity may also be visualised as
being a finite distance between two poiﬁts. Dacey (1962) required towns
to be one mile apart before they could be considered to occupy uniquely
determinable locii. In the analysis of the pattern of urban places in
Saskatchewan it was possible to assign unique locii to urban places one

half of a mile apart.

Quadrat Methods of Pattern Analysis

The development of methodologies for the analysis of patterns
has relied strongly on the work of plant ecologists and biometricians.
In ecology three distinct approaches -~ assessment of abundance, quadrat
methods, and distance measurement techniques -- have been made in the

quantification of pattern analysis and description (Kershaw, 1964). The

lIt is precisely because of these problems that a diagramatic
representation of a clustered pattern cannot be offered; although it is
possible to depict both random and uniform patterns (Haggett, 1965, p. 89).
It is felt that the problem of depicting the many different forms a
clustered pattern may assume is overcome,. to some extent, by defining the
nature of such a pattern in terms of constraints within the distributive
processe.



use of quadrats resulted in the first appropriate method of pattern
classification. The use of this approach by geographers has been very
limited: Dacey (1964-B) and Getis (1964) have utilised it as an append-
age to studies applying the more recent nearest-neighbour methods in
order to obtain corroboration of the results of their primary analysise
Goodall (1952) and Kershaw (1964) have extensively reviewed the develop-
ment and application of quadrat methods. This section is, therefore,
concerned primarily with a description of the nature of quadrat analysis

and its application to the study of punctiform patterns.

Methodology
Gleason (1920) was the first ecologist to show that the terms of

a Poisson expansion,

dx C-d (1)

x!

(where @ is the average number of points per cell and x is the number

of points expected per cell in a random distribution) could be utilised
as an assessment of the nature of a pattern. The method basically con-
sists of comparing the observed number of quadrats containing a given
number of points against the expected number of quadrats in a random
pattern that contain the same number of points (i.e., as obtained from
the Poisson series), by means of a Chi-square test of goodness-of-fit.
Comparing the distribution curves of the 'observed' and 'expected' data
results in an assessment of the spatial arrangement of the phenomena and
the probability of it being produced by a random process.

In a Poisson series the variance is equal to the mean, thus a



continuous index of pattern can be obtained by computing the ratio
of the variance and the mean of the observed data. A random pattern
has a value equal to 1, a regular pattern has a value equal to O, and
a clustered pattern greater than 1.

Data is obtained for the above two methods, either by placing
quadrats of the same size at random within the area under study, or,
by taking a complete census of the point population by means of a
regular grid laid down across the area. A study by Matui (vide Dacey,
1964~B) of the distribution of rural settlements in the Tonami Plain,
Japan, utilised the complete coverage method. It would seem that this
is probably the most useful method to adopt in quadrat analysis because
it possesses advantages for testing the data by other methods.

Criticisms of quadrat analysis have been levelled by Curtis and
McIntosh (1950) and Skellam (1952) on the grounds that the frequency
data is influenced by the>size of quadrat. Getis (1964) noted the re-
lated problem of trying to decide on an appropriate cell size for geo-
graphic work. Evans (1952) has shown that the variance: mean ratio
may give a widely different estimate of non-randomness from the Chi-
square test. These apparent disadvantages have been utilised by ecolo-
gists to improve the quadrat method of pattern analysis. Data for
different sizes of quadrats may be obtained by successively combining
quadrats for both the Chi-square test and the variance: mean ratio.
By repeating the analysis at the different scales of quadrats it is
possible to assess changes in the nature of complex spatial patterns
through use of graphs of the relationship of the variance, or variance:

mean ratio against the size of quadrats. The main purpose of this, in
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ecology, is to obtain an estimate of the size of area within which
clustering of a species occurs. Although qhadrat methods are an
’acceptable approach to pattern classification it is felt that the
necessity to perform the calculations for a number of quadrat scales
makes it an inefficient method and also one open to errors of inter-

pretation.

Nearest Neighbour Methods of Pattern Analysis

Nearest neighbour methods were originally developed by ecologists
disatisfied with quadrat methods because of the disadvantages mentioned
above and because of the related problems of assessing the degree of
departure from random expectation, and the significance of differences
in patterns of two or more phenomena, or strata of a single phenomenon.
Geographers have utilised this technique much more readily than the
quadrat methods; and Dacey has made a number of contributions to the
mathematical theory underlying the statistics in otder that they might

be more applicable to geographicsl problems (1963, 1964-A, 1966-A).

Methodology

Nearest neighbour methods déScribe spatial patterns by evaluating
the distances between nearest and other near neighbours in a punctiform
pattern. As in the quadrat approach to pattern analysis, the statistical
theory that underlies the method is derived from consideration of the
attributes of a pattern that would result from a stochastic processe.
Clark and Evans (1954) showed that the average minimum distances separat-
ing two points in a random pattern having the same number of points and

area as the pattern under consideration is given by:
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0.5
e J d

where, d is the mean density of N points per unit area over the total

(2)

r

area (A) under consideration. By comparing the observed average dis-

tance,

= &£r
o N (3)

r
when r is the distance between a point and its nearest neighbour
(measured in the same units as A), with the expected average minimum

distance a dimensionless index R is obtained which classifys the observed

pattern:

R = ;O (4)

r
e

Values of the pattern statistic R occur within a range,
0O < R < 2,1491
A clustered pattern is denoted by an R value of O, a random pattern by 1
and a uniform pattern by 2.1491.

The pattern index R has a number of advantages which result in
it being a much more efficient analytical tool than the quadrat method.
The index has a limited range of possible values and, thus, it is possi-
ble to make meaningful'interpretations of Re In any given pattern the
average observed distance between nearest neighbours is R times as great
as the distance which would be expected in a random pattern. Thus, a
value of R equal to 0.5 would indicate that nearest neighbours are, on
the average, half as far apart in reality as the expected distance under

conditions of randomness. It is also possible to evaluate ;h’ the
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distance between points in a uniform pattern of the same density as

the observed pattern

1.0750
& 5 ol (5)
u ~/ d

The reliability of R can be evaluated by assessment of the significance
of the departure of ;o from ;e; letting & equal the standard variate

of the normal curve

2 = ‘o Te (6)
o -
e
when, - = _0.26136 (7)

e ~Nd

Values of 8 equal to 1.96 and 2.58 represent, respectively, the 95 per
cent level of confidence and the 99 per cent level of confidence. By
manipulating formula 6 confidence intervals around R equal to 1 can be
obtained

1 - 8.6 &= 1 € 1 + B.6- (8)
re I‘e

Substituting for d}: and & the required confidence interval around R
equal to 1 can be foind. The signifance of the difference between two
patterns can be found from the data used to obtain R by use of Snedecor's
F-test or Student's t-test. (Clark and Evans, 1954, p. 452)

The relationships of nearest neighbours have been examined by
Clark and Evans (1955) who found, from statistical theory and empirical
observation, that a random pattern contains a high percentage of re-

flexive pairs, i.e., two points serving as one another's nearest neigh-

bour. In a random pattern 62 per cent of the population is theoretically
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reflexive. In a synthetic random pattern of 1,000 points the ﬁro-
portion was found to be 60 per cent. Their analysis of the synthetic
random pattern was extended and the proportion of points serving as
nearest neighbours to O, 1, 2, 3, and 4 or more, points was found
(Table 2:1),

Because of the prevalence of reflexivity in a random pattern
these findings have resulted in the development of the nearest neigh-
bour method in order to increase the power of the analysis. The two
major developments have been the order method and the regional, or
sector, method (Dacey and Tung, 1%62). Figure 2:1 illustrates these
two techniques. The order method consists of measuring the distance
to the first, -second, +...nth neighbour and comparing the averages of
each order to the expected value of a random pattern. The formulae
for ;e for each order were derived by Thompson (1956); the constants
are tabulated in Table 2:2 for the first four orders of nearest neigh-
bours. The regional method consists of dividing the area around each
point into a number of equal sectors (Figure 2:1(B)) and finding the
nearest neighbour in each sector. For each point the distances to the
nearest neighbour are ordered and used to derive the sector means. The
same mathematical procedures as the simple method are utilised: -the
constants for ;e in each sector have been tabulated by Dacey (1962).

The regional method has a number of disadvantages when compared
to the single-sector approach of the order method. The main disadvantage
is that concerned with the placement of the sectors; the assumptions under-
lying the derivation of ;e and ;e preclude the existence of empty

sectors. A second disadvantage results from the procedural definition
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TABLE 2:1

INTERNAL CHARACTERISTICS OF A SYNTHETIC RANDOM PATTLERN*

Number of Points 1000

Proportion of Points which have
reflexive relations ‘ .602

Proportion of Points serving as

Nearest Neighbour to: . . « O points «297
1» <453
2 " 0225
S 2025
.. » 0.0

*Source: Olark and Evans (1955, p. 397)

TABLE 2:2

CONSTANTS FOR EXPECTED AVERAGE DISTANCE AND THE STANDARD DEVIATION FOR

NEAREST NEIGHBOURS IN A RANDOM PATTERN (ORDER METHOD)

Parameter Order of Nearest Neighbour
1 2 3 4
~ -1 -1 -1 -1
E(r,) 0.5(/d) 0.75(/d) 0.93Wd) 1.0937(/d)

r 0.2614(AE) ™Y 0.2723WHA) Y 0.2757(/a) "t 0,277 (/Fd) L

e




FIG 2:1 EXTENSIONS OF THE NEAREST NEIGHBOUR METHOD

A) ORDER METHOD

B) SECTOR METHOD

Uy
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of the sectors; a sector of a certain order need not have the same
orientation from each measuring point as is shown in Figure 2:1(B).

It is possible for the nearest neighbour in a sector to be farther

from the measuring point than other pointse. Because of these dis-
advantages it is difficult to express the results meaningfully in terms
of spatial arrangement., The single sector approach of the order method
obviates certain of these problems in that the first four measurements
represent the distance to the four nearest points and the problems of
empty sectors and different orientations of sectors are avoided.

Nearest neighbour methods utilise statistics based on the assump-
tions of an infinite number of points and an unbounded surface in order
to derive ;e’ however, empirical observation of a pattern is normally
concerned with a defined area. The existence of a boundary affects the
derivation of R in certain known ways. Firstly, it limits the known
number of points and, therefore, affects the calculation of the density
of points; secondly, the distance from a point to its nearest neighbour
within the bounded area may not be the shortest distance in reality be-
cause a third point, the actual nearest neighbour may be across the
boundary. Therefore ;o is magnified to some extent. Three methods of
accounting for the problems raised by the existence of a boundary can
be formulated.

The occurence of points outside the study area may be ignored
and only the points inside the designated area used to calculate the
density and the average observed distance. Secondly, measurements to
points outside the area can be ma&e but not from external to internal

points. Getis (1964) and King (1962) utilised this approach in their
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studies. Dacey (1962) suggested a third approach: measurements of the
distance to nearest neighbour are only used if they are smaller than

the distance from the measuring point to its nearest boundary. The
second and third methods have certain drawbacks, in that R is célculated,
respectively, for an area greater than, or smaller than the study area.
Although the second method may be the best indicator of R, in that the
boundary effect does not intrude into the calculations, if variations in
the pattern of towns are to be related to the variation of other phenomena,
for which the data is collected on the basis of the defined study area,
the variables are not areally compatible. This disadvantage is much more
important when study areas are adjacent rather than separated.

In the analysis of the paﬁtern of urban places in Saskatchewan
the distance to first nearest neiéhbour is calculated because the number
of towns, in certain of the groupings made, is often small and to go be-
yond first nearest neighbours would result in values of R that are not
statistically different from random, although their actual value might
well suggest otherwise. The first solution to the boundary problem is
used in all sections of the analysis, that is, the distance to nearest
neighbour of all points within the study area is used in the calculation

of the observed average distance.

Related Techniques

The first quantitative attempts to understand the nature.of a
prhenomenon's arrangement over a two-dimensional surface were concerned
with the isolation of certain of the parameters previously mentioned
and discussing them in relationship to the phenomenon's environment

(Goodall, 1952). The work of some European geographers (Bernard, 1931;
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Demangeon, 193%; Colas, 1945) closely followed the work of ecologists
prior to 1925, with discussions of the density of the lowest orders of
rural settlement, the average area per settlement (i.e., the reciprocal
of the density), and the use of certain arbitrary distances to indicate
the nature of the pattern of such settlements. Zierhoffer (1934), for
example, regarded dwellings as dispersed if they were separated by a
distance of 150-200 metres, whilst Debouverie (1943) regarded 100 metres
between farms as a critical index of a dispersed settlement pattern.
Exampleé of certain of the above methods, and others, are to be found
in Monkhouse and Wilkinson (1952, pp. 308-313). Criticism of this type
of approach has been made by a geographer (Houston, 1953, pp. 81-85) and
on ecologist (Goodall, 1952) on the basis of its generality and insensi-
tivity to changes in the pattern. Specific criticism can be lévelled at
the abstraction of density, in that the same density can result from
widely different patterns if the number of points and the containing
area remain constant.

The measurement of minimum distances between towns is not unique
to pattern analysis by means of the nearest neighbour method. Losch (1954,
ps 392) measured the distances between towns for different areas of the
United States in an attempt to show that there are similarities from one
area to another. Further studies of the spacing of settlements have been
made (Thomas, 1961, 1962; King, 1961) which have increased our knowledge
of the relationships which exist between the members of a system of urban
places.

Dacey (1965) has shown that it is possible to fit a gamma distri-

bution to the frequency distributions published by L8sch. The results
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are inconclusive with regard to the form of the pattern in the two

areas to which Dacey applied his method, with the exception that: 'the
differences between midwestern United States and England is conspicuous',
(1965, p. 7)s It would appear, on the basis of Dacey's work, that the
use of minimum distances is of little value in the classification and
description of a pattern.

The major distinction between studies of spacing and those con-
cerned with the analysis of patterns is with respect to their objectives.
The purpose of Losch's work and of the other spacing studies has been to
increase our understanding of the internal attributes of a pattern.
Pattern analysis by the nearest neighbour method, although it utilises
similar data to that which is required for a study of spacing, is con-
cerned with the spatial arrangement of settlements. This objective is
achieved through the introduction of the concept of a random pattern,
of the same density as the pattern to be analysed, against.which the

observed pattern may be measured.
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CHAPTER III

POPULATION SIZE AND THE PATTIRNS OF URBAN PLACES

The pattern of urban places in an area can be regarded as a
single pattern with each place being considered the same, or it may
be viewed as containing several sub-patterns, each being related to a
set of towns differentiated from the remainder by some factor. Popula-
tion size is one characteristic that differentiates urban places from
one another., The urban structure of an area is composed of towns of
various sizes and an analysis of the overall pattern should take into
account the effect that this variation may induce. In doing so the
results may be related to facets of urban geography other than that
concerned with the nature of the settlement pattern. The objective
of this chapter is to analyse the patterns of urban places of different
sizes and to relate the results. to the overall pattern of urb&n places

in Saskatchewan and to relevant central place studies.

Population Size as a Continuum

In o?der to analyse the patterns of urban places of varying popu-
lation size it was found necessary to treat population as a continuous
variable. It was viewed as doubtful that any satisfactory division of
the towns could be made on the basis of the functions they contain, or
the services performed, because of the lack of the relevant data. Also,
any division based on apparent breaks in a rank-size diagram would have

been questionable, as no rigid definition of 'central place' could be
'
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applied to the urban places selected, nor could it be certain that all
central places in Saskatchewan had been included. Therefore, in order
to obtain an appreciation of the nature of the pattern of urban places
of different sizes, arbitrary class boundaries were selected within the
continuum. Once selected, these figures were kept constant as an aid

to the comparison of different sets of results. Graphical, as well
as tabular, methods have been utilised to present the pattern statistics
obtained, so that the selection of arbitrary class boundaries should not
unduly influence the discussion and evaluation of the results.

The use of population size as a continuous variable can be
supported by reference to the work of Thomas (1962) on the spacing of
towns and to various works which have shown that central places are
differentiated along a continuum of population size. Berry and Barnum
(1962) have shown that a number of relationships exist between population
size and various indices traditionally used to measure the ‘centrality'
and importance of a place. Beckmann (1958) has shown that it is possible
to produce the continuous distribution of the rank-size rule from the
stepped distribution that follows from Christaller's fixed K assumption,
by the simple addition of a random variable. Berry and Garrison (1958)
independently arrived at the same conclusion.

Certain, unknown,‘errors may result from this operational pro-
cedure. It is felt that any such errors will be small and only affect
conclusions made about certain parts of the continuume The number of
places that do not possess any central place functions, i.e., point-
bound places, but are incorporated, are probably both small in number and

in population size. Whilst central places that are excluded, because
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they do not possess corporate status, are also most likely to be small

in terms of population. Further errors may result from the inclusion

of a town in a particular sub-set of places because of its size, although
the functions it performs would have'placed it in another group, if a
division on the basis of functional importance had been made for this
works Although this last source of error may be the most important, in
terms of the analysis, without the relevant data it is impossible to

assess its effect on the results.

Hypothesis I

Formulation

Central Place Theory, as stated by Christaller and Lgsch, has
as its basis a clear statement of the nature of the overall pattern of
central places in an area. The patfern of central places in the theoret-,
ical model is uniform, i.e., a punctiform pattern, with the points situated
at the apexes of a mesh of equilateral triangles (Christaller, 1966, p.63).
Figure 3:1(A) shows such a pattefn, which remained inviolate throughout
Christaller's formulation of various principles concerning the weighting
of the points and the shape of their market areas.

In the marketing principle the points receive different values,
to form a hierarchical system, such that each point is the centre of a
hexagon formed by the six triangles that surround it, and the triangles
having at their other apexes places of a lower rank (Figure 3:1(B)).
At each level of the hierarchy all places of that rank and higher ranks
form secondary meshes of equilateral triangles. Thus, a feature of the

marketing principle is that at any level of the hierarchy the dis£ances
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between towns of a rank equal to, or greater than, that level are
equal, and the pattern of such places is uniform. This principle is
illustrated in Figures 3:1(C) and (D), where low rank towns are removed
from the basic mesh in (B).

If this feature of the arrangement of central places is viewed
in the light of Berry and Barnum's findings (1962) on the relationship
of function and population, as mentioned above, it can be hypothesized
that the pattern of urban places above a given size is uniform. Because
of limitations in data handling it was decided to limit the analysis
of pattern to first nearest neighbours. Therefore, Hypothesis I is
stated as: the pattern of urban places, with respect to first nearest

neighbours, above a certain size is uniform.

Test of Hypothesis I

In order to verify the hypothesis, the pattern statistic, R,
was calculated for the urban places of Saskatchewan nine times. - At
each stage of the analysis places'with a population below an arbitrary
point in the continuum of population size were removed from consideration
and R was obtained for first nearest neighbours above that size. The
nearest neighbour of any measuring point may have a larger, or smaller,
population than that place, the criterion for its selection being that
it is the nearest place that has a population equal to, or greater than,
the arbitrary population size for that particular set of calculations.

The results of the analysis are shown in Table 3:1 and Figure 3:2.
If the pattern of urban places was regular R would have a value of 2.1491;

at no stage in the analysis is such a value obtained, therefore, Hypothesis I
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TABLE 3:1

RESULTS OF PATTERN ANALYSIS TFOR HYPOTHESIS I

2

Pop. of No. of Densityl Av. Expe.2 Av. Obse Pattern” Standard

Towns Towns  per Square Distance Distance  Statistic Variate of
> Mile (Miles) (Miles) R Normal Curve
1 481 .003927 8.0 ST 1.088 3,70 *
75 %) . 003691 8.2 9.1 1.106 Lozl *
100 421 .003943% 8.5 9.6 1.121 h,75 *
250 25k . 002074 11.0 12.8 1.168 511 *
500 113 .000922 16.5 19.5 1.187 3,80 *
750 67 . 000547 21.h 26.6 l.243 - 3,80 *
1000 L8 .0003%91 25.3% 31k 1.244 3.24 *
5000 10 . 000081 5543 66.6 1.204 1.23
10000 6 . 000048 71.L4 P 0.997 0.01

l. d = No. of Towns/Area of Saskatchewan (122466) square miles

2. T = o500 x/d

e
r r
obs / e

3 Re

* Significantly different from a Random Pattern at the 99% level of
confidence,
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is rejected on the basis of the analysis of distances to first nearest
neighbour.

The most regular pattern that is shown to exist is that of
towns with populations greater than 1,000 (R equal to 1.244). Almost
as significant is the value of R (l.234)|for towns greater than 750.
Figure 3:2 shows that the pattern of urban places in Saskatchewan in-
creases towgrds regularity as the smaller places are removed from the
analysis of pattern. However, the value of R rapidly declines when it
is obtained for towns greater than 5,000 and 10,000, This is due mainly
to the mathematics of the calculation of R, i.e., the average expected
distance is based on the assumption of an infinite number of measure-
ments, whilst the average observed distance results from 10 and 6
measurements, respectively. In both of these stages the value of R is
inside both the 95% and 99% confidence intervals placed around the res-
pective random pattern with the same density of points. A further hypo-
thesis which might be put forward on the basis of the results is that,
if the number of places in these sub-sets were greater, necéssitating
a larger study area, the value of R which would be obtained would in-

dicate greater uniformity of the pattern.

Implications of the Results of Hypothesis I

Two reasons can be suggested to explain the increase in the
regularity of the pattern of urban places as the smaller settlements
are excluded. Firstly, there may be at least two different distributive
processes affecting the overall pattern. The overall pattern, that is,
the pattern of all urban places used in this analysis, may be affected

by more local considerations than the subsidiary pattern of those towns
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over 1,000, A comparison of Fipgures 3:3 and 3:4 shows that the overall
pattern is dominated by a linear network, which can be closely correlated
with the major road and rail networks; however, the pattern of places
with a population greater than 1,000 appears to be much less influenced
by any linear control,.

The control of railways on the location of settlements has been
noted by others working on the settlement pattern of Saskatchewan (Royal
Commission, 1957, v. 12, p. 23)s The construction of the trans-contin-
ental railways in Canada resulted in a linear transportation pattern
having an east-west orientation within Saskatchewan. At intervals along
these routes and the later, predominantly north-south branch lines,
stations were situated in order to store and tranship grain from road
to rail haulage. Such sites became the nuclei for other functions.

Two of the criteria used by the Royal Commission (1957, v. 12, pp. 30-31)
to classify the lowest order of service centre were the occurence of a
grain elevator and rail facilities. There are also records of pre-rail
settlements migrating towards a railway line that passed neér, but not
through, the settlement. Ixtensions to the rail network and the impr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>