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CHAPTER ONE 

INTRODUCTION 

The surface aerodynamic properties of vegetation 

are significant to the combination model. through their 

control over the wind profile and turbulent transfer. 

These surface properties are the surface roughness length 

{z
0 

) and the zero plane displacement (d). 

Ideally both z 
0 

and d are determined from wind 

profiles recorded during neutral equilibrium. However the 

rarity of this state forces the use of parameter estima~es 

made in near-neutral stability. Further complications may 

arise from windspeed dependencies. Thom (1971), Monteith 

(1973), and others have demonstrated such dependencies for 

leafy, flexible crops. On the other hand, Munro and Oke 

(1973) found no such dependencies for measurements made 

over a wheat field. However, the lack of leaves in the 

mature wheat may account for this disagreement (Munro and 

Oke, 1973). 

This study concerns itself with an analysis of z
0 

and d from measured wind profiles over a soybean crop. 

The study encompasses the entire growing season. The 

emphasis of this study will be towards the expression of 

z
0 

and d in terms of existing approaches which utilize crop 

l 
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height. Expressing z and d in terms of crop height has 
0 

two advantages. First, the expensive and time consuming 

method of obtaining windspeed and temperature profiles is 

avoided. Secondly, relatively simple, on site estimations 

of z and d can be made.
0 



CHAPTER TWO 

WIND PROFILE THEORY 

(A) The logarithmic wind profile model 

Under restricted conditions the mean windspeed 

increases logarithmically with height within a few metres 

of an aerodynamically rough surface. The main restric­

tions are: 

(1) Only the surface boundary layer is considered. 

(2) This layer must be thermally neutral so that only 

the mechanical forces of friction and form drag create 

turbulence. 

(3) The site is flat and horizontally uniform. 

(4) Time averaged profiles are considered. 

The boundary layer is defined as the air layer in 

contact with the ground, in which properties are largely 

determined by exchanges vii th the underlying surface. The 

depth of the boundary layer can be related to the fetch or 

distance of traverse across a uniformly rough surface. An 

analysis of fetch will be presented in Chapter 3. 

Over a stiff, short vegetated surface the logarith­

mic wind profile can be represented by: 

(1) 

3 




where 	 u -- winds peed (ms-1 ) 

u... = friction velocity (ms- 1 ).... 

k = von Karm<:in 's constant (dimensionless) 

z = height (m) 

zo = surface roughness length (m) 

The surface roughness length represents the height 

at which the windspeed equals zero. When z
0 

is a signifi­

cant portion of the height z, equation (1) is re-written 

as (Sutton, 1953): 

z-z J 	 (2)u=yi:nU)''l [ __o 
zo 

(B) The wind profile over tall vegetation 

For most vegetated surfaces the logarithmic wind 

profile form of equations (1) and (2) is unsatisfactory 

as disproportionately large z values result. A second
0 

refinement is required, which accounts for the vertical 

displacement of the wind profile. This parameter d, is 

commonly termed the zero plane displacement. When intro­

duced, equation (2) becomes: 

u= ~ln [ z-~:zoJ 	 (3) 

Above the height d, the wind profile is logarithmic. Below 

it, the windspeed is greatly dampened (Figure 1). Thus, 

the displacement can be regarded as the datum level above 

which free turbulent exchange occurs <:ind a level for momen­

tum sink (Chang, 1968). 

The linear logarithmic shape of a wind profile over 
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a flat, smooth.surface becomes curvilinear when the under­

lying surface has a cover of tall vegetation~ The 

correction required to convert the curvilinear departure 

to a linear form is the zero plane displacement. 

(C) 	 At-mospheric stability 

Atmospheric turbule~ce is the result of mechanical 

(forced convection) and thermal (free convection) forces. 

The loga.i~ithmic form develops when thermal forces are 

insignificant corapared to mecha.Yl.ical forces. Under super­

adiabatic conditions (tmstable. lapse rate), buoyancy 

disrupts the mechanica1ly produced turbulence. Under 

inversion conditions (stable lapse rate), turbulent motion 

is dampened because the gradient of air density is directed 

upvmrd. In both, the windspeed profile departs from the 
-

logarithmic form, thereby altering the values of aero­

dy-.arunic paraneters determined in therm.ally neutral cond­

i tions. Therefore, z0 and d ca:n only be determined 

effectively in neutral conditions. To accomplish this, 

a measure::1ent of the relative strengths of the thermal and 

mechanical forces in the atmospheric layer being considered 

is required. A suitable criterion is the gradient form of 

the Richardson number (R. ). : ~ 

R =L zi [~oe+r 
i 0v ~ 

(4) 

where R. 
J. 

= gradient form of Richardson number (dimensionless) 

g = acceleration due to gravity (ms-2 ) 

ev ... virtual potential temper~ture (OK) 

T = air temperature (oC) 
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and u = windspeed (ms-1 ) 

r = adiabatic correction factor ( 0 cm-l ) 

In practice, partial differentials are replaced by finite 

gradients and 

( 5 ) 

where the subscripts 2 and 1 refer to sensor heights 

(z2 and z1 ). Only windspeed and temperature profile 

measurements are required. For unstable, neutral and 

stable conditions, the Richardson number is less than 

zero, zero, and greater than zero respectively. Normally 

the magnitude of the Richardson number increases with 

height with the forced convection near the ground being 

replaced by free convection at greater heights. 



CHAPTER THREE 


SITE, INSTRUMENTATION, and CALCULATION PROCEDURES 


(A) Site 

(1) Study area 

The study was conducted at the Ontario Horticul­

tural Experimental Station near Simcoe, Ontario from 

June 08 to September 22, 1974. The site was a flat plot 

{less than 2° slope in any direction from the centre of 

the field) mea~uring 121.7 m x 216.4 m. Three buildings 

were located in a 35 m section along the eastern edge of 

the field, approximately 92 m from the North-East corner 

(Figure 2). A trailer (approximately 3 m by 6 m by 3 m 

tall) that was insulated, air conditioned, and de-humidi­

fied 'provided a controlled environment for measurement 

recording. 

(2) Crop Characteristics 

The soybean crop (Glycine Max. L., var. Horosoy '63) 

was planted on June 06 with a 6° North of ~'lest row orien­

tation. Row spacing was 0.53 m. It appeared on June 08 

and attained a mean maximum height of approximately 

O. 711- m ± 0.075 m by August 18. 

Plant height analysis can be destructive or non-
v 

destructive (Sestak et al, 1971). Measurements of plant 



2 

LEG END 

H " "" - FENCE 

~ 

• 

· TH 

W 

1· 

-TALL SHRUBS 

-LOW SHRUBS 

-TEMPERATURE 

AND HUMIDITY 

-WINDSPEED 

-TOOL SHED 

-RECORDING 

TRAILER 

IE•Gll.8.E...2- ..I.HE ..s..tIE.. 

TOBACCO 

..c..u.Lil.E..B ROA...D.. 
...._..... .....~ 

<(} ¢ 1» <G> <> 'll> <1.? &>~Ill t> oei cs in&? .. o " .., o11 .,.., '° °' t>l7 a~"'.,, "' "' "',, "'., o 0 D ~ts g; l'3 ~a;~ iei e> o tJ 'i'.2> r;i, ~ 

~ p 
MIXED 
CROPS 

..ROA.D_ 

W• ·TH 

I 

I 

~ 
~I 

l ...I. ::z ·TI 
_.H.OAD._ 

SOYBEAN 

I ~z 

MIXED CROPS 
SCALE. ..1.:_.1515.. '° 



10 


height were taken using a metre stick. The random sampling 

used for destructive analysis involved taking five one 

metre sections of 10 to 23 plants. The non-destructive 

analysis involved measuring five randomly selected plants 

every 50 rows. The mean height plus or minus one standard 

deviation was taken as representative for that sample. No 

systematic variation between the destructive and non­

destructive methods appeared. A four quadrant height com­

parison demonstrated general homogeneity for the site. 

The larger standard deviations for the latter part of the 

season indicates some general heterogenei'~ybetween plants. 

An eye fit curve (Figure 3) allowed interpolated height 

estimates over the entire growing season. The curve shape 

followed the general form presented by Evans (1973). 

(B) Instrumentation 

A mast, on which sensors to measure temperature 

and humidity were mounted, was located 4 m ·west of the 

field centre. An anemometer mast was located 4 m West and 

14 m South of the field centre. These 5 m tall masts were 

guyed with three wires attached to the mast top. Both 

masts could be rotated so that sensors could face the wind 

without being obstructed. Mast influence was further mini­

mized by mounting sensors on cross-arms which extended 

approximately 0.23 m out from the mast. Painting the 

temperature-humidity mast white reduced possible radiative 

heating effects. The vertical sensor seperation for both 
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systems (0.25 m) was considered sufficient to prevent 

sensor inter-action (Tanner, 1963). Listed in Table 1 

are the anemometer and temperature sensor heights above 

the ground, that were used in this study. A third possible 

source of systematic error, that of insufficient sensor 

height above the surface, will be analyzed in Chapter 4. 

(1) Windspeed measurement and recording 

Light weight (assembly (7 g) sensitive cup ane­

mometers (C.W. Thornthwaite Associates) were used. The 

light weight and low friction bearings ensure low stalling 

speeds (O.l ms-1 ) and minimize over run error. Thus, a 

fast response to windspeed fluctuations results. In this 

system a shutter-interrupted light beam activates a photo 

cell 1iliich emits electrical impul~es at the rate of one 

pulse per cup revolution. The signal was passed to a 
1digital recorder accurate to 0.0025 ms- (a slight wind­

speed dependency exists) in the recording trailer. A one 

minute interval betiveen recording periods was required to 

hand record and re-start the registers. After reducing 

the values to counts per minute, a fitted second order 

polynomial equation relating counts per minute and wind­

speed was applied: 

u = (a +a 1 c+a 2 c
0

2)f 
where a , a 1 , are polynomial coefficients, c is counts

0 
a2 

per minute, and f is a relative correction factor. 



1.3 

TABLE 1 


Anemometer and Temperature Sensor Heights 


Period over Which 
Heights Applied 

Sensor Height above 
. Ground (m) 

Level 1 Level 2 Level .3 Level 4 

June 08 - July 09 0.25 . 0.50 0.75 1~00 

July 10 - July 14 0.40 o.65 0.90 1.15 

July i6 - July 28 ID.55 o.so 1.05 1 • .30 

July 29 - Aug. 07 0.75 . 1.00 1.25 1.50 

Aug. OB - Aug. 16 0.90 1.15 1.40 1.65 

Aug. 18 - Sept. 22 1.15 1.40 1.65 1.90 
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For profile measurements, the relative error is 

more important than the absolute error (Tanner, 1963). 

Following this, relative calibrations, in the form of cup 

intercomparisons, were periodically performed. All ane­

mometers were mounted side by side on a horizontal bar 

(spindles 0.25 m apart). By rotating the sensors' positions 

with respect to each other, complete intercomparisons were 

available. Percentage corrections from unity were then 

applied to the calibration equations. The correction 

factors are listed in Appendix B. 

(2) Temperature measurement and recording 

To minimize radiation error and thereby increase 

accuracy, the sensors were shielded from sunlight and 

ventilated. The five junction t!iermopile sensor was con­

structed from 30 awg copper-constantan thermocouple wire. 

Junctions were soldered and electrically insulated by heat 

shrink tubing. The sensor was then potted in polyester 

resin within a stainless steel tube. The wet and dry bulb 

probes were approximately 0.20 m and 0.13 m long respec­

tively. The wet bulb probe was covered by wicking which 

was fed by a water reservoir suspended on the mast cross­

arm. 

A plexiglass plug was tightly fitted into the back 

of the T-junction located at the end of the cross-arm. A 

pair of wet and dry bulb probes were passed through the 

plug and into the inner shield. By bending the dry bulb 
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probe, both probes were centred in the shield. A spacer 

held the dry bulb centred, thus avoiding temperature 

gradients near the wall. The inner shield was a (0.015 m 

ID) plastic tube that was painted flat black on the inside 

and wrapped in highly reflective aluminized mylar on the 

outside. The spherical cap which covered the exposed end 

further minimized possible radiative inputs. To minimize 

any unrepresentative air flow caused by the cap, the void 

spaces between the tube end and the cap equalled the cap's 

cross-sectional area. Small holes drilled at the down­

stream end allowed purging of the air with the (O.OJS m ID) 

styrofoam outer shield. The inner shield was tightly 

fitted inside the T-joint while the outer shield was tightly 

fitted over the end of the T-joint. Besides wrapping the 

shield inside and out with aluminized mylar, the exposed 

end was cut back at a 60° angle to the ground. Both reduce 

possible radiative effects. Natural ventilation was 

assisted by a fan (Rotron Mfg. Co., NTO 120) located at 

the other end of the cross-arm. 

Referencing was done against a zero point Frigister 

housed in a ventilated screen box. This gives a very 

stable reference temperature for temperature calculations. 

The thermopile signals were recorded on a magnetic tape 

recording data logger (Solatron, Farnborough, United 

Kingdom) housed in the recording trailer. Observations 

were recorded every five minutes and converted to hourly 

means. The millivolt readings were converted to temperature 
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(°C) by second order polynomial calibration equations. 

A pre-season calibration was not possible as the 

data logger was unavailable. A post-season calibration 

was applied to the entire study period. The temperature 

sensors were referenced against a platinum resistance 

thermometer (Hosemount Eng. Co.) over a 0 to 30°c 

temperature range. The calibration equation for each 

sensor is listed in Appendix B. 

Probe intercomparisons were done in the field. By 

removing the wicking from the wet bulb probe, the syste­

matic error for all probes as dry bulb probes was deter­

mined. By rotating the probes over all reference levels, 

complete intercomparisons were available. Percentage 

corrections from unity were then applied to the calibra­

tions. The correction factors are listed in Appendix B. 

(3) Observational procedure 

The very nature of the turbulent regime causes the 

length of sampling period to be a critical decision. When 

the period is too short, the sensor response may be too 

slow, yielding unrepresentative values. Extended periods 

can result in secular data trends. Sixty minute sampling 

periods were utilized in this study to allow sufficient 

windspeed averaging. This coincides with the hourly mean 

temperature data. 

Wind direction was monitored from a vane on top of 

the most southern and tallest building. Recording coincided 
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with the Thornthwaite digital windspeed register recording. 

Wind direction, which was subdivided into sixteen direc­

tions, was used to determine the rotation required to have 

the windspeed and temperature sensors facing into the wind. 

This was done at the beginning of each observation period. 

Fetch determinations were also based on these directions. 

Figure(4)represents the hourly wind directions for the 

entire study period. The South-West dominance is easily 

observed. 

(C) Data Analysis 

{l) Experimental determination of z and d
0 

The values of z and d can be determined by either
0 

graphical or computerized iteration procedures. Both 

estimate the value of d which linearizes the u versus 

ln z relationship. Extrapolation of this line to zero 

windspeed gives estimates of z • 
0 

(i) Graphic solution 

Plotting a neutral equilibrium windspeed profile, 

that was measured over a vegetated surface, reveals a 

curvilinear profile (Figure 5). However the extrapolation 

of curvilinear profiles to zero windspeed, results in z
0 

values that are so large it loses its significance as a 

roughness indicator. To obtain realistic values of z 
0 

a value of d is subtracted from each anemoneter height. 

This procedure is continued until the best fit linear 
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approximation to the profile is obtained. The extra­

polation to zero windspeed gives the z
0 

estimation. 


However, this approach is slow and tedious with the accuracy 


depending upon the capability of the analyst. 


(ii) Computerized iteration procedure 

With a large data set, the previous approach is 

impractical and a computerized iteration procedure is used. 

The anemometer heights (m) and the windspeeds (ms-1 ) are 

the only required inputs. Following Lettau (1957) 

successive trials of d are used to find the d which mini­

mizes the mean square error (variance) of a straight line 

semi-logarithmic relation. The smaller the variance, the 

better the profile fits a linear approximation. 

(2) 	 Determination of near-neutral equilibrium 

Determination of both z and d ideally requires
0 

thermally neutral condi tion·s. Since truly neutral condi­

tions rarely exist in nature, a near-neutral stability 

range is used to approximate neutral conditions. The 

exact stability where near-neutral, forced convection is 

replaced by free convection, remains a troublesome problem 

(Priestly, 1959; Tanner, 1963a; Chang, 1968; Mcintosh and 

Thom, 1969, and Oliver, 1971). The height dependency 

partially explains the variation. General agreement is 

for a lower or unstable limit of -0.02 to -0.05. McBean 

and Miyake (1972) working in the four metres above a grass 

surface established near-neutral limits of -0.045i·~ 0.01 
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where t is the Monin-Obukhov dimensionless stability 

parameter. The lower limit can be equated to within 

±6.0% (maximum) of the gradient Hichardson number (Dyer 

and Hicks, 1970) or -0.042 to -0.038. A range of 

-0.02~R.~0.05 was the criterion applied to this study.
1. 

This fairly stringent criteria range should effectively 

minimize the diabatic influence. Applying equation (5) 

the gradient Richardson number was calculated for all 

possible pairs of heights (ie: 1-2, 1-3, 1-4, 2-3, 2-4, 

3-4). The level J-level 4 (Ri ) permutation ideally3_4
represents the maximum Richardson number of the atmos­

pheric layer under consideration. As such, it best 

exemplifies the stability of the layer. Therefore it will 

be used to represent the stability classification. For 

consistency this was applied throughout the study period. 

Although the height of this layer changed in absolute 

terms, the continual sensor adjustment meant constant 

referencing to the 1.0 to 1.5 m atmospheric layer imme­

diately above the canopy. 

Although Ri was chosen as representative of the3_4 
measured layer, all permutations were considered. This 

was necessary for two reasons: 

(i) The occasional occurence of near zero and negative 

windspeed gradients. The importance of windspeed gradients 

in equation (5) (l/(Au) 2 ) resulted in disproportionately 

large values for these permuations. 

http:0.02~R.~0.05
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(ii) During turn-over between tmstable and ~table 

conditions, It. mav rer:J.ain within the excepted range
l 3 - 4 . 

while lower permutations do not. 

(3) Fetch 

A simple test for adequate fetch is the satisfac­

tory measurement of logarithmic profiles above a vegetated 

surface during periods of near-neutral stability (Lemon, 

1965). Two assumptions are inherent in such a deter­

mination. First, that the anemometers are sensitive 

enough to detect the upper equilibrium boundary layer 

limit. Secondly, that this height is relatively constant. 

Employing similar anemometry, Munro and Oke (1975) were 

able to define this upper limit using only ten minute 

recording periods. Therefore both conditions should be 

satisfied in this study. Figure(6)shows three profiles 

which 11ere directed across the minimum field fetch. The 

logarithmic form indicated that they were within the 

equilibrium boundary layer. Thus, adjusted profiles can 

be expected for any wind direction during conditions of 

near-neutral stability. 
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CHAPTEH FOUR 

HES ULTS 

(A) 	 Sensitivity of z
0 

and d to errors in windspeed 

measurement 

Following Tanner (1963), zero plane displacement 

and surface roughness were determined by Lettau's iterative 

procedure. This method is very sensitive to small errors 

in winds peed measurements. Figures(7a') and (7b)represent two 

examples of this sensitivity. The velocity of the lowest 

anemometer was allowed to change by ±2%. In the first 

example, (July 1, 1400 hrs.-Figu~e 7a), the 2% overestima­

tion and the 2% underestimation both reducerl z • The 2%
0 

underestimation also produced a marked error in the zero 

plane displacement (0.0036 m to 0.066 m). In the iterative 

method, an increase in d forces a decrease in z • Conse­
0 

quently, z was decreased by 46%. Since the unaltered·
0 

profile was linear, the 2% overestimation forced the slope 

to increase and hence forced z to decrease by 30%. In 
0 

the second example, (August 18, 1700 hrs.-Figure 7b), the 

2% overestimation reduced d by 61% which forced a 157% 

increase in z • The 2% underestimation increased d by
0 

1~3% 	and decreased z by 69%. Results similar to the 
0 

August 18 example were found by Tanner (1963) and Allen 

(1972). 

24 
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(B) Dependency of z and d on windspeed
0 . 

To investigate the possibility of z and d wind­o 

speed dependencies, values derived from hourly profiles were 

plotted against mean profile windspeed (rounded to the 

-1) Fnearest 0.1 ms • Two periods were investigated. or· 

both, the crop height change was limited to 0.05 m. This 

was chosen as the best of a trade off between minimizing 

crop height change, and thereby the expected variability in 

z and d, and attaining as large a sample size as possible.
0 

The two periods, (June 29 to July 5, and August 9 to 23), 

allow analysis of both early and mature gro-wth stages 

(Figures 8-11). The large scatter apparent for both z
0 

and 

d for both periods indicates a random variation with wind­

speed. The apparent linearity in Figure (9) may be some 

what misleading as the smaller scatter can be explained by 

the smaller magnitude of the z values. Relative changes
0 

of up to 500% (windspeed = 4.0 ms-1 ) occur within this data 

set. As such, the range is too small to base confident 

estimates on and hence will be excluded from further analysis. 

The random variation with windspeed infers neither a wind-

speed dependence or independence for z and d. The random­
0 

ness only indicates that a windspeed variation for z and 
0 

d was impossible to discern. 

Subsequent analysis of a wind direction dependency 

revealed a definite difference in z and d values obtained
0 

from along-row and across-row wind directions. This will be 

discussed in more detail in the following chapter. Elimi­

nation of the less frequent along-row values (circled 
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in Figures 8-11), did not lraprove the scatter to the extent 

that a windspeed dependency could be determined. 

Three other factors may account for the scatter: 

(i) An undefinable windspeed dependence. 

(ii) A natural variation in the windspecd profiles which 

is induced by the fairly rough surface. This is undefi~able. 

(iii) The extreme sen~>itivity of Lettau's iterative method 

for calculating z and d to possible windspeed error. Cup
0 

anemometers by design, constantly average the expected 

turbulent eddy velocities. However, any combination of the 

anemometers 171ay be subjected to a windspeed burst or lull 

that does not occur at other levels. The use of sixty 

minute averaging periods minimizes the possibility of a 

given profile level possessing an atypical averaged wind­

speed, but may not negate it. Assuming random frequency 

and height occurence for these pulses and realizing the 

sensitivity of the iterative model, a large scatter for 

both z and d can be expected. The random nature of the 
0 

bursts and lulls negates the possibility of isolating sucn 

an effect. 

The adopted approach assumes no 1,.;rindspeed dependency. 

Not because it does not exist, but because it could not be 

determined. This contradicts many other leafy canopy 

studies (Rider, 1954; Thor.i, 1971; Ifonteith, 1973). However 

no other alternative is possible. The application of 

existing dependency trends would be highly subjective as 

wide discrepencies exist (Monteith, 1973). 
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(C ) Analysis of lowest anemometer level 

Table 2 lists the lowest anemometer levels and the 

minimum spacing between this sensor and the mean crop 

height. Ideally the lowest sensor should be at least five 

times the average roughness length (Tanner, 1963). How­

ever a clearance of just over three times the roughness 

length has also been used successfully (Munro, 1970). If 

this spacing is not achieved, the sensor may be in a tran­

sition zone between the canopy and the boundary layer. As 

such, the profile v.J'ill not be representative of the surface 

boundary layer conditions. If this results in non­

logarithmic profiles, systematic errors in z and d shculd 
0 

be evident. Subsequent analysis of the roughness length 

revealed that the minimum spacing requirement may have 

been violated on.three days (July 27, July 2S, and 

August05). To examine these situations, the data was 

checked for systematic trends in the Richardson number and 

calculated values of d and z
0 

• A three level analysis 

(lowest level dropped) was also attempted. Neither the 

Richardson number nor the calculated d and z values 
0 

revealed any systematic trends. The results of the three 

level analysis were also inconclusive. Consequently, the 

profiles could not be exclud_ed from the analysis. 
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TABLE 2 

Lowest Anemometer Level 

Period Height of Lmvest Maximum Crop Height 
Level (m) for Period (m) 

June 08-July 09 0.25 Q.18 

July 10-July 14 0.40 0.25 

July 16-July 28 0.55 0.49 

July 29-August 07 0.75 0.67 

August OS-August 16 0.90 o. 73 

August 16-August 23 1.15 0.75 



CHAPTEH FIVE 

ALTERNATIVE METHODS OF ESTII.CtTING z AND d 
0 

Profile analysis methods for dete~mining z and d
0 

are time consuming and costly. Differences in the derived 

z and d values can lead to scattered results. As such, 
0 

individual values cannot be confidently accepted as 

typical of that surface. Results are rarely obtainable on 

a continual daily basis. Therefore, expressing z and d
0 

in terms of more readily measured values has obvious merit. 

Estimates can be obtained by expressing z and d in terms
0 

of crop height using simple linear regression techniques. 

This procedure assumes that the data is linearly represen­

table. A statistical analysis of the procedures to be 

outlined below, will be presented in Chapter 6. 

(A) Zero plane displacement 

(1) Comparison with other workers 

Figure0.2)represents the individual hourly profile 

values over the entire study period. A large scatter is 

clearly evident. The strength of the fitted relation 

(correlation coefficient= o.g35) should allow reasonable 

estimation of d by mean crop height (h)~ Thre~ other 

rE?gression equations are also shO\,m: 

33 
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d = 0.63h (Monteith, 1973) (6) 


log d == 0. 9793 log h-0.1536 (Stanhill, 1969) ( 7) 


d = 0.661-0.017 (Allen, 1972) ( 8) 


Equations (6) and (7) are basically equivalent (Figure 12) 

and were derived for multi-crop representation. Equation (A) 

was derived only for a.grass surface but its results agree 

remarkably well with those from equations (6) and (7). The 

consistent underestimation of the obtained relation appears 

to indicate displacement values slightly less than those 

for most investigated surfaces. 

(2) Wind direction dependency 

The individual hourly profiles were sub-divided 

into along-row and across-row wind profiles. To be classi­

fied as along row, the wind direction at the beginning or 

end of the hour had to lie ·within 254° to 299°, or 74° to 

119°. Because the rows were planted with a 6° North of 

1.vest orientation, the along row criteria were also changed 

by 6° to maintain an even distribution about the true along 

row direction. These limits were subjectively chosen and 
. 0 

represent 23 ranges from true along row flow. The total 

range (46°) encompasses winds ranging from ESE to ENE 

and ~·rs·,v to \'lN\V. It was felt that these limits should 

encompass the pro.files that were subjected to the greatest 

along row influences. For accuracy, the hourly wind 

directions recorded at the Atmospheric Environment Service 
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meteoroloGical observation st~tion (500 ~from the site), 

were used. The increased accuracy (to the nearest degree) 

justified their use. Fifty of the 137 near-neutral 

profiles fell into this category. 

Figures (13) and 0.4) represent the a cross-row and 

along row profiles respectively. The difference between 

the two fitted relations is easily discerned. The across­

row profiles are in good agreement with equations (6-8~ 

This relation is also stronger than the relation in Figure 

(12~ Values derived from the along-row relation are con­

siderably smaller for a given crop height (Table 3). The 

lower values indicate greater canopy penetration by the 

wind. The negative y intercepts do not represent the crop 

height at which the zero plane displacement becomes impor­

tant. The obtained value is only the intercept associated 

with the slope of the best fit line. 

The change over from across-row to along-row 

profiles was considered to be very abrupt. More realis­

tically, a progressive deterioration would occur. Hm;ever, 

the determination of such a deterioration would be very 

complex. The determination is complicated by unevaluated 

windspeed dependencies and the n~tural voriation of the 

parameters over an aerodynamically rou6h surface. Conse­

quently, such a deterioration could not be accurately 

evaluated. The large sample of near-neutral profiles 

allowed further manipulation of the data. In an attempt 

to represent the data better, four other approaches were 
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rrABLE 3 

Comparison of Along and Across-Row 

Zero Plane Displacement Values 


Crop HeiGht (m) Along Row d (m) Across Row d (m) 

0.10 0.027 0.026 

0.20 0.066 0.099 

0.30 0.105 0.173 

0.50 c .182 O.J20 

0.70 0.260 0.467 
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investigated. 

(Ja) Daily average profiles 

Values of d (and z ) are rarely required on more 
0 

than a daily basis. Average daily windspeed profiles were 

obtained by calculating the mean windspeed nrofile from 

all near-neutral profiles for a given day. Aver<.Jge, daily 

d (and z ) values are then derived by the iterative pro­
0 

cedure. The results are presented in Figure (15). Although 

a fairly large scatter existed, the fitted relation is in 

good agreement with equations {6-r} Because of its simpli­

city only equation flO) is shown. This method also provides 

a sliehtly stronger correlation (r = 0.757) than the 

fitted relation of Figure (12). Considering the pooled data 

approach, this method should provide a viable alternative 

for studies where wind direction influence is minimum at 

most. 

(Jb) Average and mean methods based on crop height 

intervals 

One assumption inherent in the procedure so far 

discus~ed is the validity of the estimated crop height as 

representative for a given day. The large standard devia­

tions apparent in Figure (.3) makes this assum;-ition highly 

suspect. More realistic comparisons may result from the 

use of 0.05 m crop height intervals. The selection of 

this increment was based on four considerations: 

(1) To allow a maximum number of samples in each 0.05 m 

interval for averaging purposes. 
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(2) To obtain a maximum number of increment periods. 

(3) To minimize the magnitude of the increment as a 

larger increment creates a larger variation of d (and z
0 

) 

within that interval. 

(h) To have a crop height interval that should allow 

realistic and valid crop height estimates. 

Three approaches were possible: 

(i) Mean windspeeds over the entire study period were 

calculated for each 0.05 m crop height interval. The 

profiles and the obtained d (and z ) values represent the
0 ' 

averages for each interval (Figure 16). 

(ii) Mean d (and z ) values, based on the average daily
0 

profiles, 1.rere calculated. These represent mean dc:i tly 

values for each interval (Figure 17). 

(iii) This approach involved calculating means of the 

individual hourly profile d (and z ) values for each inter­
0 

val. These represent mean values for each int~rval (Figure l~. 

Only near-neutral profiles were examined. The first 

method required interfacing the 0.05 m intervals 11ith 

changes in the anemometer heights. For consistency all 

other approaches used the same periods. The results were 

very similar (Figures 16-18). The fitted relations of the 

second and third methods were the strongest. With the 

exception of one point (h = 0.63 m, d = 0.167 m) the scatter 

of the second approach is quite small. The five hourly 

profiles which made up the daily profile and hence the 0.05 m 

interval mean daily value, were all along-row profiles. 
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This was the only mean daily point, of the second method, 

at which this occured. 

Although these approaches could be confidently 

applied to a study where row influence was minimal at 

most, this influence cannot be ignored in this investiga­

tion. 

(4) Mean and average d for along and across-row winds 

Following the same procedure, mean and average 

profile values were separately calculated for the along 

and across-row profile sample sets (Figures 19-22). The 

fitted relations were very similar and in good agreement 

with Figures (13) and (1h). The relations derived by the mean 

method Here slightly stronger. This wc:is someHhat sur­

prising. The average profile method minimizes the use of 

the sensiti:ve iteration procedure. By using mean wind­

speeds any ninor errors in the windspeed measurements 

should have been reduced. Thus, the sensitivity of the 

iteration procedure would be reduced and a smaller scatter 

would be expected to result. The less frequent use of 

the iteration procedure also makes this method more effi­

cient. The 95% confidence limits indicated for the fitted 

relations of Fie;ures (21) 3nd (22), demonstrat-e that the 

fitted relations of the two methods are indistinguishable. 

Apparently taking the mean of the individual hourly profile 

values reduces the variability in a given crop height 

interval (as indicated by the stronger correlation 
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coefficient), more effectively. Although the average 

profile method is more efficient and produces represen­

tative values, it cannot be statistically evaluated for 

linearity. However both the meaned daily average and mean 

approaches can be evaluated for linearity. The importance 

of this will be discussed in Chapter 6. 

The values of the y intercepts reflect the slope 

of the fitted relations as the steeper the slope, the 

larger (more negative) the intercept value. It is doubt­

ful that they can be physically related to crop growth. 

(B) Surface roughness 

(1) Comparison with other workers 

Individual, hourly profile values for the entire 

study period are presented in 1'.igure (23). The large scatter 

is reflected in the weak strength of the fitted relation 

(correlation coefficient= 0.656). Also shovm in Figure 

(23) are four otl1er regression equations: 

zo = 0.13 h (Monteith, 1973) ( 9) 

log z
0 

= 0.997 log h-0.883 (Tanner and Pelton, 1960) (10) 

log z
0 

= log h-0.98 (Sziecz et al, 1969) (11) 

zo = 1.25 h-0.002 (Allen, 1972) (12) 

Equations (9) and (10) are indistinguishable. Only 

equation (12) (grass surface) is surface specific. Although 

the fitted relation of Figure (23) is in goo~ agreement with 

the results of other workers, the weak correlation will 

not allow confident estimations of z • 
0 
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(2) Wind direction dependency 

The surface roughness calculation is based on the 

value of d.. Since d exhibited a wind direction dependency, 

z should also be sub-divided into along and across-row 

profiles (Figures 24 and 25). The along-row profiles 

exhibit a much smaller scatter than the across-row profiles 

and hence a stronger correlation coefficient. This result 
-

was surprising considering the strength of the across-row 

correlation coefficient (r2 = o.7a) for d, compared to the 

along-row correlation coefficient (r2 = 0.66). A possible 

explanation is the greater sensitivity of z compared to
0 

d for a small change in the wind.speed at the lowest sensor 

level. This sensitivity was verified by the second example 

of the sensitivity to errors in wind.speed test as a given 

relative change in d resulted in a larger relative change 

in z • The variability in d and hence z , would also be
0 0 

enhanced by a wind.speed dependency and the natural varia­

tion of the wind profiles over an aerodynamically rough 

surface. 

The across-row fitted relation is in good agreement 

with equation (11). However the weak correlation coefficient 

(r2 = 0.336) does not allow confident estimation. The 

consistently smaller d values for the along-row profiles 

is reflected by the large z values for these profiles.
0 

Similar to the fitted relation of Figure (111 the fitted 

relation of Figure (25), greatly differs from the values 

predicted for a given crop height by other workers 
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(equations 9-12). This clearly demonstrntes the row 

influence on these aerodynamic parameters. 

(3) Average and mean methods based on crop hei~ht intervals 

The questionable validity of the estimated crop 

hei~1t for a given day is also applicable to z estimates.
0 

Following the previously described methodology, moan and 

average z values were calculated for the same 0.05 n0 . 

crop height intervals used in estimating the zero plane 

displacement (Figures 19-22). The fitted relations of 

the two methods are nearly identical for the across and 

along-row situations (Figures 26-29). Again the mean 

method provided better scatter reduction as evidenced by 

the stronger correlation coefficients. ?herefore, more 

confident estimates can be made. As expected the good 

agreement with equation (15) is maintained for the a cross-

rO\'l situation. However the strength of the across-row 

fitted relation for the mean method is still only fair. 

The ability to reasonably estimate the along-row profiles, 

but not the across-row profiles, may be related to the shape 

of the structure encountered. The along-row winds encounter 

a series of evenly spaced canyon-like features, v1hile the 

across-row winds encounter an infinite number of ridges, 

troughs, depressions and hills. Assuming this overly 

simplified approach to be basically realistic, the across-

row profiles encounter a more variable surface. Under 

ideal conditions of infinite fetch, this sl1ould be negligable. 
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However for a field of limited fetch, as is the case here, 

this may not be completely true. Therefore, the windspeed 

profiles may vary and hence so may z • As previously
0 

shovm, the strong correlation obtained for the zero plane 

displacement indicates that this parameter is less sensi­

tive than z to such variations.
0 

However, the ability of these appr6aches to allow 

confident estimations of the along row z values does
0 

indicate that these are useful alternatives for the esti­

mation of z • The results are particularly encouraging
0 

considering the possible existence of a windspeed depen­

dency. 



CHAPTER SIX 

STATISTICAL ANALYSIS 

The use of linear regression techniques assumes 

that the data can be linearly represented. To test this 

assumption an analysis of variance, vvith replication, was 

applied (Freund, 1967; 'donnacott and '.'Jonnacott, 1972). 

Replication is defined here as the multiple occurance of 

dependent variable values for a given independent variable. 

The greater the number of replication samples, the more 

confidently can the analysis be applied. Replication is 

accomplished in this study by the use of mean z and d
0 

values based on the O.G5 n crop height intervals. Only the 

mean method can be tested. The average profile nethod 

eliminates replication as only one profile per interval 

existed. T~e following analysis demonstrates that this 

could be a maior drawback of the method.,, . 

The following data sets and their respective fitted 

linear relations were tested: 

(1) The mean pooled (along and across-row) values of 

the zero plane displacernent_(Figure 1$). 

(2) The mean along a::id a cross-row zero plane displace­

meant dat~ sets (Figures 21 and 22). 

(3) The mean along and across-row surface roughness 

length data sets (Fieures 28 and 29). 
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(4) ~he meaned average daily profile sample set 

(Figure 17). 

Two null hypotheses were tested. First, that the estimated 

slope is equal to zero (H : ~ = 0), and secondly that the 
0 

derived linear regression line represents the data set (II). 

The computational fornulas and analysis procedures 

are outlined in Appendix D. The null hypothese are tested 

by comparing the calculated variance ratio to values in a 

standard F table. If the calculated variance ratio exceeds 

the F table value, the null hypothesis is rejected. Results 

are summarized in Table. 4. 

The first null hypothesis was disproven in each 

analysis as the calculated variance ratio always exceeded 

the FO.Ol value. The second null hypothesis (data linearly 

representable) was also disproven for each analysis. This 

is a very significant result as it implies (99% confidence) 

that the data is not linearly repr~sentable. Therefore, 

the fitted linear relations misrepresent their respective 

data sets. The non-linearity is not contradictory to the 

slope hypothesis. The z and d values increase with crop
0 

height but only in a non-linear manner. The determination 

of these non-linear relations is beyond the scope of this 

analysis. 

The use of non-linear equations to represent the 

data raises many problems. If the non-linear relations are 

site specific, they many not be applied to other Soybean 

canopies or similar surfaces. However if they are not site 



TABLE 4 


Results of Analysis of Variance Test 


Data Set Tested SloEe Mean Sauare F0.01~:< 
Residual Mean Square 

Pooled d (Figure 15) 567.50 6.85 

Across-row d (Figure 18) 62.70 6.e5 

Along-row d (Figure 19) 48.25 7 .30 

Across-row z 
0 

(Figure 28) 206.98 6.85 

Along-row z
0 

Figure 29) 161.l~4 7 .30 

Daily average profile d 
(Figure 14) 

80.29 7. Li.J 

( ~:~ - F values taken from Freund, 1967) 

Lack of Fit SS 
Pure Error SS 

F0.01::;, 

26.90 2.56 

14 .1~4 2.66 

9.71 2.99 

17 .29 2.66 

181.91 2.99 

4.03 3.26 

Vi 

°' 
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specific, they may prove to be valuable tools for deter­

mining z and d over such surfaces. Short term studies or
0 

investigations where near-neutral conditions are less 

frequent may be unable to confidently analyze the derived 

data for this linearity question. The problem then arises 

whether linear or non-linear relations should be applied. 

Verification of the obtained results is clearly desirable. 

If other analyses arrive at simil~r non-linear conclusions, 

then this approach would be necessary. 

The apparent uniqueness of the non-linear conclusion 

may indicate that the mean method does not represent the 

data. However, the mean method allows greater replication 

and hence more confident predictions. Because the means 

are calculated fron the individual, hourly profile data 

sets, the results should accurately represent these data 

sets as well. 

Since previous workers do not include an analysis 

of variance (Szeicz et al, 1969; Stanhill, 1969; Tanner and 

Pelton, 1960) their derived linear relations may also be 

hir;hly suspect. The strength of the fitted linear relations 

and their good agreement with these other studies is 

puzzling in light of the non-linearity findings. It may 

be conjectured that the linear relation is a eood approxi­

mation for the non-linear data sets. However, this is 

a very speculative and qualitative statement that cannot 

be substantiated. 

Because the averaging method negates the possibility 
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of replication, it cannot he confidently analyzed in this 

fashion. However, in light of the non-linearity of the 

mean method and the similarity in the fitted relations 

obtained b:' the mean and average methods, the non­

linearity would likely exist for this met11od as well. 



Cll1PTEH SEVEN 

COi'JCLmHG:'JS 

This study sought to obtain and evaluate alter­

native approaches for estimating z and d using a simple
0 

crop parameter. Methods applicable to studies where a 

wind direction dependency may or may not exist, are 

presented. 

In light of the statistical implications of non­

linearly representable data, the fitted relations cannot 

be justifiably used to estimate z and d. The unsubstantiated 
0 

use of the linear regressions derived in other studies may 

lead to inaccurate results. This applies to both previous 

and future studies. The inability of the presented analysis 

to either validate or invalidate the existence of a wind-

speed dependency and the simp:i_ified, subjective approach 

to the wind direction dependency may partially or fully 

account for the non-linear relations required for this 

study. 

Despite the difficulties, some positive results 

were obtained. The wind direction dependency of the profiles 

is very apparent. However, consideration of this may be 

particularly difficult in studies involving row structured 

canopies where near-neutral profiles are less frequent. 

For studies where this is minimal at most and the data are 
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linearly representable, methods of obtaining confident 

estiuates of the zero plane displacement were presented. 

The greater scatter that appears to exist for z in this
0 

study make it more difficult to obtain confident esti­

mates of the surface roughness length. 

It is ap~arent from this study that a strong 

correlation coefficient can be very misleading. Consequen­

tly, future analys'es should include a statistical analysis 

alone these lines if possible. An evaluation of both 

windspeed 3nd wind direction dependencies are also warran­

ted. Improvement in the estimating ability of z and d 
0 

in terns of simple crop parameters will depend on the 

success of these analyses. In this way, a better under­

standing of these basic yet complex wind profile parameters, 

might be gained. 



APPENDIX A 

IWTATION 

1 

R. 
l 

T 

Upper Case Roman 

stability length scale 

gradient Richardson nwnber 

temperature, not corrected for 

adiabatic lapse rate 

m 

dimensionless 

c 

a 

c 

d 

f 

g 

k 

Lower Case Roman 

polynomial ret;ression coeffi­

cient, order denoted by numerical 

subscript 

number of anemometer cup revo­

lutions 

zero plane displacement 

relative correction factor 

gravitational acceleration 

von Karman's constant 

rpm 

-2ms 

dimensionless 

r 

u 

z 

correlation coefficient 

windspeed, subscript refers 

a height above the surface 

friction velocity 

height above the surface 

to 

-1ms 

ll 

m 
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z 	 wind profile r6ug~1ess length m 
0 

z/L stability parameter dimensionless 

Greek 

Cm -lr 	 adiabatic correction factor 

virtual potential temperature K 



APPENDIX B 


(1) Windspeed calculation 

·The polynomial regression equation used to convert to 

windspeed was: 

u = (11.44069 + 2.57227c - 0.000~3c 2 )f 

where 

u is windspeed (ms-1 ) 

c is counts per minute 

f is the relative correction factor 

The relative correction factors and the period to 

which they applied are listed in Table Bl. Levels 1-4 

refer to the lowest to highest anemometer heights inclusive. 

(2) Temperature calculation 

The polynomial regression eauations used to convert 

measurements to temperature (°C) were of the form: 

where 

a
0 

, a 1 , a 2 are calibration coefficients 

mv is the sensor signal 

f is the relative correction factor 

The values for these are listed in Table B2. Levels 

1-4 refer to the lmvest to highest dry bulb (T) and wet 

bulb (TN) sensors inclusive. 
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TABLE Bl 


Anemometer Correction Factors 


Period 

June OS-July 09 

July 10 

July 11-August 04 

August 05-September 03 

September 04-September 22 

(all values expressed as 

Level 1 Level 2 Level 3 Level 4 

1.0036 0.9964 0.9294 

1.0036 0.996Li­ 0.9894 1.0627 

1.0036 0.996h 1.0627 0.9894 

l.G015 0.9986 1.0630 0. 9853 

1.0052 0.9949 1.0584 0.9851 

percentage difference from unity) 
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TABLE B2 

Temperature Calibration Coefficients and 

Correction Factors 

Sensor a f•'·'•' 
0 al a2 

Tl 0.624-16 5 .15131 -0.03436 0.9858 

T2 0.06075 5.18926 -0.02990 1.0005 

T3 0.05760 5.20112 -0.03267 1.0000 

T4 0.02090 5 .18487 -0.02801 1.0034 

TWl -0.01318 5.24361 -0.03461 0.9999 

TW2 0.29168 5.21092 -0.03257 0.9961 

T\v3 0.05354 5. 218L~S -0.03549 0.9998 

TW4 0.06499 5 .16983 -0.02716 1. 0011 

::~ all values expressed· as difference from unity 



AP?ENDIX C 

Statistical analysis procedure 

The analysis of variance test is summarized in the 

follm:ing table: 

Regression Equation: 

Source of Degrees of Sum of Mean Square 
Variance Freedom Squares (SS) 

(1) Hean 1 ( ny )2 E3S-
_j_ 

( 2) Slope 1 /32};(x.-i)2
I 

SS 
T 

( 3 ) Residual n-2 3a+3b 
SS 

n-2 

(3::i) Lack of Fit r-2 l;ni(Yi -v)2 SS 
r-2 

(3b) Pure Error n-r };}; {y..
IJ 

- y)2 
SS 

n-r 

Total n 1+2+3 SS-
where: n 

y. is the mean of each interval's dependent variables ( y .. )
l 1. J 

"IT
.I is the grand mean of all dependent variables 

x is the grand mean of all independent variables 

n is the total number of samples 

r is the total number of 0.05 (ml intervals 

n. is the number of replications in a given interval 
l 

Computational formulas used: 
2

(1) Mean SS= (i};Yij) 
n 

66 .. 
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r

(3 ) Residual SS =L: 
i=1 


r 

( 4) La ck of Fit SS =L nd y. - y.) 2 

j :1 I I 

(5) Pure Error SS = Residual SS-Lack of Fit SS 

To test hynothesis 1 ( H : ~ = 0):• 0 

Slone Mean SquareF = 
Residual Mean Square 

where F is the variance ratio with the degrees of freedom 

defined by the numberator and denominator. If the calcu­

lated variance ratio exceeded FO.Ol (from F tables), the 

null hypothesis was rejected. To test null hypothesis 2 

(H -linear representable data):
0 

F = Lack of Fit Mean Square 
Pure Error Mean Square 

If the calculated variance ratio exceeded FO.Ol' the null 

hypothesis ·was rejected. 
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