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Abstract

The method of Pairwise Comparisons was first described by Ramon Llull in the end of

XIII century [45] . At present, this method is identified with the controversial Saaty’s

Analytic Hierarchy Process [52] that was first proposed in 1977. The Analytic Hierarchy

Process is a formal method to derive ranking orders from pairwise comparisons and it is

used around the world in a wide variety of decision making, in fields such as education,

industry, and government. However many researchers consider it as a flawed procedure

that might produce arbitrary rankings [14].

It the last two decades alternative models, also based on pairwise comparisons paradigm,

that appear to work better in many cases and have better theoretical fundamentals. One of

them is ‘qualitative pairwise comparisons based ranking’, first proposed in [29] and later

developed and refined in [26, 32], the other one is a quantitative pairwise comparisons

ranking but based on the concept of ‘distance-based consistency’, proposed in [35], refined

and used relatively often in the last decade (c.f. [8, 20, 36]).

In this thesis we will substantially refine ‘mixed model’, roughly proposed in [28, 30], and

then apply this model for several ‘real world’ cases. The ‘mixed model’ is a systematic

composition of the quantitative model of [35, 20, 36] and the qualitative model of [26, 32].

In this thesis we clarify and provide some formal foundations for scales and assignment of

numerical values for qualitative factors and based on these we provide a formal process to

iv



be followed.

Seven applications in such fields as software evaluation, software quality in use, quality

in use in video games, software reuse, smart grid analysis, healthcare quality and quality

analysis of medical devices are provided and analysed. They show the mixed method to be

useful and appreciated by users.
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Chapter 1

Introduction

This thesis goes under the Artificial Intelligence category and classification theory of com-

puter science. More specifically, this thesis is about merging both qualitative and quan-

titative Pairwise Comparisons in one model which we call Mixed Model and it is about

designing and conducting an experiment to prove that the Mixed Model is better than the

standard Geometric Model. In this thesis, by applying the Mixed Model to a number of

applications in different areas, we will be showing and describing how the Mixed Model

works perfectly.

1.1 Motivation

The Pairwise Comparisons method is based on the observation that it is much easier to rank

the importance of two objects than it is to rank the importance of several objects. This very

old idea goes back to Ramon Llull in the end of XIII century [45]. Its modern version is

due to the 1785 influential paper by Marquis de Condorcet [10], where he used this method

in the election process where voters rank candidates based on their preference, and 1860
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paper by Fechner [15]. However it was Thurstone in 1927 [44] and Saaty in 1977 [52] who

provided mathematical foundations for this method to be effectively used in multicriteria

decision making and analysis.

At present, this method is often identified with Saaty’s Analytic Hierarchy Process (or

AHP) [52, 53]. AHP is a formal method to derive ranking orders from pairwise compar-

isons. The value of paired comparisons can be obtained from actual measurements such as

length, weight etc., or from one’s subjective opinion such as preference.

On one hand, AHP has many respected practical applications. However, it is still consid-

ered by many researchers to be a flawed procedure that produces arbitrary rankings [14].

The rank reversal occurs quite often [14]. There are also many other problems [14, 35],

for example, for the AHP method, even though the input numbers are given roughly, the

results are treated very precisely. If for example, after AHP processing, the object A ob-

tained ‘weight’ 20.01 and B obtained ‘weight’ 19.99, it is usually stated that A is preferred

to B. However in most cases ‘A and B’ are indistinguishable or equivalent seems to be

more appropriate.

In the middle 1990’s, Ryszard Janicki and Waldemar W. Koczkodaj, proposed and dis-

cussed pairwise comparisons based non-numerical solutions for ranking [29]. This model

has significantly been revised, enhanced and modified by Ryszard Janicki and Yun Zhai

in [24, 25, 26, 31, 32, 61]. The solutions did not use numbers at all, instead some partial

orders of qualitative values are used. A non-numerical model of ranking based on pairwise

comparisons was proposed using the concept of partial orders and emphasizing the impor-

tance of indifference and weak ordering. The model exploits known, but not often used

2
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results from partial order theory [17].

Recently, in [30] and [28], a ‘mixed’ approach to pairwise comparisons was suggested. It

appears that two quantitative models and a qualitative model of pairwise comparisons could

be merged together, resulting in a convenient procedure for finding consistent weights and

provide consistent ranking.

In this thesis we will refine, analyze and apply the ‘mixed’ model of pairwise comparisons.

The main objectives of this thesis can be described as follows:

• Discussing, refining and analyzing the properties of Mixed Model, and comparing

with the properties of a classical quantitative approach (i.e. for example [53, 14, 35])

and a qualitative only approach of [26, 32].

• Applying Mixed Model in different fields to show both its strength and weakness.

1.2 Contributions

The contributions of this thesis are two fold.

• The first part of the contribution is to formalize and revise the ‘mixed model’ pro-

posed in [30] and [28]. In particular, some foundations for using proper scale are

provide and some formal justifications for assigning relevant numbers to appropriate

qualifications are also given. This part ends with a relatively formal procedure based

on our version of ‘mixed model’ for weight assignments when judgments are sub-

jective. To justify this procedure we first had to analyze in detail both the qualitative

model of [26, 32] and the quantitative model of [53] and [35].

3
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• The second part is a collection of applications in different areas applied to them for

instance, the ‘mixed model’ technique, source code quality, quality in use in software,

quality in use in video game, reusing software, smart energy grid, quality in health-

care in Canada, and quality systems in medical devices. This part was very labour

consuming as it involved plenty of interaction with specialists in other domains.

All calculations were made by using open source software called JConcluder [60].

We think the second contribution shows that the mixed model is superior to both pure qual-

itative and pure quantitative approaches.

A conference version of the results presented in this thesis has been accepted and will be

presented in July 2015 at ICAI’2015 in Las Vegas [49].
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Chapter 2

Partial Orders

Since ranking or preference is usually defined as a weakly ordered relationship between a

set of items such that, for any two items, the first is either “less preferred”, “more preferred”

or “indifferent” to the second one, we need to provide basics concepts of partial order

theory. This chapter is mainly based on [17] and [26].

2.1 Partial, Total and Weak Orders

Let X be a finite set. A relation � ⊂ X ×X is a (sharp) partial order if it is irreflexive and

transitive, i.e., if:

a�b⇒¬(b�a) and a�b� c⇒ a� c

for all a,b,c ∈ X.

A pair (X ,�) is called a partially ordered set or poset.

5
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Let (X ,�) be a partially ordered set. Two elements a and b of X , are said to be incompa-

rable, written a∼� b , if they satisfy

a∼� b⇐⇒¬(a�b)∧¬(b�a).

Note that for any a ∈ X , a∼� a.

We say that the two elements a and b of X are equivalent with respect to � , written a≈� b

[18], if they satisfy

a≈� b⇐⇒
({

x
∣∣a� x

}
=
{

x
∣∣b� x

})
∧
({

x
∣∣x�a

}
=
{

x
∣∣x�b

})

The relation a≈� b is an equivalence relation (i.e. it is reflexive, symmetric and transitive)

and it is called the equivalence with respect to �, since if a ≈� b , there is nothing in �

that can distinquish between a and b [17].

Note also that for a poset (X ,�), and a, b ∈ X we have

• a≈� b⇒ a∼� b

• a≈� b⇐⇒
{

x
∣∣x∼� a

}
=
{

x
∣∣x∼� b

}
The partial order set (X ,�) is said to be

• total or linear, if ∼� is the identity relation, i.e., for all a,b ∈ X

a�b∨b�a∨a = b

6
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Figure 2.1: Various types of partial orders (represented as Hasse diagrams). The total order
≺2 represents the weak order <2., The partial orders <3 and <4 are neither total nor weak.

• weak or stratified, if a∼� b∼� c⇒ a∼� c, i.e. ∼� is an equivalence relation. (see

Figure 2.1).

Evidently, every total order is weak. Note also that if the order � is weak, then

a≈� b ⇐⇒ a∼� b.

Weak orders are often defined in an alternative way (c.f. [17]):

• a partial order set (X ,�) is a weak order iff there exists a total order (Y,≺) and a

mapping φ : X → Y such that ∀x,y ∈ X ,x� y⇐⇒ φ(x)≺ φ(y).

This definition is illustrated in Figure 2.1, let φ : {a,b,c,d} → {{a},{b,c},{d}} and

φ(a) = {a},φ(b) = φ(c) = {b,c},φ(d) = {d}. Note that for all x,y ∈ {a,b,c,d} we have:

x <2 y⇐⇒ φ(x)≺2 φ(y).

The preferable outcome of any ranking is a total order (c.f. [19]). Note that for any total

order �, both ∼� and ≈� reduce to the identity relation.

7
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A total order has two natural models, both deeply embedded in the human perception of

reality, namely: time and numbers, this is the main reason of its popularity.

Unfortunately in many cases it is not reasonable to insist that everything can or should be

totally ordered. We may not have sufficient knowledge or such a perfect ranking may not

even exist [1]. Quite often insisting on a totally ordered ranking results in an artificial and

misleading “global index”

Weak (stratified) orders are a very natural generalization of total orders. They allow the

modelling of some regular indifference, their interpretation is very simple and intuitive,

and they are finally, although reluctantly, accepted by decision makers. Although not as

much as one might expect given the huge theory of such orders [17].

If � is a weak order, then a≈� b⇐⇒ a∼� b, hence equivalent (w.r.t. �) is equivalent to

incomparable, and the relation � can be reinterpreted as a total order on the equivalence

classes of ∼� (or ≈�). For example, the partial order <2 in Figure 2.1, we can interpret as

a total order of equivalence classes:

{a}

↓

{b,c}

↓

{d}

8
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Figure 2.2: Computing global scores to construct weak order extension

2.2 Weak order approximations

For various reasons a ranking procedure may not immediately produce a weak order, just a

partial one. What would be the ”best” weak order approximation? We will discuss it below.

Let X be a set and let � be a partial order relation on X . The relation � may or may not be

a weak order. We are looking for the “best” weak order extension of �. It appears that in

this case the solution may not be unique.

Note that weak order extensions reflect the fact that if x ≈� y then all reasonable methods

for extending � will have x equivalent to y in the extension since there is nothing in the

data that distinguishes between them [17], which leads to the definition below.

A weak (or total) order �w ⊆ X×X is a proper weak (or total) order extension of � if and

only if:

9
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(x� y =⇒ x�w y) and (x∼�w y =⇒ x≈� y).

If X is finite, then every partial order � has a weak order extension. If � is weak, then its

only proper weak order extension is �w =�. If � is not weak, there are usually many such

extensions [17]. For non-numerical ranking purposes, the best such extension seems to be

the one found according to the concept of a global score function[17], defined by:

g�(x) =
∣∣∣{z|z� x

}∣∣∣− ∣∣∣{z|x� z
}∣∣∣

(where |X | denotes the cardinality of a finite set X).

Given the global score function g�(x), the relation �
g
w ⊆ X×X is defined as

a�g
w b⇐⇒ g�(a)< g�(b).

This is a proper weak extension of the partial order �. Weak order approximations are dis-

cussed in detail in [18], and it was argued in [26] that the global score weak approximation

is the most suitable for our purposes. An example of constructing a proper weak extension

is shown in Figure 2.2.

10



Chapter 3

Classical Quantitative Pairwise

Comparisons

In this chapter we will discuss the classical quantitative pairwise comparisons as proposed

and described in for example [14, 53, 47, 35].

3.1 Pairwise Comparison Matrix and Consistency

Let C1, ...,Cn be a finite set of objects to be judged and/or analyzed. These objects are usu-

ally called entities, criteria, alternatives, attributes, etc., in this paper we will use the name

criteria.

The relationship between features may be qualitative (relational) or quantitative (numeri-

cal). In this section we assume the relationship quantitative, and this quantitative relation-

ship between entities Ci and C j is represented by a positive number ai j. We assume ai j > 0

and ai j =
1

a ji
, for i, j = 1, ...,n (which implies aii = 1 for all i).

11
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If ai j > 1 then Ci is more important (preferred, better, etc.) than C j and ai j is a measure

of this relationship (the bigger ai j, the bigger the difference), if ai j = 1 then Ci and C j are

indifferent.

We also will call this model multiplicative since ai j is interpreted as Ci is ai j times preferred

(more important, etc.) than C j.

The matrix of such (multiplicative) relative comparison coefficients,

A = [ai j]n×n,

is called a (multiplicative) pairwise comparison matrix.

Since the criteria C1, ...,Cn are not random, on contrary, they are usually carefully chosen

and interrelated, the values of ai j are not random, they should be somehow consistent.

A pairwise comparison matrix A = [ai j]n×n is consistent [52] if and only if

ai ja jk = aik, (3.1)

for i, j,k = 1, ...,n. The equation (3.1) additionally justifies the name multiplicative as

ai ja jk = aik is interpreted as:

if C j is ai j times preferred over Ci and Ck is a jk times preferred over C j, then Ck is aik times

preferred over Ci.

12
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Saaty’s Theorem [52] states that a pairwise comparison matrix A is consistent if and only

if there exists positive numbers w1, ...,wn such that ai j = wi/w j, i, j = 1, ...,n. The values

wi are unique up to a multiplicative constant. They are often called weights and interpreted

as a measure of importance. They are also often scaled to w1 + ..+wn = 1 (or 100%) and

they obviously create ‘natural’ ranking.

For a consistent pairwise comparison matrix A, the values wi create a ranking (i.e. a weak

order):

xi < x j ⇐⇒ wi < w j and xi ≈ x j ⇐⇒ wi = w j.

There are three problems here. First, what kind of numerical values should be assign to

ai j? I am convinced that C1 is slightly more important than C3, but C1 is significantly more

important than C4. What are the values of a13 and a14? This is the problem of scale.

Second, even if we find some convincing way of transforming qualitative relationship be-

tween Ci and C j into the numerical value of ai j, it is very unlikely that the values ai j will

be consistent. Hence, some measurement of inconsistency, and a guidance what level of

inconsistency is accepted, are needed.

Third, no matter how an inconsistency index is defined, the perfect consistency may be

unrealistic or even not required, so how can we obtain weights w1, . . . ,wn (which for con-

sistent matrix satisfy wi
w j

= ai j, so they can easily be obtained starting from an arbitrary

nonzero a12) if the matrix is inconsistent, but within acceptable limit.

13
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3.2 Saaty’s Scale

In [52] and more formally in [53], Saaty has proposed nine different point intensity scales

of importance between two compared elements. This scale is given below.

ai j Relationship between Ci and C j

1 Equal Importance

3 Moderate Importance

5 Strong importance

7 Very strong or demonstrated importance

9 Extreme importance

2,4,6,8 For compromise between the above values

Reciprocals of above If activity i has one of the above nonzero numbers assigned

to it when compared with activity j, then j has the reciprocal

value when compared with i

Saaty’s scale, even though it has been often used, has also been widely criticized for ex-

ample in [8, 14, 31, 35]. The main point of criticism was that it does not take into account

natural limitations of the human mind as presented in [11, 48]. Nine point is just beyond

the abilities of most humans and the more proper scale should have 4-7 points. Alternative

scales, proposed in [35] and [31] will be discussed later in this thesis.

3.3 Saaty’s Inconsistency Index

Since pairwise Comparison matrices of real life decision problems are rarely consistent,

Saaty [52] has proposed an inconsistency index based on the value of the largest eigen-

value of A.

14
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n 2 3 4 5 6 7 8 9 10 11 12 13 14 15
RIn 0 0.52 0.89 1.12 1.26 1.36 1.41 1.46 1.49 1.51 1.48 1.56 1.57 1.59

Table 3.1: Comparative values

More precisely his method is based on computing the largest eigenvalue λmax of the pair-

wise comparisons matrix A= [ai j]n×n. In his seminal paper [52], he has shown that λmax≥ n

, λmax = n if and only if A is consistent. Based on this observation he defined the inconsis-

tency index, denoted CIn as:

CIn =
λmax−n

n−1
(3.2)

Notice that for λmax ≥ n, the value of CIn is always positive. In Saaty’s model the inconsis-

tency index CIn on its own has no meaning, unless it is compared with some benchmark to

determine the magnitude of the deviation from consistency.

Let RIn denote the average value of the randomly obtained inconsistency indices from a

set of pairwise comparison matrices of size n× n. Table 3.1 presents a sample of 15 such

values, which is more than enough for most of the practical applications (c.f. [53]).

The inconsistency index CRn of a given pairwise comparison matrix A is now defined by a

ratio:

CRn =
CIn

RIn
(3.3)
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If the matrix is consistent, then λmax = n, so CIn = 0 and CRn = 0; if RIn 6= 0, and we assume

that CRn = 0 if CIn = 0 and CRn = 0. In [52], Saaty concluded that an inconsistency ratio

of about 10% or less could be considered acceptable. After that, Saaty has made some

changes and improvement on his inconsistency ratio in 1990. Then, Saaty has proposed

a threshold of 5% for 3× 3, and 8% for 4× 4 matrices. But all these thresholds are still

controversial and debatable (c.f. [14, 35, 31]). As it was stated in [30]:

‘Acceptable levels of inconsistency depend on the inconsistency index definition and

particular interpretation of C1, ...,Cn. It is highly doubtful that it can ever be “set in

stone” as it represents our level of ignorance (or lack of the precise knowledge) and

as such depends on a particular application’.

However : The basic problem with Saaty’s approach is that it does not give any clue where

most inconsistent values of A are located [8, 35, 31]. Removing inconsistencies

or lowering them to an acceptable level is a kind of art when the eigenvalue-based

inconsistency index is used.

3.4 Koczkodaj’s Scale and Inconsistency Index

In principle Koczkodaj’s scale [35] is similar to that of Saaty’s; however only five points

are used. The scale is presented below.
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ai j Relationship between Ci and C j

1 Equal Importance

2 Moderate Importance

3 Strong importance

4 Very strong or demonstrated importance

5 Extreme importance

Reciprocals of above If activity i has one of the above nonzero numbers assigned

to it when compared with activity j, then j has the reciprocal

value when compared with i

The scale is still linear but take into account natural limitations of the human mind as pre-

sented in [11, 48], so it is more trustworthy in practical applications.

In 1993, Koczkodaj [35] provided an inconsistency index based on the analysis of all triads

ai j,a jk and aik from A = [ai j]n×n. It is now called distance-based inconsistency and it is

defined as follows:

cmA = max
(i, j,k)

(
min

(∣∣∣∣1− ai j

aikak j

∣∣∣∣ , ∣∣∣∣1− aikak j

ai j

∣∣∣∣)) (3.4)

In this case the most inconsistent triad is localized, which is very helpful for the process of

inconsistency reduction. In Equation (3.4), the outer max(i, j,k) is self-explanatory, the inner

min just follows from the fact that we want a measure of the inconsistency of the triple

ai j,a jk and aik to be in the interval from zero to one.
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While removing inconsistencies or lowering them to an acceptable level is a kind of art

when the eigenvalue-based inconsistency index is used; when distance-based inconsistency

index (Equation 3.4) is used, since the biggest ‘troublemakers’ are localized, we can im-

prove consistency step by step, by small changes of values of the triple that results in the

maximal inconsistency index. It was proved in [39] that this process converges. In most

cases it converges pretty fast initially, and since there is no practical reason to continue

decreasing the inconsistency indicator to zero (only the relatively high values of the incon-

sistency indicator are considered as unacceptable and harmful), a matrix with acceptable

level of inconsistency can be found in a small number of steps by following a common

sense heuristic. However in some cases it may take some time to get the matrix consistent

(up to the inconsistency threshold) [36]. Recently a fast systematic algorithm for inconsis-

tency reduction has been proposed in [38].

Since lowering the distance-base inconsistency can easily be algorithmized, it will be used

in the rest of this thesis.

When distance based consistency index cmA (equation 3.4) is used, an acceptable level of

inconsistency is often set as 0.33 or 1
3 . It mainly follows from the use of triads, and it was

justified [37] by a detailed analysis of 3×3 and 4×4 cases.

The paper [8] gives a very thorough analysis of Saaty’s and Koczkodaj’s approaches to the

issue of consistency, and it appears the Koczkodaj measure, even though much less popular,

has more merits and justification.
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3.5 Weights and Inconsistent Pairwise Comparisons Ma-

trices

There are two main approaches for deriving a suitable value wi from an inconsistent, but

with acceptable level of inconsistency, matrix A.

In the first, older one, first proposed by Saaty in [52], the weights w1, . . . ,wn are defined as

the principal eigenvector of the matrix A.

In the second one, proposed by Barzilai in [3], the weights w1, . . . ,wn are defined as the

geometric means of columns (or equivalently, rows) of the matrix A, i.e. for i = 1, ...,n,

wi = n

√
n

∏
j=1

ai j (3.5)

The geometric means are used in this thesis. For small values of the inconsistency index,

both methods produce very similar results [8].

3.6 Number of Criteria

The mathematics of pairwise comparisons method does not impose any limit on the number

of attributes. However, for most of the practical applications the number of attributes (on

one level) is relatively small, seldom bigger than ten, and it depends on particular domain

of application [52, 35, 54]. The reasons are again limitations of human mind ([11, 48]) and

the fact that finding a measure of relationship between distant attributes is almost always

problematic [54].
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Instead, for more complex cases, a hierarchical approach is used [52, 53].

20



Chapter 4

Non-numerical or Qualitative Pairwise

Comparisons

When mostly subjective judgment is involved, providing quantitative relationship between

two entities is usually difficult and almost always controversial. It is not easy to justify

statements like ‘Ci is 1.5 better than C j’, etc. It is much more convincing and trustworthy

just to provide a qualitative assessment like ‘Ci is much better than C j’ or ‘Ci is only slightly

better than C j’, etc.

A qualitative or nonnumerical pairwise comparison based ranking was proposed in 1996

by Janicki and Koczkodaj [29]. From 2007, this model has significantly been revised, en-

hanced and modified by Ryszard Janicki and Yun Zhai in [24, 25, 26, 31, 32]. The model is

based on the concepts of a partial order and an approximation of an arbitrary binary relation

by a partial order [27]. No numerical weights or quantitative mutual relationships are used.

Recall that a ranking is usually defined as a weakly order relationship between a set of
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items such that, for any two items a and b, the first is either “less preferred” (often denoted

by a < b), “more preferred” (a > b), or “indifferent” (a ≈ b) to the second one. However,

when a pairwise comparisons approach is used, the initial result of judgments could be, in

general, any relation. In particular the case: a < b, b < c and c < a might happen. Hence,

some approximation techniques had to be developed.

In this chapter we will discuss basis of pairwise comparisons based qualitative ranking

techniques proposed in [26] and [32].

4.1 Basic Model

The simplest and the most rough case is when for two different objects a and b we may

either say a is preferred to b (a→ b in a graph), or b is preferred to a (a← b), or a and b

are indifferent (no graphical connection)

The initial outcome of such pairwise comparisons process could be a relation as the one

from Figure 4.1. Such relation, in general case, may not even be a partial order, so it cannot

directly be interpreted as any ranking. Which leads us to the problem of an approximation

of an arbitrary relation by a partial order.

We start with defining some specialized relations that will help us to define the problem

and provide a formal solution (c.f. [25, 26, 27]). Let X be a set, R ⊆ X ×X be a relation

and let id = {(x,x) | x ∈ X}

• R+ =
⋃

∞
i=1 Ri, is the transitive closure of R.
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Figure 4.1: An example of a possible initial result of pairwise comparisons.

• R◦ = R∪ id is the reflexive closure of R.

• For a ∈ X , let:

– Ra = {x | xRa}, and

– aR = {x | aRx}.

• The relation R⊂ , an inclusion property kernel, is defined as:

aR⊂b ⇐⇒ bR◦ ⊂ aR◦∧R◦a⊂ R◦b.

• The relation Rcyc is defined as follows :

aRcycb ⇐⇒ aR+b∧bR+a,

If aRcycb we will say that a and b belong to some cycle(s).

• The relation R•, an acyclic refinement of R, is defined as:

aR•b ⇐⇒ aRb∧¬(aRcycb).
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• We define the relation R⊂∧• as follows:

aR⊂∧•b ⇐⇒ aR⊂b∧aR•b.

• The relation ≡R defined as:

a≡R b ⇐⇒ aR = bR∧Ra = Rb

is the equivalence relation with respect to R, since if a ≡R b, there is nothing in R

that can distinguish between a and b (the relation ≈� from Chapter 2.1 is just ≡�

where � is a partial order).

The following definition of a property driven partial order approximation of an arbitrary

relation has been proposed in [25], analyzed in detail in [27], and applied to ranking pro-

cedures in [26].

Definition 1 ([25]). A partial order <⊆ X×X is a (property driven) partial order approx-

imation of a relation R⊆ X×X if it satisfies the following four conditions:

1. a < b =⇒ aR+b,

2. a < b =⇒ ¬(aRcycb) (or, equivalently a < b =⇒ ¬(bR+a)),

3. aR⊂∧•b =⇒ a < b,

4. a≡R b =⇒ a≈< b. 2

In principle it is a formal description of standard intuitions about approximation by a partial

order.
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Figure 4.2: An example of arbitrary relation R and its partial order approximations

Theorem 2 ([25]). R⊂∧• , (R•)⊂ , (R•)+, (R+)• are partial orders and partial order approx-

imations of R, and R⊂∧• ⊆ (R•)⊂ ⊆ (R•)+ ⊆ (R+)• and R⊂∧• ⊆ (R•)⊂ ⊆ R. 2

Theorem 2 is illustrated in Figure 4.1.

The relation (R+)• is a partial order approximation proposed implicitly by Shröder in 1895

[56]. It is often regarded as the only partial order approximation of R, which is not true,

compare [25] and [27].

The operations form Theorem 2 do not guarantee weak ordering, only partial ordering. If

the outcome is not a weak order, and weak ordering is required, we can use for example
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the global score function and the procedure described in Chapter 2.2.

For this basic model, a qualitative or non-numerical ranking procedure, consists of the

following three steps:

1. Define some relation R that represent initial empirical ranking data of pairwise com-

parisons judgments.

2. Construct appropriate partial order approximation of R, dependently on the case you

may choose one from R⊂∧• , (R•)⊂ , (R•)+, (R+)•

3. Build appropriate weak order approximation of the relation from step 3.

This method is analyzed in detail in [26]. The initial 1996 model of [29] is in principle a

basic model with (R+)• as a partial order approximation of R.

4.2 Full Model

The full model, first proposed in 2007 in [24], and later refined and extended in [26, 32] is

conceptually closer to the classical pairwise comparisons as described in Chapter 3.

Instead of numerical values ai j, the binary relations ≈,<,⊂,<,≺ and =,⊃,>,� are used.

The relations are interpreted as

• a≈ b : a and b are indifferent,

• a < b : slightly in favor of b,

• a⊂ b : in favor of b,
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• a < b: b is strongly better,

• a≺ b : b is extremely better.

The number of relations has been limited to five because of the known restrictions of human

mind when it comes to subjective judgments (magical numbers 4, see [11]; and 7, see [48]).

The relations ≈,<,⊂,<,≺,=,⊃,>,� are disjoint and cover the all cases, i.e. for every

Ci,C j we have Ci R C j where R is one from ≈,<,⊂,<,≺,=,⊃,>,�. The relation ≈ is

symmetric and includes identity. The relations =,⊃,>,� are inversions of appropriate <,

⊂,<,≺.

Definition 3. If no other properties are assumed, a tuple Rd = (X ,≈,<,⊂,<,≺) is called

a Pairwise Comparison Ranking Data. 2

The ranking data Rd is created from experts reports, so no reasonable consistency in any

sense is expected, for example the case like Ci <C j <Ck <Ci might happen.

We now define the relations <̂, ⊂̂, <̂, and ≺̂ as follows:

≺̂ = ≺ <̂ = ≺ ∪<

⊂̂ = ≺ ∪< ∪ ⊂ <̂ = ≺ ∪< ∪ ⊂ ∪<

The relations <̂, ⊂̂, <̂, and ≺̂ are interpreted as combined preferences, i.e.

• a<̂b : at least slightly in favour of b,

• a⊂̂b : at least in favour of b,

• a<̂b: at least strongly in favour of b, and
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• a≺̂b : at least b is far superior than a.

Definition 4 ([26]). The tuple Rs = (X ,≈,<,⊂,<,≺) is a Pairwise Comparison Ranking

System if the following two simple rules are satisfied:

1. <̂, ⊂̂, <̂, ≺̂ are partial orders (<̂ is often required to be weak)

2. ≈=∼<̂, i.e. ≈ ∪ <̂ ∪ <̂
−1

= X×X. 2

Note that it <̂ is a weak order, then ≈ is an equivalence relation.

Not every ranking system Rs is automatically consistent. Intuitively consistency means

that the relationships Ci vs C j and C j vs Ck influences the relationship Ci vs Ck. For quanti-

tative multiplicative pairwise comparisons it is given by the formula ai j ·a jk = aik.

For the qualitative ranking system Rs, the consistency is defined by a set of axioms it must

satisfy, and the basic idea on which all those axioms are constructed is very simple:

composition of relations should be relatively continuous and must not change

preferences in a drastic way.

Consider the following composition of preferences: a ≈ b∧ b < c. What relationship be-

tween a and c is consistent? Intuitively, a ≈ c and a < c are for sure consistent, a ⊂ c is

debatable, while a < c and a ≺ c are definitively inconsistent. This leads to the following

definition:

Definition 5 ([32]). The tuple Rs = (X ,≈,<,⊂,<,≺) is a pairwise comparison consistent
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ranking system if it satisfies the axioms for a pairwise comparison ranking data and the

following rules (called consistency rules) are also satisfied:

1. (a≈ b∧b≈ c)⇒ (a≈ c∨a < c∨ c < a)

2.1. (a≈ b∧b < c)∨ (a < b∧b≈ c)⇒ (a≈ c∨a < c∨a⊂ c)

2.2. (a≈ b∧b⊂ c)∨ (a⊂ b∧b≈ c)⇒ (a < c∨a⊂ c∨a < c)

2.3. (a≈ b∧b < c)∨ (a < b∧b≈ c)⇒ (a⊂ c∨a < c∨a≺ c)

3. (a≈ b∧b≺ c)∨ (a≺ b∧b≈ c)⇒ (a < c∨a≺ c)

4.1. (a < b∧b < c)⇒ (a < c∨a⊂ c∨a < c)

4.2. (a⊂ b∧b < c)∨ (a < b∧b⊂ c)⇒ (a⊂ c∨a < c∨a≺ c)

4.3. (a < b∧b < c)∨ (a < b∧b < c)⇒ (a < c∨a≺ c)

5.1. (a < b∧b≺ c)∨ (a≺ b∧b < c)⇒ (a≺ c)

5.2. (a⊂ b∧b≺ c)∨ (a≺ b∧b⊂ c)⇒ (a≺ c)

5.3. (a < b∧b≺ c)∨ (a≺ b∧b < c)⇒ (a≺ c)

5.4. (a≺ b∧b≺ c)⇒ (a≺ c)

6.1. (a⊂ b∧b < c)∨ (a < b∧b⊂ c)⇒ (a≺ c)

6.2. (a < b∧b < c)⇒ (a≺ c)

7. (a⊂ b∧b⊂ c)⇒ (a < c∨a≺ c)

8.1. (a≈ b∧b = c)∨ (a = b∧b≈ c)⇒ (a≈ c∨a = c∨a⊃ c)
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8.2. (a≈ b∧b⊃ c)∨ (a⊃ b∧b≈ c)⇒ (a = c∨a⊃ c∨a > c)

8.3. (a≈ b∧b > c)∨ (a > b∧b≈ c)⇒ (a⊃ c∨a > c∨a� c)

8.4. (a≈ b∧b� c)∨ (a� b∧b≈ c)⇒ (a > c∨a� c)

9.1. (a = b∧b = c)⇒ (a = c∨a⊃ c∨a > c)

9.2. (a = b∧b⊃ c)∨ (a⊃ b∧b = c)⇒ (a⊃ c∨a > c∨a� c)

9.3. (a = b∧b > c)∨ (a > b∧b = c)⇒ (a > c∨a� c)

9.4. (a = b∧b� c)∨ (a� b∧b = c)⇒ (a� c)

10.1. (a⊃ b∧b⊃ c)⇒ (a > c∨a� c)

10.2. (a⊃ b∧b > c)⇒ (a� c)

10.3. (a⊃ b∧b� c)⇒ (a� c)

11.1. (a > b∧b > c)⇒ (a� c)

11.2. (a > b∧b� c)∨ (a� b∧b > c)⇒ (a� c)

12. (a� b∧b� c)⇒ (a� c)

13.1. (a = b∧b < c)∨ (a < b∧b = c)⇒ (a≈ c∨a < c∨a = c)

13.2. (a = b∧b⊂ c)∨ (a⊂ b∧b = c)⇒ (a≈ c∨a < c∨a⊂ c)

13.3. (a = b∧b < c)∨ (a < b∧b = c)⇒ (a < c∨a⊂ c∨a < c)

13.4. (a = b∧b≺ c)∨ (a≺ b∧b = c)⇒ (a⊂ c∨a < c∨a≺ c)

14.1. (a⊃ b∧b < c)∨ (a < b∧b⊃ c)⇒ (a≈ c∨a = c∨a⊃ c)
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14.2. (a⊃ b∧b⊂ c)∨ (a⊂ b∧b⊃ c)⇒ (a≈ c∨a < c∨a = c)

14.3. (a⊃ b∧b < c)∨ (a < b∧b⊃ c)⇒ (a≈ c∨a < c∨a⊂ c)

14.4. (a⊃ b∧b≺ c)∨ (a≺ b∧b⊃ c)⇒ (a < c∨a⊂ c∨a < c∨a≺ c)

15.1. (a > b∧b < c)∨ (a < b∧b > c)⇒ (a = c∨a⊃ c∨a > c)

15.2. (a > b∧b⊂ c)∨ (a⊂ b∧b > c)⇒ (a≈ c∨a = c∨a⊃ c)

15.3. (a > b∧b < c)∨ (a < b∧b > c)⇒ (a≈ c∨a < c∨a = c)

15.4. (a > b∧b≺ c)∨ (a≺ b∧b > c)⇒

(a≈ c∨a < c∨a⊂ c∨a < c∨a≺ c)

16.1. (a� b∧b < c)∨ (a < b∧b� c)⇒ (a⊃ c∨a > c∨a� c)

16.2. (a� b∧b⊂ c)∨ (a⊂ b∧b� c)⇒ (a = c∨a⊃ c∨a > c∨a� c)

16.3. (a� b∧b < c)∨ (a < b∧b� c)⇒

(a≈ c∨a = c∨a⊃ c∨a > c∨a� c)

16.4. (a� b∧b≺ c)∨ (a≺ b∧b� c)⇒

(a≈c∨a=c∨a<c∨a⊃c∨a⊂c∨a>c∨a<c∨a�c∨a≺c) 2

Note that it is not immediately obvious that a consistent ranking system is also a rank-

ing system of Definition 4, however it was proved in [32] that the properties of Definition 5

imply the properties of Definition 4, so a consistent ranking system is also a ranking system.

Since the components of starting pairwise comparison data Rd = (X ,≈′,<′,⊂′,<′,≺′) are

seldom even partial orders, we need some credible algorithms that could transform Rd
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into an appropriate pairwise comparison ranking system or pairwise comparison consistent

ranking system Rs = (X ,≈,<,⊂,<,≺).

The following two algorithms have been proposed in [26] and [32].

Algorithm 1 ([26]). Every ranking data Rd = (X ,≈′,<′,⊂′,<′,≺′) can be transformed

into appropriate ranking system Rs = (X ,≈,<,⊂,<,≺) in O(|X |3) time. The algorithm

always terminates. 2

Algorithm 2 ([32]). Every ranking data Rd = (X ,≈′,<′,⊂′,<′,≺′) can be transformed

into appropriate consistent ranking system Rs = (X ,≈,<,⊂,<,≺) in O(|X |3) time. The

algorithm may end with ≈= X×X, but always terminates. 2

Algorithm 2 does not require input to be a ranking system, however it is recommended to

used the above algorithm in the sequence Algorithm 1 followed by Algorithm 2. Algorithm

2 alone may, and usually does, result it unreasonably big relation ≈. The problem is dis-

cussed in details in [32] and [61].

If the relation <̂ is not a weak order, and weak ordering is required, we can use for exam-

ple the global score function and the procedure described in Chapter 2.2, before applying

Algorithm 2. The details again can be found in [32].

For this full model, a qualitative or non-numerical ranking procedure, consists of the fol-

lowing four steps:

1. Define a tuple Rd that represent empirical ranking data.

2. Construct appropriate Rs using Algorithm 1 (which uses Theorem 2).
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3. If necessary construct appropriate weak order approximation of the relation <̂.

4. Apply Algorithm 2 to guarantee consistency.

4.3 Testing Qualitative rankings

Testing procedures that involve subjective judgments is always problematic. How can we

test something that is subjective?

Testing means that there are some data and results that are known to be correct, and then

a given technique is applied to the same data. The differences between the correct results

and those obtained by using a given technique are used to judge the value of this technique.

Hence testing models such as the one presented above is problematic since it is not obvious

what should be tested against. What are the correct results for given data? If the object

has measurable attributes and there is a precise algorithm to calculate the value, the whole

problem disappears.

Nevertheless a proper tests for these kinds of ranking techniques have been designed and

executed [61].

A blindfolded person compared the weights of stones. The person put one stone in

his left hand and another in his right hand, and then decided which of the relations

≈,<,⊂,<,or ≺ held. The experiment was repeated for the same set of stones by

various people, and then again for different stones and different number of stones,

and again for various subsets of {≈,<,⊂,<,or ≺} .
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Those experiments have most likely been carried out by prehistoric man. Our ancestors

probably used this technique to decide which stone was better to kill an enemy or an animal.

The important fact is that in this experiment the stones can be weighted using a

precise scale, so we have the precise results to test against.

The results of those experiments (60 stones, 50 experiments, comparison subsets from 4

to 60 stones) and their partial analysis can be found in [61]. In principle they validate the

techniques described in this Chapter.
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Chapter 5

‘Mixed’ Model, Non-linear Scale and

Additive Quantitative Pairwise

Comparisons

This chapter is a part of original contributions of this thesis. It follows from two observa-

tions.

First, in reality in almost all cases the process starts with providing some qualitative judg-

ments first. So, why not make this fact a more formal part of the process? From this

observation a ‘Mixed’ Model was derived. Moreover, transformation of qualitative rela-

tions into quantitative values is still the most controversial problem. We will argue that the

non-linear scale proposed in [31] should rather be used instead any of these discussed in

Chapters 3.2 and 3.4.

The second observation is the following: When applying pairwise comparisons to various

problems it was noticed that experts often felt much more comfortable and more confident
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when they were asked to divide 100 quality points between entities Ci and C j than to pro-

vide multiplicative relationship, i.e. ratio ai j [28]. This lead to the concept of Additive

Quantitative Pairwise Comparisons.

We will start with the latter concept first. Then we will discuss the scale problem, and at

the end we will introduce the ‘Mixed’ Model.

5.1 Additive Quantitative Pairwise Comparisons

Dividing 100 quality points between the entities Ci and C j works usually better when the

difference of their importance/influence is small. Then judgments as 45 for Ci and 55 for

C j are probably more precise and easier to justify than when the concept of ratio ai j is used.

Dividing of 100 between Ci and C j means that we are replacing the multiplicative relation-

ship ai ja ji = 1, with the additive1 relationship bi
j +b j

i = 1.

In this approach, for every i, j = 1, . . . ,n, we model the mutual relationship between Ci and

C j by two numbers bi
j and b j

i , where:

• bi
j measures the importance of Ci in comparison with C j assuming that their total

importance is 1.0 (or 100%), similarly

• b j
i measures the importance of C j in comparison with Ci.

1The standard relationship between multiplication and addition is often defined by the log function as
log(ab) = log(a) + log(b), however if a < 1 then log(a) < 0 and clearly log(ai j) + log(a ji) 6= 1, so this
transformation does not work for our purposes.
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Formally we assume that, for all i, j = 1, . . . ,n,

bi
j ≥ 0,b j

i ≥ 0 and bi
j +b j

i = 1 (5.6)

Clearly bi
i = 0.5 (or 50%) for all i = 1, . . . ,n.

The matrix of such (additive) relative comparison coefficients,

B = [bi
j]n×n,

is called a (additive) pairwise comparison matrix.

When bi
j is interpreted as the probability that judges would prefer the entity Ci over C j,

the equation (5.6) is exactly the same as in Bradley-Terry model [9], however at this point

similarity stops. The Bradley-Terry model does not have a concept of consistency similar

to the one considered in this paper.

We want a mapping φ : 〈0,1〉 → 〈0,∞) such that a+b = 1 implies φ(a) ·φ(b) = 1. When

a and b are interpreted as two parts of one whole (which equals 1.0, or 100%), then a
b

represents ratio between a and b, and a
1−a represents ratio between a and its complement.

Hence, the most natural mapping seems to be

φ(a) =
a

1−a

This mapping has many different applications (c.f. [31, 41]), and in our case leads to the
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following transformation of ‘additive’ model into ‘multiplicative’ model.

For all i, j = 1, . . . ,n:

ai j =
bi

j

1−bi
j
=

bi
j

b j
i

(5.7)

From equation (5.7) we immediately get that for all i, j = 1, . . . ,n, we have:

bi
j =

ai j

ai j +1
(5.8)

ai ja ji = 1 ⇐⇒ bi
j +b j

i = 1 (5.9)

We may now analyze and reduce inconsistency by using the formula from equation (3.4).

If going back to the additive model is needed, for example due to better interpretation of

the results obtained, we can do it by using the equation (5.8).

5.2 Linear and Non-linear Scales

The scales presented in Chapters 3.2 and 3.4 (from [52] and [35] respectively) have only

intuitive, heuristic and experimental justifications.

The idea of qualitative-quantitative relationship is based on the assumption any transfor-

mation in either way should preserve consistency. The mutual relationship between quan-

titative and qualitative pairwise comparisons has been analyzed in [31], which provides the

following result.

Proposition 6 ([31]). If the matrix [ai j]n×n is consistent (w.r.t. aikak j = ai j as the consis-

tency definition) and each ai j is transformed into Ri j by using ranges from Column I of

Table 5.1 (i.e. for example if 1.28≤ ai j ≤ 1.94 then Ri j ==, etc.), then the resulting set of
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relations is consistent with respect to qualitative consistency of [32]. 2

The more immediately applicable result where qualitative consistency is a premise and ap-

propriate values of ai j that guarantee acceptable inconsistency index, are conclusions does

not exist yet. Nevertheless Proposition 6 is still very useful. First, it can be used to check if

the final values of ai j’s, obtained after reducing inconsistency to some acceptable level, fit

the intuitions and feelings that are modeled by the relations≈,<,⊂,<,≺. Secondly, it pro-

vides some guidance, based on more than just intuition and experience, what values should

be attached to qualitative judgments. Thirdly it provides useful and convincing suggestions

on what kind of scale should be used. Finally, the random tests have shown that when

the numbers from Column I or III of Table 5.1 are used, a qualitatively consistent ranking

system is transformed into a pairwise comparisons matrix with relatively, often acceptable,

consistency index.

Using a proper scale is crucial as they supply the first, probably most important, link be-

tween qualitative and quantitative classification. Table 5.1 provides scales that are used or

discussed later in this thesis. All scales can be seen as five points scales as they assume

five different qualifying predicates. The scales with larger sets of qualifying predicates

(for example nine point scale of [53] discussed in Chapter 3.3), but as described by [35]

larger sets of qualifying predicates lose meaning in the comparison process. Moreover, in

case of subjective judgments, limitations of human mind needs to be taken into consider-

ation. According to [11, 48], the length of the scale should be between four (in [11]) and

seven alternatives (in [48]). Smaller scales are also supported by recent result [20], which

demonstrates that use of smaller scales, rather than larger ones, has good mathematical
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Table 5.1: Relationship between additive, multiplicative and relational scales. Formulas

ai j =
bi

j

1−bi
j

and bi
j =

ai j
ai j+1 are used to calculate the relationships between Columns I and III

and Columns II and V. If no other data is available, default values are recommended.

quantitative scales [31, 35, 53] qualitative (relational) scale

additive scale multiplicative scales relation definition of intensity
of [31] from [31] defaults de- defaults symbols or importance

range of bi
j range of ai j rived from from for Ri j (Ei vs E j)

range defaults range defaults Column II [35] [53] [31, 26] [26, 31, 35, 53]

0.44-0.55 0.5 0.79-1.27 1.0 1.0 1 1 Ei ≈ E j indifferent/equal/unknown

0.56-0.65 0.6 1.28-1.94 1.6 1.5 2 3 Ei = E j slightly in favour/weak imp.

0.66-0.75 0.7 1.95-3.17 2.6 2.3 3 5 Ei ⊃ E j in favour/moderate importance

0.76-0.85 0.8 3.18-6.14 4.7 4.0 4 7 Ei > E j strongly better/demonstrated imp.

0.86-1.00 0.9 6.15- 7.0 9.0 5 9 Ei � E j extremely better/absolute imp.

Column I Col. II Col. III Col. IV Column V Col. VI Col. VII Col. VIII Column IX

foundations. Using scales with a large set of qualifiers makes particular values of ai j un-

trustworthy [26, 35] and may occasionally be a cause of known problems associated with

multiplicative pairwise comparisons (c.f. [14]).

The linear multiplicative scale in Column VII of Table 5.1 is the scaled down to five points

the oldest nine point scale proposed in [52, 53] and discussed in Chapter 3.3. The linear

multiplicative scale in Column VI is the scale discussed in Chapter 3.4 and proposed in

[35] Both scales have only intuitive, heuristic and experimental justifications. The fact that

theses scale are in fact additive but is used in multiplicative pairwise comparisons is a little

bit suspicious and may often lead to unnecessary big initial inconsistency.
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The practically linear additive ranges in Column I were proposed in [31] in order to prove

Proposition 6. This is not the only one scale that satisfies Proposition 6 but it is most likely

the most intuitive one.

The ranges in Column III were derived from Column I by using the formula ai j =
bi

j

1−bi
j

(equation 5.7), however they can also be used directly to represent the relations from Col-

umn VII.

The default values in first four rows of Columns II and IV are middle points of appropriate

ranges in Columns I and III, while the default values in the fifth row of Columns II and

IV are educated guesses. The default values in Column V are derived from the values in

Column II by using the formula ai j =
bi

j

1−bi
j
. The default values are to be used when no other

data or information or ‘feelings’ are available.

5.3 ‘Mixed’ Model

The results from previous chapters and sections suggest the following weights assignment

or ranking procedure.

Procedure 1.

1. Experts provide qualitative judgments using relations from Columns VIII and IX of

Table 5.1.

2. Experts transform their qualitative judgments into quantitative judgments either us-

ing additive scale (Columns I and II), or multiplicative scale (Columns IV, V and

VII) from Table 5.1, or both scales. It is recommended to use the additive scale for
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the relations ≈ and =. Sometimes the multiplicative scale (from Columns III and

IV) works better for the relation �.

3. If the additive scale has been used, the values bi
j are transformed into ai j using the

equation (5.7).

4. A standard procedure for inconsistency reduction is used (preferably with distance

based consistency, see equation (3.4)).

5. The outcome, which is a multiplicative pairwise comparison matrix with acceptable

inconsistency, is transformed back into qualitative matrix using ranges from Column

III of Table 2, i.e. ai j’s are transformed into appropriate Rik from Column VIII.

6. In some cases the outcome is also transformed into additive pairwise comparison

matrix by using the formula bi
j =

ai j
ai j+1 ( equation (5.8)).

7. All final qualitative and quantitative tables are sent back to experts for final adjust-

ments and potential changes.

8. The whole process is repeated as many times as necessary.

9. After the results are accepted, the weights are calculated as the geometric means of

columns of the final matrix A = [ai j]n×n, i.e. wi = n
√

∏
n
j=1 ai j, for i = 1, . . . ,n.

10. If ranking is required, it is derived from the weights in a standard manner.

The process described above is called a ‘Mixed’ Model.
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Chapter 6

Applications of ‘Mixed’ Model

Procedure 1 from the previous chapter is fairly general, it may be different concrete instan-

tiations. The following specialized version of Procedure 1 will be used in all applications

in this chapter.

Weights Assignment Process

Procedure 2.

1. A small group of experts were given a number of attributes and they were asked to

provide qualitative values using relations from Table 5.1.

2. Then the same experts were asked to provide quantitative evaluation using the addi-

tive scale and ranges that provided in Column I of Table 5.1. In all cases the experts

decided to use used default values from Column II.

3. Next the pairwise comparisons matrix [ai j]n×n was produced by using the formula

ai j =
bi j

1−bi j
. The distance based consistency index cmA (equations (5.6)) is calculated,
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and, if necessary, reduced to the level smaller than 0.3. JConcluder software [60] was

used to reduce inconsistency to an acceptable level.

4. After a few days the same experts were asked to transform their qualitative judg-

ments into quantitative form, but now by using multiplicative scale and ranges from

Columns III and IV of from Table 5.1. Again in all cases the experts decided to use

default values, in this case it was Column IV. JConcluder [60] was again used to

reduce inconsistency to an acceptable level. We observed that it is easier for experts

to differentiate between different, say, indifferences, when bi j were used; than when

ai j were used.

5. Next the matrices we have got from step number 3 and step number 4 went through

the standard process of inconsistency reduction.

6. The matrices from steps (4) and (5) were then translated back into qualitative form

using Column II of Table 5.1. Even though the quantitative matrices were slightly

different, their qualitative representations were identical (which can be interpreted as

yet another validation of the distance based consistency).

7. For all four applications the final result was different than the initial one. The final

results were sent back to the experts for final analysis and acceptance. 2

6.1 Application 1: Source Code Quality

The quality of source code has been discussed and analyzed by two experts from Comput-

ing and Software Engineering at McMaster University into six key attributes [23, 43]: the

readability and the logical structuring of the code, ease of maintenance to fix errors and
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the ability for adding new features easily, low complexity with fewer functions to reduce

number of the decisions that the code takes, number of compilation which largely controls

of source code effective, robust input validation to ensure that a program operates correctly,

and finally low resource consumption and its negative effects in prevent valid users from

accessing the software as well as it is impact on the surrounding environment [2]. However

the importance of the mentioned attributes is open for discussion due to the need of given

attributes for clarity and prioritization of the content. [2]

Using pairwise comparisons based techniques can provide weights assignments and rank-

ing that are more trustworthy. Procedure 2 has been used by the experts and the results of

applying this procedure have presented from table 6.1 to table 6.7.

After analyzing and studying the obtained results we have found that the pairwise compar-

isons matrix, presented in Table 6.3, has the inconsistency coefficient cmA = 0.96 which

is considered unacceptable for the distance-based inconsistency [35]. After reducing the

inconsistency index to cmA = 0.11, as presented in Table 6.4 we found that the difference

of appropriate weights from Tables 6.4 and 6.6 is rather small which could also be seen as

validation of our method.

The difference between initial and final judgments were not severe, but the initial judgments

were not consistent, while the final judgments were consistent (i.e. with acceptable level

of inconsistency), hence they were much more trustworthy. The relation > replaced �

for the relationship between Readability and Robust Input Validation, > replaced � for

the relationship between Readability and Low Resource consumption, = replaced ⊃ for

the relationship between Ease of Maintenance and Low Complexity, ⊂ replaced < for the

relationship between Ease of Maintenance and Robust Input Validation, ⊂ replaced < for

the relationship between Ease of Maintenance and Low Resource consumption, < replaced
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< for the relationship between Number of Compilation and Low Resource consumption,

and = replaced ⊃ for the relationship between Robust Input Validation and Low Resource

consumption.

Our finding could help to develop initiatives to address specific quality problems in source

code, and ultimately lead to better outcomes. The scaled weights (calculated to 100%) have

the following values:

Readability =58% , Ease of Maintenance = 5.5% , Low Complexity= 4% , Number of

Compilation= 9% , Robust Input Validation=11.5%, Low Resource Consumption=13.5%.

Note that Readability has scored the highest weight and it is about 60% of the total weights.

This can be interpreted that the Readability plays a key role, especially in large systems.

This results is not a surprise, but putting some numbers, that are justified and trustworthy

because the outcome is consistent, and the relationship between numbers used for weights

computation and appropriate qualitative factors was not ‘ad hoc’ but somehow justified,

make the result more convincing and useful in decision making and evaluations. In con-

trast Low Complexity and Ease of Maintenance have scored as the two lowest weights,

which was a some surprised results for the author.

The experts have approved our final results, both qualitative and quantitative. The final

qualitative results and with a bottom row containing the final weights (calculated as aver-

ages from Tables 6.4 and 6.6) are presented in Table 6.7.
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Table 6.1: Source Code. Initial qualitative judgments of experts about mutual relationship
of key attributes.

Relations Name C1 C2 C3 C4 C5 C6

Readability C1 ≈ � � � � �
Ease of Maintenance C2 ≺ ≈ ⊃ ⊂ < <

Low Complexity C3 ≺ ⊂ ≈ < ⊂ =

Number of Compilation C4 ≺ ⊃ > ≈ ≈ <

Robust Input Validation C5 ≺ = ⊃ ≈ ≈ ⊃
Low Resource Consumption C6 ≺ > < > ⊂ ≈

Table 6.2: Source Code. Initial quantitative judgments when experts using values of bi j
from Column I of Table 5.1 (additive model) to represent appropriate relations from Col-
umn VII. The experts decided to use the default values from Column II of Table 5.1.

bi j Name C1 C2 C3 C4 C5 C6

Readability C1 0.5 0.9 0.9 0.9 0.9 0.9
Ease of Maintenance C2 0.1 0.5 0.7 0.3 0.4 0.2
Low Complexity C3 0.1 0.3 0.5 0.2 0.3 0.6
Number of Compilation C4 0.1 0.7 0.8 0.5 0.5 0.2
Robust Input Validation C5 0.1 0.6 0.7 0.5 0.5 0.7
Low Resource Consumption C6 0.1 0.8 0.4 0.8 0.3 0.5

Table 6.3: Source Code. The values of ai j obtained from Table 6.2.

ai j =
bi j

1−bi j
Name C1 C2 C3 C4 C5 C6

Readability C1 1.0 9.0 9.0 9.0 9.0 9.0
Ease of Maintenance C2 0.1 1.0 2.3 0.43 0.67 0.25
Low Complexity C3 0.1 0.43 1.0 0.25 0.43 1.5
Number of Compilation C4 0.1 2.3 4.0 1.0 1.0 0.25
Robust Input Validation C5 0.1 1.5 2.3 1.0 1.0 2.3
Low Resource Consumption C6 0.1 4.0 0.67 4.0 0.43 1.0

inconsistency coefficient cmA = 0.96 > 0.3.
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Table 6.4: Source Code. Consistent (i.e. with acceptable inconsistency) pairwise compar-
isons matrix derived from Table 6.3, using distance-based consistency. The weights were
calculated using the geometric means.

ai j Name C1 C2 C3 C4 C5 C6

Readability C1 1.0 11.10 13.02 6.4 5.8 4.5
Ease of Maintenance C2 0.1 1.0 1.32 0.57 0.50 0.43
Low Complexity C3 0.1 0.75 1.0 0.46 0.40 0.31
Number of Compilation C4 0.15 1.8 2.2 1.0 0.82 0.69
Robust Input Validation C5 0.17 2.0 2.5 1.2 1.0 0.81
Low Resource Consumption C6 0.22 2.3 3.2 1.4 1.2 1.0

weights of criteria w1 w2 w3 w4 w5 w6

values 58% 5% 4% 9% 12% 14%
inconsistency coefficient cmA = 0.11 < 0.3.

Table 6.5: Source Code. Initial quantitative judgments of the same experts when using the
default values from Column IV of Table 5.1 (multiplicative model), to represent appropriate
relations from Column VII of Table 5.1.

ai j Name C1 C2 C3 C4 C5 C6

Readability C1 1.0 7.0 7.0 7.0 7.0 7.0

Ease of Maintenance C2 0.14 1.0 2.6 0.38 0.63 0.21

Low Complexity C3 0.14 0.38 1.0 0.21 0.38 1.6

Number of Compilation C4 0.14 2.6 4.7 1.0 1.0 0.21

Robust Input Validation C5 0.14 1.6 2.6 1.0 1.0 2.6

Low Resource Consumption C6 0.14 4.7 0.63 4.7 0.38 1.0

inconsistency coefficient cmA = 0.97 < 0.3.
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Table 6.6: Source Code. Consistent (i.e. with acceptable inconsistency) pairwise compar-
isons matrix derived from Table 6.5, using distance-based consistency. The weights were
calculated using the geometric means. This table is almost identical as Table 6.4. The
different cells are shaded.

ai j Name C1 C2 C3 C4 C5 C6

Readability C1 1.0 11.10 13.02 6.4 5.8 4.5
Ease of Maintenance C2 0.1 1.0 1.32 0.57 0.50 0.43
Low Complexity C3 0.1 0.75 1.0 0.46 0.42 0.31
Number of Compilation C4 0.15 1.8 2.2 1.0 0.82 0.69
Robust Input Validation C5 0.17 2.0 2.4 1.2 1.0 0.81
Low Resource Consumption C6 0.22 2.3 3.2 1.4 1.2 1.0

weights of criteria w1 w2 w3 w4 w5 w6

values 58% 6% 4% 9% 11% 13%

inconsistency coefficient cmA = 0.11 < 0.3.

Table 6.7: Source Code. Final qualitative judgments of key attributes derived from Table
6.4 by using the intervals from Column III of Table 5.1 for ai j .Corrected cells are shaded.

Relations Name C1 C2 C3 C4 C5 C6

Readability C1 ≈ � � � > >

Ease of Maintenance C2 ≺ ≈ = < ⊂ ⊂
Low Complexity C3 ≺ < ≈ ⊂ ⊂ <

Number of Compilation C4 ≺ = ⊃ ≈ ≈ <

Robust Input Validation C5 < ⊃ ⊃ ≈ ≈ =

Low Resource Consumption C6 < ⊃ > = < ≈
Final weights 58% 5.5% 4% 9% 11.5% 13.5%
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6.2 Application 2: Software Quality in Use

SO/IEC 9126-1and ISO/IEC 14598-1 have defined Quality in Use as the extent to which a

product used by specified users meets their needs to achieve specified goals with effective-

ness, productivity and satisfaction in a specified context of use[4, 6]. Which means quality

in use is the end user perspective of software quality, it is one of the three perspectives of

software quality (internal quality, external quality, quality in use).

ISO (c.f. [23, 5]) has recently developed a new more comprehensive definition of quality in

use, which has usability, flexibility and safety as sub-characteristics that can be quantified

from the perspectives of different stakeholders, including users, managers and maintain-

ers. Quality in use depends not only on the software or computer system, but also on the

particular context in which the product is being used and it can be assessed by observing

representative users carrying out representative tasks in a realistic context of use [50].

The standard ISO/IEC 25010 [23] proposes the following attributes (called ‘characteris-

tics’) for the assessment of software product quality in use: Effectiveness, Efficiency, Satis-

faction, Freedom from Risk and Context Coverage with which users can achieve goals in a

specified context of use. In detail:

• Effectiveness means accuracy and completeness with which users achieve specified

goals.

• Efficiency relates to resources used to obtain the accuracy and completeness.

• Satisfaction describes a degree that the user needs are satisfied when a product or

system is used in a specified context of use.

• Freedom From Risk describes a degree that a product or system mitigates the potential

risk to economic status, human life, health, or the environment.
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• Context coverage describes a degree to which a product or system can be used in both

specified contexts of use and in contexts beyond those initially explicitly identified.

To provide trustworthy assignment importance indicators, Procedure 2 has been used by

three software experts from Computing and Software Department at McMaster University.

The results are presented in Tables 6.8–6.14. Note that in this case the weights from Table

6.11 and Table 6.13 are identical.

The difference of appropriate weights from Table 6.11 and Table 6.13 is rather small and

the experts have approved our final results, both qualitative and quantitative.

The difference between initial and final judgments were not severe, but the initial judg-

ments were not consistent, while the final judgments were consistent (i.e. with acceptable

level of inconsistency), hence they were much more trustworthy.

As in the previous case, the difference between initial and final judgments were not severe,

but the initial judgments were not consistent, while the final judgments were consistent (i.e.

with acceptable level of inconsistency), hence they were much more trustworthy.

The weights obtained by our analysis (see Table 6.14) have the following values (scaled to

100%):

Effectiveness =21%, Efficiency = 12%, Satisfaction = 26% , Freedom From Risk = 25%,

Context Coverage = 16%.

The results appear in Table 6.14 the entities weights fall into two categories: Effectiveness,

Satisfaction, and Freedom From Risk, weighted between 21% and 26%, while Efficiency,

Context Coverage, weighted between 12% and 16%, roughly 10% smaller.
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Table 6.8: Software Quality In Use. Initial qualitative judgments.

Relations Name C1 C2 C3 C4 C5

Effectiveness C1 ≈ = = < =

Efficiency C2 < ≈ ⊂ < <

Satisfaction C3 < ⊃ ≈ ⊃ ⊃
Freedom From Risk C4 = = ⊂ ≈ ⊃
Context Coverage C5 < = ⊂ ⊂ ≈

Table 6.9: Software Quality In Use. Initial quantitative judgments derived from Table 6.8
by using defaults values from Column II of Table 5.1.

bi j Name C1 C2 C3 C4 C5

Effectiveness C1 0.5 0.6 0.6 0.4 0.6

Efficiency C2 0.4 0.5 0.3 0.4 0.4

Satisfaction C3 0.4 0.7 0.5 0.7 0.7

Freedom From Risk C4 0.6 0.6 0.3 0.5 0.7

Context Coverage C5 0.4 0.6 0.3 0.3 0.5

Table 6.10: Software Quality In Use. The values of ai j obtained from Table 6.9.

ai j =
bi j

1−bi j
Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 1.5 1.5 0.67 1.5
Efficiency C2 0.67 1.0 0.43 0.67 0.64
Satisfaction C3 0.67 2.3 1.0 2.3 2.3
Freedom From Risk C4 1.5 1.5 0.43 1.0 2.3
Context Coverage C5 0.67 1.5 0.43 0.43 1.0

inconsistency coefficient cmA = 0.81 > 0.3.
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Table 6.11: Software Quality In Use. Consistent pairwise comparisons matrix derived
from Table 6.10.

ai j Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 1.8 0.80 0.80 1.4
Efficiency C2 0.57 1.0 0.43 0.5 0.8
Satisfaction C3 1.15 2.3 1.0 1.03 1.64
Freedom From Risk C4 1.0 1.8 0.97 1.0 1.64
Context Coverage C5 0.67 1.14 0.43 0.6 1.0

weights of criteria w1 w2 w3 w4 w5

values 21% 12% 26% 25% 16%
inconsistency coefficient cmA = 0.12 < 0.3.

Table 6.12: Software Quality In Use. Initial quantitative judgments derived from Table
6.8 by using defaults values from Column IV of Table 5.1.

ai j Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 1.6 1.6 0.63 1.6

Efficiency C2 0.63 1.0 0.38 0.63 0.63

Satisfaction C3 0.63 2.6 1.0 2.6 2.6

Freedom From Risk C4 1.6 1.6 0.38 1.0 2.6

Context Coverage C5 0.63 1.6 0.38 0.38 1.0

inconsistency coefficient cmA = 0.85 > 0.3.
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Table 6.13: Software Quality In Use. Consistent pairwise comparisons matrix derived
from Table 6.12. This table is almost identical as Table 6.11. The different cells are shaded.

ai j Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 1.9 0.80 0.9 1.4
Efficiency C2 0.52 1.0 0.43 0.5 0.8
Satisfaction C3 1.15 2.3 1.0 1.03 1.64
Freedom From Risk C4 1.1 1.8 0.97 1.0 1.64
Context Coverage C5 0.67 1.14 0.43 0.6 1.0

weights of criteria w1 w2 w3 w4 w5

values 21% 12% 26% 25% 16%
inconsistency coefficient cmA = 0.12 < 0.3.

Table 6.14: Software Quality In Use. Final qualitative judgments of key attributes derived
from Tables 6.11 and 6.13 by using the intervals from Column III of Table 5.1. Corrected
cells are shaded. Also final weights.

Relations Name C1 C2 C3 C4 C5

Effectiveness C1 ≈ = ≈ ≈ =

Efficiency C2 = ≈ ⊂ ⊃ ≈
Satisfaction C3 ≈ ⊃ ≈ ≈ =

Freedom From Risk C4 ≈ ⊂ ≈ ≈ =

Context Coverage C5 < ≈ < < ≈
Final weights 21% 12% 26% 25% 16%
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6.3 Application 3: Quality in Use in Video Games

Insuring the quality of software in general is usually a crucial part of its development and

for video games, it is even more important. The quality in use in video games has been

defined by researchers in a very specific objective. However, unlike traditional software,

measuring quality in use in video games is rather subjective and personal.

Some researchers have highlighted and analyzed not only functional values of video games

but also a set of specific non-functional value. It has been referred to by some researchers

as Quality in Use Model Based on Playability [16].

These studies have analyzed and divided the Quality in Use Model Based on Playability

into five main characteristics: effectiveness (i.e. completeness in how players can achieve

the proposed goals); efficiency (i.e. determine the ease of learning and immersion); safety

of the game (i.e. not putting the player’s health at any risk); flexibility of video game and

allowing its use in different contexts, by different players, or game profiles; and finally

degree of satisfaction that players get from the content and context of use [55, 40].

Applying the pairwise comparisons based techniques can provide rankings and weights as-

signments that are more trustworthy.The initial judgment of criteria (step 1 of Procedure 2)

has been assigned by two experts from Computing and Software Department at McMaster

University .

After analyzing and studying the obtained results we have found that the pairwise compar-

isons matrix, presented in Table 6.17, has the inconsistency coefficient cmA = 0.75 which

is considered unacceptable for the distance-based inconsistency [35]. After reducing the

inconsistency index to cmA = 0.13 as presented in Table 6.18 we found that the difference
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of appropriate weights from tables 6.18 and 6.20 is rather small which could also be seen

as validation of our method.

Although the differences between the initial and final judgments were not sharp, the final

judgments are more responsible due to the acceptable level of consistency and this can be

seen in Table 6.21.

Additionally, by looking at the attribute Satisfaction in Table 6.21, we see that it represents

more than a half of the total weights. This can interprets the importance of this factor

as it is the only factor that deals directly with players. Moreover, Satisfaction contains

many sub-factors such as fun, attractiveness, emotion, socialization, comfort and trust.

Given its importance, if producers concentrate more on Satisfaction, their overall success

will be bigger. This is in contrast with Safety which represents the lowest priority for the

players. This ,in our experts opinion, is due to players believe that their actions are their

responsibilities themselves.

The experts have approved our final results, both qualitative and quantitative. The final

qualitative results and its bottom row in tabe 6.21 contains final averages of the calculated

weights (from tables 6.18 and 6.20).

The weights obtained by our analysis (Table 6.21) have the following values (scaled to

100%):

Effectiveness =22.5% , Efficiency = 8% , Safety = 7% , Flexibility = 8.5% , Satisfaction =

55% .
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Table 6.15: Quality in Use in Video Games. Initial qualitative judgments of experts about
mutual relationship of key attributes.

Relations Name C1 C2 C3 C4 C5

Effectiveness C1 ≈ = > > <

Efficiency C2 < ≈ < = ≺
Safety C3 ⊃ = ≈ < ≺
Flexibility C4 < < = ≈ <

Satisfaction C5 = � � > ≈

Table 6.16: Quality in Use in Video Games. Initial quantitative judgments of the same
experts when using values of bi j from Column I of Table 5.1 (additive model) to represent
appropriate relations from Column VII. The experts decided to use the default values from
Column II of Table 5.1.

bi j Name C1 C2 C3 C4 C5

Effectiveness C1 0.5 0.6 0.8 0.8 0.4

Efficiency C2 0.4 0.5 0.4 0.6 0.1

Safety C3 0.2 0.6 0.5 0.4 0.1

Flexibility C4 0.2 0.4 0.6 0.5 0.2

Satisfaction C5 0.6 0.9 0.9 0.8 0.5

Table 6.17: Quality in Use in Video Games. The values of ai j obtained from Table 6.16.

ai j =
bi j

1−bi j
Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 1.5 4.0 4.0 0.67
Efficiency C2 0.67 1.0 0.67 1.5 0.11
Safety C3 0.25 1.5 1.0 0.67 0.11
Flexibility C4 0.25 0.67 1.5 1.0 0.25
Satisfaction C5 1.5 9.0 9.0 4.0 1.0

inconsistency coefficient cmA = 0.75 > 0.3.
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Table 6.18: Quality in Use in Video Games. Consistent (i.e. with acceptable inconsis-
tency) pairwise comparisons matrix derived from Table 6.17, using distance-based consis-
tency. The weights were calculated using the geometric means.

ai j Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 2.68 3.16 2.90 0.40
Efficiency C2 0.37 1.0 1.14 0.99 0.14
Safety C3 0.32 0.9 1.0 0.80 0.12
Flexibility C4 0.34 1.0 1.25 1.0 0.14
Satisfaction C5 2.5 7.1 8.3 7.1 1.0

weights of criteria w1 w2 w3 w4 w5

values 23% 8% 7% 8% 55%
inconsistency coefficient cmA = 0.13 < 0.3.

Table 6.19: Quality in Use in Video Games. Initial quantitative judgments of the same
experts when using the default values from Column IV of Table 5.1 (multiplicative model),
to represent appropriate relations from Column VII of Table 5.1.

ai j Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 1.6 4.7 4.7 0.63

Efficiency C2 0.63 1.0 0.63 1.6 0.14

Safety C3 0.21 1.6 1.0 0.63 0.14

Flexibility C4 0.21 0.63 1.6 1.0 0.21

Satisfaction C5 1.6 7.0 7.0 4.7 1.0

inconsistency coefficient cmA = 0.79 < 0.3.
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Table 6.20: Quality in Use in Video Games. Consistent (i.e. with acceptable inconsis-
tency) pairwise comparisons matrix derived from Table 6.19, using distance-based con-
sistency. The weights were calculated using the geometric means. This table is almost
identical as Table 6.18. The different cells are shaded.

ai j Name C1 C2 C3 C4 C5

Effectiveness C1 1.0 2.81 3.16 2.90 0.40
Efficiency C2 0.36 1.0 1.14 1.0 0.14
Safety C3 0.32 0.9 1.0 0.80 0.12
Flexibility C4 0.34 0.9 1.25 1.0 0.14
Satisfaction C5 2.5 7.1 8.3 7.1 1.0

weights of criteria w1 w2 w3 w4 w5

values 22% 8% 7% 9% 55%
inconsistency coefficient cmA = 0.13 < 0.3.

Table 6.21: Quality in Use in Video Games. Final qualitative judgments of key attributes
derived from Table 6.18 by using the intervals from Column III of Table 5.1 for ai j .Cor-
rected cells are shaded.

Relations Name C1 C2 C3 C4 C5

Effectiveness C1 ≈ ⊃ ⊃ ⊃ ⊂
Efficiency C2 ⊂ ≈ = ≈ ≺
Safety C3 ⊂ < ≈ ≈ ≺
Flexibility C4 ⊂ ≈ ≈ ≈ ≺
Satisfaction C5 ⊃ � � � ≈

Final weights 22.5% 8% 7% 8.5% 55%
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6.4 Application 4: Reusing Software

Software reuse is defined as the process of creating software systems from predefined soft-

ware components [13]. Its importance has caused it to be extensively researched and stud-

ied and therefore there have been a number of studies that develop the most important

attributes needed for it. Those are: flexibility(effort required modifying an operational

program), reusability concerning the degree of ease of how an existing application or com-

ponent can be reused, scalability of an application or component to be modified to expend

its existing capacities, robustness and the ability of an algorithm to continue operating and

to cope with errors during execution, and usability of the software that to be reused [34, 51].

Similarly to the previous applications, we have followed and used Procedure 2 and the re-

sults are presented in Table 6.22 to Table 6.28.

After analyzing and discussing the obtained results we have found that the pairwise compar-

isons matrix, presented in Table 6.24, has the inconsistency coefficient cmA = 0.85 which

is considered unacceptable for the distance-based inconsistency [35]. After reducing the

inconsistency index to cmA = 0.11 as presented in Table 6.25 we found that the difference

of appropriate weights from tables 6.25 and 6.27 is rather small which could also be seen

as validation of our method.

Notes that in this case the weights from Table 6.25 and Table 6.27 are identical. The differ-

ence of appropriate weights from Table 6.25 and Table 6.27 is rather small and the experts

have approved our final results, both qualitative and quantitative.
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With the opinions that our experts have, attribute Reusability has scored the highest weight

with more than 55% of the total weights. This interprets that the Reusability (i.e the ease

of extending software) plays a key role in reuse quality by having strategy for increasing

productivity and improving quality in the software industry.

Although it is simple in concept, successful software reuse implementation is rather diffi-

cult in practice which require a code that is focused, composable components with a high

cohesion and loose coupling. In addition, Robustness represents the second highest weight

and this interprets how important it is for a reused software to continue operating and to

handle unexpected conditions

.

The experts have approved our final results, both qualitative and quantitative. In Table 6.7

and its bottom row, the final qualitative results are given with the final averages calculated

weights (from Tables 6.4 and 6.6).

The weights obtained by our analysis (Table 6.28) have the following values (scaled to

100%):

Flexibility =8% , Reusability = 56% , Scalability = 3% , Robustness = 27% , Usability =

6% .
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Table 6.22: Reusing Software. Initial qualitative judgments of experts about mutual rela-
tionship of key attributes.

Relations Name C1 C2 C3 C4 C5

Flexibility C1 ≈ ≺ > < ⊃

Reusability C2 � ≈ � � �

Scalability C3 < ≺ ≈ ⊂ ≈

Robustness C4 > ≺ ⊃ ≈ ⊃

Usability C5 ⊂ ≺ ≈ ⊂ ≈

Table 6.23: Reusing Software. Initial quantitative judgments of the same experts when
using values of bi j from Column I of Table 5.1 (additive model) to represent appropriate
relations from Column VII. The experts decided to use the default values from Column II
of Table 5.1

bi j Name C1 C2 C3 C4 C5

Flexibility C1 0.5 0.1 0.8 0.2 0.7

Reusability C2 0.9 0.5 0.9 0.9 0.9

Scalability C3 0.2 0.1 0.5 0.3 0.5

Robustness C4 0.8 0.1 0.7 0.5 0.7

Usability C5 0.3 0.1 0.5 0.3 0.5

Table 6.24: Reusing Software. The values of ai j obtained from Table 6.23.

ai j =
bi j

1−bi j
Name C1 C2 C3 C4 C5

Flexibility C1 1.0 0.11 4.0 0.25 2.3
Reusability C2 9.0 1.0 9.0 9.0 9.0
Scalability C3 0.25 0.11 1.0 0.43 1.0
Robustness C4 4.0 0.11 2.3 1.0 2.3
Usability C5 0.43 0.11 1.0 0.43 1.0

inconsistency coefficient cmA = 0.85 > 0.3.
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Table 6.25: Reusing Software. Consistent (i.e. with acceptable inconsistency) pair-
wise comparisons matrix derived from Table 6.24, using distance-based consistency. The
weights were calculated using the geometric means.

ai j Name C1 C2 C3 C4 C5

Flexibility C1 1.0 0.14 2.97 0.30 1.24
Reusability C2 7.1 1.0 23.22 2.1 8.58
Scalability C3 0.34 0.04 1.0 0.09 0.40
Robustness C4 3.3 0.48 11.1 1.0 4.08
Usability C5 0.81 0.12 2.5 0.25 1.0

weights of criteria w1 w2 w3 w4 w5

values 8% 56% 3% 27% 6%

inconsistency coefficient cmA = 0.11 < 0.3.

Table 6.26: Reusing Software. Initial quantitative judgments of the same experts when
using the default values from Column IV of Table 5.1 (multiplicative model), to represent
appropriate relations from Column VII of Table 5.1.

ai j Name C1 C2 C3 C4 C5

Flexibility C1 1.0 0.14 4.7 0.21 2.6

Reusability C2 7.0 1.0 7.0 7.0 7.0

Scalability C3 0.21 0.14 1.0 0.38 1.0

Robustness C4 4.7 0.14 2.6 1.0 2.6

Usability C5 0.38 0.14 1.0 0.38 1.0

inconsistency coefficient cmA = 0.88 < 0.3.
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Table 6.27: Reusing Software. Consistent (i.e. with acceptable inconsistency) pair-
wise comparisons matrix derived from Table 6.26, using distance-based consistency. The
weights were calculated using the geometric means. This table is almost identical as Table
6.25. The different cells are shaded.

ai j Name C1 C2 C3 C4 C5

Flexibility C1 1.0 0.14 2.97 0.30 1.24
Reusability C2 7.1 1.0 23.0 2.1 8.58
Scalability C3 0.34 0.14 1.0 0.09 0.40
Robustness C4 3.3 0.48 11.1 1.0 3.95
Usability C5 0.81 0.12 2.5 0.38 1.0

weights of criteria w1 w2 w3 w4 w5

values 8% 56% 3% 27% 6%

inconsistency coefficient cmA = 0.11 < 0.3.

Table 6.28: Reusing Software. Final qualitative judgments of key attributes derived from
Table 6.25 by using the intervals from Column III of Table 5.1 for ai j .Corrected cells are
shaded.

Relations Name C1 C2 C3 C4 C5

Flexibility C1 ≈ ≈ ⊃ < ≈
Reusability C2 ≈ ≈ � ⊃ �
Scalability C3 ⊂ ≺ ≈ ≈ ≈
Robustness C4 > ⊂ ≈ ≈ >

Usability C5 ≈ ≺ ≈ < ≈

Final weights 8% 56% 3% 27% 6%
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6.5 Application 5: Smart Grid

ISO’s vision is to allow each network service to operate individually but share information

with other services all through a base system. From this point they started to introduce

features for smart grid such as: reliability, availability and efficiency etc. [7].

A smart grid is a modernized electrical grid that uses analog or digital information and com-

munications technology to gather and act on information - such as information about the

behaviours of suppliers and consumers - in an automated fashion to improve the efficiency,

reliability, economics, and sustainability of the production and distribution of electricity

[58].

The recommended assessment attributes are usually: Reliability to ensure more reliable

supply of electricity, and reduced vulnerability to natural disasters or attack, Flexibility in

network topology, Efficiency to overall improvement of the efficiency of energy infrastruc-

ture is anticipated from the deployment of smart grid technology, Sustainability significant

challenges to power engineers who need to ensure stable power levels through varying

the output of the more controllable generators such as gas turbines and hydroelectric gen-

erators and Market-Enabling to allow systematic communication between suppliers and

consumers. These five attributes have given to three experts from Electrical Engineering at

McMaster University to start their judgments. [21, 57]

Using the Procedure 2(proposed in the beginning of this chapter) has given us a significant

results which have presented from Table 6.29 to Table 6.35. By analyzing the obtained
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results we could see in this case the weights from Tables 6.32 and 6.34 are slightly dif-

ferent and the pairwise comparisons matrix, presented in Table 6.31, has the inconsistency

coefficient cmA = 0.75 which is considered unacceptable for the distance-based inconsis-

tency [35]. After reducing the inconsistency index to cmA = 0.12 as presented in Table

6.32 we found that the difference of appropriate weights from tables 6.4 and 6.6 is rather

small which could also be seen as validation of our method. The final weights presented

in Table 6.35 are just averages of these from Tables 6.32 and 6.34. However, qualitative

Tables 6.32 and 6.34 are identical and equal to Table 6.35. As in the previous cases, the

experts approved final results of our analysis.

We can see in this case how Efficiency and Market-Enabling are exactly have identical rela-

tions and weights (see Table 6.35). This results inspired and interpreted of the importance

of these two factors in smart grid’s composition and structure since their weights repre-

sented more than 60% in our experts opinion.

Increasing Efficiency and conservation would be achieved several advantages including the

effect is less redundancy in transmission and distribution lines, and greater utilization of

generators, leading to lower power prices. In addition, the positive impact for the factor

Market-Enabling can be interpreted on the following: demand response support, platform

for advanced services and provision megabits, control power, sell the rest [7].

The scaled weights have the following values:

Reliability = 18%, Flexibility = 8%, Efficiency = 31.5%, Sustainability = 8%, Market-

enabling = 31.5%.
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Table 6.29: Smart Grid Initial qualitative judgments.

Relations Name C1 C2 C3 C4 C5

Reliability C1 ≈ ⊃ = = ≈

Flexibility C2 ⊂ ≈ < < <

Efficiency C3 < > ≈ > ⊃

Sustainability C4 < = < ≈ <

Market-enabling C5 ≈ > < > ≈

Table 6.30: Smart Grid. Initial quantitative judgments derived from Table 6.29 by using
default values from Column II of Table 5.1.

bi j Name C1 C2 C3 C4 C5

Reliability C1 0.5 0.7 0.6 0.6 0.5

Flexibility C2 0.3 0.5 0.2 0.4 0.2

Efficiency C3 0.4 0.8 0.5 0.8 0.7

Sustainability C4 0.4 0.6 0.2 0.5 0.2

Market-enabling C5 0.5 0.8 0.4 0.8 0.5

Table 6.31: Smart Grid. The values of ai j obtained from Table 6.30.

ai j =
bi j

1−bi j
Name C1 C2 C3 C4 C5

Reliability C1 1.0 2.3 1.5 1.5 1.0
Flexibility C2 0.43 1.0 0.25 0.67 0.25
Efficiency C3 0.67 4.0 1.0 4.0 2.3
Sustainability C4 0.67 1.5 0.25 1.0 0.25
Market-enabling C5 1.0 4.0 0.67 4.0 1.0

inconsistency coefficient cmA = 0.75 > 0.3.
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Table 6.32: Smart Grid. Consistent pairwise comparisons matrix derived from Table 6.31.

ai j Name C1 C2 C3 C4 C5

Reliability C1 1.0 2.3 0.57 2.3 0.57
Flexibility C2 0.43 1.0 0.25 1.0 0.22
Efficiency C3 1.7 4.0 1.0 4.0 1.0
Sustainability C4 0.43 1.0 0.25 1.0 0.25
Market-enabling C5 1.7 4.5 1.0 4.0 1.0

weights of criteria w1 w2 w3 w4 w5

values 19% 8% 32% 8% 33%

inconsistency coefficient cmA = 0.12 < 0.3.

Table 6.33: Smart Grid. Initial quantitative judgments derived from Table 6.29 by using
the default values from Column IV of Table 5.1.

ai j Name C1 C2 C3 C4 C5

Reliability C1 1.0 2.6 1.6 1.6 1.0

Flexibility C2 0.38 1.0 0.21 0.63 0.21

Efficiency C3 0.63 4.7 1.0 4.7 2.6

Sustainability C4 0.63 1.6 0.21 1.0 0.21

Market-enabling C5 1.0 4.7 0.63 4.7 1.0

inconsistency coefficient cmA = 0.79 > 0.3.
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Table 6.34: Smart Grid. Consistent pairwise comparisons matrix derived from Table 6.33.
This table is almost identical as Table 6.32. The different cells are shaded.

ai j Name C1 C2 C3 C4 C5

Reliability C1 1.0 2.3 0.57 2.3 0.54
Flexibility C2 0.43 1.0 0.25 1.0 0.22
Efficiency C3 1.7 4.0 1.0 4.0 0.9
Sustainability C4 0.43 1.0 0.25 1.0 0.25
Market-enabling C5 1.8 4.5 1.1 4.0 1.0

weights of criteria w1 w2 w3 w4 w5

values 18% 8% 31% 8% 30%
inconsistency coefficient cmA = 0.12 < 0.3.

Table 6.35: Smart Grid. Final qualitative judgments of key attributes derived from Tables
6.32 and 6.34 by using the intervals from Column III of Table 5.1. Corrected cells are
shaded. Also final weights in bottom row.

Relations Name C1 C2 C3 C4 C5

Reliability C1 ≈ ⊃ < ⊃ <

Flexibility C2 ⊂ ≈ < ≈ <

Efficiency C3 ≈ > ≈ > ≈
Sustainability C4 ⊂ ≈ < ≈ <

Market-enabling C5 = > ≈ > ≈

Final weights 18% 8% 31.5% 8% 31.5%
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6.6 Application 6: Quality in Healthcare in Canada

The quality of Healthcare in Canada has been analyzed and assessed in six key domains

[42, 59]: the Effectiveness of the healthcare sector in improving health outcomes; Access

to healthcare services; the Capacity of systems to deliver appropriate services; the Safety

of care delivered; the degree to which healthcare in Canada is Patient-Centredness; and

Equity in healthcare outcomes and delivery [33]. However the importance of particular do-

mains/attributes is far from obvious and open for a discussion. Using pairwise comparisons

based techniques can provide ranking and weights assignments that are more trustworthy

than these derived from informal or other semi-formal derivations.

Procedure 2 has been used by four experts from McMaster Children’s Hospital and the re-

sults of applying this procedure have presented from table 6.36 to table 6.42.

After analyzing and studying the obtained results we have found that the pairwise compar-

isons matrix, presented in Table 6.38, has the inconsistency coefficient cmA = 0.57 which

is considered unacceptable for the distance-based inconsistency [35]. After reducing the

inconsistency index to cmA = 0.15 as presented in Table 6.39 we found that the difference

of appropriate weights from tables 6.39 and 6.41 is rather small which could also be seen

as validation of our method.

With different views and opinions that our experts have, Effectiveness has scored the high-

est weight and it is about 30% of the total weights. Effectiveness states the relationship

between the level of resources invested and the level of results, or improvements in health.

Assessing effectiveness consists of measuring the effects of medical practices and tech-

niques therapeutic, diagnostic, surgical and pharmacological on individuals’ health and
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wellbeing., these are the reasons why Effectiveness was given the highest priority by our

experts. In contrast Equity have scored as the lowest weight of quality in healthcare in

Canada .

Table 6.42 contains the final qualitative results and its bottom row contains final calculated

weights. The weights in Table 6.42 are just averages of the appropriate weights from Tables

6.39 and 6.41. Note that the difference of appropriate weights from Table 6.39 and Table

6.41 is rather small, which could also be seen as validation of our method. The experts

have approved our final results, both qualitative and quantitative.

The difference between initial and final judgments were not severe, but the initial judgments

were not consistent, while the final judgments were consistent (i.e. with acceptable level of

inconsistency), hence they were much more trustworthy.

The weights obtained by our analysis (see Table 6.42) have the following values (scaled to

100%):

Effectiveness = 29.5%, Access = 12%, Capacity = 5.5%, Safety = 23.5%, Patient-Centredness

= 24%, Equity = 5.5% .
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Table 6.36: Healthcare in Canada. Initial qualitative judgments of experts.

Relations Name C1 C2 C3 C4 C5 C6

Effectiveness C1 ≈ ⊃ > ≈ ≈ ⊃
Access C2 ⊂ ≈ ⊃ ⊂ < ⊃
Capacity C3 < ⊂ ≈ < < ≈
Safety C4 ≈ ⊃ > ≈ ≈ >

Patient-Centredness C5 ≈ > > ≈ ≈ >

Equity C6 ⊂ ⊂ ≈ < < ≈

Table 6.37: Healthcare in Canada. Initial quantitative judgments derived from Table 6.36
by using defaults values from Column II of Table 5.1.

bi j Name C1 C2 C3 C4 C5 C6

Effectiveness C1 0.5 0.7 0.8 0.5 0.5 0.7

Access C2 0.3 0.5 0.7 0.3 0.2 0.7

Capacity C3 0.2 0.3 0.5 0.2 0.2 0.5

Safety C4 0.5 0.7 0.8 0.5 0.5 0.8

Patient-Centredness C5 0.5 0.8 0.8 0.5 0.5 0.8

Equity C6 0.3 0.3 0.5 0.2 0.2 0.5

Table 6.38: Healthcare in Canada. The values of ai j obtained from Table 6.37.

ai j =
bi j

1−bi j
Name C1 C2 C3 C4 C5 C6

Effectiveness C1 1.0 2.3 4.0 1.0 1.0 2.3
Access C2 0.43 1.0 2.3 0.43 0.25 2.3
Capacity C3 0.25 0.43 1.0 0.25 0.25 1.0
Safety C4 1.0 2.3 4.0 1.0 1.0 4.0
Patient-Centredness C5 1.0 4.0 4.0 1.0 1.0 4.0
Equity C6 0.43 0.43 1.0 0.25 0.25 1.0

inconsistency coefficient cmA = 0.57 > 0.3.
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Table 6.39: Healthcare in Canada. Consistent (i.e. with acceptable inconsistency) matrix
derived from Table 6.38, using distance-based consistency. The weights were calculated
using the geometric means.

ai j Name C1 C2 C3 C4 C5 C6

Effectiveness C1 1.0 2.3 5.2 1.3 1.1 4.6
Access C2 0.43 1.0 2.3 0.5 0.5 2.0
Capacity C3 0.2 0.43 1.0 0.25 0.25 1.0
Safety C4 0.77 1.8 4.0 1.0 1.0 4.0
Patient-Centredness C5 0.9 2.0 4.0 1.0 1.0 4.0
Equity C6 0.22 0.5 1.0 0.25 0.25 1.0

weights of criteria w1 w2 w3 w4 w5 w6

values 29% 12% 6% 23% 24% 6%
inconsistency coefficient cmA = 0.15 < 0.3.

Table 6.40: Healthcare in Canada. Initial quantitative judgments derived from Table 6.36
by using defaults values from Column IV of Table 5.1.

ai j Name C1 C2 C3 C4 C5 C6

Effectiveness C1 1.0 2.6 4.7 1.0 1.0 2.6

Access C2 0.38 1.0 2.6 0.38 0.21 2.6

Capacity C3 0.21 0.38 1.0 0.21 0.21 1.0

Safety C4 1.0 2.6 4.7 1.0 1.0 4.7

Patient-Centredness C5 1.0 4.7 4.7 1.0 1.0 4.7

Equity C6 0.38 0.38 1.0 0.21 0.21 1.0

inconsistency coefficient cmA = 0.62 > 0.3.
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Table 6.41: Healthcare in Canada. Consistent pairwise comparisons matrix derived from
Table 6.40. This table is almost identical as Table 6.39. The different cells are shaded.

ai j Name C1 C2 C3 C4 C5 C6

Effectiveness C1 1.0 2.6 5.7 1.3 1.1 5.7
Access C2 0.38 1.0 2.6 0.5 0.5 2.3
Capacity C3 0.17 0.38 1 0.21 0.21 1.0
Safety C4 0.77 2 4.7 1.0 1.0 4.7
Patient-Centredness C5 0.9 2.0 4.7 1.0 1.0 4.7
Equity C6 0.17 0.43 1.0 0.21 0.21 1.0

weights of criteria w1 w2 w3 w4 w5 w6

values 30% 12% 5% 24% 24% 5%
inconsistency coefficient cmA = 0.15 < 0.3.

Table 6.42: Healthcare in Canada. Final qualitative judgments of key attributes derived
from Tables 6.39 and 6.41 by using the intervals from Column III of Table 5.1. Corrected
cells are shaded. Also final weights.

Relations Name C1 C2 C3 C4 C5 C6

Effectiveness C1 ≈ ⊃ > = ≈ >

Access C2 ⊂ ≈ ⊃ ⊂ ⊂ ⊃
Capacity C3 < ⊂ ≈ < < ≈
Safety C4 < ⊃ > ≈ ≈ >

Patient-Centr. C5 ≈ ⊃ > ≈ ≈ >

Equity C6 < ⊂ ≈ < < ≈
Final weights 29.5% 12% 5.5% 23.5% 24% 5.5%
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6.7 Application 7: Quality System in Medical Devices

The primary goal in the design and manufacture of a medical device is to produce a quality

product that meets the applicable requirements and specifications for its intended use. Such

a product provides assurance that the medical device can be consistently manufactured and

will perform as planned, safely and effectively.

This can be achieved by paying more attention and giving priority to some the characteris-

tics and reviewing the ISO 13485 Medical Devices Quality management systems require-

ments for regulatory purposes [12].

Analysis the following characteristics of medical devices quality took us to get better results

in the weights, so that would help experts and manufactures designing an efficient medical

devices depending on the area to meet the needs of their operations and the needs of their

customers. The ISO 13485 [12, 46] standard proposes the following attributes (called

‘characteristics’) for the assessment of Medical Devices Quality Managements Systems

[22]:

• Developing an effective

• Conducting risk analyses

• Following adequate and appropriate standard operating procedures and protocols

for testing

• Using validated methods and procedures

• Monitoring and auditing

• Establishing and implementing a company quality policy
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• Ensuring adequate staff training

• Conducting quality audits

• Implementing a quality control program

• Maintaining, analyzing and following up on complaint files

• Adopting and implementing appropriate corrective and preventive action plans

Procedure 2 has been used by two experts from Computing and Software Department at

McMaster University to provide appropriate weights for each of the above attributes..

The results are presented in Tables 6.43–6.49. While the Tables 6.46 and 6.48 are slightly

different, the weights they generate are identical (as in the case of Software Quality In Use).

Similarly as in the previous three cases, the qualitative Tables 6.46 and 6.48 are identical

and equal to Table 6.49, and the experts approved final results of our analysis. The final

results are consistent, so they are more trustworthy than the initial ones, that were based

only on the experts opinions.

The scaled weights have the following values in this case:

Effective Design = 7%, Conducting Risk Analyses = 5%, Following Standard = 12%, Us-

ing Validated Methods = 29%, Monitoring and Auditing= 15%, Staff Training = 22%,

Adopting and Implementing = 10%.
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Table 6.43: Medical Devices. Initial qualitative judgments.

Relations Name C1 C2 C3 C4 C5 C6 C7

Effective Design C1 ≈ = ⊂ < ⊂ < =

Conducting Risk Analyses C2 < ≈ ⊂ ≺ ⊂ < <

Following Standard C3 ⊃ ⊃ ≈ ⊂ ≈ < <

Using Validated Methods C4 > � ⊃ ≈ = ≈ >
Monitoring and Auditing C5 ⊃ ⊃ ≈ < ≈ ≈ =

Staff Training C6 > > = ≈ ≈ ≈ ⊃
Adopting and Implementing. C7 < = = < < ⊂ ≈

Table 6.44: Medical Devices. Initial quantitative judgments derived from Table 6.43 by using the
default values from Column II of Table 5.1.

bi j Name C1 C2 C3 C4 C5 C6 C7

Effective Design C1 0.5 0.6 0.3 0.2 0.3 0.2 0.6

Conducting Risk Analyses C2 0.4 0.5 0.3 0.1 0.3 0.2 0.4

Following Standard C3 0.7 0.7 0.5 0.3 0.5 0.4 0.4

Using Validated Methods C4 0.8 0.9 0.7 0.5 0.6 0.5 0.8

Monitoring and Auditing C5 0.7 0.7 0.5 0.4 0.5 0.5 0.6

Staff Training C6 0.8 0.8 0.6 0.5 0.5 0.5 0.7

Adopting and Implementing. C7 0.4 0.6 0.6 0.2 0.4 0.3 0.5

Table 6.45: Medical Devices. The values of ai j obtained from Table 6.43.

ai j =
bi j

1−bi j
Name C1 C2 C3 C4 C5 C6 C7

Effective Design C1 1.0 1.5 0.43 0.25 0.43 0.25 1.5
Conducting Risk Analyses C2 0.67 1.0 0.43 0.11 0.43 0.25 0.67
Following Standard C3 2.3 2.3 1.0 0.43 1.0 0.67 0.67
Using Validated Methods C4 4.0 9.0 2.3 1.0 1.5 1.0 4.0
Monitoring and Auditing C5 2.3 2.3 1.0 0.67 1.0 1.0 1.5
Staff Training C6 4.0 4.0 1.5 1.0 1.0 1.0 2.3
Adopting and Implementing. C7 0.67 1.5 1.5 0.25 0.67 0.43 1.0

inconsistency coefficient cmA = 0.81 > 0.3.
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Table 6.46: Medical Devices. Consistent pairwise comparisons matrix derived from Table
6.45.

ai j Name C1 C2 C3 C4 C5 C6 C7

Effective Design C1 1.0 1.5 0.54 0.25 0.43 0.3 0.67
Conducting Risk Analyses C2 0.7 1.0 0.43 0.18 0.32 0.21 0.52
Following Standard C3 1.8 2.3 1.0 0.43 0.82 0.54 1.1
Using Validated Methods C4 4.0 5.5 2.3 1.0 1.85 1.16 3.29
Monitoring and Auditing C5 2.3 3.1 1.1 0.5 1.0 0.76 1.5
Staff Training C6 3.3 4.7 1.8 0.8 1.3 1.0 2.3
Adopting and Implementing. C7 1.5 1.9 0.8 0.3 0.6 0.43 1.0

weights of criteria w1 w2 w3 w4 w5 w6 w7

values 7% 5% 12% 29% 15% 22% 10%

inconsistency coefficient cmA = 0.19 < 0.3.

Table 6.47: Medical Devices. Initial quantitative judgments derived from Table 6.43 by
using the default values from Column IV of Table 5.1.

ai j Name C1 C2 C3 C4 C5 C6 C7

Effective Design C1 1.0 1.6 0.38 0.21 0.38 0.21 1.6

Conducting Risk Analyses C2 0.63 1.0 0.38 0.14 0.38 0.21 0.63

Following Standard C3 2.6 2.6 1.0 0.38 1.0 0.63 0.63

Using Validated Methods C4 4.7 7.0 2.6 1.0 1.6 1.0 4.7

Monitoring and Auditing C5 2.6 2.6 1.0 0.63 1.0 1.0 1.6

Staff Training C6 4.7 4.7 1.6 1.0 1.0 1.0 2.6

Adopting and Implementing. C7 0.63 1.6 1.6 0.21 0.63 0.38 1.0

inconsistency coefficient cmA = 0.99 > 0.3.
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Table 6.48: Medical Devices. Consistent pairwise comparisons matrix derived from Table
6.47. This table is almost identical as Table 6.45. The different cells are shaded.

ai j Name C1 C2 C3 C4 C5 C6 C7

Effective Design C1 1.0 1.15 0.54 0.25 0.43 0.3 0.80
Conducting Risk Analyses C2 0.8 1.0 0.43 0.18 0.32 0.21 0.52
Following Standard C3 1.8 2.3 1.0 0.43 0.82 0.54 1.1
Using Validated Methods C4 4.0 5.5 2.3 1.0 1.85 1.16 3.29
Monitoring and Auditing C5 2.3 3.1 1.1 0.5 1.0 0.76 1.5
Staff Training C6 3.3 4.7 1.8 0.8 1.3 1.0 2.3
Adopting and Implementing. C7 1.15 1.9 0.8 0.3 0.6 0.43 1.0

weights of criteria w1 w2 w3 w4 w5 w6 w7

values 7% 5% 12% 29% 15% 22% 10%
inconsistency coefficient cmA = 0.19 < 0.3.

Table 6.49: Medical Devices. Final qualitative judgments of key attributes derived from
Tables 6.46 and 6.48 by using the intervals from Column III of Table 5.1. Corrected cells
are shaded. Final weights are also presented.

Relations Name C1 C2 C3 C4 C5 C6 C7

Effective Design C1 ≈ ≈ < < ⊂ < =

Conducting Risk Analyses C2 ≈ ≈ ⊂ < ⊂ < <

Following Standard C3 = ⊃ ≈ ⊂ ≈ < <

Using Validated Methods C4 > > ⊃ ≈ = ≈ >

Monitoring and Auditing C5 ⊃ ⊃ ≈ < ≈ < =

Staff Training C6 > > = ≈ = ≈ ⊃
Adopting and Implementing. C7 < = = < < ⊂ ≈

Final weights 7% 5% 12% 29% 15% 22% 10%
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Chapter 7

Conclusion

7.1 Final comments

The idea and the work are an outcome of the analysis of the human mind. Humans are

without doubt the most powerful learners in most aspects. Their ability to handle situa-

tions where they have never seen or been trained for, is one of their exclusive capabilities.

Perhaps the human mind takes advantage of irrelevant learningsfrom other domains to find

similarities with the current situation to handle it. This complementary information will

help other to find more applications and study cases not only in software engineering area

but also in different area in order to make it more accurate.

Overall, it appears that applying the Mixed Model methodology to the previous applica-

tions has improved weights assignment and has resulted for finding consistent weights and

providing consistant ranking.
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In this research, We have used three versions of pairwise comparisons, two of these are

quantitative scales which are additive scale and multiplicative scale and the third version is

a qualitative scale. This makes a one strong universal method that helps the weakest part

of quantitative pairwise comparisons more systematic and efficient.

Two observations that highlighted and taken into account, represent a part of our contribu-

tions of this thesis:

1 Using the qualitative judgments scale at the early stage of the process and using

the non linear scale proposed in [31] instead of any other scales Saaty’s scale and

Koczkodaj’s Scale.

2 Taking into account that experts were feeling more comfortable and prefer dividing

100 points when they were asked to set the relationships between two entities Ci and

C j rather than providing multiplicative relationship

The second part was applying and implementing this methodology to a collection of ap-

plications and I have done eight applications in different fields like: software engineering

area, electrical engineering, and medical domain. All these applications went throw the

same procedures but they differ in processing time depending on the experts and their ef-

fectiveness and satisfaction on the initial results.

A few of these applications like Quality in Healthcare in Canada, and Quality System in

Medical Devices Product needed to re-apply the proposed procedure for getting the best

and acceptable results.

In some cases, working on only one application took too long due to the number of the

attributes that the application has.
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7.2 Future work

The most important problem in this thesis is how to assign appropriate numbers to the qual-

itative relations. According to Non-linear comparison scale proposed by Janicki and Zhai

that presented in Table 5.1, The numbers were derived assuming that any transformation in

either way should preserve consistency. From this point and as transformation of qualita-

tive relations into quantitative values is still the most controversial problem, we suggest as

a future work related to this thesis that Non-linear scales (as presented in Table 5.1) need

more research. We also need more results similar to Proposition 6, but in other direction.
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