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INTRODUCTION 

One of the basic aims of nuclear physics is to predict 

various nuclear properties from a knowledge of n~cleon-nucleon 

interactions. This at once pres.ents two_problems. First of 

all there is the need to determine the interaction itself, and 

secondly, one is confronted with a many~body problem. In 

recent years there have been remark_able advances. in both as

pects •. 

To describe the nucleon-nucle.on interactions Taketani 

(1951) advocated the adoption of a sort of semi-phenomenologi

cal approach. In his region I, the classical region, when the 

inter-nucleon distanc;:e is r ~ iF, the nucleon-nucleon inter

action is dominated by the one-pion-exchange mechanism, In 

region II, the dynamical region (lF ~ r < 2F), qualitative 

behaviour can still be understoo9 from a field-theoretic point 

of view. In region III, r ~ lF, however, so many complicated 

effects take place that Taketani called it the pheno1tlenologicq.l 

region. Recently, there have been two very successful phenom- , 

enological potential models. Both the Hama.da.-Johnston (1962) 

and the Yale (Breit et al, 1960; Hull et al, 1961) potentials 

are capable of correlating a large amount of two-body scattering 

data up to laboratory energy of about 300 Mev. Bot:!} have the 

well-established one~pion-exchange tail and both have a hard 

1 
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core, that is, an infinite repulsion at an,inter-nucleon dis-

tance of about 0~5 F. This is to be compared with the value of 

O. 4 F for the older Gammel.-Thaler (1957) potential •. 

Another approach to the treatment of the nucleon-

nucleon scattering is thr9ugh dispersion relations. In this 

appros_ch, one does not start with a Lagrangian or a Hamiltonian 

as in the convential field theory, nor are the results expres

sed in terms of potentials. The theme of thi$ approacp is that 

one should only deal with physically observable quantities and 

rely on a few general principles such as analyticity, un.itarity 

and crossing symmetry of the scattering matrix. 

As for the nuclear many-body problem, Bruec~ner (see 

for example, Brueckner and Gammel 1958) and Goldstone (1957) 
.. . l' 

initiated a powerful formalism whicp pays special attention to 

the treatment of the hard core in the two-body interactions. 

Within this formalism there are two notable modifications which 

not only greatly simplify the calculation but also permit deeper 

physical insight into the problem. These are the separation 

method propounded by Moszkowski and Scott (1960), and the refer-, 

ence spectrum method developed by Bethe, Brandow and Petshek 

(1963). 

The simplest test ground for a many-body, theory-is a 

hypothetical, uniform nucleus of infinite dimensions with equal 

numbers of .electrically neutral protons and neutrons. Such a 

medium is called nuclear matter, It has the simplicity of 

having no Coulomb and surface effects to worry about. The 
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closest realization to such a hypothetical medium is perhaps 

the interior of a heavy nucleus. Nuclear matter is characterc 

ized by the average energy E per particle in the medium, and 

by ~ts density p or equivalently, by the Fermi momentum k 
F 

since the two quantities are simply related for a uniform gas: 

p ;::: N -- 3 ::;: 2 k 3 . 
. rl . F 

4'1fr 3 3n2 
0 

Here r
0 

denotes.the radfus of the volume occupied by each 

nucleon. Empirically E is deduced by interpreting it to be 
.. 

the volume energy per partic+e in the Bethe-Weizsacker semi-

empirical mass formula, and r 0 is obtained from high energy 

electron-nucleus scattering experiments. The appropriate 

values for nuclear matter, as recommended by Brandow (1964), 

are 

and 

E = -15.8 Mev per particle 

-1 
r

0 
= l.12F corresponding to k = l.36F • 

F 

More recently, however, Professor Bethe* seems to be in favoµr 

-1 of a higher density kF ~ l.43F . Using the reference spectrum 

method,, Razavy/ (1963) obtained E = -7 .8 Mev per particle and 

r
0 

= l.35F with tne Hamada-Johnston potential, whereas 

Brueckner and Masterson (1962) obtained E = -8.3 Mev per par-

ticle and r 0 = l.28F fqr the Yale potential. 

The discrepancy with the empirical values may be due to 

*Private communication from Dr. p. W. L. Sprung. 
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several reasons. Perhaps one should sum over more .sub.sets of 

diagrams in the Brueckner-Goldstone the9ry. Indeed, Bethe 

(1965) has summed the three-body cluster diagrams to all 

orders. Or.it may also be the case that one cannot use a poten-

tial in nuclear matter.calculation .. Nuclear f<:>rces are derived 

from analysis of scattering experiments. Now in nucleon

nucleon scattering the energy and momentui:n of the centre of 

mass system before and after the collision are always the same. 

Formally this is expressed by saying that scattering experi

ments only shed information on the diagonal elements of the 

scattering matrix or one is always on the energy shel~. In 

nuclear matte:i;:- calculation, however, the .. si tuq.tion may, be a 

long way off the energy shell. This off~energy-shell effect 

in nuclear matter will be discussed in greater detail.in 

Chapter III. For the present, suffice to say that when we wish 

to express the many-body composite scattering amplitude in 

terms of the two-body scattering amplitude, intermediate states 

in which, energy is not conserved will occur. The extrapolation 

from an on-shell knowledge to the off ~shell behaviour is usually 

made by assuming that the forces are given by a potential., 

This of course may be incorrect. 

Without being so d~astic, we shall assume the potential 

concept to be valid. Then a third possibility that may help to 

correct the discrepanay is to modify the nucleon~nucleon poten.., 

tial so as to give correct nuclear binding and density while 

maintaining the fit to two-body scattering data·, That this can 

http:detail.in
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be dc:me is clear from the work of- Gel' fand and Levi tan (1951), 

and Jost and Kohn (1952). They have shown that a.local poten

tial in a given angular momentum state is uniquely determined 

if 

(a) the phase-shifts in that angular momentum 

state are known for all positive energies, 

(b) the energies of the two-body, bound-states 

are known, and 

(c) the residues of the s-matrix at the poles 

corresponding to the bound states are 

known. 

Since in practice we cannot even fulfil condition (a), it is 

clear one does not .have a unique potential, Thus we can con-, 

struct a set of equivalent pocentials which all will give the 

same two-body scattering data up to say 300 Mev labo+atory 

energy. Bressel et al (1965) have made up a modified Hamada

Johnston potential wit~ a finite core (core radius re ~ .69F). 

Nuclear matter calculations done bySprung and Bhargavfi (1966) 

using the Bressel potential appear to be very encouraging. 

C. Wong (1964, 1965) has also made some calculation using a 

static, sof(t.-core potential, and he has found the binding 

situation in nuclear matte+ is indeed improved. He employs a 

three-term Yukawa potential, and the interaction is assumed to 

act only in the singlets-state. Although this potential is 

made up purely phenomenologically, one may assume that the 

three terms are due to the exchange of a pion, a scalar meson 
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and a vector meson. Now, meson-field-theoretical consideration 

does in fact favour a soft core over a hard core. Thus the 

idea.of a soft core is not only attractive but also seems to 

be justified. Effects of soft-core potentials in nuclear mat

ter have also been investigated recently by Kohler and Waghmare 

(1965). 

It has also been fashionable to use a velocity-depen-

dent potential instead of a static, hard-core one. From field 

theory, velocity dependence can also be expected, Notice that 

the Gel'fand-Levitan uniqueness theo~em applies only to static 

potentials, so that even if phase shifts are known accurately 

there are many velocity-dependent potentials which are equiva

lent on the energy-shell. Baker (1962) has shown the ex\tent 

of .. the equivalence between hard core and velocity..-dependent 

potentials: they produce the same phase shifts in two-boqy 

scattering problem but are not equivalent for any system of· 

more partic+es. Razavy et al (1962) have considered a phenom-

enological velocity-dependent potential of the type 

V0 (r) + p.w(r) p, 
- -

and Green (1962) has used the form 

V(r) + p2w(r) + w(r}p2 

in both scattering and nuclear matter calculation, The two 

types of velocity-dependence can be related, by 

(p2f + fp2 ) = [p, [f,p]] 
pfp - 2 2 
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In Green's potential, w(r) is taken to be a Gaussian. Green 

has found that his potential does not give saturation in the 

proper density region for nuclear.matter. Bhaduri and Preston 

(1964) have studied this saturation problem in considerable 

detail. 

The objective of the present investigation is to 

study the use in nuclear matter calculations of a soft-core, 

velocity-dependent potential model which has some contact with 

"fundamental" meson field theory, This potential is obtained 

from field theoretic basis. 

In Chapter I we begin with a general survey and review 

of the nuclear force problem. Discussion is then centered 

around the one-boson~exchange potentials. In·Chapter II we 

describe a simplified.version of D. Wong's original model (1964). 

In this simplified version, the potential is assumed to arise 

from the excha,nge of three mesons, and it contains explicit 

velocity dependence. The Schrodinger equatioz:i is then set up 

for such a potential. Phase shift analysis is discussed at 

some length because, although simple ·in principle and treated 

in all quantum mechanics text books, nevertheless iI.l practice 

one encounters difficulties which appea~ trivial only after one 

struggles through them, Therefore a concrete consiqeratioJ:.1 

outlining practical steps of phase shift analysis is not thought 

to be-useless. The result of the potential parameter search is 

given at the end of this chapter. In Chapter III a review of. 

the theory of nuclear matter.precedes the calculation with the 
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velocity-dependent potential given in Chapter II. Con6lusions 

and remarks form Chapter I~. 



CHAPTER I 

NUC.LEON-N'UCLEON POTENTIAL 

The description of the nuclear force by a potential 

has its origin in analogy with the gravitational and electro-

magnetic forces. Although the concept of potential is 

essentially a non-relativistic one and .thus it has only 

restricted validity, it is nevertheless extremely useful in 

describing nuclear phenomena at not too high energies. 

There are many comprehensive reviews on the nuclear poteqtial 

(e.g. Moravcsik 1963). We shall merely discuss some relevant, 

general features befqre we proceed top. Wong ts potential. 

In a loose manner, the difference between the total 

Hamiltonian and the Hamiltonian of free particl,es of a system 

is usually referred to as t:he potential. Thus, in the two

nucleon Schrodinger equation, the potential V is given by 

V~ = (H-H )~ = (E-H )~ c 0 

where H0 is the Hamiltonian of the free partic~es. Phenom

enologically, one can const~uct a potential with parameters 

adjusted to fit experimental data when the Schrodinger equation 

is solved. The potential cannot be, however, entirely arbitrary. 

The following requirements must be satisfied: 

9 
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(1) hermiticity, 

(2) translational and Galilean invariance, these 

require, respectively, that the potential be a 

function of the relativ~ coordinate r=ri-r2 and. 
{ ..... -~ } 

the relative momentump= Pl P2 , - 2 
(3) rotation and space reflection invariance, 

(4) partic:j.e exchange invariance, due to the indis-

tinguishbility of the particles, 

(5) time reversal invariance. 

We now examine the possible "form" of a. potential •. For a twq-

particle system, we have (a} two-particle L ..... space,, (b} two-

particle S-space, and (c} two-particle J-space. Conservation 

of the total angular momentum L mean.s that the interaction is 

a zeroth-rank tensor in the J-space. Therefore the most 

general form. of the interaction is 

H. : T(o) (J} 
int · 

- ~o: T(k} (bl) •T(k} 
k k . 

(S} • 

Where T(k} (S) is a tensor of rank k in the spin spac~, an4 

T(k) (n) is a tensor depending on angular variables. In the 

spin space, we can construct 

(1) (o) 

{S •S) (o) ---
(S) ( 1) -
(SxS) ( 2 ). --

We cannot get tensors of rank higher than two because ,.§.. itself· 

is a tensor of rank one only. The various combinations of 



are 

(1) (o) ++ (1) (o) 

<.§: ,§) ( 0) ++ ( 1 ) ( 0) 

(S) (1) ++ (L) (1) - ,.,., 
(SxS) (2) ++ (rxr) <2 > 

"""" N'*' l'YV """" 

(~x_a) ( 2) ++ (~x_b) ( 2) 

11 

central and spin-independent· 

interaction, 

central but spin-dependent, 

spin-orbit interaction, 

tensor force, 

quadratic spin~rbit force. 

So far we have neglected the isotopic space. If we assume the 

interaction to be charge-symmetrical and also charge-indepen

dent, then only (1) (o) and (.11 .,'.!:,.2 ) (o) can occur. Takipg all 

the above into account, we write down the most general form of 

the potential as 

v = { v (r,p) + v (r,p) 2-1 ·~2 + VT ( r ,p) 8 12 c o 

+ VL (r,p) L·S + v (r ,p) o 1 •P o 2 •P } 
""" ,.,., Op ' .,..,.,, ,.,.., ,.,,,,., """""" 

+ { vc (r,p} + v (r,p) ~l ·,.£,2 +.VT ( r ,p) 8 12 0 

+ v (r,p) L·S + v (r,p) 01•P 02·P} Tl.T2 (I-1) 
L . ,..,.,., ,._ op ""' - - _,, .- """ ' 

where 

£.~r 0 0 ~ 

.2.1 o r 

" 

- 15 
~~2 r 

o 2 ~ 
,_1 r T( 2 ) (S) ·T( 2 ) (L), the tensor force. 

0 



Instead of the .£i ·,g~ ·R, quadratic term we. could have written 

down the quadratic spin-orbit term .sz.
1 
·£~ 2 •.b,. since these are 

not entirely independent (Okubo and Marshak 1958) • 

Experimentally it is found that all the terms in 

12 

equation (I-1) are necessary or desirable. The spin-dependent 

£ 1 -~ 2 nature of nuclear force was recognized long ago by 

Wigner, as he noted that otherwise the measured zero-energy 

cross-section for n-p scatte+ing and the deuteron binding 

energy were incompatible. The tensor force s12 is called for 

by the non-vanishing quadrupole.moment of .the deute:i::-on, and by 

analysis of nucleon-nucleon differential cross section. There 

is no real proof of the spin-orbit L•S force, but there are 
~~ ' 

many indications that one should include it in.nuclear force. 

The orderin~ of the ~ phase shifts at high energy (~ 100 Mev 

laboratory energy) 

can be explained easily by the.existence of a spin-orbit~·.§... 

interaction. The presence of such a force also improves 

fitting at 310 Mev. The indication of the,qu&dratic spin-orbit 

term comes from the fact that otherwise it would be impossible 

to fit simultaneously the s- and D-state proton-proton scat-

tering phase shifts as a function of energy. 

We now discuss the radial dependence Vi(r,p) of the 

potential. To explain the mysterious isotropy of the p-p dif

ferential corss-section even at 400 Mev, Jastrow (1951) proposed 
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the presence of a hard (i.e. infinite) repulsive core at about 

.SF. A qualitative argument may be given as follows.. At low 

energy, only the s-wave gets inside .SF and feels the core. 

As energy increases, mor~ and more of the s-state wave function 

is packed into smaller distance and so the repulsive core is 

felt much more appreciably, Eventually, at about 2SO Mev,the 

S-phase becomes negative. The D-phase is still positive. 

Therefore the S-D interference term in the differential cross 

section is negative, and this together with the positive pure 

D-phase contribution, may make the resulting differential 

cross section isotropic. 

· A typical phenomenological potential is that of 

Hamada-Johnston (1962) . Using the above most general form of 

the potential with a hard.core of radius .48F, they manage t<;> 

get a very good over-all fit to p-p and n-p data up to about 

300 Mev by means of about thirty parameters. 

Another approach to the potential problem is to start 

from field theory. The various necessary invariance require

ments are built in an interaction Lagrangi~, which is chosen 

to be invariant under improper and proper (i.e. the full Lorent;.z 

group) Lorentz transformation. The physical idea of the meson

field-theoretic view point of the potential can easily be 

understood. Just as the photon is the.field quantum of the 

electromagnetic field, the original Yukawa theory maintained 

that the pion is the field quantum of the.nuclear field. A 

physical nucleon is surrounded by a cloud of pions, anq nuclear 

force between two nucleons arises from an exchange of pions 
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between them. The potential generated by such one-pion exchange 

-µr 
process is the Yukawa potential ~ , where µ is the reciprocal 

r 
pion Compton wavelength, This potential is found to be true at 

least for two nucleons interacting at large distance (~ 2F), 

and is now known as the OPEP (one-pion-exchange .... potential) tail .• 

The exchange of several pions simultaneously is a very complir 

cated mechanism, and it is mathematically difficult to examin' 

such processes" However, the well-known argument by ~ick (1938) 

shows that the exchange of. !1 pions contributes to the potential 
I 

only for short distance { ~ .. l .. .'} of separation between two nucleons. 
nµ· 

We have already noted that nucleon-~ucleon interaction 

has a very strong, short-range repulsion,. and a spin-orbit 

k"§.. term which is also short-range since low energy phenomena do 

not manifest its presence. The pion-exchange model has great 

difficulty in accounting for these two features. A strong, 

·short~range repulsion does emerge when extended source technique 

is used, but only in even q,ng.ular momentum states. It actually 

becomes attractive in odd angular momentum states, Relativi~tic 

corrections can give a spin-orbit-L•S term, but it is far too ,.,.,... ,,,... 

weak. In general, pion-exchange calculation (two-pion-exchange) 

always gives very small spin-orbit force. 

It was observed (Breit 1937, 1938, 1960; Nam.bu 1957; 

Sakurai 1960} that the exchange of a single vector meson could 

explain quite naturally both of these two short-range features. 

The vector meson would have a mass of several times the pion 

mass, as it is responsible for short-range phenomena. There 
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were also other evidences leading to the conjecture of vector 

mesons. In the Yukawa pion theory, the electromagnetic struc~ 

ture of the nucleon is explained by the virtual. dissociation 

p++n + n+ and n++p + rr-. Assuming the interaction strength to 

p (n) 

n(p) 

p(n) 

- - ":/.. -- (from the 
probe) 

be the same in both cases, one 

would expect that the mean 

square charge radius .of the 

proton and the neutron to be 

roughly equal in magnitude, 

though the sign is opposite, 

Experimentally, however, 

and 

2 
< r > 

1/4 
- 0,8F p 

< r
4 1/2 

> - O,OF. 
;lil. 

Nambu (1957) suggested that an isoscalar vector meson could 

explain this observed dat~. This meson is now called the 

w-meson. The coupling of the w-meson to nucleons gives contri'" 

bution not only of equal magnitude in the.neutron and the pro-

ton case, but it.is also of equal sign (positive). Therefore 

in the neutr.on case the negative contribution of the n ... -cloud 

could possibly be cancelled out by the w-meson contribution. 

In.addition, an isovector.vector meson was also cal.led.for by 

Fra.zer and Fulco (1959) to explain quantitatively the isovector 

part of the anomalous electromagnetic form factor. This meson· 

is now called the p-meson. The w-meson was discovered experi-

http:neutr.on
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mentally by Maglic et al (1961) , and the p·-meson by Erwin et al 

(1961). Very recently, Cocho (1965) fitted the electromagnetic 

form factors of the nucleon with a pole model. Using a phe~om

enological cut-off and the physical masses of the p,w and~' he 

obtained excellent agreement with experiments. Table Irl shows 

some of the mesons, based on the table compiled by Roos (1963). 

The potential generated by the exchange of various 

types of.mesons is referred to as the OBEP (one-boson-exchange-

potential) model. Many authors have discussed the OBEP model. 

Hoshizaki et al (1961) have given the exact expression for 

V()S,,,}S_,'), the potential in momentum space, as well as the ex-

pansion of V(k,k') with respect to k/Mwhere Mis the nucleon 
'VY """ . 

mass. The latter is done in order to get the potential in 

coordinate space. OBEP in the non-relativistic limit has also 

been given by Bryan et al (1963), among a number of other 

authors. In their work, Bryan et al considered the exchange 

of one scalar, one pseudoscalar, and one vector meson. The 

pseudoscalar meson is the.pion. The scalar one is assumed to 

be isoscalar, and the vector meson is taken to be a mixt:ure of 

the p and the w. The one-boson-exchange potential in momentum 

space is defined by V=T( 2 ), where T( 2 ) denotes the scatte~ing 

amplitude due to single meson exchange. The potential in the 

configuration space is the Fourier transform of. the above V, 

and Bryan et al wrote down their V(r) by going to the non-

relativistic.limit. The potential was set equal to zero within 

.54F. They obtained good fits to the 10
2
-, 3P

01112 
-state 



phase shifts, but they had rather poor result fo~ the 1sb 

state. In a latter paper, Bryan and Scott(l964) used six 

mesons (p, w, n, n, one isoscalar scalar and one isovector 

scalar meson) in their one-boson-exchange model. Note that 

there are two trivial misprints in their expressions for R 
c 

and R12 . The potential was set equal to zero within .6F in 

l7 

all states. Probably because of this zerq cut-off, the 

potential in the singlet odd state, fpr example, is much 

stronger than that in the corresponding state of hard core 

type cut-off potentials. With this potential Bryan and Scott 

were now able to fit a much larger, number of phase parameters, 

although the 1 s
0 

and 3s
1 

states still remain only qualita- _. : 

tively correct, the former bein9 too positive and the latter. 

too negative throughout the interesting energy region. In 

view of the large zero cut-off radius, this potential will 

cause virtual excitation mainly to the region just outside 

the Fermi sea. Therefore in nuclear matter calculation the 

Pauli principle will be most important. This is in contrast 

to the spirit of, the reference spectrum method 1 in which the. 

emphasis is on the spectral term rather than the Pauli term. 

Consequently it may be more appropriate to use the Bryan-Scott 

potential in conjunction with the Bethe-Goldstone equation 

(1957) in nuclear matter calculation. 

Another OBEP model is due to D. Wong (1964) which we 

shall describe in some details. The mesons exchanged are one 

scalar meson (wABC), two pseudoscalar mesons (n and n), and 

three vector mesons (p, wand <f>). To get the salient features 
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of his model, it may be sufficient to consider only three 

representative mesons and, in the vector meson case, we shall 

only consider vector coupling for simplicity. The s-matrix 

for the nucleon-nucleon scattering in the centre of mass 

system is related to the transition amplitude T by 

{ p ' n ' I S I pn} = 8 ( 3) ( P ' -p) o { 3.) ( n ' -n) 
,.,,.,. ,;;;.../ ,..,.., --

2 
. J: { 4) 

- 1T J.u (I-2} 

where 

k = (~-,n,)' k' -· (R' --£,') ,.,,.., 
2 

,_ 
2 

suppose T ( 2) denotes the single boson exchange amplitude. 

Then D. Wong defines his potential in momentum, space to be 

V (k ,k I) = 
-./ ~ 

T{ 2 ) {k k') 
Nv'- ' (I-3) 

This potential is to be used in the non-relativistic 

Schrodinger equation, and the Born amplitude(for the.~~th 

partial wave) is defined as 

The potential in the configuration space is defined as the 

..,__ 

Fourier tr~nsform of V(k,k'). If V(~,~') depended only on the 
,..; ,..,.., . 

momentum transfer (!,-]S'), it woulc;l yield a local velocity-

dependent potential. Our V{k,k'), however, depends on ~Jand ,..,.,,..,,, ~ 

k' in a more complicated way so that it gives rise to a non-· ,.,., 
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local velocity-dependent potential. In doing Fourier trans

formation one puts Ek=Ek,: E (i.e., lk2 1=1k' 2 1> because other

wise the integrals seem prohibitive •. Then one can obtain the 

potential in the form of a product of a non-local factor N 

and an explicitly velocity-dependent part U 

V . ( r , r ' ) = U . ( r , p 2 ) N ( I r-r 'I ) . 
i i ' 

( I-4) 

2 
U is a polynomial in p • The factor N is the Fourier trans-

form of M, and the nonloca.lity is confined to the order. of one 
E 

nucleon Compton wave length. If one approximates M by l~ k 2 

then a purely local potential results. 
E :2M2 

Writing the 

potential in polynomials in k2, however, really means one is to 

stop at the term k2 itself, for otherwise one would get a dif-

ferential equation of higher than the second order. Moreover, 
2 

if we use the potential expanded to ~ ,we should somehow 
M2 

estimate the effect of the higher order terms. 

We shall use only three representative mesons. The 

interaction Lagrangian is 

L = L~ + Lps + L~ 
int int int int 

(I-5) 

Applying the Feynman-Dyson technique (e.g., see Schwel:;>er 1961), 

we have 

(k ,k I) = ,,,,, ,.,., 1 
27T 2 

g 2 U ( n ' ) U ( n) 1 U ( p ' ) U ( p) , 
s q2+ 2 

- ]J s 
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T( 2 ) (k k') = - 1 2 U (n') y U (n) 1 U(p')y
5
U(p), ps -,.v'- , _gps 

21f2 5 q2+ 2, 
_, µps 

and T( 2 )(k·k')' 1 g2 U(n')yµU(n) gµv - v = U(p')y U,(p), v ,....,,,.,.,,. 
21f2 

v 
q2+ 2 ,.,., µ v 

( I-:-6) 

where q
2 = (k'-k' 2 • We , adhere to Schweber 's convention, 

,...., - :.:J 

- + -
U = U y 0 , UU = 1, 

U =jE+M (~. v) 
2M E+M 

1 (I-7) 

V = (~)or ( ~) , 

and 

Using equations (I-3), (I-5), (I-6) and (I-7), we get 

v (k k I) = -g2 {E+M) (E '+M) --1 - -1 - 1 -2 -- ...,2, ,_.,J t 0 ·p' a. ·p J [ a ·n 
1 

a •n J 
s ,.,,, ...., s 4ME l- (E '-:f°M) (E+M) - , (E I +M) (E+M) 

Vps (k,k') ,..,,, ,..,., 

= -g2 (E+M)2 
s 4ME 

= g2 - ps 
4ME 

1 
X-2 

21f 

1 

[ 

01·k' 01·k] 1- M/ ~ _, NV 

(:E:+M) 2 

(I-Sb) 



= g~ 
4MiE 

1 
2 2 2 

21T (q +µ ) 
"""" v 

~ ,.,,,..,,,, NV-',.,.,._ ,,,,.,,. """"' 
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__ l_. _ a l • ( k 'xk \ a 2 • ( k 'xk) } 

(E+M) 2 
• (r-ac> 

The potential in configuration space is giv~n by 

1 I . V(r,r') = 
,.,.., - ik I •r 1 - ,..., 

-ik·r 
V(k,k') e _,,.,,.., d 3k 1 d 3k. - - (I--"9) 

" 

Since V(k,k') is not symmetrical to start.with, neither will ,.., ,..,..; 

V(r,r') be, and it has to be symmetrized. The resulting poten-,.,., _, 

tial is 

V(::t;",r') = ,.,.. ,.., ' 

µ2 2 
4 ] 2 ~ 2 

2 4 
+ s 'i/ 4> - 1 v 4> + g Y(v)l 4> -3v 4> 1+ µ 4> l +l 'i/ ct> 2 

2 2 2 2 v 2 0 'v 2 

2 2 !. µ 4. 1} + { g2y ( s) [ l µ 2 92. .. 1 µ 4 ·il - µ 'i/ ct> + 
v 2 8 v2 s 3 s 2 '§" s 

2 

+ g2 Y(ps) µ~s ct> T ·T + g2Y(v) I µ!ct> - µ! v2q, 
ps -6- i -1 ....J2 v T 1 2 2 

( l + 
r2 



2 2 2 
+ gps Y (ps) ( .!. + ~s + µns) ~ T • T - 1 g-v y·(v.) ( 1 

r2 r 3 1 -1 _,2 2 r2 

+2 
r 

s 
12 

2 
! .2-Y(s) 17 2 ~ ""' JJs -9...Y(s) 
r dr 2 2r dr 

+ g~ [~ --9..Y(v) ~ - 1 dy(v) 17 2 ~ + µ~ 1 d¥(v) 
r dr 1 r dr 2 2 r dr 

2 2 ( - gvµv :J.2 ·,e Y (v) 

2 

+ T~rms with r +~ r', etc. 
~ ""' 

The notationsin equation (I-9) are 

-µ r 
Y(a) = e a 

r 

e (E+M) 

J 

i~·(£'~£) 

4ME 

~ ] } L·S 2 ...,.;,_ 

(I-10) 



~l = 1 

(27T) 3 

1 

4ME 
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and ~ = 
2 

1 

f 
e 

ik· (r'-r) 
,.,.,. - NV l' (I-ll) 

(27T) 3 ' 2 
4ME(E+M) 

We have in mind the representative scalar and pseudoscalar 

mesons to be the wABC and the pion, respectively, and there

fore we have assumed them to be isoscalar and isovector 

respectively. The representative vector meson is supposed 

to be a mixture of the p and the w, so although we have 

written.it as,isoscalar in equation (I-10), we shall allow 

different coupling constants for the T=O and T=l states. In 

equation (I-10), we have also omitted oe~tain contact terms. 

http:written.it
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SOME MESONS 

Table I-1 

' -

Symbol JP Charge T Mass 
(Mev} 

13calar singlet WABC 
o+ 0 0 317 

7T o- 1 1 140 

1T o- 0 1 135 

1T o- -1 1 140 

K o- 1 1/2 494 

j;>seudoscalar K o- .i..1 1/2 494 
octet 

K o- 0 1/2 498 

-
K o- 0 1/2 498 

n o- 0 0 549 

p 1- 1 1 757 

1 - 0 1 754 p 

-p 1 -1 1 757 

K* 1 - 1 1/2 890 
"1ector octet 

K* 1 - -1 1/2 890 

K* 1 - 0 1/2 890 

i<* 1 - 0 1/2 89Q 

1 - 0 0 1020 4> 

rector singlet w 1- 0 0 783 



CHAPTER II 

D. WONG'S POTENTIAL AND SCHRODING:ER EQUATION 

A. The Integral-differential Equatiop: David Wong ls poten

tial as given by equation {I-10) is a non..,.local quantity and 
., 

therefore when used in the Schrodinger equation, an integro .... 

differential equation will result. on the other hand, if cme 

uses the potential by completely expanding it in powers of 
2 

k./M2' then one gets a local though explicitly veloci.ty-

dependent potential. In order to have a differential equation 
. . 2 

of the second order, one in fact only keeps terms up to k IM2. 

It is difficult, however, to examine the neglected terms if we 

start with the expanded potential at the .very beginning. In 

this Chapter we proceed to show that equation {I-10) can be 

written in such a way that the main terms do not contain inte--

grals and are identical to those obtained in Wong's paper by 

expanding the potential to the k2/M2 terms, anQ. that the remain'-

ing terms are small and may be treiilted as corrections. The 

advantage of using the.integro ... differential equation is thus 

obvious: corrections could be taken into account if so desired, 

although it greatly increases the mathematical complexity, 

Having shown that the corrections are not too large, one may 

then proceed with the differential equation alone, 

For an arbitrary angular momentum state L, even. the 

25 

http:veloci.ty
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formal~sm becomes very complicated, to say nothing of the 

numerical part. We therefore. consider a particular case, the 

1 " S
0

, T=l state. The Schrodinger equation is of the form 

( v 2 + E) '¥ ( r) = J V ( r , r 1 
) '¥ ( r ' } dr ' 

....... -~ ,.,, ~· 
(II ... 1) 

In our system of units, fl.=c=M=l, To avoid confusion we do 

not yet put the energy E, a c-nUinber, as k2. We recall that 
"' 

V(£,~') consists of terms like f.(r)Q.~. 
l. l. l. 

and f. (r')Q.~ .• 
l. l. l. 

Let 

,,, (r) = ). US-"L"J" (r) 1} M 
o/ - w S"L"J" 

S"L"J" r . 
(II- 2) 

Then equation (II-1) becomes 

d 2uooo + Eu
000 

= r l 
i 

dr 2 
d_r 1dnr· L ~'U 0 

.<n } j.f .. o. ·~. ~s 'L •o<r.' > I 
S'L' ~ ooo. r . i l. l. ' 

r 

0 ) ( Q I) 1tf S 'L''O r 
(II-3) 

where the scalar product notation is temporarily confined to 

spin-space. We shall neglect the quadratic cr
1

•pcr
2

•p inter-
.,., -- tfi../ 

" action, and we are here only concerned with Oi =l and ~l ·~ ~ 

for which 

(say) . So 

U is an eigenfunction with ei.genvalues :\. 
IS'L'l l. 

= A. f. 
l. l. 

us' L 'O (r') 

r' 
('lJ ~oo (Qr) I~ I 1J ~ 'L'<?(nr•Y 

(II-4) 



Now consider 

qi.= 
J_ 

We expand 

1 

(27T) 3 

ik· (r'-r) \ 
e - ,.,., ,-;i".I = 41T l 

Therefore 

fl ;m 
fl I ,m I 

= (41T)2 l 
fl ,m 
£I ,ffi I 

"-, 27 

( II,-5) 

m'* m* m' 
y ( Q ) y ( Q ) y ' { Q I ) • {II -6) 

Sl'. k Sl r Sl r 

\' 2 f 2 qi = l ( 4 1T ) ( - ) Sl k 2 dk J. { k r) J0 

{ k r ' ) ym * { Q ) Ym { Q ) F · { k ) 
ifl,m 3 Sl Sl Sl r Sl r' ·i 

{ 21T) 

where we denote 

Hence 

G.{t)(r,r')::{-)£ {47T) 2 
J_ 

{21T)3 

- \' - l 
Sl, m 

G.{fl) {r,r') 
1 

(II-7) 

{II-8) 

{ II-9) 
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Inserting equations (II-4) and (II~9) in~o (II~3), and inte-

grating over d~r and d~r'' we get 

2 
d· uooo. J (o) + Eu = r l /.. . f .. ( r) ·· r • dr 'G. ( r, r ' ) u ( r' ) . 

dr2 ooo i 1 1 1 ooo 
(II-10) 

A 

The treatment fo:r f(r')Q.q>. is similar (f. will be inside the 
1 1 1 

integral now) , and hence. equation (II~lO) indicates at least 

the structure of .our equation. 

the T=l, 

Using the potential (I-10) the actual equation for 

1s -state is explicitly (we now write u for u ) 
0 000 

g2 f 
u"+Eu= -

2
s rr'dr'lj(s)G~o) (r,.r')u(r') 

g2 f + ; µ s r r ' dr ' 'lj ( s ) G i 0 ) ( r , r ' ) u ( r ' ). 

+ 
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+ 3g~ J rr'dr' ~(v) ~io)u(r') 

2 J gv (o) 
+ 2 rr'dr' ~{v)H2 u(r') 

rr'dr' ~(v) g ~0>u(r') 

(II-11) 

where 
-µi r -µ. r' 

11 e + e i 
~d (iJ= r rt' (II-12) 

(II-13a) 

G(o)(r,r')= .!_ Jk
2
dkj 0 (kr)j 0 (kr') 1 . , 

2 
7f 4 / k2+1 ( J k2+1 +1)2 

(II113c) 

fio) (r,r'}= 2 J k 2dkj (kr) j (kr') k 2 
- 0 0. 

7f 4 j k2+1 

(II-13d) 

f/~o) (r,r')= 2 J k 2dkjo (kr)jo (kr ') J<
2 , . 

7f 4 /k2+1 c I k 2+1 +l) 2 

(II-13e) 
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and H(o) (r,r')= 2 J 
2 1T 

k 2dkj (kr) j (kr ') k4 
0 0 .,.........,,..........,.........._...~--~--......,..~ 

4 j k2.+1 ( j ki+l, +l), 2 

(II-13£) 

We also define 

B(o) (r,r')= 2 J 
1 1T 

k 2dkj 0 (kr)j 0 (kr'>~~l~~~------·· 
I k'2.+1 c I k 2+1 +1) 

(II-13g) 

We observe that we can write 

f io) = 
G (o) _. 2G (o) .... 1 o ( r-r') , 

0 1 2rr' 
(II-14a) 

{j io) = G(o)+ 
1 1/2 B (o) 

1 ' 
(II-.14b) · 

and 

H (o) = 2G(o) + fio) - 1 o (r ... r'). 
2 1. 2ITT'· 

Therefore we only have to consider Gi~:>), G~o) and B{0 ) • 

These. are . all of the . type 

(II-15) 

with a.=O, 1, and 2. This integral can .be manipulated and re-

writt~n as 

J 
00 f -y I r--r ' I 

I (ex):;:: _l_ dy y·'2l"' Re(l+.i.Jy2-l)a. e 
o 1T rr ' : l j y'J,-l "' 

...., -y-.Cr+r')] 
(II:-16) 
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In term of this integral I we have 
0 

r {-YI r-r' I , -y(r+r'J] G(o)= I
0 

(0) 
= 1 d~. 1 - e -.e 

4 47Trr' 
f;,-1· 

l (II-17a) 

G(o)= I (2) Fm 2 
2 - 0 = 1 1 (2-y ) ' 

4 47T rr' "'A· 
y 

and f 
· -y I r-l;'' J -y (r+r ')] 
e -.e j (.II-l 7b) 

{ 

-y I r-r' I .. -y ( r+r ') J 
1 e ... e 

2 y 

(II "717c) 

We now define a ?\:-function by 

with 

c = 
0 

1 
7T 

8 
37T 

(II.,18) 

(II-19) 

Some properties and evaluation of these functions are dis-

cussed in Appendix A. For our present purpose, suffice it to 

say tha~ the /t:.-functions are rapidly decaying functions.- A 

few of these functions are sketched in Fig. II-1. 

Returning to tqe Green's functions in our integro-

differential equation, we see that now they can be expressed 

I 
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in terms of the ..l-functions. For example, 

G(o)_ 
1 - 1 

4Tirr' 

= 1 
4rr' 

{ 

-y I r ... r' I -y (r+r t) J 
e _e 

(II-20) 

Thus the integrals in equatio~ (II~ll) are of the form 

and 

J
oo dr I vu (r I) [ ±~(r+r I) + x:.N (I r-r I I)] ,Ni .even 

(rr') P 
o (II-2la) 

f 

00 dr' 

(rr') P 
. 0 

yu (r') [- (r+r') }(N (r+r 1 ) +I r-r' I JC N( I r-r' I)] , 

N odd. 

(II-2 lb) 

Let us .consider equation (II-2la). With an obvious change of 

variables, equation (II-2la) can be written as 

0 

{ 

.1 u (x-r) 

dx AN (x) _..,,..__,...._l ___ u (r ... x) .[ e _µrr + 
2p p 

r ( 1- : ) 

dx X.,N (x) ___ 1 ___ u(r+x) [e-:r + 

r 
2p (1+ ~)p 

r 

e-µ (x+r)] 

r(l+ 2!) 
r 



where_ 

and 

-µr 
= e 1 
-r r2P 

+o 
p~l 

+ [28 (r-X) J U( I :r:-~IJ 
' p 

(1- ~) 

-1/2 if r~o 

+1/2 if J> 0 
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( 
-µX) 

u(r+x) l+ ~ 

l+ ~ -r 

µXJ} 
2s (r-1') :~r~1'),e 

;r (II-22) 

{II-23) 

2µr 2µr; 
S(f) (1-e ) + l/2(l+e · ) • (II~24) 

We also define the following quanti tie.s: 

u (p) ( r, x) :: -
± 

1 

( l+ ~)p 

U (r+l') ( l+- _e-•: ) 

l+ ...... 
r 

p+o µx 
+ [2S(r-,x)] -1 uClr-,xl> (l+ 2S(r-x)8(~-x}e )' 

1- -

u' (p) {r x) -
- ' ± 

II (p) ( ) u ± r,x -

X_)P (1-
r 

u (p) E-r ,x) 
± 

I (p) 
u ± -x2 

r 

_ (II..,.25) 

... 4u (r) , _(II .... 26) 

[ y-1 d2 (YlJ,) + iu ]· 
dr2 dr2 

(II:-27) 
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where as before Y stands for the Yukawa function, and 
00 

j (p) (r)::: 
N± L KN(X) u<:>cr,x) dX 

00 j. (p) 

L ~(X) u' (p) (r,x) (r):: dX N even 
N± ± 

(II-2 e> 

For N odd,, x X,N replaces ~ in equation (II"1'28). Using the 

properties of the ?V-functions as wel·l as the definitions 

above., we can write down 

J (p) (r) 
N± = j' (:~>) (r) + 2u(rJ. 

= j"J~> (r) + ~ [u" + Y-l d
2 (yu)] 

N+2 dr2 . 

(II-29) 

, N even 

= f' (p) (r) + 3 (N+2J [ u"+Y-l d2 (Yu).] , N odd. 
d N± (N+3) dr2 

(II "30) 

We are now in a position to separate the integral$ in the 

right-hand side of equation (Il-11) into two parts'. one with-

out integrals and one with integrals which are relatively 

small. Thus for instance, 

f rr ' dr ' yu ( r ' ) G i 0 ) = l/ 4 f dr ' ~ u ( r ' ) [ A:!, ( I r~r ' I ) - !
0 

( r+r ' ) 1 

-µr 
= 1/4 7 j~~) (r) 
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-µr 

j'~~) (r)] = 1/4 .e [2u+ --r 
-µr 

~ (o) -1 = 1/4 e [2u+ "
0

_ +l/2[u"+Y (Yu)"] 
r 

= 1/2 [cY+ Y") u+ ~ + Yu"] +1/4 Y J"(o) (II"":"31) 
4 2 2 o-

Similarly all the other terms in the right~hand side of · 

equation (II-11) can be written in this way. One remark is 

in order at this point; There are some inhe,rent an¢>i9,'Ui ties . 

due to the. fact that we set A,2=£' 2 • This means fo;rr. $6rrie ;Fi (k2 ) we 

can.write it alternately as k 12 Fi(k2 ),, and the result'will of 

course be different. So far we have not e,xplored the·latter 

alternatiye. This situation occurs for 9io) and HJ0 >; but 

the latter can be expresseq in terms of th~ former., Therefore 

for the original term which contains ,k4in Fi(k2}, we take the 

average of the.two terms with .k 12 Fi(k2 ) and F(k2 ) respectively. 

For integra],.s involving these quantities, we also take the· 

local limit, since otherwise they lead to highly singular terms 

near the origin. The resulting equation can then be written as 

u"+k2u= {-g2 
(1-, ~ - x~ ) Y (s) ... g~x~ Y (7T) +g2 (1- x~) Y (v) 1 u 

s 4 32 4 v. ~ 

- {g: (1- x2 x4 ) 2 2 2 ( v. 2 4 s - ~ (Y (S-}u) '' + g.JrX7T (Y (7T) u) ''+gv 3,.. .-v + :__
1

v
6

) 
8 16 --rg- 4 8 ~ 

(Y (v) u) ·-J 

{ 

2 2 4 2x2 
- g: (1- x~ - :~ ) Y(s)+ g~~7T Y(7T)+ 
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+ g~x~ Y(s) 4"(o) (s)- ~~x~ Y(s) ef11 J~) (s)+ g~x: Y(s) 
-4- 0 o- -8- 0 32 

2 2 (o) 2 2 
- <JvXv Y(v} l" (v) + gvxv Y(v) 

8 0 o- ---8-

xt Y (v) [3/2 j" ~~) (v) ~ 

j"~~) (v) 

i"~~) (v)] - 2 2 j (o) 
g ~ Xrr y (Tr) "o- (Tr) • 

(II-.32) 

Here x. has the numerical value of µ .• 
l. 1 

integrals defined in equation (II'!""28) • 

The J'$ are those 

Without these~ . equa-

tion (II-~2) is the Schrodinger equati0n with a velocity- . 

. h ( 2(' 2 dependent potential of t e usual type V = v
0 

r)+ p w r) tw{r) p , 
/ 

here w(r) ,being sums of Yukawa function13. The integral p~rt 

is relatively small compared with, the.rest. In fact, if we 

take g; = g;, and xs= xv, they cancel out to a.1.arge ext~.mt, 

with only the terms 

~II { 0) ( S) - g;x; y (Tr) j II ( 0) ( 7T) 
tf o- ---a- o-

left. The first term has its origin in the central part of 

the original, complete potential. It is interesting to com-

pare this result with the recent work of Green and Sha~ma 

(1965). In.their velocity-dependent potential, by setting 

the coupling constants and mass.es of the scalar and vector 

mesons to be equal, th,ey find that only the·central part con-:-

tributes to velocity'!""qependence. In our case we have seen 
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that only the central part contributes to the non-locality if 

2 2 
we take g 8 = gv and xs = xv. The magnitude of. the integral 

part in equation (II':32) ·of course depends on r: these terms 

are expected to become larger at smaller r. Wit}l a given set, 

of potential parameters, we can get-the zeroth order wave· 

function by ignoring the integrals in equation (II-32) . This 

wave function is then used .to evaluate the integrals. These 

rough estimates show th~t they are one-seventh of those terms 

above the.dotted line in equation (II-32) at a distance of 

one nucleon Compton wavelength and at an energy E =27 Mev. cm 

They drop to about one-twentieth at about 2F. 

B. The Differential Equation: In the. last section we have. 

shown how to write the 1 s
0
-state Schrodinger equation con

sisting _of .derivatives and integral parts. The whole formal-

ism can be extended to states of arbitrary angular momentum L. 

Since we are doing a three-meson model calculation only-, we 

do not think it warrants such a tedious matheI'(latical complica-

tion. Instead 1 we shall 

k2 . 
form expanded in, 2 , i.e. 

M 

use David Wong's potential in the 

we use the local but velocity-, 

dependent form. While we have seen that the higher 9rder 

correction is not particularly small at small distance. (less 

than a nucleon Compton wavelength) of separation between two. 

nucleons, we adopt a sort of phenomenological view point by 

fitting the.local and velocity~dependent potential to experi-

mental data. This velocity-dependent potential will ne~er-

theless be of interest as it differs frem, the usual A. M. Green 



38 

type velocity .... qependent pot~!1-tial in that, the radial functi~ns, 

are Yukawas, qnd th:at the tensor-and spin ... orbit interact;.ions 

are also velocity-dependent~ 

where 

and 

Let us write the total potential in. the fc;:>J;:m 
2 

v total=V+VT5 12+VLs~·~/P [W+WT8 12+WL9!:/'!l 

V=V +V o. • o 
C 0,,.11 ¥<' 2 I 

(II-33) 

We sh~ll also write v1~VL-3V0 , v3=v~+V0 and similarly for 

w1 anc;l w
3

• We ·have not put in the. Ti ·T 
2 

e~plicitly,, .but we 

shall write down· separate potentials . (with j;.
1 

·12 properly 

ta~en iJflto account) for the T=O and the T=l states~ Let us· 

consider the triplet case, as the.single~ case can also.be 

readily obtained from the former. We e~pand the total wave 

function 

The two-body Schrodinger equation is then (in u,ni,ti:;. of 

1l=M=C==l) -

M 
+ V l S UJL ru + V 

T L 1~ -r- 6 JLl LS 

M 

~ Jil 



+ (- d2 "'2 
) W3 I UJL 1i 

M 
1 r + L 
r dr2 ""2 - JLJ.. r r 

M 
d2 "2 

) WT I + (- 1 r + L· 812 
UJL 'I JLl r--·-2 2 -r dr r 

2 "2 u ~M + (- 1 d r + ·L ) WL8 I £·~ JL 
r dr2 ~ L r JLl , 

2 ' ~2 u 
+ w~/ - ! ~ r + ~ ) I 2!! 

3\ r dr2 r2 L r. 

·+ w 8 (- 1 a2 r + i}) I UJL 
T l? r dr2 

~ 

2 L r r 

M 

11 JLl. 

'If ;Ll 

(- a2 r + "2 M 
+ w L·8 1 L JI UJL 1tt JLl L8w'-' r dr2 2 -r r 

= E I 
L - r 

M 

1-tJLl 
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(IJ;-34) 

Premultiplying by '7J*M on both sides and. integrating over. ' J JLl 
the solid angle an, 

M 

'U.* 8 12 (J JLl 

M 
'l_h a,n UJL 1 

-a JL'l -~-



r 

+ 1 W L (L+l) 
-.- LS 2 
r 

I 
M M 

I * L·S · dn 
LI ~ JLl N-' ,.,.., ~ JL I 1 . 

UJL' - r 

l J "U,, * M L. S U M dn 
L I tJ JL 1 ""' ~ d JL I 1 

UJL' - r 

'li*M 812 (- 1 d2 r + £2 ) l .!. uJL' 'l,.{,M 
-6 JLl r dr2 r2 LI r -, J 'Ll 

40 

(-
M 

1 d 2 r + £ 2 ) l 1 u JL ' 'Lit 
r dr2 r2 L' r 1 J,'Ll 

= E UJL (II-35) --r 

We now make use of the matrix elements 



6/J(J+l} 
(2J+l) 

( ~ j M I L • s I u M ) = 1 [ J ( J + l) - L ( L+ 1 ) - 2 ] • 
0 JLl ,.,., ,..; d JLl 2 
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and write equation (II~35) for L=J-1, L=J+l and L=J separately. 

For L=J-1, we get 

II [ 

uJ,J-1 
{1+2W3 ) + 4(J-l) W - 2(J-l)W ] 

T . LS 
(2J+l} 

u' [- 2W' + 4(J-l) W' - 2(J-l)W' ] 
+ JtJ~l 3 (2J+l} T LS 

+ UJ ,J-1 [J (J-1) (1+2W3) + V - 2 (J-1) VT+ (J-l)VLS-W3" 
2 3 (2J+l) 

r 

- 4 (J~l) 2 J WT + 2J(Jr-l) 2WLS + 2 (J-1) WT"-(J-1).WL"s.] 
(2J+l) .f 2 . ~2 (2J+l) 

· r r 

+u;,J+l [- 121J(J+l) wT] +u~,J+l[...:12IJ(J-:+-l) w.r] 
(2J+lJ 2J+r · 

+uJ,J+l [61J(J+l) 
(2J+l) 

V - 61J (J+l) W" + 12 (J2+J+l) IJ (J+l) WT
2

] 
T (2J+l) T (2J+1) 

r 

(II-36) 
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where we have now written E=k2 • The Schroainger equation for 

L-=J+l is 

u; ,J+l [-(1+2W3) + 4 (J+2) WT + 2 (.J+2)WLSJ 
(2J+l) 

+u.J ,J+l (-2w• + 4 (J+2) Wt# + 2 (J+2) WL's) 
s (2J+l) T 

+uJ,J+l [ (J+l) (J+2) (1+2W) +V - 2 (J+2 ) VT - (J+2) VL
8

-w
3
11 

. 2 3 "-(2J-+:d. 
r 

- 4(J+l) (J.+2) 2WT 2 J - 2{J+l)JJ+2) WLS+ 2(J+2) W"+(J+2)W 11 

r
2. r . (2J+l) T . . LS 

( 2J+l) 

u" ( ] u' + J,J-1. - 12/J(J+l) WT + J,J-1 
(2J+l) 

[ - 121J (J+l) WT] 
(2Jj-l) 

+UJ ,J-1 [6/J (J+l.), V - 6/J (J+l) 
(2J+l) T (2J+l) 

W" + 
T 

12(J2+J+l)IJ(J+l) 
(2J+l) 

We note that equations (II-36) and (II-37) are coupled because 

of the tensor force. For L=J, the equation is uncoupled: 

+uJ,J [J(J,t-1)~~+2W3 ) + v3+ 2VT- VLS - w3 

+ 4J (J+l) W'r + W" 
2 LS 
r 

= k2 u J,J. 

- 2J (J+l) 
2 

- 2W 11 

T 

WLS] 

(II-38) 
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To get the equation for the singlet ca~e,,we only· have to 

change v
3 

into v
1

, w
3 

into w
1

,,and set all quantities with 

subscripts T and LS to be zero in equatio~ (II-38) • 

David Wong's potential is, using three representa-

tive mesons, 

S=O, T=l 

v1= -g~Y(s){l-.?C~ - x~)- g~x~ Y(1T) + g~y(v) (1~ x~), 
4 3! -4- 32 

All other V's and W's = O (II-39) 

$=0, T=O 

V= 
2 

( 1-
x2 x4 ) 3g2 x2 

y ( 1T) +g;,Y~v)( x4 ) -gsY(~) s - s + 1T 1T 1- ~ I 1 4 32 16 .3"2"" . 

W1= 
g 2Y (v) 

( 1-
x2 x4 ) 3g2 x2 

y < 1T) 
g 2Y (v) ( x2 x4) s. ' s - s - 1T 1T + v 3- ..::!.. + ~ ' 

4 8 16. 16 4 8 16 

All .other V's and W;s· = O (II-40) 

S=l, T=O' 
. '2 4 ) 

2 X+ XV I 

'3 v 32 

w = g!Y (s) (l- llx~ + x! ) + g;x; y (1T) + g~Y (v) ( 3 - llx~ ~ .. ·!
6 

) 
3 4 24 16 -yr 4 ~ f.O 
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2 

( ~ + x;) + 
2 

w = g
8

Y(s) 3x8 + g1TY(1T) 
( 3 + 3x1T + x;) T 96 -- 16 2 -r r 

r r 

2 

c~ + 3:v + x; ) ' + gvY (v) (II-41) 
96 

2 2 2 2 
w = g

8
Y(s) 

( 12 + x~) ( 3- x~ ) 
+ gvY (v) (-? + x~ ) ( s+ x; )· LS 16- l6 

r 

S=l, T=l 

V3= -g~Y (s) ( 1- +g~Y(\7) .(1+ 2 x
2 

+ x!J, 
3 v 32 

g
2
Y(s) (l llx

2 
x

4 
). g

2
x

2 
+ gv

2
Y (v.) ( llx

2 
x

4 
J.. w 3= .s __ . - s + s . - 1T 1T y ( 1T) 3- v v 

4 24 16 ~ 4 """""24 - ~-,. 

(II-42) 
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Here as before, Y(i)= _e~~ and. x. = µi = µ. numerically. 
i M i r 

The pion is of course isovector. We have in mind the scalar 

meson to be something like the wABCand therefore it is assumed 

to be isoscalar. For the model vector meson, it is really.a 

combination of the w, p and ~ and, so it does not have definite 

quantum number T. We have written it as if it has T=O, but if 

necessary, we shall allow it to have different coupling con-

stants for different isospin states. 

c. Phase Shift Analysis: In the singlet case, the 

Schroainger eq~ation is just a. single equation and the.phase 

shift is determined by the asymptotic behaviour of the wave 

function. In particular, 

t 0 = kj i (ka) -w n. j Jl (ka) 
an Jl "' (II-43) 

kn/ (ka) -w n . (ka) 
Jl 9., Jl 

where differentiation is carried out with respectto the 

argument kr, and a is some point in the asymptotic region. 

w is the logarithmic derivatives of the radial wave. function. 
Jl 

at point a and is obtained numerically~ 

The triplet case is more cQmplicated. We shall des-. 

cribe this in some details and indicate how the various,, 

formulae.are obtained. For a given J there a.re now three 

states, namely, those with L=J±l and L=J. The L=J state is 

uncoupled, so equation (Il-43) can still be used to find the 

phase shift. The two states L=J±l are couplea.- In tpe 

asymptotic region, however·, the potential is negligible and 
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they become uncoupled,·with the asymptotic form 

uJ,J-1-+ 
-i [kr- 1/2 (J-1) 1T] i[kr- 1/2 (J-1) 7T] 

A
1

e ... B e , 
1 

uJ,J+l-+ 
-i[kr- 1/2 (J+l) 7T] i[kr- 1/2 (J+l) 7T] 

A
2

e - B e 
2 

(II-44) 

The scattering matrix s is defined as 

B = SA (II-45) 

where 

and S is a 2x2 matrix which is unitary (conservation of 

probability) and symmetric (reciprocity). S can be diagonal-

ized by a unitary transformation U which, applied to equation 

(II-45} from the left, yields 

uB = (
510 

)uA 
0 82 

where 

(II-46) 

(II-47) 

and UA are the eigenvectors. The eigen-phase shifts oa and 

0 13 are defined by the eigenvalues of the s-matrix, 

e = s - 2 

and we now denote the corresponding eigenvectors by 

(II-48) 
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Since the 2x2 S-matrix is unitary, it follows, that o a and o f3 

are real. In addition, the S-matrix is symmetric, and. there-

fore it can be completely characterized by tpree ipdependent 

parameters. We already have o a and o S as two of, these, so U 

can now be expressed in terms of only one real numl;>er. Let 

us take 

u ( cosE: 

= -sin~ 
sine) 

COSE-

(II-49) 

E- is called the 'mixing parameter'~ From equatiops (II-48) 

and (II-49), 

(:::) = -

-io t~s~). (:::J 
-io 8 csin~) Aa:: 

a 
As= e = - e 

2i sin~ 21 cost ' 

(II-50) 

and from equations (II-46) and (II-50) , 

(Bl•)_ io 0 r~s £)- (la) io 13 ( -sine) B :: - - e Bs:: = -· e a 
B2 a 2i a--sin'- B213 cos 6' • 

• : ~ t . 

~··· .. 

(II-51) 

Thus there are two sets of· independent solµtiops of· the ff)rm 

of equation (II~44), one set with A1=A1 a., B1=Bla..' A2=A2 a. and 

B2=B2a which we shall call the a-solution, and the other set 

being the $-solution. Using the explicit expressions (II-50) 

and (lI-51) fc:>r A and B in equation (II-44) , we get 

sin [ kr,... (J-1) 1T + oa. J, 
2 

(II-52a) 

(II-52b) 

:. : •f;~, 
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(uJ,J-1)8-+ -sin~ sin [ kr- (J-1) 1T + o B] 
2· 

(II-53a) 

u 
sin [ kr- (J+~) TI + OB ] • ( J.,J+l) 8 -+ cosG (II-53b) 

Also, by means of (II-50) and (II_-51), it can easily be 

verified that 

tan o 
a 

tan c8 

= ReA1 + ReA2 tan~ 

ImA1 +1¥UA2 tan~ 

= ReA2 ~ReA1tan6 
ImA2 -rmA1 tane: 

(II-54a). 

(II-S4b) 

It may be remarked that-, although there appears to b~ 

four complex constants in equation (II--4;4) , expressions (II-50) 

and (II-51) show that ReA1= -ReB1 and ImA1= ImB1 , so that 

there are really only two independent complex numbers or four_ 

real constants. For practical purpose it is more convenient 

to use real constants and write the asymptotic wave function as 

(I!-55a) 

(II-55b) 

where A, B, A' and B' are real. Using the asymptotic forms 

for the spherical Bessel and Neumann functions and comparing 

equation (II-44) with (II-55), we find 

and 

Al = iA-B , 
2k 

A2 = iA'-B' 
2k 

(II-56a) 

(II-56b) 



Hence we may rewrite equation (II-54) as 

tan o 
a. 

tan cS 
13 

= - B+B'tan& 
A+A' tan(?-

= - B '+Btan~ 
A' -AtanE-
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(II-57a) 

(II-57b) 

The practical proc~dure of finding the phase shifts is as 

follows. We choose an arbitrary !$et of appropriate initial 

conditions and. solve the two coupled differential equations 

numerically. By taking two different points r 1 apd r 2 in the 

asymptotic region, we can determine the A, B, A' and B' in 

equation (II-55) for t.)1.e particular set of initial values we 

have used. Now, we choose another set of initial cenditions, 

d~stinct from the previous set, and again solve the two 

coupled equations numerically, thus similarly getting another 
r.J ,..../ ,.J ...J 

set of A, B, A' and B'. In view of equation (II-57), we have 
rJ ,.J 

B+B 'tan~ 
1t+X'•tan ~ 

= B+B 'tanE 
A+A 'tq.n te-

(II-58) 

,....., rJ ~ ,..., 
Since A, B, A', B', A, B, A' and B' a~e all known, we can 

find tan G . Equation (II-57) can then be used to determine 

tancS a and tano f3 • 

It may appear that equation (II-58) gives two va.lues 

for tan ~ , and one wonders which one to use in equation 

(II-57). We can write equation (II-58) as 

atan2
6 + btanG + c=O (II"."59) 

with 
l"V ,....., 

a - A'B' A'B I' 
,...,,. ,...,, ,-...,. ,....., 

b - A'B - A'B + AB' AB I' 
,..... ~ 

c - AB - AB. (II-60} 
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Now, instead of equation (II-58) which is obtain,ed by using 

equation (II-57a), we can also make use1 of equation (II ... 57b) 

and get 
rJ ~ 

- B'+B tan~ 
X'-1\ tane 

= - B '+B tan€
A' -A tan€ 

which would. yield 

c tan2G - b tane +a=O. (II-61) 

In order for equation (II-59) and (II-61) to be compatible, 

we must have c=-a. Then the roots of the quadratic equation 

(II-59) satisfy 

= :c = -1 (II-62a) -a 
Or we have 

+ 1T 

2 
if E-2 <O 

(II-62b) 

restricting to the principal values of the inverse tangent. 

Incidentally, we note that equation (II-62a) also serves as a 

useful check in numerical work. Therefore although there are 

two values of tan E , there is only one set of tano a. and tano 8 , 

as equation (II-57) is invariant under the exchange of-

G -+ ~ ± 1T which merely amounts to relabelling tla.nd S • The 
2 

ambiguity of calling which one a. and which one S may be 

resolved by the following convention. Although in general the 

states L=J± 1 are no.t ei.genstates of the scattering matrix, in 

the limit of. zero bombarding energy the difference betw~en tne 

centrifugal barrier effects for these two states is so pro'"". 

nounced that they become eigenstates. Equations (II-52) and 



(II-53) imply that 6 becomes either zero or 'IT~ These two 
:2" 
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values are also consistent with equatiqn (II-~2) • We choose 

Lt t3 
E+O 

0 
(II-63) 

Thus, in the zero-energy limit, the a-wave is essentially 

L=J-1, and the 8-wave is essenti~1ly L=J+l. It is incorrect, 

however, te think of o~J) and o~J) as the phase shifts for 

the stat~ L=J-1 and L=J+l, respectively. Nevertheless it is 

a common practice to denote, for example, o(2) and o( 2 ) 
a 8 

respectively as o(3p) and o(3F). 
2 2 

Our S-matrix so far is characterized by the so-called . 

Blatt-Biedenharn phase shifts cS , cSa and mixing parameterE . 
0\ µ 

Another set of parameters are the bar parameters, 6a and 68 . 

The convection between these two sets are given by (Stapp et al 

1957) 

and 

sin 2€ = (sin 2E) [sin(oa-0 8)], 

sin (6a -68 ) = tan ,2 E. 
tan ,2€ 

o +o = o +o . 
a 8 a 8 

(II~64) 

We note that the two sets of -€ , o a and. 08 give the same set 

of E, 80. and 68 . For the L=J case as well as the exceptional 

3P -state, the nuclear bar phases are the same as the corres-o . 

ponding Blatt and Biedenharn phases. 



D. Numerical Details and Results: To get the ,phase para

meters, the .Schrodinger equation. must first be ,solved 
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numerically. For the singlet states and the uncoupled trip

let L=J states, the equation has the structure 

a(r)u"+b(r)u'+c(r)u~O. (II-65) 

The singlet case presents no problem. For the triplet L=J 

case, a(r) will in general vanish at a certain point r=r
0

, 

the precise location of which depends on the potential para-

meters used. This is to be compared with A. M. Green's 

velocity-dependent potential. In his case a(r)=(l+2w) is 

always positive. The nature of our singular;it;f may be,ascer

tained as follows. Let a(r
0

)=0 and r-r
0
=x. Since the, 

functions a(r), b(r) and c(r) are Yukawas or derivatives of

Yukawas, near x=Q equation (II-65) has the .form 

a 1xu"+b u'+c u=O 
0 0 

where a1 , b
0 

and c
0 

are constants. Let 

a+n 
u= \' d x 

l n n 

(II-66) 

'(II-67) 

Substituting equation (II-67) into (II-66), and equating the, 

coefficients of the lowest terI1l in x, one gets.the indicial 

equation 

(II9768) 

or the two roots are 

a =O and a = (1- b o ) = ( 1- b I \ 
1 2 a ar x=d· 

l 
n n 

The last step follows since a=Ianx and b=Ibnx • The solution 
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corresponding to cr 1 is a regular solution at x=Q. If .cr
2

>o, 

then this second solution is also regul~r. If a ~o then 2 , 

this second solution is irregular. If cr
2

::;:;0, we then have .two 

equal roots to the ,indicial equation (II-6P) and so the 

second solution has a logarithmic singularity at x=O~ With 

our potential 

cr 2 - 0 

and thus we have a logarithmic singularity. For instance,. 

for the 3P 
1 

state 

a= -l-2w-4w +2w T · LS 

b= -2w'-4w'+2w' T. · LS 

and therefore 

£ = 1. 
a' 

With the potential parameters we shall use, this point r=r0 

occurs at about .19F for the 3p and 3F states, .whereas fot 
1 1 

the 
3o2 and 

3
G4 states this occur' at r 0 =,11F. 

For the coupled triplet states we have the.structures 

a(r)u~' +b(r)u' +c(r)q +d(r)ul' 
J,J+l J,J+l- J,J+l J,J-1 

+£(r)u' +f(r)u =O, 
J,J-1 J,J-1 

(II,69a) 

and 

p(r)u" +q(r)u' +s(r)u +t(rlu" 
J,J+l J,J+l J,J+l- J,J-1 

+u(r)u' +v(r)u . =O. 
J,J-1 J,J.:.l 

(II-69b) 

We reduce this set of two second-order ditferential equations 



into a system of four first~order ones. Let 

and 

u 
1

::Y(l}, 
J,J+ . 

u' =Y'(l)::Y(2)::Z(l} J,J+l I 

u~. =Y~(l}::Z(2) J,J+l . . I 

uJ,J-l::Y(3), 

U ~I J-l;:::y ' ( 3) = Y ( 4) = Z ( 3) f 

u" =Y"(3}=Z(4) J,J-1 - • 

We then have 

z ( l} =Y (2} I 

Z (2) = l · [ (ct-ds) Y (1) + (bt-dg) Y (2) 
(d~-at) 

+(ft-dv}Y{3)+(et-du)Y(4)], 

z ( 3) =Y ( 4) I 

Z(4)= 1 [(cp-as)Y(l)+(bp-aq)Y(2} 
(at-~} 

+(fp-av)Y(3)+(ep-au)Y(4)]. 
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(IJ;-70} 

(II-7la) 

(II ~7lb) 

(II-7lc) 

(Il-7ld) 

Again, in general (dp-at) will vanish at a certain point r=r
0

• 

We use the Runge~Kutta-Gill met4od to solve the 

differential equations. For computational conyenience, we 

put in a mathematical harCl. core at r:;:::rc, and start our.outward 

integration at this point. We choose the wave functio~ to 

vanish at r=rc but allow it to ha,ve arbitrary slope, ,which is 

immaterial for phse shift analysis. With respect to the 

singular point r=r0 , this solution will in general be a mix

ture of regular and irregular solution. Fortunately the· 

singularity does not seem to be too serious, since the results 

are not sensitive to mesh size 'V(variatioJ?. around 'V~.OlF, say). 
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We cannot, of course, reduce the mesh indefinitely. One 

reason,why the singularity is not serious is perh~J?S bec~use 

logarithmic divergence is relatively weak and therefore the, 

singular admixture in our solution remains finite and small 

unless we get really close to t~e singular point. Another 

reason may be seen if we note that the singular point r
0 

occurs at small distance (never further .. out than • 49F) • In 

thi$ region, .. the wave f\:mo\tion . is still very small .. and cer-

tainly much smaller than that in the asymptotic region.· 

Tht+s a little change in the,wave function in this innermost 

region due to a change in mesh will be covered,up.in the 

asymptotic region, thus producing no difference in the phase 

shifts. For nuclear matter c~lcul,ation, we are confronted 

with a bound state problem; the magnitude of the wave function 

at large distance is not bigger.than that .in the inside 

region. Actual computation indicates again, however, that 

even here ·.the difference in wave function due to change in 

mesh is tolerable, and the situation is further helped by 

noting that the interesti~g quantity, the G-matrix, is 

G - J ( cp - iJJ) cp dr 

where 1jJ is the actual wave function, and cf> is th~ unpe,rtprbed 
: l 

wave function. For S-state, . cp is just a s.\ne wave •. For most 

collis.ion momenta, sin (kr) is quite sma.J,l for small r, and 

thus essentially (cp-lji) is red~ced greatly anO. the integranQ. 

in this region where the singula,rity occurs has only small 

contribution to the G-matrix. 

http:covered,up.in
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The singularity is unphysical. It arises because we 

have expanded the potential, resulting in a particular type 

of velocity-dependence. All mesons, incl~ding the,pion, 

contribute to it. Thus the velocity-dependence is not necessar-

ily weak or extreroely short-ranged. 

Otherwise the numerical procedure is straight forward. 

We only wish to make two.practical comments. We have already 

mentioned in connection with equation (II-55) that, in order 

to determine A, B, A', and B' we need the asymptotic solu-

tions at two. c'i.i~ferent points r 1 and r
2

• In principle tll.ese 

can be any two points in the asymptotic,region, but in,prac

tice it may be advisable to cll.oose r 1 and r
2 

to be approxi

mately one quarter.of a wavelength apart. We also wish to 

emphasize that by the asymptotic region we mean the region 

where V(r) <<k2 . Therefore for very low-~nergy scattel;:'ing, we 

have to go out very far for the,·af;ymptotic region •. 

We first fit the T=l states. The calculate.a phases 

are compared with those from Yale or Liverm.ore analysis, and 

the potential parameters are then adjusted accordingly for 

tpe.next run on the ,computer. We fix the pion mass tq be 
2 

.147 nucleon mass, g to be 14.0 and the.vector meson mass 
Tr ' 

to be .80~5 nucleon mass as predetermined~ The T::::;O st.ates 

are subsequently investigated. Surprisingly; the parameter 

values given by Bryan, Dismukes and Ramsay (1963) actually 

almost give a best over-all fit, except that the singlet1 P1 -

phase is not even qualitatively correct. The vector,meson, 

http:quarter.of
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supposedly a mixture of w and p meson, acts as an isoscalar 

particle. To get any reasonable behaviour f~r the singlet 

1P h i't . l' 
1
-p ase, is necessary to ~f?e a vector mesol_l coup ing 

constant mor~ than twice as large a~ that for the other 

states. This is perhaps a reflection of the fact that we. 

have an oversimplified model, that in reality there are more 

mesons. Anyway our necessity of using different g 2 for the . v 

singlet-odd states may be regarded as a phenomenology. 

Furthermore, with· the. above potential: parameters, al though 

the high energy region for the singlet-even stat~s are fairly 

well reproduc~d, low-energy scattering data such as the 

scattering length and effective range are not too good. 

Thereforewe again adjusted the scalar meson parameters 

slightly for these states. The final potential parameters 

are shown in Table II-1. We have set a hard-core at r=r =.074F. 
c 

This is a device partly to cut off.the singularity at the 

origin, and partly for convenience in using the reference 

spectrum method in a nuclear: matter calculatioi:i., The $-states 

are sensitive to r
0 

and in this sense r
0 

is an extra parameter. 

All the other states are not sensitive to re, in view ot its 

smallness. The various calculated phase parameters are 

sketched in Fig. II-2 to Fig. II-15. 

Certainly one cannot claim this is the be~t fit or a 

unique fit. If we have chosen the vector meson mass to be 

1. 051 nucleon mass, which. is approximately equal to C. Wong's .. 

-1. 2 2 . 
value of µv=SF , then gs=3.02,µs=.40; gv=42.24 and rc=·.os2P 

http:gv=42.24
http:gs=3.02,�s=.40


will give almost a perfect fit to the 1 s0~ and 1n
2
-states. 

The fit to other states are rather poor. ·It is found that 
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also in this case the singlet odd.states need a much stronger 

g2 than other states. v 



µ 1T 
2 

g1T 

µv 
2 

gv 

µs 
2 

gs 

POTENTIAL PARAMETERS 

TABLE II-1 

Singlet Even Singlet Odd Triplet Even 

.147 .. 147 .147 

l4.0 14.0 14.0 

. 8085 . 8085 .8085 

34.0 74.0 34.0 
I 

.598 .588 .58~ 

15.3 15.4 15.4 

All states have r = .074F. 
c 
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Triplet Odd 

.147 

14.0 

.8085 

34.0 

.588 

15.4; 

µ i~ units of reciproc~l nucleon Compt0n wavelength. 



CHAPTER III 

NUCLEAR MATTER CALCULATION 

A. Brueckn~r Theoryt Nuc~ear matter is a hypothetical 

infinite medium of, equal number of protons and neutrons. 

For such .a medium, Coulomb force must of cou~se be omitted, 

and we assume that the two-body interaction v .. to be of a . 1J 

purely nuclear nature. The simpl~city of nuclear matter,is· 

that it has uniform density, and it has no surface effect. 

The nearest realization of such a hypothetical medium.is 

perhaps the interior of a heavy nucleus. The study of nuclear 

matter is the firs.:E·· step towards an .understanding of a ma:r;iy-

body treat.ment of actual finite.nuclei. 

To calculate the interaction energy, one may wish to. 

use the perturbation t.heory. The nucleon-nucleon inte}raction 

is known to be very strong and in fact, is usually taken to 

consist of an infinite repulsive core in some phenomenolo-

gical potential models. Thus the matrix elements of t~e 

potential become infinite and pe~turbation method seems 

meaningless an<;l inapplicable. If the range of the strong. 

interaction is small, however, the interaction energy will 

also be small. This suggests tl).at a suitably modified per

turbation approach may nevertheless still be usefu1~ This is 

done by the so-called vertex modification, or expressed more 

60 
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plainly, by defining a new interaction G in terms of the 

original v: 

~ v 1 + ~-"- --- + ~~----~~ + - - -- --- v 
---- -

Each of the terms on the right-hand side is very large or 

divergent, but their sum may be quite small. 

In an infinite mediUll1 of fermions, all the levels up 

to the Fermi momentum kp are occupied in the ground state. 

Therefore, when two nucleons. scatter against each other, they 

are excit~d to states k>kp only, leaving two.holes inside the 

Fermi sea. We reserve.the name particles for those.nucleons 

with k>kF, and holes for those with k<kF. Diagrarnatically, 

particles are represented by a solid line with an arrow 

pointing upwards (particles propagate forward in time + ) , and 

a hole by a solid line with an arrow pointing downwards (holes 

pr9pagate backward in time + ) . 
Brueckner's theory of nuclear matter consists of 

selective summation of certain terms in the l?erturl;>ation 

series. Precisely, the tpeory. sums all diagrams with only two 

hole lines and allows the two excited partic:).es to inte,J:"ao~ 

any number of times with each other, i.e., it includes .. dia ... 

grams such as 

v 

o~o + + + ---- 0-0 
v 

http:partic:).es
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We have not drawn.any exchange diagrams explicitly, but they 

are understood to be included as well. Hole-hole scattering 

is not included because the phase space for such.interactions 

is more restricted. '!'he total energy of the system is then 

where 

E ~ l 
i<k - F 

(ilTJi) + 1/2 l 
i, j~kF. 

(ijJGJij)=(ijJvJij)- l 
m,n>kF 

(mnJGJij}. 

(ij jGJij-ji) J 

Some of the diagrams omitted.are, in the third-order: 

A--n 
\}__§ 

(a) (b) 

(III-1) 

(III-2) 

Diagrams of type (b) are called self-energy insertions and. 

may be taken into account, at least in a sort of average 

manner, by introducing the Hartree-Fock potential (moQifica-

tion of the prcwagator, T fj> c i) . Diagrams of class (a) form 

the so-called three-body cluster diagra~s, and recently Bethe 

(1965) has shown how to handle such diagrams up to all order. 

We shall neglect this class of diagr~s except that we shall 

follow Rajaraman's (1963) suggestion of appropriate adjustment . . . 
of the statistical weight of various states. On the other 

hand, we shall discuss t~e self~energy diagrams in some details 

later. 

The original Brueckner approach is to solve directly, 

the integral equation (III-2). This is rather ted,ious and 
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painful. Two computationally simpler methods, the sep~ration 

method and the reference spedt~um method,, have been developed. 

B. The Separation Method: Moszkowski and Scott (1960) have 

pointed out that, although the nucleon-nucleon.interaction is 

very strong, the repulsive part, which may be infinite, is 

actually cancelled out to a large extent by part of ,the 

attractive part of the potential. Ther~fore, effectively, 

only the weak tail part o;f the attraction is left and so even 

ordinary perturbation theory might be use9. 

Consider two nucleons colliding in vacuo (free space). 

Let ~F be the.wave function describing this situation of the 

two nucleons interacting with V, and cp be the unperturbed 

wave function (V=O). Schematically they are shown in Fig. l. 

Let us separate the 

v acting 

c d' 
Fig. 1 

potential into two parts 

= v ~I r~cl 

v acting 
s 

d 
Fig. 2 

,, 
/ 

/ 
/' -

' ' \ 
d 

Fd.g. 3 

We then see (Fig. 2 and Fig. 3) that, the effect of Vs alone 

is to distort the wave function at short distance, but causes 

no phase shift. Vt acting alone, on the other han~, does not 

distort the wave function at short distance but produces the 

same phase shift as the complete potential V. 
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Since v fl is weak and of. lo:n.g range, it causes scat.;.. 

tering mqinly into inside the Fermi sea, which is forbidden 

by the Pauli Principle. Thus vfl has. li ttJ_e effect on the 

wave function inside nuclear matter and, therefore, to a 

very good approximation, it may be assumeg 

N 
~ = wave function in nuclear matter 

s 
~ ~ , wave function for two-body scattering in 

vacuo with interaction Vs• 

The G-matrix has been defined.as 

(III-3) 

where Q is the Pauli operator to ensure all the.interJUediate 

states are projected outside the Fermi sea, and the index N 

refers to nuclear matter. We now define 

and 

GF = V - V .. 1 
s s s e 

0 

G~ = V .rl F 
"S S. S 

Gf , 
:s 

(IIl-4) 

(III-5) 

F where e
0 

is the propagator in free space, ris the,wave opera-

tor which converts the unperturbed wave function cp to the 

perturbed wave function ~s· It,ca:n. then be shown (Bhaduri 

1963) 

http:defined.as
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The separation distance d has been. so chosen that the local 

phase shift due to vs is zero, i.e. 

(III-7} 

That the phase shift· due to Vs is zero implies (k I G! I k) =O, 

since 

= 

It is clear that d will depend on k. Fqr high energy colli-

sion, the particles see more·r~puls.ion and therefore more of 
1 

the attractive, outer region is required to cancel the repul-

sion; hence a larger d is required. For the interesting 

range of k, however, it turns out that d varies o~~y slowly 

with k, and it is usually taken to be k-independent. 

The terms V Q, al)d V .eJLV R, form the first-order and 
e 

second-order Born approximation terms. The second-order Born· 

term is small due to the somehow mutually exclusiv~ effects 

of Q and VQ,• The term (QF-1} (e0 -eN} (n!-1} arises -because 
s 

energy-momentum relation in nuclear matter is differ~nt from 

that in vacuo, and is therefore called the,dispersion.correc-

tion term. The term (nF-l}e(Q~l} (nF-1) is referred to as the· 
s s 

Pauli correction term. The last two.terms in equation (III~~} 

are the interference terms between the short-range and the 

long-range parts of the potential. In vacuo, only the first 

tl:lree terms in (III-6) survive. It is clear now that the 

advantage of the separation method lies not on~y in its compu• 



tational simplicity, but also in its clarification of the 

individual.role played: by the.Pauli Principle and by the 

modified energy spectrum in nuclear matter. 

The dispersion term can be written as 

66 

(III-8} 

We can write 

Gkk (D) = l (2 9..+l) C tG{k (III-9) 
R, . 

where C is a statistical factor. For the singlet S · state 
R, 

C = 6 • For s-state, we have 
R, I6 

0 
Gkk ( D} .,..,. !2:_ 

,...,, . 2 
k 

(eo-eN) Jd ave 

0 

- 4'IT (eo-eN) Jd 
k2 ave 

0 

the notations being ~s{kr)= u(kr) 
kr 

To find the dispersion correction 

2 x dr 

and ~(~r)= sinkr. 
kr 

(III-10) 

to the average potential 

energy per particle, we multiply Gkk(p) by the probability 

of finding a pair of particles with relative momentum k, and 

integrate it over the Fermi sphere 

8 
;2 
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1 
If we assume a potential acting only in the s

0
-state, then 

Sc k 
3 

o F 
~ --2 24 

1f 

= 3 
16 

- 3 (e
0

-eN) D. 
16 ave · 

(III"'."11) 

where k
0 

is some average value of k. Moszkewski and Scott 

take 

(III-12) 

where 8U is th~ difference in the single-particle potential 

between an average excited state and an average state inside 

the Fermi sea. 

As already. m.tioned, the long-range part V R.. of the 

potential acting alope will produce the same phase shift as 

the whole potential. For two different nucleqn-~ucleon 

potentials giving the same phase shifts for two-~ody,scat

tering in vacuo, it is thus expected that their (klVilk) will 

not differ much. Hence, the difference in binding energy 

per particle in nuclear matter.calculation by using two differ-

ent potentials producing same phase shifts is mainly due to 

difference in the dispersion term 

8E ~ 8E ~ 3 (e0~e) 80=26 .258D 
D IT ave 

if 8U is taken to be 70.Mev. C. Wong (1965) obtained several 
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sets of potentials for the 1s -state and calculated various 
0 

I 

low-energy scattering data as well as nuclear matter proper-

ties. To compare with his three-meson static potential 

2 ·1 
model, we choose for our potential g =2.42,µ =.40-X:-.r" s s .'I· 

. 2 -1 
(reciprocal nucleon Compton wavelength), g =14.0,µ =.147~ N' 

1T 1T 
2 -1 

gv=42.24 and µv=l.0508~ • The vector meson mass is the 

same as c. Wong's, and we also use rc=.OOOlF. as the starting 

point for numerical integrations. The comparison is shown in 

Table III-1. The notations heire are as follows: a is the 

scattering length, r
0 

is the effective range, o the 1s -state 
0 

phase shifts, d the separation distance as defined.by. 

Mos zkowski and Scott, Vt= 41T. 
2

J. 00 

sin2 (k 
0 
r) v, R-( r) dr is the first 

ko d 
Born term of the long-range part of. the potential. We se.e 

that relative to c. Wong we have 

ll:IE0 ~ • 9 4Mev. 

We must note, however, that comparison in the 1s -state alone 
0 

may not be very conclusive be~ause of the dependence on re 

and thus the added arbitrariness. Also, all we have seen is 

that perhaps we shall get.more binding, but nothing is said 

of the saturation problem. Moreover, we have not considered 

the interference terms. 

c. The Reference Spec~rum Method: In the Moszkowski-Scott 
; 

separation method, a GF-matrix is defined 
s 

F F 
G = V -V 1 G8 s s s 

eo 
(III-4} 

http:defined.by
http:gv=42.24
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to be the G-matrix corresponding to the short-range part V 
s 

of the potential in free space. It is introduced as a first 

approximation to 

the actual G-matrix for the short-range part of interaction 

in nuclear matter. Here e without ai;iy superscript refers 

to the energy spectrum in nuclear matter. The separation 

distance d is so chosen that GF vanishes. Then the total s . 

G-matrix is made of the first Born approximation for vg,, and. 

several small correction terms. Bethe et al (1963) have 

developed·a further method called the r~ference spectrum, 

method 1 which imprpves the accuracy and also is simpler in 

the sense that it: does not require separation into short and 

long range parts, although this can easily be done if so 

des.ired. We shall briefly outline the underlying ideas; de-
'.l 

tailed derivation of various formulae is given in the. origin-

al paper by Bethe. et al. n 
N 

binding energy Although the contribution of Gs to t~e 

is small compared with that of. V, it is very important for i . 

the saturation problem owing to its strong dependence on the 

density. Therefore one-should try tq get as good an.approxi

mation to it as possible. BBP suggests that, instead of 

' GF ' N th f using s as a first approximat~on to Gs' one uses e re er-

ence matrix 

(III-13) 
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where eR is a reference spectrum. If eR is quadratic in 

momentum, then GR is quite easy to, calculate. Therefore we . s 

define the reference energy 

(III-14) 

Then 

eR = k 12 + 2A + P2 - H(k,P) 
Iii* m* . 

(III-15) 

where H is the starting energy. Parameters A and m* in the 

reference spectrum can be so chosen as to fit the energy 

region of most importance in the nuclear matter, calculation. 

If ·no separation is intended, then we can st~ll define 

(III-16) 

for the whole reaction matrix. Replacing GR by vnR, where 

nR i's the t t aG wave opera .. or, , we ge 

vnR = v-v 1 vnR (III-17) 
eR 

If we apply this to the unperturbed wave function ¢ we have 

(III-18) 

Or 

(III-19) 

This equation can be easily written in configuration space 

because of the quadratic momentwn.-aependence of eR. The 

resulting equation is 

2 2 R R 
{y -'ii ) ) =m*Vljl (III-20) 
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where 
2 2 

y _ P + m* [2A-H(k0 ,P)] (III-21) 

and 

I = ~~l/J (II:t:-22) 

is the wave defect. ~he reference m,atrix is given by 

CklGRlk
0

,P) = CklvJwR> 

:= J~(k,r)V.l/JR(k ,r)d T 
. '-o -

(IIJ:-23) 

The actual· reaction ma.trix.GN in nuclear matter is relat~d to 

GR by (BB~ appendix A) 

G·~=GR+GR+ ( 1 - Q ) GN 
eR e 

ZGR+GR+ ( 1 R - . ~ ) GR , 
e. 

or equivalently, 

(ko I GN I ko) ~ (ko I GR I ko) 

1 f d3k' f (k' I GRI ko) 12 { .....,.._1_ 
(2n) 3 eR(k') 

+ 

(III-24a) 

- Q (k ~)). 
e (k I) 

(I I l>-2 4p) 

D. on- and Off-energy Shell Propa<Jation,.,; Wa have mentioneci 

that, in addition to ladder diagrams,. the Brueckner theqry 

also attempts to take the third-order Slelf~nergy diagrams 

into account by using adjustable undefined single particle 

energy. We write the Hamiltonian 

http:ma.trix.GN
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U is some single particle potential yet to be specified. The 

single-particle energy new is T+U= E , and the interactien 

Hint is. 

In the Hartree-Fock theory, it is possible to define U in 

such a way that the partic+e (also hole) self..,.energy is ex ..... 

actly cancelled by the corresponding inSertio~ of the single-

particle potential U, i.e. 

r--{) + ·~ = ~-·- --~ 
in all. orders. Our aim here is to cancel self-energy diagrams 

in the third-order in the G-interaction: 

~m + = 
b ij(b) 

and 

= 
n O(n) 
--~-~ ~+ 

In other words, we would like.to define the single particle 

pot~ntial U{q) as 

U {q) = I (qml GI qm..,.mq) · 
m<k 

- F 

(III-25) 

It turns out., however, that we are unable to do this. exactly. 
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Let us expand the G-interaction of the inserted 

bubble in terms of the V-interaction 

The contribution to energy of this diagram is 

l ( Q, n I G I ab) 

where 

(bmjGlbm)=(bmlVlbm) I (bmjvlcd) 1 (cd!Glbm) 
cd>kF {.a +fc +ld-l£ -(n -fm 

(III-26) 

In equation (III-26) we see that the energy denominator is 

not fc+ fd- tb- E'm· Instead it is f"c+ td- tb- [m+cSE with 

cSE =€a+ fb- f Q,- (n. We say that the particle (in state b) pro

pagates off the energy shell. There is an additional excitation 

energy cSE. Thus, when the G-matrix occurs with self-energy 

bubble insertion, we should write it as (bmlG(cSE) jbm) since 

it depends on other parts of the diagram as well. It is now 

clear that equation (III-25) cannot be satisfied. The :ight-

hand side depends on a, b, £, n (but only three of these are 

independent), whereas the left-side is a function of b o~ly. 

The best we can do is to define 

U(b) = ave 
Q,, n (bm I G ( cSE) I bm-mb; £n) (III-27) 

Therefore the single particle potential U is not really self

consistent. The cancellation of self-energy diagram is only 
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true for some sort of average momentum. 

The same thing might also be said of the holepropa-. 

gation 

However, let us consider an additional diagram 

c~~~~--0 m 
Their combined contribution is 

I ( R.n IV I ab) (nm I VI c;:d) j 2 

x.[ 1 . 
(€+E.-E-€-) 

a b R. n 

1 
( 4f +e: + e- +ed-E -c -2 E ) 

a ~ c· · R. ~ . n 

(III-28) · 

(III-29} 

1 
< e+E ... ~ -£ > a b' R. n 

1 ' . 1 ] 
( G +E: +€ +E -E .-1= ;;;2~. ) ( ~ +E;b-/::: -:-_t:- ) a b c d R. -in . ·-n -a ~ -ri 

+ 1 

Hence bubble insertion to a.hole line may be taken to be on 

the energy shell if we implicitly also include (+II-29) ., This 

important result was first noted.by Brueckner and Goldman 

(1.960), and proved generall,y by Bethe et al (19(;3). We·may 

therefore write the single hole, potential 

U (n) = I (nm I G ( cSE=O) j,nm-mn) • 

http:noted.by
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E. Calculational Procedure and Numerical Details: PracticaL 

techniques for using the reference spectrum methoq have been 

lucidly given by Razavy (1963) and by Razavy and Sprµng (1964) •. 

In particular, we have been greqtly_bene~iteQ from discussions 

with Dr. Sprung. 

Let 

4= 

~ = 

and 1jJ -· 

1 
k r 

0 

1 
k

0
r 

1 
kr 

0 

I. Static ~otential 

1. Singlet.Case 
,C 

l (2L+l)iLJL(k
0

r)PL(cos B), 

l (2L+l)iLUL(k
0
r)PL(cose). 

Then equation (III-20) becomes 

where 

and 

In the asymptotic region, x =H =I (c) Hi-) (yr) 
L L dL . (...;) · 

HL (ye) 

(III-30) 

(II:t-31) 

(III-32a) 

(II~-32l>) 

where the H ( ±) 
L 

are related to the usual spherical Hankel functions by 



(L+l) 
= i (~ix)hil) (+ix) 

- (L+l) . 
= i (±ix)hi2 ) (±ix). 

Therefore we have 

(-)I 
_ y H;.4..-- (yr) 

Hi-) (yr) 

x =O I r=oo . 
. L 
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(III-33) 

as one of our boundary conditions. Here the prime denotes 

dif;ferentiatio:Q. with respect to the ar<;Jument. New, altl;lough 

our potential has a soft core, for computational convenience 

we have put-in.a very small mathematical hard core at. r=c. 

Thus 

X (c) =J ( c) 
L L . 

(III-34) 

Equations (III-31), (III-33) and (III-34) constitute a two-

point boundary value problem. A convenient way is to use the 

Ridley method (Ridley 1957) , which essentially converts tpe 

two-point boundary value problem into an initiai value pro-

blem. Let 

(III-35) 

Comparison of (IIr-31) and (III-35) shows 

(III ... 36) 

and 

(III-31} 



Hence 

Let 

Then equation (III-35) can be rewritten as 

h = dWL + tLWL 
L dr 

From equations (III-39) and (III-33) we get 

•(-) 
= -y HL (yr) 

(-) 
HL (yr) 

co 
co 

and 

WL loo = 0. 
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(III-39) 

(III-39) 

(III-40) 

(III-41.a) 

(IIJ;:-4lb) 

With these as the initiq.l conditions, eq:uations (III738) and 

(III-40) can be integrated backwards to r=c. At r=c, we use 

(III-34) as the initial condition ~d integrate (III-39) for-

waros, thus obtaining the solution for XL. QIJ.,G.~ the wave 

defect XL is known, the reaction matrix 

(k I GRI k ) = 
o L o 

~Y ~~o ) ~ 2 2 J 
m* - L 

(k r) x dr. 
o L 

can be obtained in a straightforward manner. 

(III-42) 
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2 ~ .· T:t.j.plet: Case 

The treatment for the uncoupled triplet state is 

practically identical to that of the singlet case already 

discussed. We therefore confine.ourselves to the coupled 

states L=J±l. Th~ basic equation is now 

where 

JJ= 

and 

!J-l 
0 

- J(J-1) 
. 2 
r 

0 

0 

J J+l 

(J,J+ljV jJ,J-1) 
tot 

x J-1,J-l 

(I!I-43) 

0 

(III-44) 

d
2 

- (J+l) (J+2) 
dr2 r2 

(III-45) 

(J,J-ljV tjJ,J+ll 
to 

(J,J+ljVtotjJ,J+l) 

(III-46) 

(III-4 7) 

XJ+l,J-1 XJ+l,J+l. 

is the solution matri~ with 



and 

x 
J-1,J-l 

x 
J+l,J-1 

XJ-1,J+l 
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= 

- UJ+l,J-1 

- UJ-1,J+l 

= 

each being a solution: the first one is the(J-1)-wave, demin-

ant solution, whereas the second one is the (J+l).,..dom;i.nant 

solution. Equation (III-43) in essence contains four equa-

tions and can again be.solved by Ridley's method witp the 

following generalizations: 

S ~SJ 
s 8J-l,J+l = J-1,J-l 

L 
(III-48) 

s 
J+l,J-1 

s 
J+l,J+l 

w 
WJ-1,J+l w --+WJ J-l,J-1 

= L (I,II-49) 

WJ+l,J-1 
w 
J+l,J+l 

(J-l)J + r 2 + m*V 

r 
2 J-1,J-l 

m*V 
J-1,J+l 

m*V 
J+l,J-1 

(J+l) (J+2) + 
r2 

2 
+m*V 

J+l,J+l 

(IIIr-50) 
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and 

(III-51) 

Equations (III-38), (III-40) and (III-39) are simply replaced, 

respectively, by 

J dSJ - (SJ) 2 = 
dr 

g ' 

and 

dWJ - SJ~= hJ, 
dr 

(III-52) 

(III-53) 

(III-54) 

The numerical solution then proceeds as before, and the 

reaction matrix is given in terms of the diagonal el~ments 

of x. 
(k jGLRlk ) = (y2+ko2) ·J• (k r) XL Ldr 

o o m* L o ~ 
(III-55) 

with L=J±l. 

II. Velociti-dependent Potentials .. 

1. Singlet Case 

For a velocity-dependent potential of the form, (II-3) 

the equation for the wave defect XL becomes 

(III-56) 

where 

f L - 2m*'W' 
(1+2m*W) 

(III-57) 

gL - I,.(L+l) + (y 2 +m*V-m*W") 
2 (1+2m*W) 

r 

(III-58) 
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and 

h = m* {2W d L~'t2'W' qL ..... [v-W''+. 2L(L+l) w]'-'LJ· 
L- ( 1+2m*'W) (} # fl 

. r2 
( I:I:I -r,S 9) 

Applying Ridley's method we now get 

(III-60) 

dWL + (f -S ) W =h 
dr L L L L' 

(III-61) 

and 

(III-62) 

Note that for a static potential f =O and these three equa-L . 

tions reduce to the previous set of equations (III-38) , 

(II!-39) and (III-40). 

2. Triplet Case 

For the coupled triplet states we need the matrix 

elements 

(J,J-llV IJ,J-1) = v- 2(J-l) v +(J-l)V 
tot ( 2j+l) T LS 

+ 2J~~--l) [w- 2 (J-l)WT + (J-:1,)wLs.] -W" 
(2J+l) 

+ 2(J-l) 
2J+l 

W" -
T 

(J-1) W" 
LS 

+ [-2w •+ 4 (J-1) w~ - 2 (J-1).wis] a 
(2J+1) dr 

+ [-2w + 4 (J-1) WT - 2 (J-l)WLS] a2 
2 

(2J+l) dr 

- aJ 
J-1,J-l 

+ bJ d + CJ d2 
J-1,J-l dr J-1,J-l ~ 

dr 

(III-63) 



and 

(J,J+lJVtotlJ,J+l) 

= v- 2(J+2) 
2J+l. 

VT-(J+2)VLS+ 2(J+l) (J+2) 
2 

r 

.[w- 2 (J+2) W -(J+2)W ] 
2J+l T LS 

-W"+ 2(J+2) W" + (J+2)W" 
2J+l- T . LS 

+(-2W'+ 4(J+2) w;+2(J+2)WL's) d 
2J+l dr 

+(-2W + 4(J+2) W +2(J+2)W )a2 

2J+l T LS dr2 
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(III-64) 

=aJ + bJ d + CJ d 2 
- J+;J.. ,J+l J+l ,J+l dr J+l,J+l ~, 

dr 

CJ ,J+l Iv totl J ,J-1> =CJ ,J-1 Iv te>t I J ,J+1> 

= Gl~J~tl) [vT+ 2(J
2;J+l) WT-w;-2wf ~r -2WT d2

2] 
r dr 

- J + bJ a + J a2 
= aJ+l ,J-1 J+l ,J-1 dr CJ+l ,J-1 -i . (III-65) 

dr 
Eq ation (III-43) now takes the form· 

' J * J 
(l-m*cJ-l,J-1), -m cJ-liJ+l *bJ *bJ· 

-m. J-1,J-l ' -m J-1,J+l 

a2 + d 
* J (1 * J ) --2 

-m cJ+l,J-l, -m cJ+l,J+l dr 
*bJ J. dr 

-m J+l ,J-1 , :'.'."'m*bJ+l ,J+l 

+ * J -m aJ-1,J+l 

* J ' ( * J + (J+l}(J+~})f~~:)· xJ 
-m aJ+l ,J-1 ) - m aJ+l,J+l 2 ~ 

r 

= -m*~ J J. (III-66) 

Or 

( d2 + f J d + gJ) 
J J 

(III-67) x =h 
dr

2 dr 



where 

J -1 g :::M . 

*bJ 
-m J-1 J-1 , . 

-ln*bg+l,J-1 

* J -m aJ+l J-1 , . 

hJ ::: -M-lm*0 g J 

and 

-1 
M 

= 

(1-m*c~-l,J-l) 

* J -m CJ+l,J-1 

1 

J 
-m*bJ-1,J+l 

*bJ 
-m J+l ,J+l 
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(III-68) 

) -(m*ag+~,J+l+(J+l) JJ+2) +Y~ 
r 

* J. -m CJ\-1,J+l 

-1 

(II1-69) 

(III-70) 

• 
(1-m*cJ ) (1 m*cJ } m*cJ cJ 

J-1,J-l - J+l,J+l - J+l,J-1 J+l~J+l 

(1-m*c~+l,J+l> 

* J ffi·CJ+l,J-1 

* J m CJ+l,J+l 

( 1-m*c~+l ,J+l) 

(III-71) 

~quation (III-67) is the coupled triplet counterpart of 

equation (III-56) • We can also immediately write down the. 
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corresponding equations to (III-60) , (III-61) and (III-62): 

(III-72) 

(III-73) 

and 

(III-74) 

To complete this discussion, we also write down the 

equation for the triplet L=J case: 

where 

f =(-2W'-4W.J..+2W:Ls>m* 
J - ( 1+2m*W) -4m*WT+'2m*WLs 

g :: 1 {y 2+ J (J+l) ( 1+2m*W) 
J -(1+2m*W)-4m*W +2m*W 

T LS r 

+m* [v+2v -v -W"-2W"+ 4J(J+l)WT + W" - 2J{J+l) 
T LS . T 2 LS - 2 

r r 

and 

{ 
(-2W-4W +2W ) 2; 

. T LS 
h = m* 

J -(1+2m*W)-4m*W +2m*W 
T LS 

+ (-2W' -4W.J..+2WLS) ! J 

+ [2J (J+l) W+V+2V -V . -W" ... 2W"+ 
2 T LS . T 

r 

4J(J+l)WT 
2 

r 

+ W" - 2J (J+l} W s] ~ J . LS 2 L. ef J 
r 

{III.-75) 

{III-76) 

{III-78) 
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The Ridley method described above is a very compact 

and convenient one. We solve all our singlet states by this 

method. The equation in the s-function, however, is a non-

linear one and may grow quite fast and thus cause an over-

flow in the computer. This happens to our triplet case, as 

we have a weak singularity. We therefore resort to some 

other conventional methods in treating the two-point boundary-

value problem with boundaries at X""'a and x=b. One method is 

the two-point matching method. Consider a single se.cond. 

order, inhomogeneous differential equation. Let yho be a 

solution to the corresponding homogeneous d;i.fferential equa-

tion with yho (a) =O and arbitrary initial slope.. We integrate 

this solution outwards to a point x=x 2 (say) . Let Ypo be· a 

particular integral of the inhomogeneous, equation with 

y (a)=y(a), the given boundary condition at x=a, and also 
po 

arbitrary initial slope. This is also integrated from x=a 

yo=Cyho+Ypo 

is a solution of the inhomogeneous differential equation for 

a~x~x2 . C is a yet undetermined coefficient. Now we start 

at x=b with another set yh. and y . and integrate inwards 
l. pi 

eac::h time to x=x1 , x
1

..:x2 . Thus, 

yi~Dyh.; + y , 
db p:i.. 

is another solution of the inhomo.geneous differential equation 



for x 1 ~ x ~ b. The initial conditions 

of yhi and ypi are so chosen that yi 

will satisfy the required boundary 
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condition at x=b. For example, sup-
x=a x 1 x 2 b 

pose we want y(b)=a. Then we can choose yhi(b}=O, Ypi(b)=a. 

The coefficients C and D are determined by matching y
0 

and 

yi at the two points x1 and x 2 . This joins y
0 

an<:l yi smoothly, 

and the boundary conditions are satisfied at x=a and x=b. 

Yet another method is as follows. Suppose we now cons.id.er a 

system of two second order inhomogeneous differential equa-
1 

tions in the functions u and y. Then 

is a set of solutions. Here subscript hi denotes the i-th 

independent set of homogeneous solution, .and p the set of 

pq.rticular integrals. Suppose the given boundary conditions. 

are y(a)=a., u(a)::S, f 1b=cr and~· 1b=T. The boundary con

ditions at x=a can be sati.sfied if we choose the homogeneous 

solutions to be zero at x=a and yp(a)=a, up(a)=S. These are 

all integrated outwards to x=b. The boundary conditions at 

x=b can be satisfied if we choose A and B to be 

ly' (b)-ay (b) 
p p 

c:y (b) -y' (b} I 
h2 h2 

A= u' (b) -Tu (b) 
p p Tuh

2 
(b) -~2 (b} 

det 

http:cons.id.er
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I a y ( b) -y ' ( b} YI (b) -oy (b) 
hl hl p p 

B= TU (b) -u I (b) u' (b) -Tu (b) 
hl hl p p 

det 
where 

OY (b) -y I (b} 
hl hl 

OY (b) -y I (b) 
h2 h2 

det= Tl\il (b) -Uhl (b) Tuh2 (b)-uh2 (b) 

We use the latter method for the triplet L::::;:J±l states, and 

the former for the L=J sta_tes. 

Before solving the differential equation for the wave 

defect X we must first decide on an approxi~ate expression 

2 
for y • Bethe et al (1963) uses 

v2 = 26k2 - k 2 
m F o (III-79) 

for holes, and 

y~ = 3k~ + ( 3L1-. 6) k~ (III-80) 

for particles. Here k denotes the difference of the 
0 

momenta of the two colliding particles. These expressions 

for y 2 are meant to take the off-shell propagation effect 

into account, and. are tailored for a hard core potential. In 

Fig. III-1 we show a plot of X vs. r for our non-static, soft 

core potential, and. in Fig. III-2 we plot the square 0£ the 

Fourier transform of the wave defect X. We see that our 

important intermediate states are in ce>mp.arab,l.e momentum 

region as those for a hard core potential, and therefore we 

conclude that we may use the same expression as Bet;.he et al, 

for y 2 • 
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As already mentioned, once one has the wave defect 

the G-matrix has essentially been obtained. To calculate 

the binqing energy of a nucleon in nuclear matter, we follow 

closely the procedure of' Razavy (1963). We differ from him 

in that we only calculate the hole potential energy for an 

average collision momentum and that we do not attempt separa-

tion in any angular momentum state. 

First, we calculate the. G-matrix for an average 

collision momentum k
0

=1-::3kF. From this we get the mean 

single-particle potential energy for the hole-state 

(III-81) 

R 
Here G denotes the sum of all the partial waves, including 

their appropriate statistical weights. We thei;i calculate the 

G-matrix for the particle states. Let 

particle 2k3 
W (k )= F x 41.5 

0 --2 
3·rr 

(III-82) 

Following Rajaraman's suggestion (Rajaraman 1963), for particle 

states we only sum over the even states and with statistical 

weights equal to one. This serves to take the three-body 

cluster effect into account to a certain extent. We compute 
particle 

W for two k 's, namely, fork =l.Sk and 2kF, and we , o o F 

fit 
particle 

w (k ) = 
0 

A' + B' k
2 
0 

(III-83) 

by a parabola. Then the single particle potential energy for 

particle states is, as shown in Razavy (1963), 
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= (A' + • 6k;B I ) + B ' 
\1 4 4 

(III-84) 

and 

m* = f 

l::.f = 

1 
B'M l+ 
2n2 

m* 
f 

41.5 
1 
k2 

F 

(III-85) 

(III-86) 

For a given kF, we choose a quessed input/::.. and m~, and see 
1 1 

if the output l::.f and mf are consistent with the input. If 

not, we repeat the cycle. The results are shown in 

Table III-2.t Table III-3 shows the contribution of various 

partial waves to um. The average energy per particle is 

given by the sum of the average kinetic energy and one-half 

of the average single particle potential energy 

The above description forms a major cycle in our 

-1 -1 
computation. We execute major cycles for kF=l.25F , l.36F 

-1 and l.50F • Fig. III-3 shows that we get saturation at 

-1 
kF=l. 38F with an energy minimum of E = -13. 2Mev per p;:,:rticle. 

tDue to a mistake in the 3P1 state now corrected, the 

self-consistent values for !::. will be slightly reduced to .6, 

but the value for m* would probably remain the same. 



COMPARISON OF STATIC AND .VELOCITY-DEPENDENT 

THREE-MESON POTENTIAL MODELS 

TABLE III-1 

c. Wong's y2 Our Model 
np 

a -23.73 .F -23 .58 F 

r 2 •. 67 F 2.78 F 
0 

o (250Mev) .001 rad. .. 019 rad • 

d 1.06 F 1.04 f 

v 
R, 

-461.3 Mev-F3 -462.8 Mev .... p 3 

D .0537 •. 0179 

-1 
~ermi momentum kp=l.36F ; Relative momentum k

0 

-1 = .75 F 

90 



1.25 

1.36 

1.50 

REFERENCE SPECTRUM PARAMETERS 

/j,. 
l. 

0.7 

0.7 

0.65 

TABLE III-2 

0.80 

0.90 

a.as 

/j,f 

0.68 

0.72 

0.68 

m* 
f 

0.83 

0.80 

o.a6 
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PARTIAL WAVES CONTRIBUTION TO THE G-MATRIX. 
3 

w (k )= 2kF C (k =1:3 k jG jk ) x 41.5Mev, WHERE 
R. o ~ R. a F R. . o 

31T 
-1 

CR. IS THE APPROPRIATE STATISTIC~L WEIGHT, kF=l~36F • 

TABLE III-3 

t3tates w R, (Mev) 

ls -32.30 
0 

lp + 8.45 
1 

lo - 5.29 
2 

lp + 1.79 
3 

lG - 0.64 
4 

3p - 8. 97 . 
0 

3p + 21.43 
1 

3 l 

D - 5.67 
2 

3p + 0.84 
3 

3G - 0.19 
4 

3s 
1 

-43.41 

3n + 2.98 
1 

3p - 9.43 
2 

3p - 1.18 
2 

3o - 0.08 
3 

3G + 0.28 
3 

3p - 0.62 
4 

3H - 0.06 
4 

Total -72 .02:. 
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CHAPTER IV 

SUMMARY AND CONCLUSION 

We have studied a nucleon-nucleon ~otential based 

on the one-boson-exchange model. This potential h~s a 

specified type of velocity-dependence, whic~ occurs not 

onl,y in the central force part but also in, the tensor and 

spin-orbit parts. Moreover, the velocity-dependence is not 

of short range. 

We have fitted the potential parameters to two~body 

scattering data. In view of· the comparatively few para

meters we have, our fit is fairly satisfactory, especially 

for the important S-states. 

We have applied .this potential to n~clear matter 

calculation. We come to the following conclusiens: 

(i} one dees not need a hard..,cQre to get saturatien 

at reasonable density. This point has been of 

considerable interest, as first que~tioned by 

Green (1962), and examined.in great detail by 

Bhaduri and Preston.(1964) who arrived at the 

same conclusion as the present investigation. 

The poteptial we use nevertheless possesses a 

very strong soft cere, and from the wave .. defect 

curve, Fig. III-1, we see that it is almost 

equivalent to a hard cere of 0.3F. 
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(ii) a velocity-dependent, soft core potential seems 

to give still more binding than a static, soft 

core potential. This is borne out by our com-

parison with C. Wong's work (1965), fixing the 

same three potential parameters as predetermined 

and fitting the remaining three to reproduce the 

same two-body scattering data. 

Our calculation gives a binding energy of 13.2Mev per 

-1 particle in nuclear matter at a saturation density kF=l.38F . 

Preliminary calculations by Patrick Yip indicate that the Pauli 

and spectral connection terms reduce the binding energy by 

about 2Mev per particle. Sprung and Bhargava (1966) have 

pointed out that the contribution from higher partial waves 

will reduce the binding energy further by about l.8Mev per 

particle, whereas an increase of 4 to 5Mev will come about if 

one treats the three-body clusters properly. Therefore our 

-1 
binding energy would be about 14Mev per particle at kF~l.4F . 

These are comparable to the results obtained by Sprung and 

Bhargava (1966) for the Hamada-Johnston potential, the Bressel 

potential, and the Reid potential. 
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Definitions 

APPENDIX A 

THE x-FUNCTIONS 

The X-function is defined by 

-xy 

(A-1) 

where ~ is a nprmalizati0n constant. For N=Q this function 
l 

is equivalent to the zeroth order modified Bessel f\U}ctien of 

the seqond,kind. The normalization c0nstants are ohosen 'such 

that 

and 

f 00 /t;,cx)dx ~ 1/2 if.Neve~, 
0 

J: x ~ (x) dx = l/2 if N odd. 

(A-2) 

In particular, this choice gives C.=l • Frqm eqµations (A-1) 
0 7T 

and (A-2), it follows th~t, 

c 2C 'Y ( ) if N even, N+l= N IVN+l o 

and f~.-3) 

C =2C 'Y (o) if N odd. 
N+2 N l'vN+2 

Determination of the Normalization Constal)ts 

We can write alternately.· 

pr/2 N-·l · -xsece 
/C,N (x) =~ J 

0 

cos · e e · de . 
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(A-4) 



Thus 

Or 

Since 

and 

we obtain 

Similarly 

Now from 

X2n (o) 

c2n 

and 
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I

1T/2 

'V (o} =C 
/\,N N o 

N-2 
cos e d (sine) 

= CN (N-2) 1-' (o) - (N-2) y (o) ,. if N>.2 
l\...N-2 . I~ 

CN-2 

fCNCo)= (N-2) 
(N-1) 

CN /CN-2 (o)' N>2 
CN-2 

:\1 (o) 

f x ~(!x)dX=l/2 

C1.= ~ and ~ (o) = l · 
1 'IT 

we get 

c = 2 and A:2 (o} = 2 
2 -

7T 7T 

equation (A-5) we have. 

= 2n-2 X2n""'.2 (e) = 2n-2 2n-4 
2n-l c 2n-2 

2n-l 2n..;3 

= 2n-2 2n-4 2 :<:'2(0) 
2n-l 2n-3 3 c2 ·. 

= (2n-2)1! n>l 
(2n-l)!! 

jt2n-:4 (o) 
c ' 

2n-4 

(A-SJ 

(A-6) 

Z 2n+l (o) = 2n-l 2n-3 1 ?:1 (o) 

c2n+l 2i1 2n-2 2 cl 

= (2n-l) ! ! 7T , n~l. (A-7) 
( 2n) ! ! 2 
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Taking equations (A-3) and (A-7) together, we .get 

c~ = 1/2 c2n+l = (2n) ! 1 ::_1, n>l 
. n x·· Co) C2n-:1H !' :;r 

(A-8) 

2n+l . 

and 

c = (2n+2)li 1, n~l. 
2n+l (2n+l)!I ~ 

(A-9) 

These together with C
0

= 1, c1= 2 and c
2

= ~.completely 
TI TI TI 

determine all the normalization constants. 

Reqursion Formulae 

From the definition, we get by integration by parts 

J
TI/2 N-1 -xsec6 

= ~ cos 6 e d6 
0 

J
TI/2 -xsec6 N-1 N-3 

= ~ 
0 

d~e [-(N-2)cos 6+, (N-2)ces\ a (A-10) 

N-2 N-4 
-xcos 6+ xcos 6]. 

Equation (A-10) holds for any N if x>O, and it holds for 

N>2 if x=Q. It follows then 

(N-1) A:N=(N-2) CN XN-2-.x ~ . ~-1+ x ~N ~N-3' ~~ • 
CN-2 CN.-1 N-3 

Thus we may write 

tn (x)= (2n-2) (2n) 

( 2n-l) 2 
Jc2 2 (x).-~ Jt'2- ··1'(x)+ n- · 2n-l"' n~ · · 

2nx 
' . ' 2 

(2n-l) 

and 

A:;n+l(x)= (2n-l) (n+l) 
n(2n+l) 

'V n>l 1Vin-3' 

(),.- (x) - n+l x ;:t'. (x) 
IV2n-l n(2n+l) 2n 

+ 2 ( n + 1) x . X, , n ~l • 
(2n+l) (2n-l) 2n-2 

Tnese formulae are useful in checking nu~erical results •. 

(A-1,1) 
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Asymptoti-c Expansion 

-u~ 
du e 

(A-],2) 

Numer.ical Evaluation 

The definition we give for 

is an.improper integral. Fqr numerical purpose' it is there

fore more convenient te make the change of variable v=,/y,...l. 

Then 
-x f ~ -xv

2 

<Y (x) =2CNe · dv .. · e ...... I ~N . ~· ] 
G /2+v (l+V )~ 

(A-13) 

For N=O and small values of x, the integr~nd in equatio~ 

(A-13) may not decay very fast anq in such a case it may be 

more useful to sum the series 

~ (~2)2m. { f l tn ~ - ip(ni+l)j , 
o cm1 > 2 

(A...,14) 

where 

ip(n)= -y+{n-1) l 1 (A-15) 

and 
S=O l~+l) (S+n). 

·' 

y = 0.5772157----

is Euler's constant. The series converges well fqr x<<2. 
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Some Integrals Containing the Jt:--functions 

Here we list some integrals 

/t:N (x) dx=CNm! XN+m+l (o) , . 

which may be useful; 

J: ~ 
CN+m+l 

I 
00

0 

X ~ ( X) q:x;= [ ( 2 n) ! !] 2 1 I 

Mn (~,n-1) ! ! ( 2n+l) ! ! 1T 

[ x ;t2n+l (x) dx= ~ , 

00 

I 
x 2 ~2 (x)dx= 2n+l 

0 
n 2(n+1) , 

1000 

00 

L 
and 

x
2 ~2n+l(x)dx= [(2n+2) !!]

2 

. (2n+l)!!(2I)+3)!! 

x 3 i
2 

n ( x ) dx= ( 2 n) ! ! ( 2 n + 2 ) ! ! 
(2n.-l) ! ! (2n+3) ! ! 

2 -
1T 

6 I --1T 

Iooo x 3 /t.,2n+l(x)dx= (2n+2) !! (2p+3) ! !3 = 
(2n+l) H ci~+4) ! ! 

:3 ( 2n+3) 
2n+4 

(A-16) 



APPENDIX B 

ON CONVERSION OF UNITS 

There are many sets o~ units and all appear to be' 

'natur~l' to their own propounO.ers. In principle conversioJ:l 

from one set of uni ts to another is simple and straight::fe>r-. 

ward, but in. practice this .. is always annoying and agonizing. 

For convenience we therefore give various conversion rela-

tions concerning us in our wor~. 

In .field theoretic wo+k, one sets fl=9=l. Then mass, 

energy, and momentum ail have the dimension of inverse 

length. For energy, one has 1F~1=197.31Mev. In our poten-· 

tial we have used n=c=M=l, where M is the nucleon mass. This 

amounts to c:q.oosing the nucleon Comptc::m wavelength ·~Nas the 

unit of length: 

and 

1F=4.7582-XN 

-1 
l~N =938. 858Mev-. 

In nuclear matter calculation, it.is customary to s~t~=l. 
M 

Energy is then expressed as the square of inverse length. The 

conversion factor is 
-2 lF · =~l.47Mev. 

Equations in the reference spectrum methoct are in this system 
1 
:::::~--

of units. To put our potential (as given by equation (II-39) 

to (II-42) in these,eqy,ations we must make the following 
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co"nversion: 

V(r)~ (4.7582) 2x V(4.7582r), r now in F, 

W(r)---+W(4.7582r), 

W' (r)~(4. 7582) x W' (4. 7582r), 

W"(r)~(4.7582) 2 x W"(4.7582r). 
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FIGURE CAPTIONS 

Fig. II-1 The 5t,-tunctions. 

II-2 Phase shift characteristics. 

to II-15 6 are points taken from the analysis 

of Arndt and MaqGregor, Preprint 

UCRL-14252-T (1965). 

+ are Yale points. 

Fig. III-1 1 
The w~ve defect for the s0 -state, 

calculated fork =l.36F-1 , k =.75F-l, 
F ' o 

m*=. 9 and 6=. 75. 

III-2 The square of the FGurier Transform 

of the wave defect. 

III-3 The b.incling energy curve. 

10'6 
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