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Abstract

Social networking sites such as Twitter, Facebook and Flickr play an important role in disseminating breaking news about natural disasters, terrorist attacks and other events. They serve as sources of first-hand information to deliver instantaneous news to the masses, since millions of users visit these sites to post and read news items regularly. Hence, by exploring efficient mathematical techniques like Dempster–Shafer theory and Modified Dempster’s rule of combination, we can process large amounts of data from these sites to extract useful information in a timely manner. In surveillance related applications, the objective of processing voluminous social network data is to predict events like revolutions and terrorist attacks before they unfold. By fusing the soft and often unreliable data from these sites with hard and more reliable data from sensors like radar and the Automatic Identification System (AIS), we can improve our event prediction capability. In this paper, we present a class of algorithms to fuse hard sensor data with soft social network data (tweets) in an effective manner. Preliminary results using are also presented.
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Chapter 1

Introduction and Problem Statement

In order to track and predict events, and to track mobile target states, military or homeland security systems need accurate data. Due to limited fields-of-view and obscuration, conventional prediction and tracking methods [3] that rely exclusively on hard sensors (e.g., radar, sonar, video) can make erroneous decisions. On the other hand, algorithms that use only soft data (e.g., human input, social network data) can be ineffective due to conflicting and unreliable information. In some cases, the unreliability of soft data might be intentional. Social Network (SN) data is one form of soft data that has many advantages: it is voluntary, voluminous, instantaneous and evolving. As a result, it is a rich source of data accumulated over time by a large number of identifiable users, who are often close to unfolding events of interest, at virtually no cost data. This has spurred great interest in mining social data for information extraction and exploitation. Specifically, the fusion of soft and hard data is of significant interest in many surveillance systems. This indeed provides the
motivation for the proposed hard and soft fusion technique.

1.1 Automatic Identification System

Automatic Identification System (AIS) is an autonomous and continuous broadcast system that exchanges maritime safety and security information between participating vessels and shore stations. AIS operates in the VHF maritime mobile band using Time Division Multiple Access (TDMA) technology to be able to meet high broadcast rates, while ensuring reliable and robust operation. Automatic Identification System provides a way for ships to electronically send and receive data, which includes vessel identification, position, speed and course with vessel traffic service stations as well as with other ships. AIS uses the Global Positioning System (GPS) [30] data over digital Very High Frequency (VHF) radio communication equipment to electronically exchange location as well as other information. AIS is generally used by marine vessels along with the Vessel Traffic Service (VTS) to monitor vessel location and movement, which is primarily needed for vessel traffic control, collision avoidance and other safety applications. AIS has previously been used in many applications including fusion with radar data, anomaly detection (see Figure 1.1) and traffic pattern analysis [36]. AIS used as the hard data source because of the focus on airborne surveillance of surface targets as well as its ubiquity and versatility. A typical AIS functionality as shown in Figure 1.2 uses an array of data collection aircraft and satellites as well as coastal stations to collect information about the movement of vessels. These data are collected and reached a central agency of the country from which it is shared between all other countries in the world.
Figure 1.1: Anomaly detection based on automatic identification system data (courtesy of Google)
Figure 1.2: Automatic identification system functionality
1.2 Proposed Approach

The proposed approach follows a hierarchy in which the data from social networking sites such as Twitter is initially processed with a set of keywords as shown in Figure 1.3. The output of such a processing block is the refined information according to the list of keywords. The pre–filtered data is then sent to another block to be fused with AIS data. As a fundamental step, it is necessary to address the uncertainty in the soft data in order to convert it into a quantitative value. This step is crucial as the soft data is going to be compared against and fused with the hard data. In order to process large amounts of soft/hard data, an efficient method must be utilized. An efficient method to fuse the social network data with AIS data/hard data is proposed. The method followed in this thesis starts with processing the SN data with a set of keywords assuming that the keywords are defined based on some evidence (see Figure 1.3). After extraction, there will be uncertainties and conflicts in the collected data. To remove the conflicts and uncertainties we apply Dempster-Shafer Belief Mass Assignment to the data. Then, Modified Dempster’s Rule of Combination (MDRC) [16, 11] is used to address the issue of fusing large amount of SN/Soft data with AIS/Hard data.
Social network data that includes message, date, time, and ID

Processing Twitter data and extracting the required information

Set of predefined keywords

Fusion of Twitter and AIS data (using hard and soft data fusion techniques)

AIS data

Output

Figure 1.3: Block diagram of data flow in soft/hard data fusion
1.3 Motivation and Contribution

There are many challenges in the fusion of soft data with hard data since they are often incompatible with each other and the computational load of processing large amounts of social network data for fusion can be prohibitive. The incompatibility stems from the fact that soft data is qualitative while hard data is quantitative [33]. Both qualitative and quantitative information are needed to predict events or to estimate target states precisely and with real-time capability. Such fusion is of interest in asymmetric military operations where human-generated data are shown to be of crucial importance [1]. Recent developments in the literature on human-centered information fusion [51] as well as several preliminary works on soft/hard fusion are part of a trend towards more general data fusion frameworks [14], where both human (soft) and non-human (hard) data can be processed efficiently to yield better results. To develop an effective soft and hard data fusion system, one has to deploy an effective mathematical framework to fuse data and infer information while appropriately factoring in uncertainties. Commonly used frameworks for fusion are Dempster–Shafer, fuzzy set [52], possibilistic [7] and rough set theory [22]. This thesis presents a novel approach for fusing soft social network data with hard data. Specifically, Twitter feeds are used as the source of soft data while Automatic Identification System (AIS) [17, 40] reports are used as hard data. The context of the motivating problem is the prediction of events such as revolutions and terrorist attacks using social network data along with airborne surveillance data. The proposed work relies on the Modified Dempster’s Rule of Combination (MDRC) [28] because of its simplicity and its ability to resolve conflicts during fusion.
1.4 Organization of the Thesis

In the following sections, the proposed framework for soft and hard fusion with examples and implementation details is discussed. Chapter 2 presents the fusion framework using Modified Dempster–Shafer Rule of Combination. In Chapter 3, methods of processing data from AIS and Twitter are shown. Chapter 4 presents simulation results and discussions. Conclusions and future work are presented in Chapter 5.

1.5 Related Publications

Chapter 2

Soft/Hard Data Fusion using Dempster–Shafer Theory

In this chapter the proposed fusion method to combine soft data from the social network with hard data from AIS is explained. In this thesis the Modified Dempster-Shafer rule of combination (MDRC) is used as an approach for event prediction and state estimation. It incorporates conflict measurement into Dempster rule of combination [27]. This work is motivated by the practical problem of detecting events from a finite place $U$, by combining evidence concerning them, when evidence $A, B...etc$ about the events can be imprecise [15], [25], [49]. To understand the working of MDRC it is important to understand the concept of Dempster-Shafer theory and its basic operation.
2.1 Dempster–Shafer Theory

The Dempster-Shafer Theory can be interpreted as a theory of evidence and a theory of reasoning. It is a theory of evidence because it deals with weights of evidence and with numerical or boolean degrees of support based on evidence. It is a theory of reasoning because it focuses on the fundamental operation of reasoning: the combination of evidence. Assume there exists a set of \( n \) elemental propositions, called the frame of discernment (example: \( a_1, a_2, a_3 \) for \( n = 3 \)). A proposition can be a hypothesis or a combination of hypotheses (\( a_1 \cap a_2 \) or \( a_1 \cap a_2 \cap a_3 \)) [4]. These propositions can contain overlapping and even conflicting hypotheses [1, 41]. However, the frame of discernment, denoted by \( \Phi \), is a set of mutually exclusive and exhaustive propositions (\( \Phi = \{ a_1, a_2, a_3 \} \)). The power set can be defined as \( 2^\Phi \), which is the set of all subsets of \( \Phi \) including the null set \{\emptyset\} (\( 2^\Phi = \{\{a_1, a_2, a_3\}, \{a_1, a_2\}, \{a_2, a_3\}, \{a_1, a_3\}, \{a_1\}, \{a_2\}, \{a_3\}, \emptyset\} \)). Furthermore, the theory of evidence assigns a belief mass [10] to each element of the power set. The Belief Mass Assignment (BMA) assigns values \( m(\xi) \) for all subsets \( \xi \in 2^\Phi \) such that

\[
m(\xi) \geq 0 \tag{2.1}
\]

\[
m(\emptyset) = 0 \tag{2.2}
\]

\[
\sum_{\xi \in 2^\Phi} m(\xi) = 1 \tag{2.3}
\]

The belief mass that has been assigned to the proposition \( \xi \) can be treated as the certainty of the observer in the correctness of \( \xi \). The actual state of the system is represented by the elements of the power set concerning its propositions, by containing all and only the states in which the proposition is true. The Dempster–Shafer theory
belief function is then the total belief that the proposition is true [29]. The belief function \( b(\cdot) \) of a particular proposition \( \xi \) is given by

\[
b(\xi) = \sum_{\theta \subseteq \xi} m(\theta), \quad \xi \in 2^\Phi
\]  

(2.4)

### 2.1.1 Uncertain Measurements

In general, the theory of evidences can be applicable to both crisp and fuzzy datasets [29]. In evidence theory using crisp data, a hypothesis (e.g., null hypothesis) can either be accepted or rejected, but by using fuzzy data, a hypothesis can have a certain degree of acceptability (e.g., null hypothesis = \( \mu \), alternate hypothesis = \( 1 - \mu \), where \( \mu \in [0, 1] \)). An example of a crisp hypothesis is "A person passed in the test" and an example of a fuzzy hypothesis is "A person passed with good marks".

Raw data from sensors and social network sites comes with a lot of uncertainties and in order to deal with the uncertain measurements it is needed to use fuzzy belief mass assignment to assign values to the measurements. Assuming that giving BMA based on subsets \( \psi \) with associated values \( m(\psi) \) on the set of all the finite subsets \( \mathcal{L} \), that is

1. \( m(\psi) \) is a function defined on all closed subsets \( \psi \subseteq \mathcal{L} \)

2. \( m(\psi) \geq 0 \) for all \( \psi \)

3. \( m(\psi) \neq 0 \) for only a finite number of \( \psi \) (which are focal subsets of \( m \))

then the following is true:

\[
\sum_{\psi \subseteq \mathcal{L}} m(\psi) = 1
\]  

(2.5)
where the summation is well defined because of the third property. The function \( m(\psi) \) is known as the Dempster–Shafer measurement. Let us consider \( z \) as an observation or evidence and \( \psi \) is the proposed hypothesis for the observation \( z \). Let \( \{\psi_1, \psi_2, \ldots, \psi_k\} \) be the focal subsets of \( m \), where \( k \) is the last focal subset [13], [29]. One of the hypotheses constrains \( z \) to be in \( \psi_1 \), i.e., \( z \in \psi_1 \) with the weight associated it as \( m(\psi_1) \). The other hypothesis can be constraining \( z \) to be in \( \psi_2 \), i.e., \( z \in \psi_2 \) with the weight \( m(\psi_2) \) and so on [29]. If we know nothing about the measurement \( z \), then the weight of the hypothesis associated with that is the total value of \( m(\mathcal{L}) \) (the null hypothesis).

A fuzzy/vague measurement is an uncertain measurement whose focal subsets are linearly ordered under the set theoretic inclusion (nested). A Fuzzy Dempster–Shafer Belief Mass Assignment (FBMA) \( m(\psi) \) is defined by the same properties as normal BMA [29] except now \( m(\psi) \) is a fuzzy membership function which belongs to a fuzzy space \( \chi \). As such the following is true

\[
\sum_{\psi \subseteq \chi} m(\psi) = 1 \tag{2.6}
\]

The logical meaning of \( m(\psi) \) can be given by the fact that each \( \psi \) is a fuzzy hypothesis about the observation of \( z \) [29]. Let \( \{\psi_1, \ldots, \psi_k\} \) be the focal fuzzy subsets of \( m \) and assume that they are finite–level. It is unclear that \( z \) is or is not constrained by a particular subset \( \psi_{1,1} \), therefore \( \psi_{1,1} \) must be treated as initial guess about the meaning of the first fuzzy hypothesis \( \psi_1 \), where \( \psi_{i,j} \) is \( j^{th} \) subset of \( i^{th} \) focal fuzzy subset \( \psi_i \). By sequencing these into nested sequence \( \{\psi_{1,1} \subseteq \ldots \subseteq \psi_{1,k}\} \), it can elaborate the nature of the uncertainty involved in the hypothesis \( \psi_1 \). This defines the finite–level fuzzy membership function \( \psi_1 \). Therefore one can interpret the remaining focal set
\{\psi_2, \ldots, \psi_k\} in the same manner, where \(k\) is the last subset of \(m\) [29].

Consider that having FDS measurements \(m, m'\). Then the FDS combination of \(m\) and \(m'\) is given by [28, pp. 144, Eq. (4.129)]

\[
(m * m') (\psi'') = 0 \text{ if } \psi'' = 0 \tag{2.7}
\]

and if \(\psi'' \neq 0\), then

\[
(m * m') (\psi'') = \alpha_{FDS} (m * m')^{-1} \times \sum_{\psi \cdot \psi' = \psi''} m(\psi) \cdot m(\psi') \tag{2.8}
\]

where \(\alpha_{FDS}(m, m') \neq 0\) and the FDS agreement of \(m, m'\) is

\[
\alpha_{FDS} (m * m') = 1 - \sum_{\psi \cdot \psi' = 0} m(\psi) \cdot m(\psi') \tag{2.9}
\]

Here, \((\psi \cdot \psi') \triangleq \psi(z) \cdot \psi'(z)\) and the event \(\psi \neq 0\) means \(\psi(z) \neq 0\) for at least one \(z\).

### 2.1.2 Drawbacks of Dempster Rule of Combination

The fusion rule \((m * m')(\psi'')\) is defined only if the agreement is non-zero because of the condition in which Eqn (2.9) is defined. So the factor \(\alpha_{FDS}\) has an effect of completely ignoring the conflict and attributing any mass associated with the conflict to null set. For example let’s consider that the FoD and the propositions are \{A, B, C\} and the hypothesis from two different sources are same as FoD. Assume that the first sources assigns mass to the hypotheses as \(\{m(A) = 0.99, m(B) = 0.01\}\) and the second source assigns the mass as \(\{m'(B) = 0.01, m'(C) = 0.99\}\). It is clear that
both the sources believes that the second hypothesis (B) is unlikely and they have conflicting views on the other two hypothesis (A) and (B). If we use Dempster’s rule of combination to combine the evidences from two sources using Eqn (2.8), then we get

\[(m * m') (A) = \frac{0.99 \times 0}{1 - (0.99(0.01 + 0.99) + 0.01(0 + 0.99) + 0(0 + 0.01))} = 0, \quad (2.10)\]

\[(m * m') (B) = \frac{0.01 \times 0.01}{1 - (0.99(0.01 + 0.99) + 0.01(0 + 0.99) + 0(0 + 0.01))} = 1, \quad (2.11)\]

\[(m * m') (C) = \frac{0 \times 0.99}{1 - (0.99(0.01 + 0.99) + 0.01(0 + 0.99) + 0(0 + 0.01))} = 0. \quad (2.12)\]

This inference from this fusion rule is very counter intuitive, as it assigns the mass 1 for the proposition (B) that is believed by both sources as unlikely. In the context of this thesis, hard data and soft data are two different sources and it is very likely that these data may be conflicting with each other. So it is important that we have a Modified Dempster’s Rule of Combination (MDRC) that takes conflicts in the data into the account.

### 2.1.3 Conflict Measurement

It has been identified that there may arise two types of conflicts in FBMA [21] and they are

- **Discord** - Disagreement in hypothesizing the propositions
- **Non Specificity** - Two or more propositions were not included in any hypothesis
These conflicts can be modeled based on pignistic probability distribution [21, 45].

\[
CM(m \cdot m') = - \sum_{\psi \in \chi} \sum_{\psi' \subseteq \chi} m(\psi') \frac{\rho(\psi \cap \psi')}{\rho(\psi')} \times \log_2 \left( \sum_{\psi'' \subseteq \chi} m'(\psi'') \frac{\rho(\psi' \cap \psi'')}{\rho(\psi')} \right)
\]  (2.13)

Where the set function \( \rho(\cdot) \) is defined by \( \rho(\omega) = 1 \) if \( \omega \neq \emptyset \) and \( \rho(\omega) = 0 \) otherwise. This type of Conflict Measurement (CM) is also called as pignistic entropy. The lower the value of CM is, the less conflict the sources has and higher the value of CM is, the more conflict the sources has. For the scenario explained in section 2.1.2, following is the conflict calculation.

\[
CM(m \cdot m') = - (0.99 \times \log_2(0) + 0.01 \times \log_2(0.01) + 0 \times \log_2(0.99)) = \infty \quad (2.14)
\]
\[
CM(m' \cdot m) = - (0 \times \log_2(0.99) + 0.01 \times \log_2(0.01) + 0.99 \times \log_2(0)) = \infty \quad (2.15)
\]

Conflict Measure for each data has the value of infinity and it means that the given data in section 2.1.2 has the most possible conflict in them. As we will be coding this in a programming platform, the data with zero values will be replaced by smallest possible value \( (10^{-20}) \) for avoiding error and indeterminate values.

### 2.1.4 Modified Dempster’s Rule of Combination

Modified Dempster’s rule that takes conflict measurements into the account is proposed as following [16].

\[
m \star_\delta m'(\psi) = \sum_{\psi' \cap \psi'' = \psi} m(\psi')m'(\psi'') + \sum_{\psi' \cap \emptyset = \emptyset} w_1 m(\psi)m'(\emptyset) + \sum_{\psi' \cap \emptyset = \emptyset} w_2 m(\emptyset)m'(\psi).
\]  (2.16)
where

\[ w_1 = \frac{e^{-CM(m.m')}}{e^{-CM(m.m')} + e^{-CM(m'.m)}} \quad (2.17) \]

\[ w_2 = 1 - w_1 \quad (2.18) \]

This approach as proposed, does not need the prior information and only uses the these weight function derived by comparing the evidence sources. Now when we apply this Modified Dempster’s Rule of Combination to the example in Section 2.1.2, we get \( w_1 \) and \( w_2 \) as

\[ w_1 = \lim_{x \to \infty} \frac{e^{-x}}{e^{-x} + e^{-x}} = 0.5 \quad (2.19) \]

\[ w_2 = 1 - w_1 = 0.5 \quad (2.20) \]

Although the above equation will return indeterminate value (NaN) in a conventional mathematical calculation, the careful asymptotic analysis will reveal that its actual value approaches 0.5 as the exponential argument approaches infinity. Using this weights, we get the following calculations for combining evidences.
This calculation is summarized in Table 2.1. It is clear that MDRC takes the conflict into account and puts forth a reasonable combination of evidences.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Source 1</th>
<th>Source 2</th>
<th>DRC fusion data</th>
<th>MDRC fusion data</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.9900</td>
<td>0</td>
<td>0</td>
<td>0.4950</td>
</tr>
<tr>
<td>B</td>
<td>0.0100</td>
<td>0.0100</td>
<td>1.0000</td>
<td>0.0100</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0.9900</td>
<td>0</td>
<td>0.4950</td>
</tr>
</tbody>
</table>
Chapter 3

AIS/ Twitter Data Processing

3.1 AIS Data Processing for Vessel Tracking

This section explains the statistical analysis of vessel motion patterns in the ports and waterways using the self reporting AIS data. As mentioned in introduction, maritime surveillance of ports and coastlines is very important, since there are lot of reported historical incidents like maritime terrorism, piracy, maritime pollution, unauthorised maritime arrivals, prohibited imports/exports etc. And most of the import and export operations of any country in the world is through the waterways. A potential terrorist attacks in ports or waterways could cause severe disruptions with major economic implications.

Generally, for maritime surveillance of ports and waterways, the sensors in use are radar, infrared and video cameras installed on fixed ground locations or mounted on border patrol vessels, aircraft and satellites. There are also a number of self-reporting systems available, which are mainly used for the navigation safety and collision avoidance. These messages transmitted by the self-reporting systems have thus become an
abundant and inexpensive source of information for maritime surveillance [12].

To improve the situational awareness in the maritime domain, it is important to find a best way to analyse the massive amount of broadcasted information from the AIS. By statistically analysing the AIS data, it is possible to detect the anomalies by detecting the deviation of a vessel from normal pathway. Using the historically available AIS training data, it is assumed that the relevant motion patterns have already been calculated during the data processing. In papers [5], [35], a system is described that uses the normal behavior of vessels to learn, detects anomalies and predicts the motion using an artificial neural network trained with historical AIS data. Tun et al [48] developed an algorithm, in which the vessel motion paths collected by an AIS receiver was broken down into separate regions and it is based on the density maps.

To detect the anomalies in the vessel motion and to predict the vessel motion, AIS data is statistically analysed. Here it is assumed that the relevant motion patterns have been extracted from the historical data. This motion patterns can then be used in the algorithm to find the anomaly and to predict the motion. Using the framework adaptive kernel density estimation (KDE) [36], the anomaly detection process is carried out. Then it is applied sequentially to the incoming AIS data. The probability of false alarm decides the threshold level of the anomaly detection. The algorithm for vessel motion prediction using the location and velocity within the specific time is derived under the assumption of null hypothesis(normal behaviour) and AIS data historic motion pattern. In a network of vessel paths, it is important to define the set of motion pattern origins, here it is \( \Theta = \{1, 2, 3, 4\} \). The motion pattern \( P_j \) with origin \( j \in \Theta \) consists of a trajectory, which can be denoted as
where \( i = 1, 2, ..., N_j \) is the index of the trajectory (\( N_j \) is the total number of training trajectories from \( P_j \)) and \( u^i_j(t) \) is the kinematic state of the vessel traversing trajectory \( U^i_j \) at time \( t \). Kinematic states of the vessel consists of the positional information \((X, Y)\) and velocity information \((\dot{X}, \dot{Y})\) i.e. \( S^i_j(t) \) is a four-dimensional vector \([X, Y, \dot{X}, \dot{Y}]^T\). It is assumed that kinematic states \( u^i_j(t) \) are independent in \( t \). It is important to note that, if \( u^i_j(t) \) are the outputs of a tracking filter, then they are correlated in time.

By making use of all available trajectories from motion pattern \( P_j \) which serve as the training data set for normal behavior, this method can solve two types of problem. First, the problem of anomaly in motion detection. In this problem, the anomaly in the vessel motion is to be detected sequentially, if the state vectors of a test trajectory \((v_j(t) \in V_j)\) under the normal behavior (here normal behaviour is the null hypothesis). The second problem is motion prediction, in which the state of a test vessel at time \( t \), \((v_i(t))\), act in accordance with the normal behaviour, it is required to predict the state of this vessel at time \( t + T, (T > 0)\), under the assumption that it will continue to follow the pattern of normal behavior.

### 3.1.1 Anomaly Detection

It is possible to detect the anomaly in vessel motion using the training data from pattern \( P_j \) to determining a detection threshold that will partition the state space into two regions, one region to correspond to hypothesis \( H_0 \) (normal behavior), the other to \( H_1 \) (anomaly). This threshold is applied sequentially to the incoming test
data $v_j(t)$, this threshold is applied sequentially [36]. One-class classification and novelty detection [39] are some methods to solve this type of problem [18] using the support vector machines (SVM). Here the anomaly detection is performed using the adaptive kernel density estimator.

Notation index $k$ is introduced to enumerate pairs $(t, i)$ in (3.1), to simplify the equations. The set of unlabeled training data corresponding to motion pattern $j \in \Theta$ can then be written as,

$$
\xi_j = u_{j,k}; k = 1, ..., K_j
$$

where $K_j = \sum_{i=1}^{N_j} T_i \xi_j$ is a random sample from the underlying multi-variate pattern probability detection function(pdf) under the null hypothesis $H_0: p_j(u|H_0) = p_j(X,Y,\dot{X},\dot{Y}|H_0)$. For motion anomaly detection, it is important to first approximate the density of vessel motion pattern to null hypothesis. This will be carried out using the adaptive KDE approximation [44].

### 3.1.2 Kernel Density Estimation

The density $s_j(x)$ is constructed by the KDE approximation by placing a kernel function $\psi$ on every observed data $x_{j,k}$. The kernel is parameterized by its width $h$, which can be either fixed (identical for all observed data) or adaptive [36]. For simplicity, index $j$ is dropped from notation in the reminder of the section. Let us assume $x \in \mathbb{R}^d$, in this case $d = 4$ and the fixed KDE approximation is given by

$$
\hat{s}(x) \approx \tilde{s}(x) = \frac{1}{Kh^d} \sum_{k=1}^{K} \psi \left( \frac{x - x_k}{h} \right)
$$

(3.3)
The kernel must satisfy $\psi(x) \geq 0$ and $\int_{\mathbb{R}^d} \psi(x) dx = 1$. Adopting the Gaussian kernel with zero-mean and the covariance matrix $\Sigma$,

$$
\psi(x) = \frac{1}{(2\pi)^{d/2} \sqrt{|\Sigma|}} \exp\left(-\frac{1}{2} x^T \Sigma^{-1} x\right) \quad (3.4)
$$

by using (3.4) in (3.3), we have

$$
\tilde{s}(x) = \frac{1}{Kh^d(2\pi)^{d/2} \sqrt{|\Sigma|}} e^{-\frac{(x-x_k)^T \Sigma^{-1} (x-x_k)}{2h^2}} \quad (3.5)
$$

The optimal fixed bandwidth, under the assumption that the underlying pdf is Gaussian for the Gaussian kernel, is computed as

$$
h^* = BK^{-\frac{1}{d+4}} \quad (3.6)
$$

where

$$
B = \left[\frac{4}{(d+2)}\right]^{1/(d+4)} \quad (3.7)
$$

As a sample covariance, the covariance $\Sigma$ needs to be estimated from the data. The fixed KDE is unable to deal satisfactorily with the tails of distributions since the observed data in the tails are rare, the window widths in the tails need to be broader. An obvious problem is deciding whether or not an observation is in a region of low density. The adaptive KDE approach [44] gets along with this by a two-stage procedure [36], where the first stage is typically the fixed KDE and the second stage computes adaptive window widths $\tilde{h}_k, k = 1, \ldots, K$ as $\tilde{h}_k = h^* \lambda_k$ where $h^*$ is already given and

$$
\lambda_k = \left(\frac{\tilde{s}(x_k)}{l}\right)^{-\gamma} \quad (3.8)
$$
where $l$ is the geometric mean of a sequence $\tilde{s}(x_k)$ that is

$$\log l = \frac{1}{K} \sum_{k=1}^{K} \log \tilde{s}(x_k), \quad (3.9)$$

and $\gamma$ is the sensitivity parameter such that $0 \leq \gamma \leq 1$ and $\gamma$ is typically set 0.5.

Finally the adaptive equation is similar to the equation 3.3, except that for each $x_k$, it is applied with the kernel of width $\tilde{h}(x_k)$

$$\tilde{s}(x_k) = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\tilde{h}_k} \psi \left( \frac{x - x_k}{\tilde{h}_k} \right) \quad (3.10)$$

### 3.1.3 Anomaly Detection using KDE

The computation in the state space of the decision boundary is very expensive and therefore to perform the detection using the values of density $g(x) = p(x|H_0)$ is proposed [36]. Let $y$ be a test data from a test trajectory $Y$, which originates from the same node as the training data node $j$ (subscript being suppressed). The anomaly, i.e. hypothesis, H1 is declared if

$$s(y) > \alpha s(x_r), \quad (3.11)$$

where

$$r = \arg \min s(x_k) \quad (3.12)$$

and $a > 0$ is a detector parameter which will be related to the probability of false detection. Note that if all training data $x_k; k = 1, ..., K$ falls inside the anomaly detection boundary, then $\alpha < 1$. 
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\( \alpha \) is selected so that

\[
P_r s(y) < \alpha g(X_r) | H_0 = P_{fa}
\]

(3.13)

where \( P_{fa} \) is a specified probability of false alarm (incorrect anomaly detection). Then the above equation can be written as

\[
\int \chi_{[0, \alpha s(x_r)]}(g(y)) g(y) dy = P_{fa},
\]

(3.14)

where \( \chi_A(z) \) is an index function defined as

\[
\chi_A(z) = \begin{cases} 
1, & z \in B \\
0, & \text{otherwise}
\end{cases}
\]

(3.15)

For a given \( P_{fa} \), \( \alpha \) can be computed numerically. A random sample \( y_m \sim g(y) : m = 1, \ldots, M \) is generated. Substitution of approximation \( g(y) \approx \frac{1}{M} \sum_{m=1}^{M} \delta(y - y_m) \) into 3.14 yields,

\[
P_{fa}(\alpha) \approx \frac{1}{M} \sum_{m=1}^{M} \chi_{[0, \alpha s(x_r)]}(g(y_m))
\]

(3.16)

We expect that \( P_{fa}(\alpha) \) will depend on the number of training data points \( K \).

### 3.1.4 Algorithm for (Anomaly) Vessel Motion Prediction

The motion prediction can be done by many available methods, to satisfy the high accuracy and quality in the output, the following method is to be selected. Variable Structure Interacting Multiple Model (VS-IMM) estimator is developed based on IMM algorithm and its effectiveness is shown in [23], [31] and [43]. However, models in the mode set are fixed in IMM but they can vary based on constraints in VS-IMM.
Consider $S_{\kappa-1}$ is the segment in the effect, and the mode set is assumed as $U(\kappa - 1) = (M_1(\kappa - 1), M_2(\kappa - 1), ..., M_i(\kappa - 1), ...)$ in the time interval $(\kappa - 2, \kappa - 1)$. On the other hand, the segment in the effect is $S_{\kappa-1}$ during the time interval $(\kappa - 1, \kappa)$ and $U(\kappa)$ is the IMM estimator mode set, which either include or remove the models from $U(\kappa - 1)$. Using the sensors with low revisit rates the measurements can be obtained [24]. The measurements are received successively and the target changed its position from one segment to other upon the arrival of measurements. Let $\theta$ be the angle between the two segments, $\hat{x}(k - 1|k - 1)$ be the estimate at time step $k - 1$ and $\hat{x}(k|k - 1)$ be the predicted state at time step $k$. Figure 3.1 shows that, the target is in two different segments during the time interval of $(\kappa - 1, \kappa)$. The time in which the target changes its segment is to be considered as $(\kappa - \tau)$, where the change is between $0 < \tau < 1$. By assuming the modes $M_i$, $M_i'$ and $M_j'$ were in effect during time interval $(\kappa - 2, \kappa - 1)T_1$, $(\kappa - 1, \kappa - \tau)T_1$ and $(\kappa - \tau, k]T_1$.

![Figure 3.1: Changes in mode at time $\kappa - \tau$](image)
Tracking algorithm steps:

**Mixing probabilities calculation**

Calculating mixing probabilities using,

$$
\mu_{i|\i'}(\kappa - 1|\kappa - 1) = \frac{1}{C_{\i'}} P\{M_{\i'}|M_i, Z^{\kappa-1}_1\} \cdot P\{M_i|Z^{\kappa-1}_1\} \quad (3.17)
$$

The above equation for mixing probabilities can be rewritten as

$$
\mu_{i|\i'}(\kappa - 1|\kappa - 1) = \frac{1}{C_{\i'}} [p_{i|i'}(S_{\kappa-1})] \cdot \mu_i(\kappa - 1) \quad \forall i, \forall i' \quad (3.18)
$$

where $p_{i|i'}(S_{\kappa-1})$ is the mode transition probability in segment $S_{\kappa-1}$, $\mu_i(\kappa - 1)$ is the mode probability at time step $k - 1$ and $C_{\i'}$ is the normalizing constant

**IMM Mixing**

IMM mixing procedure is given by

$$
\hat{x}^{0|\i'}(\kappa - 1|\kappa - 1) = \sum_{M_i \in U(\kappa-1)} \hat{x}^i(\kappa - 1|\kappa - 1) \cdot \mu_{i|\i'}(\kappa - 1|\kappa - 1) \quad \forall i' \quad (3.19)
$$

$$
P^{0|\i'}(\kappa - 1|\kappa - 1) = \sum_{M_i \in U(\kappa-1)} \mu_{i|\i'}(\kappa - 1|\kappa - 1) \left\{ \hat{x}^i(\kappa - 1|\kappa - 1) \\
+ [\hat{x}^i(\kappa - 1|\kappa - 1) - \hat{x}^{0|\i'}(\kappa - 1|\kappa - 1)] \\
[\hat{x}^i(\kappa - 1|\kappa - 1) - \hat{x}^{0|\i'}(\kappa - 1|\kappa - 1)]^T \right\} \quad \forall i' \quad (3.20)
$$
Mode Matched Filtering

Mode matched filtering is given by

\[ \ddot{x}^{ij'}(k|k-1) = F^{j'}(k, k-\tau) R F^{i'}(k-\tau, k-1) \ddot{x}^{0i'}(k-1|k-1) \]  (3.21)

\[ P^{ij'}(k|k-1) = F^{j'}(k, k-\tau) R \left\{ F^{i'}(k-\tau, k-1) P^{0i'}(k-1|k-1) F^{i'}(k-\tau, k-1)^T + Q^{i'}(k-\tau, k-1) \right\} R^T F^{j'}(k, k-\tau)^T + Q^{j'}(k, k-\tau) \]  (3.22)
Updating Mode probability

The mode probability is updated as follows

$$\mu_{i'j'}(\kappa|\kappa) = \frac{1}{C_{i'j'}} \Lambda_{i'j'}(S\kappa-1,S\kappa)|\mu_{i'}(\kappa-\tau)$$

(3.23)

where, $C_{i'j'}$ is a normalizing constant and $\mu_{i'}(\kappa-\tau)$ is the mode probability of model $M_{i'}$.

Combination of state estimate and covariance

The final state is given by

$$\hat{x}(\kappa|\kappa) = \sum_{M_{j'},M_{i'} \in U(\kappa)} \hat{x}^{i'j'}(\kappa|\kappa) \mu_{i'j'}(\kappa|\kappa)$$

(3.24)

$$P(\kappa|\kappa) = \sum_{M_{j'},M_{i'} \in U(\kappa)} \mu_{i'j'}(\kappa|\nu) \left\{ P^{i'j'}(\kappa|\kappa) + [\hat{x}^{i'j'}(\kappa|\kappa) - \hat{x}(\kappa|\kappa)] [\hat{x}^{i'j'}(\kappa|\kappa) - \hat{x}(\kappa|\kappa)]^T \right\}$$

(3.25)
Figure 3.2: Filtering one cycle (Courtesy of [24])
3.2 Twitter data processing

In the recent times, there have been many man–made and natural disasters happening in the world. For example, man–made disasters like twin tower attack in USA, Taj hotel attack in India, and many revolutions that happened around the world killed thousands of people. On the other hand, natural disasters like earthquake, tsunami, hurricane destroyed properties and killed the lives of people. Both type of disasters can be natural or man-made come without warning and cause massive damage to life and wealth of the people [2]. Nowadays, online social networking platforms such as Facebook, Twitter and YouTube have been playing an massive role in breaking news about the disasters to the people. People share information about the incidents and ask for help through social media, As there are millions of people who use such social networking sites in recent years. Many studies reveal that, the social networking sites play a major role in spreading the news and helping people during the man–made or natural disasters and played pivotal role in solving many problems in these types of disaster [46], [32].

Social networking sites will be active and helpful 24/7 to the people , even during the disasters. In general, the other conventional method which are in use for the communication will be useless during the disaster time. Thus, the social networking sites are considered to be a live monitoring sensor systems with various active sensors reporting the events through these sites [38], [37]. People in need of help can communicate their requirement through social media and social networking sites. When a disaster happens, real people share the knowledge, to create the situational awareness, to get the emergency help and assessment, voluntarily and involuntarily through social networking sites. [20].
During the time of intense difficulty crisis coordination is important. Especially during the disasters, crisis coordination reduce the hazards and there are many organisations and individuals that held during crisis coordination. In large scale scale disasters, it is difficult to recover and restore to the normal life without the critical understanding about the disasters [19].

3.2.1 The problem in extracting data

Only in recent years, many general community started to use the social media as a new source of resource for the information. The conventional methods to gather the information about the incidents are supplimented by these information from social networking sites. Thus, it helps to create the situational awareness and helps restoring the safety. Watch officers are used to analyze the information by scanning and assessing the available data in a short period of time. It is clear that, the social networking sites will provide a rich source of information at free of cost. But, it is very difficult to convert this social networking sites large stream data as a data with useful information data for the situational awareness. To address this issue, some special tools and services are required to mine the social networking sites data and provide the following needs:

1. Unexpected or unusual incidents should be detected.

2. Create a summarised message about the incident by maintaining the awareness about the incident. By this , it is possible to eliminate reading all individual messages.

3. Understanding the impact of the incident on people and classify the high value
messages during the incident. (e.g. informations which tells about the damage and about the people who needs help)

4. During an incident, it is important to identify, track and manage the issues within the incident. This may last for days, weeks or months.

5. Perform forensic analysis of incidents by analysing social networking sites content from before, during, and after an incident.

In figure 3.3, the general infrastructure of capturing tweets and processing through various blocks are shown. By using the file and database writing services, it is possible to capture the tweets and to store it for the processing. This data is more versatile than the available metadata from the Twitter API. The analysis and processing of tweets can be done using the location mapping services, burst detecting and clustering services. The messaging service is a programming method to communicate between the twitter capture virtual machines, file writer, database writer, burst detector and location mapping service. Watch officers will use the burst detection model at a perception level to create the awareness.

### 3.2.2 Detecting Incidents

The historical data is used to build a statistical model of word occurrences. To detect the incidents, the burst detection method analyse the content of the tweets to detect the words which are of interest to the surveillance agencies. If there is any positive variation from the statistical model, then it is defines a s burst. To continuously monitor the incoming messages from the data capture virtual machines, this burst detection method is to be coupled with the complex event processing system.
Figure 3.3: Twitter data processing
Chapter 4

Simulation Studies and Results

To validate the proposed algorithms, simulations are carried out for two different scenarios and results are analyzed. The simulated scenario based tests and results are presented in section 4.1 and 4.2.

Marine security is a growing concern [9]. There are various types of threats that can enter a country through its waterways. For instance, a small water craft can be turned into a weapon to destroy properties of a navy or to pirate a ship. Increased surveillance of sea is needed to protect countries from these types of threats. Presently, AIS signal and anomaly detection algorithms are used to filter the unusual behavior in maritime security systems. There are various types of sensors that are engaged in maritime security such as high frequency radar, active and passive sonar, and synthetic aperture radar. For example, Canada’s CP-140 Aurora platform consists of many sensors that are used to collect data for the surveillance of surface targets [42].

In airborne surveillance of surface targets, sensor performance and data fusion are two major research areas. In this paper a novel approach is proposed for using the social network data (soft data) along with AIS or other airborne surveillance data
sensors data (hard data) by fusing them to get a better estimation for tracking surface targets and also to increase the maritime security. In order to understand how the proposed algorithm works under different circumstances, we investigate two different scenarios in the following subsections.

4.1 Scenario 1

This scenario assumes that the surveillance agencies know that a region will certainly be under attack but it requires help from Airborne or Marine sensors and Social Network (SN) to predict the exact place of attack. An unfortunate example of this case is 26/11 Mumbai terror attacks. In this case, the policing agency knew that the attack is underway in Mumbai region but was unable to pinpoint the exact locations for which the counter forces had to be dispatched [34]. There are various studies that shows that this attack can be tracked by SN data [8] (soft data) and Airborne/Marine surveillance data [6] (hard data) and this thesis proposes an outline for a tool that can fuse these data. Let’s assume that the soft data is collected from a social networking website i.e., Twitter. Figure 4.1 shows the tweets in an area with green and red dots. Also, consider that the red dots are the data which is filtered based on keywords. Each filtered data can then be sorted based on the location it specifies.

Let’s assume a hypothetical situation where a region with 3 cities is under attack. Since the situation that is being modeled (terror attack) is certain, the sum of Belief Mass (BM) assigned to the cities is equal to one (i.e, propositions are city 1, city 2, city 3). Soft data collected from sources such as twitter can be filtered based on keywords such as ”attack”, ”terrorists”, ”casualty” etc. and sorted based on location it specifies (in our hypothetical case keywords will be ”city 1”, ”city 2” and ”city 3”).
Figure 4.1: Ship movements and tweets in Mumbai area (courtesy of Google Earth)
BM of SN data can then be assigned based on simple formulations such as

\[
BM_{SN}^{City_n} = \frac{\text{Number of filtered tweets about } City_n}{\text{Total number of filtered tweets}},
\]

(4.1)

where \( n = 1, 2, 3 \) in our hypothetical case. For this scenario a sample text file with list of hypothetical tweets was created and filtering and counting algorithms were employed to obtain the belief mass.

Table 4.1: Belief Mass assignment for SN data

<table>
<thead>
<tr>
<th>Cities</th>
<th>Tweets</th>
<th>BM&lt;sub&gt;SN&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>0.2380</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>0.4095</td>
</tr>
<tr>
<td>3</td>
<td>37</td>
<td>0.3523</td>
</tr>
</tbody>
</table>

On the other hand, let’s assume that we have AIS data as hard data and we can employ Anomaly Detection algorithm as explained in Section 3.1 to predict the pathway of the anomalous vessel movement. Figure 4.2 shows the working of the tracking algorithm and anomaly detection. We can work out the BM for AIS data using angle of approach of anomalous vessel as shown in Figure 4.3. If \( \theta_n \) is the angle at which \( city_n \) is located from the angle of approach of anomalous vessel, then BM can be calculated as

\[
BM_{AIS}^{City_n} = \frac{\frac{\pi}{2} - \theta_n}{\sum_i \left( \frac{\pi}{2} - \theta_i \right)},
\]

(4.2)

where \( n = 1, 2, 3 \), in our hypothetical case. Using this assumption, belief mass for 3 cities as shown in Figure 4.3 can be calculated as shown in table 4.2.

Now that we have calculated the belief mass for both SN and AIS data, we can
Table 4.2: Belief Mass assignment for AIS data

<table>
<thead>
<tr>
<th>Cities</th>
<th>Angle (θ Radians)</th>
<th>BM_{AIS}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3490</td>
<td>0.4001</td>
</tr>
<tr>
<td>2</td>
<td>0.5235</td>
<td>0.3428</td>
</tr>
<tr>
<td>3</td>
<td>0.7852</td>
<td>0.2580</td>
</tr>
</tbody>
</table>

Figure 4.2: An example of tracking using AIS data and anomaly detection
Figure 4.3: Approach of anomalous vessel and its predicted path
use DRC and MDRC algorithm as explained in Section 2 to fuse them. Fused data using DRC and MDRC method for the data given in Table 4.1 and Table 4.2 is shown in Table 4.3. As shown, even in data with mild conflicts, fusion using DRC and MDRC shows significant difference. This difference is quite pronounced in data with visible conflicts as shown in Table 4.4.

Table 4.3: Data fusion using DRC and MDRC in mild conflict situation

<table>
<thead>
<tr>
<th>Cities</th>
<th>AIS data</th>
<th>SN data</th>
<th>DRC Fusion</th>
<th>MDRC Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4001</td>
<td>0.2380</td>
<td>0.2923</td>
<td>0.3327</td>
</tr>
<tr>
<td>2</td>
<td>0.3428</td>
<td>0.4095</td>
<td>0.4309</td>
<td>0.3762</td>
</tr>
<tr>
<td>3</td>
<td>0.2580</td>
<td>0.3523</td>
<td>0.2790</td>
<td>0.3193</td>
</tr>
</tbody>
</table>

Table 4.4: Data fusion using DRC and MDRC in strong conflict situation

<table>
<thead>
<tr>
<th>Cities</th>
<th>AIS data</th>
<th>SN data</th>
<th>DRC Fusion</th>
<th>MDRC Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
<td>0.3333</td>
<td>1.0000</td>
<td>0.5946</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.3333</td>
<td>0</td>
<td>0.2027</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.3334</td>
<td>0</td>
<td>0.2027</td>
</tr>
</tbody>
</table>

The tables in this section shows the fusion of discrete data sets but fusion can also be carried out for real time or continuous data as shown in Figure 4.4. It can be seen from this figure that DRC fusion gives unreasonable results when one of the data approaches either 1 or 0, especially in the plot for city 2, the DRC fusion closely follows the SN data and it appears that as if fusion doesn’t take AIS data into account. On the other hand, MDRC approach takes a reasonable stand between SN and AIS data in all three cities.
Figure 4.4: An example plot of real-time or continuous data fusion in scenario 1
4.2 Scenario 2

This scenario is similar to a classical threat monitoring system, where by fusing the scoured data from social network space and sensor equipments, we might possibly predict a threat to a community. Scenarios such as community unrest, community clashes, riots etc., can be best predicted by publicly available social media information [26], whereas the external threats and cross-border terrorism can be best predicted using sensor hard data such as AIS [47]. There are also many studies that point towards the fact that the radical elements of the society are increasingly using social media to show their presence [50]. The best and unfortunate example of this is the Charlie-Hebdo attack and the subsequent murder of 12 of its employees, where the radical elements have been continuously threatening the Charlie-Hebdo establishment using social media.

This study explores the possibility to use both hard data (AIS as an example here) and soft data (Twitter as an example here) to gain a reasonable insight of threat to the community.

As an example of hard data, we use AIS maritime surveillance system. The AIS data provides all details such as the name, latitude, longitude, Speed Over Ground (SOG), Course Over Ground (COG), base station and destination of all the vessels in a particular maritime region. By applying the anomaly detection algorithms to AIS data the details of the anomalous vessels and the Probability of False Alarm (PFA) can be obtained. Using PFA and the angle at which the city is located to its predicted path, one can obtain the BMA for AIS data as

\[
BMA_{AIS} = (1 - PFA) \times \frac{\pi - \theta}{\pi}. \tag{4.3}
\]
For the same three city case as shown in Figure 4.3, the BMA assignment can be tabulated as shown in table 4.5 for PFA = 0.2110. Note that we are only trying to predict a threat and hence the threat is uncertain so the sum of the belief masses does not have to be one (In this case the propositions are ”True”, ”False”).

<table>
<thead>
<tr>
<th>Cities</th>
<th>Angle (θ Radians)</th>
<th>BM_{AIS}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3490</td>
<td>0.7013</td>
</tr>
<tr>
<td>2</td>
<td>0.5235</td>
<td>0.6575</td>
</tr>
<tr>
<td>3</td>
<td>0.7852</td>
<td>0.5917</td>
</tr>
</tbody>
</table>

SN data is taken from twitter and the tweets are continuously monitored and observed for deviation from the statistical model build using past history. This burst detection mechanism is explained in more detail in section 3.2. A sample statistical deviation for synthetic data is shown in Figure 4.5 for one particular keyword ”Jihad”. If we consider this as keyword \( i \), the probability assignment (PA) can now be defined as

\[
PA_i = \begin{cases} 
\frac{\text{dev}_i^t}{\text{dev}_\mu^t} & \text{if } \mu_{\text{current data}} > \text{Threshold} \\
0 & \text{otherwise}
\end{cases}
\]  

where \( \text{dev}_i^t \) is deviation of mean of current data from the threshold and \( \text{dev}_\mu^t \) is deviation of mean of current data from historical data. Both these terms are schematically presented in Figure 4.5. Note that this is a simple, but efficient formulation for PA only using one statistic (mean), but there can be many formulations based on multiple statistics such as mean, standard deviation, degree of skewness etc. BM for
Figure 4.5: An example of statistical deviation in historical and current twitter data.
SN data can then be assigned as

\[ BM_{SN} = \max_i P A_i \]  (4.5)

\( BM_{SN} \) calculated for the case shown in Figure 4.5 is 0.25. Since this data was not sorted on the basis of location, we assign the belief mass for all three hypothetical cities to be 0.25. With these SN and AIS data, the fusion using DRC and MDRC yielded the results as shown in Table 4.6. The difference between DRC and MDRC is significant and it is pronounced when one of the data points approaches the extreme value. The real disadvantage of DRC is visible in conflict situations as shown in Table 4.7.

<table>
<thead>
<tr>
<th>Cities</th>
<th>AIS data</th>
<th>SN data</th>
<th>DRC Fusion</th>
<th>MDRC Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7013</td>
<td>0.2500</td>
<td>0.4390</td>
<td>0.4780</td>
</tr>
<tr>
<td>2</td>
<td>0.6575</td>
<td>0.2500</td>
<td>0.3902</td>
<td>0.4574</td>
</tr>
<tr>
<td>3</td>
<td>0.5917</td>
<td>0.2500</td>
<td>0.3257</td>
<td>0.4252</td>
</tr>
</tbody>
</table>

Table 4.7: Data fusion using DRC and MDRC in conflict situation - Scenario 2

<table>
<thead>
<tr>
<th>Data</th>
<th>AIS data</th>
<th>SN data</th>
<th>DRC Fusion</th>
<th>MDRC Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.9999</td>
<td>0</td>
<td>0.5000</td>
</tr>
<tr>
<td>2</td>
<td>0.0001</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.5000</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1.0000</td>
<td>NaN</td>
<td>0.5000</td>
</tr>
</tbody>
</table>

The comparison between the behavior of DRC and MDRC fusion can be explained using Figure 4.6. This figure shows DRC and MDRC fusion of synthetic 2000 data couples. In a data couple one is named as SN data and the other is named as AIS...
data. DRC and MDRC fusion is carried out between SN and AIS data and SN and fused data is plotted against AIS data. It can be clearly seen that DRC fusion skews the fused data to the extreme value when AIS data has value near zero or one. But on the other hand, MDRC fusion squeezes the fusion around AIS data and we can expect that it will make a reasonable prediction.

These fusion algorithm can also be applied for continuous synthetic data or real time data. Following are the 5 cases of continuous data where we examine the behavior of DRC and MDRC fusion algorithm for different data trends.

**CASE 1:** In this case two oscillating data with different wavelengths are fused with DRC and MDRC and shown in Figure 4.7. Both fusion seem to work well as there are no values near zero or one. However when both SN and AIS data exceeds the value 0.6 then the DRC fusion give a result that is significantly higher but the MDRC fusion seem to take the middle ground between two data.

**CASE 2:** In this case a linearly increasing data and a linearly decreasing data is fused together and results are shown in Figure 4.8. In this case the DRC fusion has unpredictable behavior on the left side when the parent data is 0 and 0.9999. On the other hand MDRC fusion seem to have a predictable behavior.

**CASE 3:** In this case, a oscillating function and linear function is fused and shown in Figure 4.9. Both fused results has adopted the characteristics of parent data, but the MDRC fusion seem have a reasonable result at extreme parent values.

**CASE 4:** In this case exponentially increasing and exponentially decreasing functions are fused and result is shown in Figure 4.10. Similar to case 2 the behavior of DRC fusion seem to be erratic when parent values approached 0.001 and 1. On the other hand the MDRC fusion seem to have predictable behavior.
Figure 4.6: Comparison of DRC and MDRC fusion behaviour
**CASE 5:** In this case both data is linearly decreasing but one has a random noise incorporated in it as shown in Figure 4.11. Both fusion result had noise in them and gave reasonable results.

![Data fusion in scenario 2 - case 1](image)

Figure 4.7: Data fusion in scenario 2 - case 1
Figure 4.8: Data fusion scenario 2 - case 2
Figure 4.9: Data fusion scenario 2 - case 3
Figure 4.10: Data fusion scenario 2 - case 4
Figure 4.11: Data fusion scenario 2 - case 5
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this paper, a novel approach for predicting events by fusing soft (e.g., Twitter) data with hard (e.g., AIS) data to improve the prediction capability was proposed. Various scenarios using the soft data to fuse with hard data is explained. The results for different types scenarios and its working are presented. This framework was demonstrated on a representative airborne surface surveillance environment however the proposed framework can be used for other surveillance applications as well. The novelty of the work was in the use of Modified Dempster’s Rule of Combination to efficiently process large amounts of social network data along with large-scale AIS data and the preliminary results were presented. By using this Modified Dempster’s rule of combination for the fusion process, all the conflicts between the data were removed. There is a plan to extend the work to consider more realistic scenarios with even larger data sets. In addition, theoretical performance quantification and computational complexity analysis are needed to be performed for assessing its efficiency.
5.2 Future Work

The proposed algorithms for fusing soft and hard data could be extended to data association problems where it is needed to process large amount of real time soft data and hard data. Instead of using the soft data as the probability values from the output of MDRC, can change it as state(X,Y), which can be easily incorporated with the hard data which is already in the state(X,Y). Another plan to take the proposed algorithm to next level is to implement it with other types of hard data other than AIS data along with the available social network data. This helps to check the efficiency of proposed algorithm on various other hard and soft data systems. It will take the proposed algorithm for fusion to next level.
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