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Abstract 

 

Magnetic Resonance Imaging (MRI) is a widely used, non-invasive imaging technique 

that provides a means to reveal structural and functional information of different body 

tissues in detail. Susceptibility Weighted Imaging (SWI) is a field in MRI that utilizes the 

information from the magnetic susceptibility property of different tissues using the gradient 

echo phase information. Although longer echo times (TEs) have been widely used in 

applications involving SWI, there are a few problems related with the long TE data, such 

as the strong blooming effect and phase aliasing even at macroscopic levels. In this thesis, 

the use of very short TEs is proposed to study susceptibility mapping. The short TEs can 

be used to study structures with susceptibilities an order of magnitude larger (such as air 

and bones in and around the brain sinuses, skull and teeth) than those within soft tissue. 

Using the phase replacement technique that we recently developed, it becomes possible to 

map the geometry of such structures, which to date has proven difficult due to the lack of 

water content (for sinuses) or due to very short T2* (for bones).  

The method of phase replacement inside the sinuses proposed in this thesis provides 

more accurate phase information for the inversion than assuming zero or some arbitrary 

constant inside these structures. The first and second iterations were responsible for most 

of the changes in mapping out the susceptibility values. The mean susceptibility value in 

the sphenoid sinus is calculated as +9.3 ± 1.1ppm, close to the expected value of +9.4ppm 

for air. The reconstruction of the teeth in the in-vivo data provides a mean Δχ(teeth-tissue)=–

3.3ppm, thanks to the preserved phase inside the jaw. This is in agreement with the 
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susceptibility value measured from a tooth phantom (Δχ(tooth-phantom)=–3.1ppm). The mean 

susceptibility inside a relatively homogeneous region of the skull bone was measured to be 

Δχ(bone-tissue)=–2.1ppm. Finally, these susceptibilities can be used to help remove the 

unwanted background fields prior to applying either SHARP or HPF.  

In addition, the effects of the background field gradient on flow compensation are 

studied. Due to the presence of these background gradients, an unwanted phase term is 

induced by the blood flow inside the vessels. Using a 3D numerical model and in vivo data, 

the background gradients were estimated to be as large as 1.5mT/m close to the air-tissue 

interfaces and 0.7mT/m inside the brain (leading to a potential signal loss of up to 15%). 

The quantitative susceptibility mapping (QSM) results were improved in the entire image 

after removing the confounding arterial phase thanks to the reduced ringing artifacts.  

Lastly, a novel approach to improve the susceptibility mapping results was introduced 

and utilized to monitor the changes in venous oxygen saturation levels as well as the 

changes in oxygen extraction fraction instigated by the vasodynamic agents, caffeine and 

acetazolamide. The internal streaking artifacts in the susceptibility maps were reduced by 

giving an initial susceptibility value uniformly to the structure-of-interest, based on the a 

priori information. For veins, the iterative results, when the initial value of 0.45 ppm was 

used, were the best in terms of the highest accuracy in the mean susceptibility value (0.453 

ppm) and the lowest standard deviation (0.013 ppm). Using this technique, the venous 

oxygen saturation levels (inside the internal cerebral veins (ICVs)) for normal 

physiological conditions, post-caffeine and post-Diamox for the first volunteer were 
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calculated as (mean ± standard deviation): YNormal = 69.1 ± 3.3 %, YCaffeine = 60.5 ± 2.8 

% and YDiamox = 79.1 ± 4.0%.  

For the caffeine challenge, the percentage change in oxygen extraction fraction (OEF) 

for pre and post caffeine results was calculated as +27.0 ± 3.8%; and for the Diamox 

challenge, the percentage change in OEF was calculated as −32.6 ± 2.1 % for the ICVs. 

These vascular effects of Diamox and caffeine were large enough to be easily measured 

with susceptibility mapping and can serve as a sensitive biomarker for measuring 

reductions in cerebro-vascular reserve through abnormal vascular response, an increase in 

oxygen consumption during reperfusion hyperoxia or locally varying oxygen saturation 

levels in regions surrounding damaged tissue.  

In conclusion, our new approach to QSM offers a means to monitor venous oxygen 

saturation reasonably accurately and may provide a new means to study neurovascular 

diseases where there are changes in perfusion that affect the oxygen extraction fraction. 
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Chapter 1: Introduction 

 

 

Magnetic Resonance Imaging (MRI) is a widely used, non-invasive imaging technique 

that provides a means to reveal structural and functional information of different body 

tissues in detail. The MR magnitude information has been primarily used in MRI for 

clinical diagnosis due to the soft tissue contrast provided by the images. Depending on the 

application, a variety of contrasts can be generated between different tissues of interest in 

the magnitude images by altering the imaging parameters (1). For example, different 

contrasts are created by spin density, T1 and T2 weighted sequences. 

Apart from a few applications such as flow quantification, phase sensitive inversion 

recovery or MRI thermometry, the phase signal had been ignored in obtaining structural 

information from different tissues (2–5). Susceptibility Weighted Imaging (SWI) is a field 

in MRI that utilizes the gradient echo phase information to create filtered phase images that 

are used to enhance contrast in the magnitude images (2,6). The phase signal is dependent 

on the magnetic susceptibility distribution of a given tissue sample, hence, the phase 

images offer a unique image contrast. The applications of the phase images include 
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studying the progress of neurodegenerative diseases like multiple sclerosis by detection of 

iron deposition in the brain, and the presence of calcium deposition in breast tissue and 

quantifying oxygen saturation in veins using the susceptibility maps (7–9). Susceptibility 

mapping technique utilizes the phase information around an object to reconstruct the 

susceptibility properties across a given tissue (6,10–13). 

The strength of phase behavior is dependent on the time of echo, where higher echo 

times will produce a stronger, more discernible signal. Currently, the focus of phase 

imaging and susceptibility mapping has been on using longer TEs on the order of T2* (~20 

to 30ms) to enhance susceptibility effects for small structures or objects with low 

susceptibility (14). However, the macroscopic and microscopic phase wrapping or phase 

aliasing at higher echo times leads to T2* signal loss and blooming artifacts that makes the 

object appear larger than its actual size. This, in turn, leads to an underestimation of the 

measured susceptibility. Therefore, in this thesis, use of relatively shorter TEs (~2.5ms) is 

proposed, especially when studying structures with much stronger susceptibilities in the 

brain.  

The potential applications of utilizing short TEs includes imaging of high iron content 

in stroke and traumatic brain injury as well as mineralization in Parkinson’s disease; 

imaging of major veins in the body to measure oxygen saturation (2). Furthermore, by 

preserving the signal outside the brain itself, phase images at short echo times provide a 

new approach for imaging high susceptibility objects such as sinuses, bones and teeth that 

have no or unreliable MR signal. Regions which have no signal cannot benefit from any of 

the usual tissue properties except for susceptibility which usually affects tissues outside the 
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source. This thesis introduces the phase replacement method, which updates the predicted 

phase inside an object iteratively in order to improve the susceptibility reconstruction (15). 

The resulting images for air and bones are not only of interest in and of themselves, but 

also can be used to model and remove the unwanted background phase to better evaluate 

local tissue anomalies at long TEs. 

Recently, a variety of multi-echo gradient echo sequences have been used for 

simultaneous MR angiography and venography, susceptibility weighted imaging (SWI) 

and susceptibility mapping (10,16,17). However, these flow compensated sequences are 

still highly sensitive to flow artifacts, especially at the longer echo times. The presence of 

flow induced phase will hamper the quality of SWI images and create artifacts in 

quantitative susceptibility mapping (QSM). Therefore, it is critical to understand these 

potential sources of error and then eventually remove them if viable. For the second major 

part of this thesis, the unwanted phase induced by blood flow in presence of the background 

gradients is studied and evaluated. This unique approach also suggests that the magnitude 

images from the first echo can be used as a means to remove spurious phase for QSM 

calculations. 

A recently developed iterative algorithm helps in reducing the streaking artifacts caused 

by the ill-posed nature (singularity region within the inverse Green’s function) of the 

susceptibility mapping process (18). However, the streaking artifacts inside a structure are 

carried forward to the final results. For structures with high susceptibility, these artifacts 

can be stronger and deleterious. The final part of this thesis introduces a method to further 

improve the susceptibility mapping by reducing the streaking artifacts both inside and 
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outside a structure-of-interest. This method is then used for measuring the cerebral venous 

oxygen saturation levels. In this work, the ability of this approach is to demonstrate the 

quantification of the blood oxygenation level of cerebral veins (Yv) in vivo, not only under 

normal physiological conditions but also by challenging the physiologic conditions, 

induced by vasodynamic agents such as caffeine or acetazolamide, which affect the 

cerebral venous blood oxygenation level (19–22). For each of the above mentioned 

approaches, a 3D numerical brain model was used to predict and validate the associated 

errors. 
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Chapter 2: Basics of MR Phase Signal 

and Magnetic Susceptibility1 

 

 

The phase component of the magnetic resonance imaging (MRI) signal has been 

increasingly employed to improve image contrast, to depict normal or abnormal tissues and 

to image veins based on the tissue magnetic susceptibility property. In this chapter, the 

major purpose will be to describe introductory physics of MR phase signal. Furthermore, 

the post-processing techniques for the phase data as well as the method for susceptibility 

mapping are described. 

2.1 Larmor Frequency and Free Induction Decay 

MRI is a technique based on the interaction of the external main magnetic field with the 

nuclear spin. One component of this interaction is the precession of the spins about the 

magnetic field (1). Nuclear spin is a quantum mechanical intrinsic property of a particle 

which represents the intrinsic angular momentum of that particle (1).
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The frequency of the spin precession around the external magnetic field for a right 

handed system is given by: 

ω0 = γ ∙ B0                                                       [2.1] 

where, ω0 is the frequency of spin precession or the Larmor frequency, γ is the constant 

known as the gyromagnetic ratio (for a hydrogen proton γ =2.68×108rad/s/Tesla) and B0 is 

the external field strength. In the presence of an external magnetic field, the net 

magnetization of the spins in a tissue is in the direction of the main field. After a time much 

larger than the T1 (spin-lattice) relaxation time, this magnetization is known as the 

equilibrium magnetization (M0) (1). Even though, the external magnetic field tends to align 

the protons along the direction of the main field, only a fraction of the total number of spins 

orient themselves in the direction parallel to the main field.  

The three major components of an MRI machine include the main magnet that generates 

a static external magnetic field, the radio frequency (RF) coils that excite a tissue sample 

using an RF pulse and receive MRI signal and the gradient coils that help in spatial selection 

of the region of interest(2). Application of a Radio-Frequency (RF) pulse enables the spin 

of hydrogen protons to orient away from the main field direction. Due to short temporary 

presence of this RF pulse, the spin will then collectively precess towards the main field 

direction (2). The process of redirecting themselves parallel to the external field is shown 

in Figure 2.1. The decay of the transverse magnetization (magnetization in x-y plane) is 

called the Free Induction Decay. This helps in regaining the equilibrium state of the 

magnetization in the presence of the external field, B0.  



Ph.D. Thesis – Sagar Buch                       McMaster – School of Biomedical Engineering 

9 
 

Time-varying magnetic field derived from the sum of all precessing protons spin fields 

would induce an emf (electro-motive force) which is detected through the corresponding 

flux changes by a receiver coil, as seen in the Figure 2.1 (1).  

 

Figure 2.1. The precession of a spin after the application of an RF pulse, a), which 

generates an observable NMR signal called free induction decay (FID) signal in the absence 

of any magnetic gradients, b). 

 

2.2 Magnetic Susceptibility 

Several sources of magnetic field variation can be found in the body which can cause 

signal distortion, loss of signal, image artifacts and T2* losses. Extracorporeal objects 

include surgically implanted objects, iron-based tattoos, and certain cosmetic products like 

eye shadows; and also the internal magnetic susceptibility differences found between the 

tissues in the body (1). While the extracorporeal objects create distortion artifacts, the 
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internal susceptibility differences can be used to provide a unique contrast in the phase 

images (3). This attribute may provide special information about tissues, such as 

distinguishing lesions from normal tissue (3). 

Magnetic susceptibility can be defined as the property of a substance, when placed 

within an external uniform magnetic field, which measures its tendency to get magnetized 

and alter the magnetic field around it (1).   

The physical magnetic field (measured in Tesla) is given by:  

B⃗⃗ =  μ H⃗⃗                                                           [2.2] 

where, μ is the permeability constant of the substance and 𝐻⃗⃗  is measured in Ampere/meter 

(A/m) which is approximately the same as 𝐵⃗  field when there is no substance present (1). 

A relative permeability of a substance can be defined as 𝜇r = 𝜇 / 𝜇0, where for free space 𝜇 

=𝜇0 = 4𝜋 × 10−7Tm/A, a universal constant. The induced magnetic field 𝐵⃗  inside a 

substance is given by  

  B⃗⃗  = μ0 (H⃗⃗  + M⃗⃗⃗ )                                                   [2.3] 

where 𝑀⃗⃗  is induced magnetization serving as a macroscopic source of internal field 

contribution of the electron spin inside the substance (1). 

Magnetic susceptibility is viewed as the proportionality constant (𝜒) for the relation 

between the induced magnetization in a temporarily magnetized substance and an external 

magnetic field; and the value of this dimensionless constant describes the magnetic 

property of the substance (3). 
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M ⃗⃗⃗⃗ =  χ ∙ H⃗⃗                                                         [2.4] 

This provides the expression for an induced magnetic field in presence of the external 

magnetic field and the induced magnetization for a given object with susceptibility𝜒 (1). 

Eq. 2.3 can be written as: 

B⃗⃗  =  μ0 (1 +  χ)H⃗⃗  

and,   B⃗⃗  =  μ0 (
1 + χ

 χ
) M⃗⃗⃗  

Hence, M⃗⃗⃗ = [
χ ∙ B⃗⃗ 

μ0(1+χ)
] ≈ (χ ∙ B⃗⃗ )/μ0  (when χ<<1)                         [2.5] 

 

2.2.1 Types of Magnetic Susceptibility 

Substances can be classified into diamagnetic, paramagnetic and ferromagnetic 

materials based on their macroscopic influence over the external magnetic field (1). The 

magnetization depends on the magnetic susceptibility of the object. For empty space, the 

value of χ is zero, whereas a negative value of χ represents a diamagnetic material, if the 

value of χ is positive the material is paramagnetic (1). The terms ‘paramagnetic’ and 

‘diamagnetic’ are used relative to the susceptibility of the water rather than vacuum, in MRI 

field. For ferromagnetic materials, the value of 𝜒 is much larger than 1 (1). Eq. 2.3 is more 

suitable expression for the ferromagnetic materials, and, generally, the relevant information 

for human tissue imaging comes from susceptibility values which are relatively very small 

(1,3,4).  
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Diamagnetic substances: 

Human tissues contain a significant amount of water, making most of the soft tissues 

diamagnetic in nature. Inert gases, crystal salts, such as NaCl, most organic molecules, and 

water are some examples of diamagnetic substances. Bone is slightly more diamagnetic 

than most of the soft tissues in the body (1).  

Paramagnetic substances: 

Iron is strongly paramagnetic so that even small amounts can be detected (1). 

Gadolinium is another good example of a paramagnetic substance and it is combined with 

a chelating agent to reduce its toxicity, so it can be used in MRI as a contrast agent to depict 

the vascular network in different regions. Copper, manganese, and dysprosium, are some 

other examples of paramagnetic ions that are used for MRI applications. Molecular oxygen 

is also slightly paramagnetic in nature (4).  

Ferromagnetic substances: 

Ferromagnetic materials, like a horseshoe magnet, can achieve constant magnetization 

even at a room temperature (4). Ferromagnetism arises from the individual atomic magnetic 

moments but results in much stronger induced magnetization, than paramagnetic materials, 

because of their special structural arrangement. The spins are arranged parallel to each other 

preferentially, making it a lower energy state. The presence of ferromagnetic materials in 

human tissues is rare compared to diamagnetic or paramagnetic substances. Most of the 

ferromagnetic signals in MRI originate from an external source rather than a biological 

tissue (4).  



Ph.D. Thesis – Sagar Buch                       McMaster – School of Biomedical Engineering 

13 
 

2.3 Gradient Echo Imaging 

Although, MRI signal is acquired using the receiver coils, the signal is generated using 

a special set of steps that modify and direct the orientations of spin precession. The free 

induction decay generates an emf signal (1). 

A series of RF pulses are applied to the region of interest which tip the equilibrium 

magnetization (M0) away from the external magnetic field and generate a signal, other than 

the free induction decay, in form of an echo which can be easily acquired by the receiver 

coils(1). A pulse sequence is the pattern of applying these RF pulses to generate the desired 

echo signal, and this pattern varies with the particular type of image to be produced. In 

MRI, additional external gradients coils are applied to the tissue sample in order to produce 

spatially dependent signal from a given tissue sample (2). 

Gradient coils are used to induce linear variations in the main magnetic field (Bo) 

(Figure 2.2a)). There are three imaging gradient coils, one for each direction. The variation 

in the magnetic field permits localization of image slices as well as phase encoding and 

frequency encoding (2). 

Gradient echo (GRE) imaging is one of the most important sequence types used in MRI 

today. GRE sequence has been used to rapidly acquire MRI data with high spatial resolution 

and low RF power deposition (5,6). 
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a) 

 
b) 

Figure 2.2. Basics of a gradient echo sequence. a) The effects of applying a positive or 

negative gradient field in presence of the main external magnetic field (B0), b) A simple 

representation of a gradient-echo pulse sequence. 

A simple gradient echo sequence diagram can be seen in Figure 2.2b). The RF 

excitation pulse is followed by a negative gradient signal applied from time t1 to t2 along 

the direction of the main magnetic field (B0). The net magnetization vector that is tipped 

onto the transverse plane shows a linear change in precession frequencies (larmor 

frequencies) at different z-locations (1). This can be understood by referring to Eq. 2.1 that 
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shows the relationship between the precession frequency and the main magnetic field acting 

on the spin. The presence of a gradient field causes a linear change in the magnetic field 

with respect to the position in z-direction (2). The transverse components of spins at 

different z-locations are shown projected onto the x-y plane below the negative gradient in 

Figure 2.2b) illustrating the dephasing of the signal (2).  

Another gradient with reverse polarity is applied to the imaging sample from time t3 to 

t4. The gradient being opposite in polarity induces rephasing of the signal causing an echo 

as shown below the positive gradient in Figure 2.2b). The time between the RF pulse 

excitation and maximum gradient echo signal is called the Echo time (TE). This way the 

gradient echo permits the recovery of the signal using the gradients.  

2.3.1 SWI Pulse Sequence 

Gradient echo-based MRI is considered a conventional technique and is routinely used 

for nearly every medical application in both 2D and 3D data acquisition modes (4). For 

Susceptibility Weighted Imaging (SWI) data acquisition, a 3D, RF spoiled, velocity 

compensated, gradient echo sequence is used (Please refer to Figure 2.3) (4). The signal of 

this gradient echo sequence also depends on tissue properties like T1, T2
* relaxation times, 

and the spin density (3).  

Gradient moment nulling (GMN) is a method used to modify a gradient waveform in 

order to suppress the motion sensitivity of a pulse sequence (2). Gradient moments are 

values calculated from the integral of a given gradient waveform with time (2): 

mn = ∫[tn ∙ G⃗⃗ (t)]dt                                                  [2.6] 
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where, mn is the nth gradient moment of the gradient waveform G(t). Gradient moments of 

a gradient waveform can be nulled, depending on the application, to various degrees and 

orders. Signal variations that lead to artifacts in the image are caused by the rapid and 

pulsatile flow of blood and cerebrospinal fluid. These artifacts include signal loss due to 

flow-induced dephasing, misregistration artifacts and the velocity induced phase (1,2,4). 

The phase for a spin moving with a constant velocity (ν) for a bipolar pulse Gx of duration 

2τ is given by: 

φ = γGx
⃗⃗⃗⃗ ∙ ν⃗ τ2                                                  [2.7] 

Motion or flow with constant velocity is compensated with first order GMN, by nulling 

the first moment of a gradient waveform, and is also called velocity compensation or flow 

compensation (1). For a velocity compensated pulse sequence, the velocity induced phase 

(given by Eq. 2.7) disappears, which leaves the desired susceptibility induced phase 

information (4).  

Figure 2.3 represents the original pulse sequence used for SWI data acquisition. A 

volume with several centimeters of slab thickness is excited using an RF pulse of low flip 

angle, which is then spatially resolved in 3D space by applying the frequency encoding, 

phase encoding and partition encoding gradients (1). Velocity compensation is applied in 

all three spatial directions- slice-select (Gs), phase-encoding (Gp) and readout (Gr) 

directions to eliminate oblique flow artifacts (1). The partition gradients in slice-select and 

phase encoding directions are rewound after sampling the echo signal, whereas the readout 

gradient remains to dephase the spins (1). 
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Figure 2.3. Pulse sequence diagram for a 3D gradient echo MR acquisition with flow 

compensation in all three directions to reduce the effects of pulsatility effects of the blood 

or cerebrospinal fluid flow. The pulse sequence includes first order gradient moment 

nulling in readout (Gr) and slice-select (Gs) directions. The partition encoding and phase 

encoding (Gp) gradients are velocity compensated with respect to the echo.  

 

2.3.2 Complex MR Signal 

The two-dimensional precession of the spin in the transverse plane is represented by 

complex notation (1). Generally, the signal produced by the rotational motion of the spin 
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precession in presence of a constant magnetic field is acquired by two channels representing 

real and imaginary parts of a complex signal: 

Sxy(t) =  Sx(t) + i Sy(t)                                           [2.8] 

where, Sx and Sy represent the real and imaginary channels of the signal (Please refer to 

Figure 2.4). This equation can be rewritten as: 

Sxy(t) = |Sxy(0)|  ∙ e
iφ(r⃗ ,t)                                        [2.9]                   

where, |𝑆𝑥𝑦|=√𝑆𝑥
2 + 𝑆𝑦

2 is the magnitude and  φ = tan−1(
Sy

Sx
) is the phase component of 

an MR signal. The phase component of the MR signal is dependent on the position of the 

spin and the phase accumulation with time (1). For a right handed system: 

φ(r , t) = −ωo ∙ t + γ(B(r ))t 

or, φ(r , t) = −γ(B0 − B(r ))t                                      [2.10] 

As seen in the Eq. 2.10, the phase accumulated at time (t) depends on the larmor 

frequency (ω0) and the variations in the main magnetic field due to local variation (B(r )) 

(4). The variations in the main magnetic field are introduced by the external linear fields or 

structural susceptibility effects which are explained later. 

2.3.3 Phase Aliasing 

In MR imaging, phase is used to encode spatial information at a position (r ). However, 

in addition to the position-dependent phase created by the spatial encoding gradients, there 

are unavoidably other forms of remnant or background phase present (1,3). These unwanted 
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spurious phase effects also need to be understood and dealt with before useful information 

from MR phase images can be extracted. A general change of phase over time is studied 

by simplifying the Eq. 2.10: φ(t) = Δω ∙ t, where, Δω represents the effective frequency 

that includes the original larmor frequency and magnetic field variation components. 

 

Figure 2.4. Complex representation of an MR signal acquired through ‘Real’ and 

‘Imaginary’ channels. |𝑆| represents the magnitude and 𝜑 is the phase component of an 

MR signal. 

Figure 2.4 shows the phase evolution in a complex domain. It is evident that the phase 

values lie within the range of -π to +π. Therefore, any phase values outside this interval are 

wrapped back within the interval of (-π, +π). This phase wrapping is also called phase 

aliasing and the aliasing of phase continues as ‘t’ increases (See Figure 2.6a)) (1). 

2.4 Magnetic Field Perturbations (ΔB(𝒓⃗ ))  

The main magnetic field (B0) should ideally be homogeneous at all the parts of the 

sample. But, practically, there are local magnetic field variations found in the sample, 
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which can be caused by the imperfect gradient functioning, eddy currents, motion or 

susceptibility changes between the tissues (1,3,4). 

As mentioned before, the phase information can be written as a function of the difference 

between the uniform field B0 and the local field B(r ) variation at position r  and time t. We 

can rewrite Eq. 2.10 as: 

φ(r̅, t) = −γ(∆B(r )) ∙ t                                             [2.11] 

where, ΔB(r ) represents the variation in the main magnetic field due to the presence of local 

magnetic field. The MR signal is acquired in form of an echo signal, and as mentioned 

before the time at which the center of the echo is received is represented as TE (Echo time) 

(1,2). Hence, the phase accumulated is given as: 

φ(r , t) = −γ ∙ (∆B(r )) ∙ TE                                            [2.12] 

The above expression shows the dependence of the accumulated phase signal on the 

echo time (TE), static main magnetic field (B0) and the nonhomogeneous, spatially varying, 

local field distribution (ΔB(r )).  

SWI uses very high spatial resolution and it incorporates the phase into the final image.  

The phase difference in the local tissue between two neighbouring voxels: 

∆φ = −γ(∆B)TE                                                  [2.13] 

The magnetic susceptibility difference is perhaps the only source at this detail to affect 

the magnetic field. Due to the high spatial resolution, the background field inside a voxel 

can be regarded as homogeneous (7). The magnetic field variations in Eq. 2.13 can be 
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represented as the product of the magnetic susceptibility difference (∆𝜒) between the two 

voxels and the main magnetic field. 

∆φ = −γ(∆χ ∙ B0)TE                                             [2.14] 

The dependence of phase signal on the magnetic susceptibility distribution of a given 

tissue sample, the phase images offer a unique contrast between the tissue structures such 

the veins and the surrounding tissue due to the susceptibility difference between the 

deoxygenated blood in the veins and surrounding tissues is Δχ≈0.45ppm in SI units (3,4). 

2.4.1 Selection of the echo time 

According to Eq. 2.14, the phase signal is proportional to time. Hence, in order to obtain 

a stronger phase response, a higher echo time should be chosen ideally. Usually the focus 

of phase imaging is to study veins (8,9) and iron deposition (10–12) by acquiring at long 

TEs (~20ms). However, this long TE approach leads to both macroscopic and microscopic 

(subpixel size) aliasing. For imaging the veins, an echo time of 20 ms is usually used at 3T 

so that the phase for a vein parallel to the main magnetic field is close to π (4,13). For a 

vessel perpendicular to the main field, the phase is −π/2 inside the vein, and the maximum 

is 3π/2 at the edge of this vein. Hence, phase aliasing occurs at the edge of this vein. Due 

to partial volume effects, both the phase inside and outside the vein will be integrated across 

the voxel leading to increased T2* effects. This causes signal loss and the blooming artifact 

that makes the object appear larger than it really is. Consequently, the smaller veins will 

appear thicker (up to the size of the voxel) in the magnitude image than it really is and the 

phase will be an inaccurate estimate of the real phase (14–16). This increase in apparent 



Ph.D. Thesis – Sagar Buch                       McMaster – School of Biomedical Engineering 

22 
 

size leads to a concomitant underestimate of susceptibility. Despite this, the magnetic 

moment (proportional to the product of the susceptibility times the volume of the object) 

will remain an invariant and can be correctly predicted (15–17). If absolute susceptibility 

is the goal, it would seem more appropriate to set as priority an echo time at which no intra-

voxel phase aliasing will occur. Hence, for the structures with strong susceptibility, such as 

the air/bone-tissue interfaces, lower TEs are more suitable (18). This topic is covered in 

detail in Chapter 3. 

2.4.2 Geometric dependence 

The net magnetization in an object within a uniform external magnetic field distorts the 

uniform field outside the object due to its magnetic susceptibility. The expression of phase 

difference in Eq. 2.14 shows the phase variation between two voxels due to the 

susceptibility difference between them, but for a bigger region of interest the field 

variations can be given as (19): 

∆B(r ) = go∆χB0                                              [2.15] 

where, go is factor dependent on the geometry of an object. Therefore, the spatial 

distribution of this deviation in the external applied field is a function of the geometry of 

the object (19). The local field deviation inside and around an object is of interest because 

it gives rise to local phase differences in MR imaging.  

and, ∆φ = −γ ∙ (go∆χB0) ∙ TE                                   [2.16] 
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When discussing the effects of geometry on local field variations, we usually neglect the 

background field and assume that χ ≪ 1 (4). If information of the object shape is 

analytically known, we can generate the effective phase information inside and outside the 

object. For example, the effective variations in the magnetic field, calculated using the 

Lorentz spherical term and Green’s function, inside and outside a cylinder that makes an 

angle θ to the main field are given by: 

∆Bin =
∆χ ∙ B0(3cos2θ−1)

6
 , 

∆Bout = ∆χ ∙ B0sin
2θ cos 2ϕ

a2

ρ2                                    [2.17] 

where, Δχ = χi – χe,  χi and χe are the susceptibilities inside and outside the cylinder, 

respectively (See Figure 2.5). The derivation of these solutions can be found in literature 

(1,20). The analytical solution for a cylinder can be used to understand the field variations 

for a blood vessel by using the appropriate susceptibility values.  

 

 

Figure 2.5. A cylinder with a radius ‘a’ placed 

at an angle θ to the external magnetic field B0 

and is the polar angle in the x-y plane of the 

point ‘p’ relative to the external field. The 

magnetic field variation outside the cylinder at 

a point ‘p’ with a distance ρ can be defined by 

Eq. 2.17. 
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For more complicated non-uniform structures, the expressions for magnetic field 

variations around the object are not so straightforward, hence are not available easily 

(1,3,4). The solution for finding the magnetic field perturbations due to non-uniform 

geometries will be discussed later in this chapter. 

 

2.5 Background Field Removal 

The phase images contain information about all magnetic fields, microscopic and 

macroscopic. The microscopic field information consists of the local susceptibility 

distribution and the macroscopic field includes the field changes caused by the geometry 

of the object, such air-tissue interface around the sinuses in the brain, and by 

inhomogeneities in the main magnetic field. The effective phase behavior can be written as 

the summation of these fields (1,3,20): 

φ = −γ(∆Bmain field + ∆Bcs + ∆Bglobal geometry + ∆Blocal field)           [2.18] 

where, ΔBcs represents the field variations due to the chemical shift effects. The field 

variations due to chemical shift are different from the local field variations due to the 

susceptibility differences, since the latter depends on the geometry of the object (3). 

In order to remove the field variations due to the inhomogeneities in the main magnetic 

field and the global geometries, processing techniques such as Homodyne High pass (HP) 

filter and sophisticated harmonic artifact reduction for phase data (SHARP) can be applied 

to the original phase images (3,4,21,22) (See Figure 2.6).  
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2.5.1 Homodyne high pass filter 

HP-filtered image, ρ'(r), is obtained by complex dividing the original image ρ(r) by a 

complex image (ρm(r)) generated from truncating the central n × n pixels from the original 

complex image and zero-filling the elements outside the central n × n elements to get the 

same dimensions as the original image.  

ρ′(r) = ρ(r)/ρm(r)                                              [2.19] 

The central part of k-space, or frequency domain of the complex image, will contain the 

low frequency spatial changes of the main magnetic field (22). By generating an image 

based on the central part of the k-space and complex dividing it from the original complex 

data, we should get rid of main field inhomogeneity effects. This would also remove most 

of the unwanted field variations due to global geometries. Figure 2.6b) shows that most of 

the low frequency spatially varying fields that obscure the local inter-tissue phase 

differences of interest are removed after applying the homodyne high pass filter. 

The filtered-phase images, with the background field changes almost completely 

removed in them, have been very helpful in differentiating one tissue from one another, 

depending on their susceptibilities (4). However, apart from removing the background field 

effects, the HP filter also tends to remove some of the physiologically relevant phase 

information from larger anatomic structures (3,4). This limits the use of filter size larger 

than 64×64 since it introduces adverse effects on bigger objects with homogeneous 

distribution of susceptibility values inside them. 
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Figure 2.6.  a) Original unfiltered phase image with imaging parameters: TE=20ms, B0=3T 

with 0.5×0.5×0.5mm3 resolution and b) Homodyne high pass filtered phase image with 

filter size of 64×64 pixels, c) phase images processed with SHARP algorithm (radius=6 

pixels and th=0.05). The filtered phase images in b) and c) shows the underlying tissue 

information much clearly due to the reduced background field variations. 

2.5.2 Sophisticated harmonic artifact reduction for phase data (SHARP) 

The field variation, which can be extracted from the phase images using Eq. 2.13, can 

be considered as a combination of the background field (∆Bb(r )) and the local field 

(∆B𝑙(r )) as: 

∆B(r ) = ∆Bb(r ) + ∆B𝑙(r )                                     [2.20] 

SHARP algorithm works on the principal that the background field variations can be 

approximated as a harmonic component of the phase data in the region of homogeneous 

susceptibility. Recognizing the background field as a harmonic function, recent studies 
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have suggested using the spherical mean value property (21,23). The spherical mean value 

property of the background field implies that: 

∆Bb(r ) =  ∆Bb(r ) ∗ s                                                 [2.21] 

where, s represents a normalized spherical kernel. Applying the spherical kernel to Eq. 2.20 

and subtracting it from the original phase, we get 

∆B′(r ) = ∆B(r ) − ∆B(r ) ∗ 𝑠 = ∆B𝑙(r ) − ∆B𝑙(r ) ∗ 𝑠                     [2.22] 

The term ∆Bb(r ) will cancel out due to the relation shown in Eq. 2.21. The result of Eq. 

2.22 is deconvolved to compensate for the signal loss to the local field variation caused by 

the spherical filtering as follows: 

∆B𝑙(r ) = ∆B′(r ) ∗ (𝛿 − 𝑠)−1                                         [2.23] 

where, (𝛿 − 𝑠)−1 represents the regularized inverse kernel. An eroded mask of the brain, 

for example, is applied to remove any unreliable convolution results close to the boundary. 

The accuracy of the SHARP processed phase images is dependent on both the size of the 

spherical kernel and the regularization in the deconvolution process. The phase data 

processed using SHARP algorithm (Figure 2.6c)) shows the preservation of the local field 

variations, unlike the considerable loss to the phase of large structures (such as the globus 

pallidus) caused by the homodyne high pass filter. 

2.6 Forward Method for Calculating Field Perturbations 

As explained earlier, changes in local magnetic field due to relative differences in 

biological tissue magnetic susceptibilities can provide a unique tissue contrast. The field 
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variations are dependent on the susceptibility differences and geometry of the object of 

interest. Hence, methods for estimating this induced static field inhomogeneity due to the 

presence of an arbitrarily shaped biological tissue in an external homogeneous magnetic 

field have been of considerable interest right from the early days of MR imaging (24,25). 

Apart from data correction, such methods can also help us better understand the tissue 

properties observed in MR experiments through better mathematical simulation of the 

tissue and its properties. A forward method is used where the induced field perturbation is 

calculated by convolving the susceptibility distribution with an analytically derived kernel; 

and this method can be rapidly implemented using fast Fourier transform (FFT) (26,27). 

An object, when placed in an external magnetic field (B0), develops an induced 

magnetization, M, owing to its magnetic susceptibility property, χ, as mentioned briefly in 

the earlier part of this chapter. The z-component of the induced magnetization is in the 

direction of the main magnetic field therefore it is much larger than x and y components. 

For magnetic materials, the net magnetic field Bz(r ) and induced magnetization Mz(r ) are 

related by using Eq. 2.5, 

Mz(r ) ≈
χ(r⃗ )

μ0
B0z                                                    [2.24] 

where, μ0 is the absolute permittivity of free space. The expression for the resulting net 

magnetic field distribution at any point ‘r’ due to the presence of induced magnetization 

M(𝑟̅) can be expressed by (4,26): 

Bz(r ) =  B0 +
μ0

4π
∫ d3r ′ {

3Mz(r⃗ ) ∙ (𝑧 −𝑧 ′)
2

|r⃗ −r⃗ ′|5
−

Mz(r⃗ 
′)

|r⃗ −r⃗ ′|3
}

v′
                     [2.25] 
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We need to find out the field deviation which can be expressed as Bdz(r ) = Bz(r ) – B0. 

Substituting Eq. 2.24 in the Eq. 2.25 we get, 

Bdz(r ) =  
B0

4π
∫ d3r ′ {

3χ(r̅) ∙ (𝑧 −𝑧 ′)
2

|r⃗ −r⃗ ′|5
−

χ(r⃗ ′)

|r⃗ −r⃗ ′|3
}

v′
                            [2.26] 

The above equation can be expressed as a convolution between the susceptibility 

distribution and a 3D Green’s function (4): 

Bdz(r ) =  
B0

4π
∫ d3r ′(χ(r )  × g(r )) 
v′

                                  [2.27] 

where, g(r ) = 
1

4π
∙ (3cos2θ − r2)/ r5                                [2.28] 

In the Fourier domain, the Green’s function can be evaluated as (4,20): 

g(k) =
1

3
−

kz
2

k2                                                      [2.29] 

where, k2=kx
2+ky

2+kz
2 and kx, ky and kz are the coordinates in k-space. Using the Fourier 

Transformation (FT) and Inverse Fourier Transform (FT-1), Eq. 2.25 can be rewritten as: 

Bdz(𝑟 ) = B0 ∙ FT−1 [FT(χ(𝑟 )) ∙ (
1

3
−

kz
2

kx
2+ky

2+kz
2)]                         [2.30] 

The deviations in the magnetic field can now be used to predict the phase behavior using 

Eq. 2.13. 

φ = −γB0TE ∙ FT−1 [FT(χ(𝑟 )) ∙ (
1

3
−

kz
2

kx
2+ky

2+kz
2)]                        [2.31] 
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The derivation shown above is valid for any arbitrarily shaped, finite, three-dimensional 

source structure (4,27). This expression is utilized on the brain model to simulate the phase 

images from the susceptibility maps generated for various geometries in the brain. 

The continuous Green’s function is derived assuming an infinite field of view. However, 

all the acquired MR data have a finite field of view (FOV) and are discretized. Thus, we 

always have a discretized object and a finite FOV to begin with while making such field 

estimation calculations (4). Hence, to obtain consistent results, a discrete Green’s function 

should be used which is calculated using the finite discrete Fourier transformation of the 

spatial Green’s functions. 

The magnetic fields calculated based on a discrete Green’s function are aliased (albeit 

to a lesser degree) in k-space due to finite FOV. The aliasing will increase when the object 

size increases and becomes comparable to FOV. The problem due to the finite sampling 

can be alleviated by increasing the size of the field of view relative to the object size 

(26,28). The forward method can be used accurately even when the object size (i.e., 

diameter) is as large as 60% of the field of view (4,20).  

2.7 Susceptibility Mapping  

The ability to quantify local magnetic susceptibility makes it possible to measure the 

amount of calcium or iron in the body whether it is calcium in breast (29) or iron in the 

form of non-heme iron (such as ferritin or hemosiderin) or heme iron (deoxy-hemoglobin) 

(3). Susceptibility maps are produced using the SWI phase data which utilize the 
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information about the phase behavior around the objects to reconstruct the susceptibility 

distribution in that region (8).  

The expression for reconstructing susceptibility distributions can be derived by 

rearranging the terms in the Eq. 2.31. 

χ(r ) =
FT−1[g−1(k) ∙ φ(k)]

γ ∙ B0 ∙ TE
                                             [2.32] 

where χ(r) is the reconstructed susceptibility map, φ(k) is the phase information (filtered or 

unfiltered), g−1(k) is inverse of the Green’s function g(k) given in Eq. 2.29. 

2.7.1 Regularized inverse process 

The inverse process, however, produces a region in k-space which consists of unreliable 

information. This region is defined by the condition when g(k) = 0, i.e. points on or near 

the conical regions defined by kx
2+ky

2−2kz
2=0. Thus, the inverse process requires 

regularization to estimate the susceptibility map (8).  

The simplest way to solve this inverse problem is to define a k-space truncation 

threshold (8,30) and construct a regularized inverse filter (𝐺𝑟𝑒𝑔
−1 (𝑘))as: 

Greg
−1 (k) = {

  (
1

3
−

kz
2

k2)
−1

,                when |
1

3
−

kz
2

k2| > th

      sgn (
1

3
−

kz
2

k2) (
1

3
−

kz
2

k2)
2

th−3 ,        when |
1

3
−

kz
2

k2| ≤ th      

    [2.33] 

Greg
−1 (k) is gradually reduced to 0 as |

1

3
−

kz
2

k2| approaches 0. The region |
1

3
−

kz
2

k2| ≤ th in k-

space is referred to as the “cone of singularities” in this thesis. Although constrained 

regularizations (21,31–33) have shown good overall results, they require longer 
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reconstruction times and assumptions about the contrast around a given object. Threshold-

based, single orientation regularization methods (TBSO) (22,27,8,30) provide the least 

acquisition time and the shortest computational time to calculate susceptibility maps. 

However, their calculated susceptibility maps lead to underestimated susceptibility values 

(χ) and display severe streaking artifacts especially around structures with significant 

susceptibility differences, such as veins or parts of the basal ganglia such as globus pallidus.  

 
Figure 2.7. a) Original susceptibility map (SM) of a 3D brain model, b) Simulated phase 

generated by using the forward calculation of the magnetic field perturbations (Eq. 2.31) at 

TE=20ms and B0=3T, c) SM reconstructed from phase information in b) using the inverse 

process (Eq. 2.32 and Eq. 2.33). 

Figure 2.7 demonstrates a simple example of the forward and inverse process to 

generate simulated phase images and reconstructed susceptibility maps. As we can see, the 

reconstructed SM is not exactly the same as the original SM (Figure 2.7a) and 2.7c)). The 

next chapter introduces a simulated brain model that is used to understand more about the 

general phase behavior in a human brain and to demonstrate how accurately the 

transformation of phase to susceptibility takes place.  
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2.7.2 Iterative SWIM 

Due to the ill-posed nature of the inverse problem, streaking artifacts maybe present 

both outside and inside the object of interest, depending on the regularization process that 

is used (See Eq. 2.33). Streaking artifacts will cause blurring of the edges, and may even 

be misinterpreted as certain structures when they appear in anatomical regions where such 

an object may be expected (9). Streaking artifacts can also lead to errors in quantifying the 

susceptibilities (9). Applying the geometry constrained iterative SWIM method, where the 

k-space/image domain approach iteratively fills in the relevant information inside the 

singularity region of the inverse filter, reduces the external streaking artifacts found in the 

original susceptibility map (9).  

The initial susceptibility map is used to threshold the structure(s) of interest. The binary 

mask extracts the reconstructed susceptibility distribution inside the structure from the 

initial susceptibility map. The streaking artifacts associated with the structure are usually 

outside the structure; with less artifacts in the extracted susceptibility map. The k-space of 

the extracted susceptibility map is used to replace the singularity region in the k-space of 

the initial susceptibility map. This replacement will provide realistic data points in the 

singularity region and reconstruction of this new k-space using inverse Fourier 

transformation will produce a new susceptibility map with significantly reduced streaking 

artifacts. This procedure is repeated, by considering the new susceptibility map as the initial 

susceptibility map, until the error in the susceptibility value of the structure of interest 

between two consecutive iterations converges.  
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Figure 2.8 c) and 2.8e) demonstrates the reduction in streaking artifacts around the 

vessels. The iterative method can be used to remove streaking artifacts associated with not 

only vessels but also other brain structures by selecting the binary masks of different 

regions of interest, including the basal ganglia structures. The main advantages of this 

iterative algorithm are its time efficiency and the preservation of susceptibility variation of 

the veins and other structures with high susceptibility values that are handled by the various 

thresholds. 

 

Figure 2.8. Susceptibility maps before and after the iterative method using veins as the 

structure-of-interest. a) Original susceptibility map in sagittal view, b) Iterative result of a) 

after three iterations, c) The difference map of a) and b), d) Same original susceptibility 

map as a) in coronal view, e) Iterative result of a) after three iterations in coronal view, f) 

The difference map of d) and e). White arrows indicate the streaking artifacts seen in the 

original susceptibility maps a) and d). The difference maps demonstrate that this streaking 

noise is almost completely removed after three iterations of iterative method. 
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Chapter 3: Susceptibility Mapping of 

Air, Bone and Calcium in the Head2 

 

 

3.1 INTRODUCTION 

Proton magnetic resonance (MR) imaging provides excellent contrast between tissues 

thanks to the presence of water as well as numerous independent tissue properties such as 

relaxation times, magnetization exchange, motion, chemical shift and magnetic 

susceptibility. The presence of proton molecules in the form of water is imperative to 

generate an MR signal in human imaging. Regions, such as brain sinuses, which have no 

signal cannot benefit from any of the usual tissue properties listed above except for 

susceptibility which usually affects tissues outside the source. Bones, on the other hand, 

generally have a very short T2
*, except for diploë, the internal spongy part present between 

the compact layers of flat bones. 
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This causes considerable signal loss at conventional echo times (TEs) of greater than 

10ms. However, at short TEs (~2.5ms), some signal is evident in the diploë. In this paper, 

we wish to image structures that have little to no MR signal, but are of clinical interest such 

as sinuses, bones and teeth. MR phase images contain essential information about local 

magnetic susceptibility sources in the brain (1–3). Appropriately processed, the phase 

images can be used to reconstruct the local susceptibility sources creating a new type of 

contrast in the form of susceptibility maps (4–6). Usually, the focus of susceptibility 

mapping has been on structures within the brain such as the basal ganglia, midbrain, veins 

and grey matter (5,7,8). Compared with these structures, the sinuses and the bones outside 

the brain have much stronger response to the magnetic field (9). These strong susceptibility 

sources, especially the air in the sinuses, usually create major non-local phase components, 

confounding the extraction of the phase information of the local tissues in the brain (4). In 

the past, every effort has been made to reduce such “phase artifacts” introduced by the 

sinuses (4,9–11). In fact, the susceptibility maps of these sinuses can be generated from the 

phase as well. 

Previous studies have utilized the phase inside the brain (excluding the skull) only to 

generate a distribution of all the dipole sources outside the brain which is then used to 

remove the background field (11). However, the resulting susceptibility distribution does 

not reflect the susceptibilities of those various structures outside the brain accurately, since 

it represents susceptibility distribution generated only from phase behavior found in 

intracranial tissues. The main advances presented herein include: preserving the phase 

information within the tissue outside the brain (i.e., the skull and its associated tissue which 
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is usually discarded) and using an iterative susceptibility mapping approach that we 

introduce in this work by iteratively updating the predicted phase inside an object which 

has no signal. Specifically, we show that the susceptibility distributions of the sinuses, 

bones and teeth can be estimated using phase images that come from a high bandwidth 

gradient echo sequence with a short echo time on the order of few milliseconds to avoid 

distortion and signal loss at the air-tissue interfaces.  

3.2 METHODS 

3.2.1 3D brain model simulations 

In order to test this concept, phase images were simulated for a 3D brain model which 

includes the basal ganglia, midbrain structures, major veins, grey matter (GM), white 

matter (WM), cerebrospinal fluid (CSF), the sinuses (Δχsinus-water = +9.4ppm) and the teeth 

(Δχteeth-water = –3ppm). Susceptibility values of the structures were taken from former 

studies (7,12) and from the susceptibility maps of in vivo human data (in ppm): red nucleus 

= 0.08, substantia nigra = 0.13, thalamus = 0.03, caudate nucleus = 0.06, putamen = 0.09, 

globus pallidus = 0.16, veins = 0.45, GM = 0.02, WM = –0.033 and CSF = 0 (susceptibility 

values are reported relative to that of cerebrospinal fluid). Absolute susceptibility of air, 

χ(v,air), is  ~0.35ppm while χ(CSF) is close to that of water χ(water) = –9.05ppm at 293K (13). 

The brain model was created in a 512×512×512 matrix. The field variation induced by the 

brain model was calculated through the forward modeling approach (9,14,15), which can 

be expressed as: 

𝜑(r ) = 𝛾𝐵0𝑇𝐸 ∙ [𝜒(r ) ∗ (
1

4𝜋
∙
3∙𝑐𝑜𝑠2𝜃−1

𝑟3 )]                                     [3.1], 
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for a left-handed system. θ is the azimuthal angle in the spherical coordinate system, r2 = 

x2 + y2 + z2, and “∗” represents the convolution operator (See Chapter 2, section 2.6) (16). 

The susceptibility maps of the brain model were zero padded to 10243 in the forward 

calculation. Phase images were calculated for B0 = 3T and TE = 2.5ms. No filtering or other 

processing methods were applied to the simulated phase.   

Susceptibility maps (χ(r )) were generated from the phase images (φ(r )) using a single 

orientation QSM method by applying the regularized inverse filter with a truncation 

threshold of 0.1 (8): 

χ(r ) =
FT−1[g−1(k) ∙ φ(k)]

γ ∙ B0 ∙ TE
                                                  [2], 

where FT represents Fourier transformation and φ(k) = FT[φ(r )]. The Green’s function in 

the Fourier domain can be represented as g(k) = 1/3 – kz
2/k2, where k2 = kx

2+ky
2+kz

2 and 

g−1(k) represents the regularized inverse of the Green’s function in the Fourier domain. In 

order to reduce the streaking artifacts induced by the singularities in the inverse process, a 

k-space/image domain iterative algorithm was used to replace the k-space data in the 

singularity region with reliable information derived from the geometry of the structures of 

interest (6,8).  

3.2.2 Phase preservation outside the object of interest 

One of the key features of our method is the inclusion of the phase in the tissue 

surrounding the sinuses. This is achieved by creating a mask, Mhead, which is unity for brain 

and extra-cerebral tissues and zero for all other regions. The original magnitude images 
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acquired at an echo time of 2.5ms were utilized to generate Mhead by keeping only the pixels 

whose intensities were above a given value, determined by the noise level in magnitude 

images. This mask was used to maintain the actual phase around the sinuses and bones. 

Another mask, Mbrain, was set to one for brain tissue and zero for other regions. 

Susceptibility maps were generated by applying the brain mask, Mbrain, or the head mask, 

Mhead, to the simulated phase images and were compared to demonstrate the importance of 

preserving the extra-cerebral phase. Similarly, a mask, Mair/bone, was generated which is set 

to unity inside the sinuses and bones, and zero otherwise. 

3.2.3 Phase replacement method 

Although the iterative algorithm clearly improves the initial inversion results by 

increasing the accuracy of the susceptibility values and reducing the streaking artifacts, 

there is a considerable underestimation/bias seen in the measured Δχ values inside the 

sinuses. The phase inside the sinuses is nulled using the Mhead mask to generate: 

 𝜑′ =  𝜑 ∙  𝑀ℎ𝑒𝑎𝑑. The external phase provides only partial information to reconstruct the 

local susceptibility.  

In order to further improve the inversion result, the missing phase information inside the 

sinuses (𝜑𝑠(𝑖𝑛𝑠𝑖𝑑𝑒)
′ ) was replaced with that generated from the forward field calculation 

using the current susceptibility distribution (𝜒𝑖) of the sinuses (9). The phase inside the 

structures is replaced iteratively until the susceptibility value inside the object converged. 

In each phase replacement step, the k-space/image domain algorithm was applied. The 

susceptibility distributions of the sinuses, bones and teeth were extracted using the mask 
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Mair/bone. The k-space information of these extracted structures was used to update the 

missing k-space data inside the singularity region, i.e., where |g(k)| < 0.1. This process 

reduces the streaking artifacts caused by the sinuses, which would otherwise contaminate 

the susceptibility values inside other structures surrounding the sinuses, especially the teeth. 

3.2.4 Tooth Phantom 

In order to evaluate the accuracy of the reconstruction inside an object with no apparent 

signal, a phantom consisting of a premolar human tooth embedded in 6% agarose gel was 

made. The calcium in teeth has a very short T2* and low proton density (17,18). The 

imaging parameters were: TE1 = 2.5ms, TE2 = 5ms, TE3 = 7.5ms, FA = 15°, TR = 12ms, 

BW = 473Hz/pixel and voxel size = 0.7×0.7×1.4mm3. 

3.2.5 In vivo MR data acquisition 

The in vivo MRI data were acquired from four healthy volunteers at three in-phase TE 

values for water and fat signals. The scans were run sagittally using a standard 3D SWI 

sequence, with whole neck-brain coverage on a 3T Verio scanner (Siemens Healthcare, 

Erlangen, Germany). The imaging parameters were the same as those in the tooth phantom 

study. 

3.2.6 In vivo data processing 

The following steps were performed to generate susceptibility maps for the sinuses, 

bones and teeth (see Figure 3.1):  
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1) For in vivo data, there is a spatially-variable phase offset term (𝜑0) present, along 

with the TE dependent phase (𝜑), which will affect the accuracy of the QSM 

reconstruction (10,19,20). 

φ′ =  φ + φ0                                                            [3], 

The multi-echo sequence uses a rephased-dephased-rephased readout gradient pattern. 

We selected the two echoes with rephased readout gradient to eliminate any 

inconsistencies in the phase offset term and the eddy current effects. 𝜑0 can be calculated 

using the phase data acquired at TE = 2.5ms (𝜑2.5
′ ) and TE = 7.5ms (𝜑7.5

′ ) through 

complex division: 

 𝜑0 = [arg (𝑒
𝑖∙3∙𝜑2.5

′

𝑒𝑖∙𝜑7.5
′⁄ )] /2                                             [4], 

A 3 by 3 median filter was applied to reduce the noise. Then, 𝜑0 was removed from the 

original TE = 2.5ms data: 

𝜑2.5 = arg (𝑒
𝑖∙𝜑2.5

′

𝑒𝑖∙𝜑0
⁄ )                                                  [5]. 

A 3D guided phase unwrapping algorithm was used to unwrap the resultant 2.5ms data 

(21). The remnant phase effects due to global geometry of the head were reduced by 

quadratic fitting.  Using higher order fit may remove relevant phase behavior of the 

global structures, such as sinuses. 

2) A mask with zero for regions inside the sinuses and regions outside the head, and 

unity for brain tissue and extra-cerebral tissues, Mhead, was generated from the original 
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magnitude images using a threshold determined by the noise level.  This mask was 

applied to remove noisy pixels from the phase data;  

3) Susceptibility maps were generated using the resultant phase images from Step 2, 

using Equation [2] with the regularization threshold of 0.1 (8). As mentioned in Chapter 

2, the geometry constrained iterative method was utilized, where the k-space/image 

domain approach iteratively fills in the relevant information inside the singularity region 

of the inverse filter reducing the streaking artifacts found in the original susceptibility 

map. This relevant information is extracted from a structure of interest and as the filled 

in information is only pertaining to that particular structure, it should not change the 

distribution of the other structures nor does it use a low pass filter which would cause 

blurring. The phase inside the sinuses, bones and teeth was updated using the forward 

calculated phase at each iteration step, as described in section 3.2.3.  

The mask, Mair/bone, generated using the magnitude images was used as a constraint to 

keep only those parts of the 3D data that were clearly sinus/bone but not tissue. The iterative 

algorithm was stopped when the relative change (β) between the susceptibility maps 

obtained from previous and from the current iteration was sufficiently small at less than 

5%. The relative change in the susceptibility maps was calculated as: (χi − χi−1)/χi, where 

χi and χi−1 are the mean values of the susceptibility distributions inside a region-of-interest 

(ROI) within the sinuses, for the current and the previous iterations, respectively. Mean 

susceptibility values of sinuses, bones and teeth were measured using predefined ROIs. The 

original magnitude images were used as a reference for the ROIs as the sinuses, bones and 

teeth have no discernible MR signal in the magnitude image. 
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Figure 3.1. Illustration of the proposed sinus mapping process using short TE and phase 

replacement method. Phase replacement steps are repeated until the relative change of the 

mean susceptibility inside the sinuses is less than some chosen value of β. The mask, Mhead, 

is used to remove the noisy pixels from phase images, whereas Mair/bone represents the mask 

of structures-of-interest for phase replacement process (in this case: sinuses, bones and 

teeth). 
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3.2.7 Background field removal 

Outside of mapping the sinuses, bones and teeth, another application of this method is 

the removal of global phase effects caused by these strong susceptibility sources. Magnetic 

field perturbations induced by the extracted sinuses and bones were predicted by using the 

forward process (see Eq. (1)) with TE = 7.5ms and B0 = 3T (9,14). The predicted phase 

was subtracted from the original phase data acquired at TE = 7.5ms.  

In the final step, the conventional homodyne high pass filtering (with 32x32 filter size) 

and sophisticated harmonic artifact reduction for phase (SHARP) data algorithm results 

were compared with the improved result  after subtracting the background field predicted 

from the susceptibility maps of sinuses and bones (10,22). 
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3.3 RESULTS 

Figure 3.2a shows a T1 image as part of the 3D dataset that is used to create a 3D 

numerical model (Figure 3.2b)). The predicted field perturbation are shown in Figure 3.2c) 

that are generated using Eq. 3.1. The results from the brain model simulations using 

different masks for the brain only, Mbrain, versus whole head, Mhead, are shown in Figure 

3.3. Clearly, keeping the information from the skull region outside the brain has a major 

impact on the reconstruction of the sinus and bone susceptibilities.  

Susceptibility maps generated from the tooth phantom showed a range of susceptibility 

values inside the tooth of Δχ(teeth-tissue) = – 3.1 ± 1.2 ppm (Figure 3.4). Similar to the 

simulation result shown in Figure 3.6, the first and second iterations were responsible for 

most of the changes in mapping out the susceptibility values inside the tooth.  

 

Figure 3.2. Simulation of the phase behavior using a 3D numerical model. a) In vivo T1-

weighted data used to generate the 3D model, b) 3D numerical brain model, and c) 

simulated phase of the air-tissue interfaces using Eq. 9. 
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Figure 3.3. a) 3D brain model used to test the proposed concept; b) simulated phase image 

generated from a) by using a forward calculation (TE=2.5ms and B0=3T); c) brain mask 

(Mbrain); d) head mask (Mhead); e) measured susceptibility map resulting from the phase 

simulation keeping phase only inside the brain, by using the Mbrain mask; and f) measured 

susceptibility map resulting from the phase simulation using phase information from all 

tissues surrounding the sinuses inside the head, by using the Mhead mask. Note the major 

improvement in the shape and susceptibility of the ethmoid sinus. 

 
Figure 3.4. Susceptibility reconstruction of the tooth phantom. a) Original phase image at 

TE=2.5ms, b) processed phase image and c) reconstructed susceptibility map of the tooth 
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phantom generated after five phase replacement iterations. The mean susceptibility value 

inside the tooth is measured as Δχ(teeth-tissue)= –3.1 ± 1.2. 

 

The reconstructed susceptibility maps, along with the magnitude images for the in vivo 

data are shown in Figure 3.5. The sagittal whole brain coverage provides more phase 

information especially around the mastoid sinuses. The measured susceptibility value 

inside the sinuses was increased in each iteration step, as shown in Figure 3.6.  

The mean susceptibility converged at around +9.4ppm, the value originally assigned to 

the sinuses in the numerical brain model. It was noted that the standard deviation of the 

distribution was the least after the fourth iteration. This is confirmed by the results from the 

in vivo data shown in Table 3.1, which demonstrates the change in the susceptibility 

reconstruction with respect to the number of phase replacement iterations. According to 

this table, the relative change of 10%, 5% and 1% will require two, three and five phase 

replacement iterations, respectively. For this study, the phase replacement step was 

terminated after five iterations. Each iteration of the phase replacement method takes 

approximately 38 seconds for a matrix size of 512×512×256 on MATLAB (64-bit 

Windows system, 16GB RAM, Intel i7 CPU with 3.4GHz speed). 
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Figure 3.5. Comparison of the magnitude images (a, b and c) and susceptibility maps (d, e 

and f) in all three views, showing agreement spatially between the sinuses and teeth in the 

original magnitude images and their reconstruction in the susceptibility maps.  Structures 

are identified by the white arrows: 1 – Frontal sinus, 2 – maxillary sinus, 3 – teeth, 4 – 

mastoid sinus, 5 – ear canal, 6 – ethmoid sinus, 7 – occipital skull bone.  

Table 3.1. Mean susceptibility value (Δχ(sinus-tissue)), standard deviation and relative change, 

inside the sphenoid sinus of a healthy volunteer, as a function of the number of phase 

replacement iterations. 

  Phase replacement iterations 

 

Initial 

result  1 2 3 4 5 

Mean susceptibility (in ppm) 6.28 7.90 8.60 8.89 9.10 9.16 

Standard deviation (in ppm) 1.9 1.8 1.7 1.7 1.6 1.5 

Relative change of the mean (in %)  23.8 8.9 3.4 2.2 0.7 
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Figure 3.6. Measured mean susceptibility values and standard deviations inside the 

sphenoid sinus from the brain model (a and b); along with sphenoid sinus (c and d), teeth 

(e and f) and bone (g and h) from the in vivo data. 

The results from the actual imaging data show good delineation of sinuses and teeth due 

to the preservation of phase in the skull and by updating the internal phase. Table 3.2 shows 

the susceptibility values for the different structures in four different healthy subjects. 
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Table 3.2. Measured susceptibility distributions (mean ± standard deviation) inside the 

various sinuses (Δχ(sinus-tissue)), skull bone (Δχ(bone-tissue)) and teeth (Δχ(teeth-tissue)) from the 3D 

brain model and from the four healthy volunteers. These results were produced with five 

iterations of phase replacement method.  

Structures 

Brain 

Model 

Healthy volunteers 

1 2 3 4 

Measured Δχ 

(in ppm) 

Measured Δχ 

(in ppm) 

Measured Δχ 

(in ppm) 

Measured Δχ 

(in ppm) 

Measured Δχ 

(in ppm) 

Sphenoid sinus 9.3 ± 0.6 9.1 ± 1.3 9.2 ± 0.6 9.2 ± 1.0 9.3 ± 1.1 

Maxillary sinus 9.3 ± 0.7 9.5 ± 1.5 9.2 ± 0.9 9.2 ± 1.0 9.4 ± 1.5 

Ethmoid sinus 9.2 ± 0.8 9.0 ± 1.8 9.2 ± 0.9 8.7 ± 1.4 8.8 ± 1.5 

Frontal sinus 7.5 ± 1.1 7.4 ± 1.4 4.2 ± 1.6 5.1 ± 1.9 7.9 ± 1.6 

Mastoid sinus 9.0 ± 0.6 6.5 ± 1.3 6.6 ± 1.2 6.3 ± 0.9 6.6 ± 1.5 

Ear canal - 9.2 ± 1.5 9.0 ± 1.1 9.1 ± 1.4 8.9 ± 1.6 

Teeth –2.9 ± 0.4 –3.2 ± 1.1 –3.1 ± 1.0 –3.2 ± 1.2 –3.2 ± 1.1 

Skull – Occipital  - –2.0 ± 0.6 –2.2 ± 0.6 –2.1 ± 0.6 –2.1 ± 0.7 

Skull – Mandible - –2.1 ± 0.4 –2.0 ± 0.7 –2.1 ± 0.6 –2.1 ± 0.5 

Initially, susceptibility values of Δχ(sinus-tissue)= +9.4ppm and Δχ(teeth-tissue)= –3.0ppm were 

assigned to the sinuses and the teeth for the brain model, respectively. Skull bone was not 

included in the brain model. 
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 The mean susceptibility values in all the sinuses are much higher than other areas of the 

brain as expected. The mean susceptibility values in the ethmoid, maxillary and sphenoid 

sinuses range from +8.7ppm to +9.5ppm, while those in the mastoid and frontal sinuses are 

close to +7ppm. These are all close to the expected value of +9.4ppm for air. The 

reconstruction of the teeth provides a mean Δχ(teeth-tissue) = –3.3ppm, thanks to the preserved 

phase inside the jaw. This agrees with the susceptibility value measured from the tooth 

phantom. The mean susceptibility inside a relatively homogeneous region of the skull bone 

was measured to be Δχ(bone-tissue) = -2.1ppm. This agrees with the susceptibility found in a 

previous study (23). Figure 3.7 demonstrates the removal of the global field caused by the 

strong susceptibility structures, such as sinuses and teeth. The profile plots (Figure 3.7d 

and 3.7h) show the agreement between the original phase behavior at TE = 7.5ms and the 

predicted field generated from susceptibility maps as depicted in Figure 3.5.  

 
Figure 3.7. Background field removal using extracted susceptibility distributions inside the 

sinuses, bones and teeth for two different volunteers: (a-d) volunteer 1 and (e-h) volunteer 

2. a) and e)  original phase data acquired at TE = 7.5ms, b) and f) predicted magnetic 

perturbations TE=7.5ms and B0=3T, c) and g)  resultant phase information produced after 
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subtracting the predicted phase from original phase images. The phase profile plots (d and 

h), along the black lines, demonstrate that the predicted phase agrees with the original phase 

behavior outside the sinuses. 

Figure 3.8 demonstrates the advantages of using the susceptibility distribution of 

sinuses and bones for background field removal over conventional homodyne high-pass 

filtering and SHARP. In Figure 3.8a and 3.8b, we can see that the remnant background 

field in the high-pass filtered results has been significantly reduced after the removal of the 

field predicted using the susceptibility distribution of sinuses and bones (short white 

arrows). The edges of the brain were eroded in the SHARP processed phase image, but 

were preserved when a mild high-pass filter was used (long white arrows in Figure 3.8b) 

and 3.8c). In addition, a remnant low-spatial frequency background phase component near 

the superior sagittal sinus (SSS) can be observed from the SHARP processed phase image 

(black arrow in Figure 3.8c).  

The amplitude of this artifact was evaluated by measuring the background tissue in three 

regions adjacent to the SSS each with 200 pixels. The measured mean and standard error 

of the affected region (black arrow in Figure 3.8f) was 99 ± 4ppb in the SHARP processed 

QSM image and –21 ± 4ppb in the HPF version, while the mean and standard deviations 

of the mean in the two adjacent regions were 60 ± 5ppb and –10 ± 6ppb for SHARP 

processed QSM whereas, for the HPF results they were –10 ± 4ppb and –12 ± 4ppb. 

Clearly, there is a consistent susceptibility response for the background tissue for the HPF 

case but not for the SHARP filtered case (black arrows in Figure 3.8b) and 3.8e)).  



Ph.D. Thesis – Sagar Buch                       McMaster – School of Biomedical Engineering 

 57 
 

 

Figure 3.8. Improvement in phase processing using susceptibility maps of sinuses and 

bones. The phase images shown in this figure are acquired at TE=7.5ms and field strength 

of 3T. a) Conventional homodyne high pass (HP) filtering with 32x32 filter size, b) 

homodyne HP filtered image (32x32 filter size) applied after subtracting the forward 

modeled phase generated from susceptibility maps of sinuses and bones, c) filtered phase 

image generated using SHARP method. d), e) and f) are the resultant susceptibility maps 

generated from phase images shown in a), b) and c), respectively. The white arrows 

demonstrate the areas of improvement using the forward modeled phase, namely the 

preservation of SSS (long arrow) and significant reduction of phase behavior caused by the 

air-tissue interfaces (short arrow). The effect of the improper boundary conditions due to 

the erosion of the brain near the SSS in the SHARP processed phase images is indicated by 

the black arrows. 
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3.4 DISCUSSION AND CONCLUSIONS 

The problem with using phase images directly from a single echo has generally been the 

presence of unwanted background fields, originating from the air-tissue interfaces, as these 

effects confound the local phase changes in tissue caused by local susceptibility variations. 

In this paper, we have focused on imaging these confounding sources such as air (sinuses), 

bone and calcium (what one might call the A, B, Cs of QSM). Using both simulated and real 

data, we have shown that one can image these objects even though there is no signal inside 

them in most circumstances.  

In this work, we proposed using relatively shorter echo times than the usual echo times 

used in QSM data acquisition when studying tissue susceptibilities in the brain. Usually the 

focus of phase imaging and quantitative susceptibility mapping is to study cerebral venous 

oxygen saturation (4,8) and iron deposition (5,7,24,25). This requires using long TEs 

(~20ms). However, there are practical problems with this long TE approach leading to both 

macroscopic and microscopic (relative to pixel size) aliasing. The former can be corrected 

while the latter leads to T2
* signal loss and the blooming artifact that makes the object 

appear larger than it really is, especially for strong susceptibility objects. This increase in 

apparent size leads to a concomitant underestimate of susceptibility (26). For the in vivo 

data, the information in the skull is often lost or irrecoverable at long echo times but remains 

viable at very short echo times. With a high bandwidth sequence using a TE of 2.5ms, we 

were able to extract the susceptibility distribution while avoiding severe geometric 

distortion and T2
* signal loss in the tissue regions surrounding the sinuses.  
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One key feature of this method is the use of the phase information around the structure 

of interest, which plays a critical role in better estimating the susceptibility value of the 

structure even when there is no signal inside the structure itself. The main idea here is to 

preserve the phase information surrounding a given structure in the skull and tissue, which 

is removed in routine QSM methods. By including structures near the edge of the 

susceptibility sources, a more complete set of phase (field) information is available and the 

inversion process works much better. To evaluate this concept, we used a 3D human brain 

model to produce susceptibility maps with and without the phase surrounding the sinuses. 

Due to the relatively large size of the sinuses and bones, removal of the internal phase, and 

using only the phase outside the structures (i.e., in the brain only) for QSM, the calculated 

susceptibility is prone to underestimation. The more spatial phase information provided to 

the inverse process, the more accurate the estimated susceptibility for the sinuses and bones. 

The inclusion of the extra-cerebral tissue also makes this technique unique over other 

susceptibility mapping/background removal techniques, in which the main goal was to 

remove the field induced by the susceptibility sources outside the brain and thus does not 

produce faithful geometry information of the sinuses (11). The shape and position of the 

sinuses as they appear in the susceptibility maps using our approach will depend on the 

binary masks generated from the magnitude images. 

Air has a significantly higher susceptibility than other tissues in the brain. The streaking 

artifacts associated with the sinuses may contaminate the estimation of the susceptibility 

distribution inside the surrounding bones and teeth. We found that, using the geometry of 

the sinuses, the k-space/image domain iterative susceptibility algorithm can largely reduce 
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the streaking artifacts of the sinuses. This leads to better delineation of the susceptibility 

distributions of bones and teeth.  

The method of phase replacement inside the sinuses provides more accurate phase 

information for the inversion than assuming zero or some arbitrary constant inside these 

structures. Because of their short T2
*, teeth do not possess adequate signal. The resultant 

susceptibility maps of the tooth phantom that are generated using our method helps to 

validate the method of replacing the internal phase and to demonstrate the potential for 

imaging materials with no signal. The bone or calcium measurements are generally 

calculated using computed tomography (CT) (27). The results presented in Figure 3.5 show 

that we can image the presence of bone and show its diamagnetic behavior, although we 

make no claim as to the ability to measure bone mineral density with this method at this 

stage.  

 Bones are more diamagnetic with respect to other tissues or water. The value we 

obtained agrees with the magnetic susceptibility of the bones, Δχbone-tissue = −2.5ppm, found 

in previous studies (17,24). In addition, the teeth contain a calcified tissue called dentine. 

The collagen in the bones appears in the form of a trabecular framework, which is absent 

in teeth, making teeth inherently stronger and denser. Calcium hydroxyapatite (HA) is one 

of the major constituents of bones and teeth, and as shown in (23) it contributes to the 

greater diamagnetism in these structures. Teeth are composed of enamel, dentine and 

cementum. Enamel which is the outermost layer has higher concentration of HA than 

dentine and bones. Hence, as expected, the susceptibility maps reveal that the teeth are 

more diamagnetic than bones.  
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Similarly, keeping signal from tissues around the sinuses made it possible to create 

realistic susceptibility maps of the sinuses. The mastoid cavity showed lower 

susceptibilities than the rest of the sinuses. This may be caused in part by the trabecular 

pattern and the involvement of the air-cells within the sinuses that effectively reduce the 

overall susceptibility. The presence of a varying amount of sinus fluid should be 

considered, which will affect the overall susceptibility of the sinus. This can vary from 

person to person but should be easily handled with the approach described in this paper. 

The proposed method has shown promising results on the numerical brain model for all the 

sinuses, except for the frontal sinus (Table 3.2). The fact that the frontal sinus is closer to 

being parallel to the main magnetic field leads to little or no phase information outside the 

sinus; and hence shows reduced accuracy in the estimated susceptibility. The residual phase 

due to imperfect prediction of the forward field surrounding the frontal sinus can be seen 

in Figure 3.8. This orientation dependent drawback can be overcome by acquiring two 

acquisitions in different orientations (28).  

There are several potential applications for mapping high susceptibility tissues outside 

of air, bones and calcium. First, this approach can be used to predict the air-tissue interface 

induced field variations and remove their phase effects from the original images. This 

would allow the use of a much smaller high-pass filter or even no high-pass filter at all. 

The predicted field using the sinus maps generated from a short echo can be used to process 

the phase images at any echo time, followed by a mild homodyne high pass filtering. This 

is particularly efficient for processing multi-echo phase data. On the other hand, processing 

using SHARP will require phase unwrapping at each echo. Background variation removal 
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using sophisticated methods, such as SHARP, has the disadvantage of losing the phase 

information at the edge of the extracted brain. This erosion, which is dependent on the 

kernel size, discards some important tissues in the cortex of the brain or major veins such 

as superior sagittal sinus and other cortical veins. Furthermore, unwanted remnant 

background field can be caused by the improper generation of the brain mask and the 

inclusion of noisy pixels with unreliable phase values. This can be corrected by the removal 

of the field predicted using the susceptibility distribution of sinuses and bones prior to 

applying SHARP. In addition, the accuracy of SHARP also depends on the deconvolution 

process (29) which may fail due to the erosion of the brain which leaves behind a low 

spatial frequency background phase component in the processed phase images (30), as 

observed near the SSS in the SHARP processed phase images (black arrow in Figure 3.8c). 

On the other hand, the use of a mild high-pass filter after the removal of the field induced 

by the sinuses and bones provides a more uniform response in the processed phase images. 

This could be advantageous in estimating the susceptibilities of the brain near the SSS. 

Second, this approach makes it possible to better image the spine and regions surrounding 

the eyes, which has not yet been done with great success using SWI, QSM or QSM based 

SWI (31,32). Third, one might consider studying inclusion in material science even for 

materials that contain no protons as long as they show susceptibility differences compared 

to the surrounding materials.  

In conclusion, by preserving the signal outside the brain itself, phase images at short 

echo times provide a new approach for imaging high susceptibility objects such as sinuses, 

bones and teeth in the head. By replacing the phase inside these structures with the predicted 
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phase from the estimated field and using an iterative reconstruction approach, it is possible 

to provide a good estimate of the susceptibilities. Finally, these susceptibilities can be used 

to help remove the unwanted background fields prior to applying either SHARP or HPF.  
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Chapter 4: Estimation of Phase 

Change Induced by Blood Flow in 

Presence of Background Gradients 

(𝑮’) 

 

 

4.1 INTRODUCTION 

Susceptibility weighted imaging (SWI) has been widely used to image venous blood, 

microbleeds, iron, calcium and any other substances that lead to local susceptibility 

changes. The MR phase data obtained from a gradient-echo sequence has also been used to 

perform quantitative susceptibility mapping (1–3). The internal phase for blood vessels is 

constituted by the moving spins based on the blood flow and it given by Eq. 2.7 (4,5). 

However, in order to study the local variations caused by susceptibility differences, the 
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phase term due to flow needs to be suppressed. Therefore, the zeroth as well as first 

moments of the imaging gradients are nulled for the SWI sequence (4) (See Figure 2.3 in 

Chapter 2). 

Although the phase accumulation due to constant velocity in the presence of imaging 

gradients is designed to be zero, there are other sources of phase shift for a blood vessel 

that need to be studied. One of the major sources comes from the perturbations in the main 

magnetic field induced by the magnetic susceptibility changes at the air/bone-tissue 

interfaces. These inhomogeneities will lead to an extraneous gradient, despite the perfectly 

designed flow compensation sequence.  

In this chapter, this internal phase term due to blood flow, in presence of these additional 

unwanted background gradients, was studied using a 3D numerical model, which consists 

of air-tissue interfaces. In addition, the simulation results were validated using in vivo data 

(double-echo sequence) by using the phase replacement method to generate sinus/bone 

susceptibility maps (See Chapter 3, sections 3.2.3 and 3.2.6) (6). Furthermore, the 

magnitude data of the first echo were used to identify the major arteries and generate masks. 

Using the arterial masks, the phase for arteries can be nulled to reduce flow induced artifacts 

in quantitative susceptibility mapping. 
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4.2 THEORY 

4.2.1 Evaluating the effect of background gradients on flow compensation 

In this section, it is assumed that first gradient moment nulling is applied, and only the 

components in x direction are considered for simplicity. The field inhomogeneity 

(∆B(x(t))) induced phase of the moving isochromat can be calculated, for a left-handed 

system, as (4): 

φ(t) = γ∫ ∆B(x(t))dt
t

0
                                             [4.1] 

For a velocity v⃗ , the position of the spin isochromat is x(t) = x0  + v⃗ (x0)t, where x0 is 

the initial position. Assuming the velocity is locally constant in time up to TE, we get x(t) =

x(TE) + v⃗ (x0)(t − TE). Eq. 4.1 becomes: 

φ(t) = γ∫ ∆B(x(TE) + v⃗ (x0)(t − TE))dt
TE

0

 

φ(TE) = γ∆B(x(TE))TE −
1

2
[γv⃗ (x0) G′⃗⃗  ⃗(x(TE)) TE2]                 [4.2] 

where, G’⃗⃗  ⃗(x(TE)) represents the gradient of field inhomogeneities at x(TE):  

G′⃗⃗  ⃗(x(TE)) = ∇ (∆B(x(TE)))                                        [4.3] 

 

Traditionally, the phase of an isochromat of spins with motion due to the applied 

gradient is compensated through gradient moment nulling. However, even with full flow 

compensation, there is still remnant phase due to the presence of main field 

inhomogeneities. For a left-handed system, the phase inside a vessel on the phase images 

acquired with a flow compensated gradient-echo sequence, from Eq. 4.2, is given as: 
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φ(𝐫) = γ∆B(𝐫)TE −
1

2
γv⃗ ∙ 𝐆′⃗⃗⃗⃗ (𝐫)TE2                                   [4.4] 

assuming local constant velocity v⃗ , and G’⃗⃗  ⃗(r) is the background field gradient. 

The first term is the phase of stationary tissue, while the second term represents the extra 

flow-related phase due to the background field gradient G′⃗⃗  ⃗(r). It is this phase term that 

causes failure in flow compensation as well as possible signal decay due to the phase 

dispersion across a voxel. In the head, 𝐆’⃗⃗  ⃗(𝐫) is dominantly attributed to the air/bone tissue 

interfaces induced field variations. In order to study the effects of G’⃗⃗  ⃗, the field variation 

caused by air/bone-tissue interfaces in the head must be determined. In this chapter, small 

field variations due to imperfectly shimmed fields are ignored.  

4.2.2 Echo shift in the presence of the background gradients 

Due to the presence of an extraneous gradient, the acquired echo is shifted from the 

center of the k-space. Figure 4.1 shows a simplified, typical read gradient which produces 

a gradient echo at time TE. When a negative background gradient (Gx’) is superimposed to 

the imaging gradient (Gx), the effective dephasing gradient becomes −(Gx  +  Gx′) whereas 

the rephasing gradient during the readout, becomes (Gx − Gx′). Thus in this case, the 

resultant echo time shifts to the right and increases to TE’. Similarly, in case of a positive 

background gradient of same strength, the echo time will shift to the left. 
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Figure 4.1. A negative background gradient (𝐺𝑥’) in the readout direction and the induced 

echo shift. The center of the sampling period represents the ideal echo time, TE. However, 

in presence of an extraneous gradient (𝐺𝑥’), the shifted echo occurs at the time 𝑇𝐸’.  

 

Assuming that n = N/2, where N is the total number of sampling points, and the sampling 

interval, ∆𝑡 = Ts/N, where Ts is the total sampling time. The ideal time of echo, TE, can be 

expressed as: TE =  t1  +  n∆t, where t1 marks the beginning of the sampling period (See 

Figure 4.1).  

When the echo occurs at t = TE’, the effects of dephasing and rephasing gradients null 

each other, such that: 

∫ Gx
total(t)dt

TE′

0
= 0,                                                [4.5] 

 where, TE′ =  t1  +  n′∆t                                             [4.6] 

 

Solving for equality in Eq. 4.5 by referring to Figure 4.1:  
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−Gxn∆t + Gxn
′∆t + Gx

′ (t1 + n∆t) = 0                                  [4.7] 

From Eqs. 4.6 and 4.7, TE’ is given by 

TE′ =
Gx

Gx+Gx
′ ∙ (t1 + n∆t) =

Gx

Gx+Gx
′ ∙ TE                                  [4.8] 

 

Assuming that nshift is the number of sample points by which the echo is shifted, 

(nshift∆t = TE′ − TE). From Eq. 4.8, we get 

nshift∆t = −
Gx

′

Gx + Gx
′
∙ TE 

For |𝐺𝑥 |>>|𝐺𝑥
′ |,   𝑛𝑠ℎ𝑖𝑓𝑡 ≈

𝐺𝑥
′𝑇𝐸

𝐺𝑥∆𝑡
                                        [4.9] 

When |nshift| ≥ 2n, the echo will be completely out of the sampling window. This will cause 

the voxel signal to disappear. 

An echo shift of nshift∆t corresponds to a shift in k-space by, kshift = nshift∆k (4). 

According to the Fourier transform shift theorem, a shift in k-space causes a phase 

dispersion across a given voxel by: 

∆φ = −2πkshift∆x = −2πnshift/N                             [4.10] 

Due to the phase distribution ∆𝜑 (ranging from −∆φ/2 to +∆φ/2) across the voxel, the 

resultant voxel signal is dephased signal: 

ρn = ρ0 [
1

∆φ
∫ eiφdφ

∆φ

−∆φ
] = ρ0sinc(∆φ/2)                      [4.11] 

where, 𝜌0 is the homogeneous spin density.  
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4.3 METHODS 

4.3.1 Background gradient simulations 

In the head, the background field is mainly induced by the air-tissue interfaces. In order 

to study these phase changes due to the presence of background gradients (G′), the effects 

of global field changes caused by air-tissue interfaces in the head must be evaluated (small 

field variations due to imperfectly shimmed fields are ignored). 

In order to study these background gradients, a map of field perturbations was simulated 

from a 3D model of the susceptibility (χ(r )) generated from a T1-MPRAGE data of a 

normal brain, by assuming the susceptibility difference of Δχair-water = +9.4ppm. Absolute 

susceptibility of air, χ(v,air), is ~0.35ppm while χ(CSF) which is close to that of water, χ(v,water) 

= –9.05ppm at 293oK (7). The brain model is created using a 512×512×512 matrix. The 

field variation induced by the brain model can be calculated through the forward modeling 

approach (8–10), which is expressed as: 

∆B(r ) = [χ(r ) ∗ (
1

4π
∙
3cos2θ−1

r3
)]                                          [4.12] 

for a left-handed system. Here, θ is the azimuthal angle in the spherical coordinate system, 

r2 = x2 + y2 + z2, and “∗” represents the convolution operator (11).  

The background gradient G′ can be calculated from the field maps, using Eq. 4.3. The 

phase induced by the blood flow in presence of background gradient G′ inside a vessel were 

generated as: 

φG′ = −
1

2
γ[Gx

′̅̅ ̅ ∙ vx̅ + Gy
′̅̅ ̅ ∙ vy̅̅̅ + Gz

′̅̅ ̅ ∙ vz̅] TE
2.                           [4.13]. 
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4.3.2 Validation using in vivo data 

Two double-echo data were acquired for 1) predicting the background gradients and, 

hence, 2) validating the prediction of the flow induced internal phase for the arteries in a 

data acquired using a flow-compensated sequence. The first double-echo data was collected 

with a relatively lower resolution of 1.3×1.3×1.3mm3 and no flow-compensation, to 

generate the sinus maps. The imaging parameters used were: TE1/TE2 = 2.5/5ms, TR = 

20ms, FA = 13o, bandwidth = 531 Hz/pxl. The second double-echo data was acquired with 

higher resolution of 0.63×0.63×1.3mm3, fully flow-compensated with imaging 

parameters: TE1/TE2 = 7.5/17.5ms, TR = 25ms, FA=15o, receiver bandwidth = 480Hz/pixel 

(for each TE) and matrix size of 384×384×144. The echo shifts was corrected by detecting 

the maximum value across k-space of the given data, and shifting the k-space such that this 

peak value, representing the center of the echo, was assigned to central element of the 

matrix (12). 

The sinus/bone susceptibility maps were produced from the low resolution, short TE 

data using the phase replacement method (6). The sinus maps were registered and 

interpolated to match the imaging resolution and FOV of the high resolution flow-

compensated data. The background gradient maps were generated using the predicted field, 

calculated from the susceptibility reconstruction of the air-tissue and air-bones interfaces. 

Based on Eq. 4.13, the flow-induced changes in phase were simulated from these 

background gradient maps, assuming v = 60cm/s for middle cerebral arteries (MCAs) (13–

15). The directional vector of the blood velocity was calculated by manually measuring the 

angles in different sections of the MCAs.  
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In order to suppress this confounding arterial phase, a binary mask segmenting the 

arteries was created by setting a threshold to the magnitude images at the shorter TE. To 

generate better susceptibility maps, the phase inside the arteries was set to zero using the 

arterial mask after the background field was removed using sophisticated harmonic artifact 

reduction for phase data (SHARP) (16). Next, susceptibility maps were generated using the 

geometry constrained susceptibility mapping (iterative SWIM) algorithm (17). 

 

4.4 RESULTS 

4.4.1 Numerical Simulations of the background gradients (G’) 

The field perturbations were simulated using the 3D numerical model, as shown in 

Chapter 3, Figure 3.2. Figure 4.2 demonstrates the background gradient components 

calculated from the field maps (as described in Eq. 4.3). The background gradient is much 

higher near the air-tissue interfaces, where some of the major blood vessels are situated 

such as the MCAs. The background gradient peaked at 1.5mT/m, measured at a distance of 

1.5mm from the air-tissue interface. The values inside the brain, 4mm away from the 

ethmoid sinus, the background gradient was measured as high as 0.7mT/m (Figure 4.2j) to 

4.2l)). The predicted phase induced by flow in presence of the background gradients are 

shown in Figure 4.3. 
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Figure 4.2. Calculated background gradient deviations along three dimensions: (a, d and 

g) along x-direction,𝐺𝑥
′ ; (b, e and h) along y-direction, 𝐺𝑦

′ ; and (c, f and i) along z-direction, 

𝐺𝑧
′; shown in transverse, sagittal and coronal planes. The profiles in j), k) and l) were 

measured along the black lines shown in a), b) and c), respectively. 
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Figure 4.3. Phase accumulation due to flow in presence of the background gradient (𝐺′) 

in: a) x-direction (left-right), b) y-direction (up-down) and c) in z-direction (perpendicular 

to the plane of the image); for blood flow velocity of 60cm/s and TE = 20ms. 

 

Figure 4.4. a) Original, low resolution, unwrapped phase image (TE = 2.5ms), b) sinus 

maps generated from a, c) the predicted field (∆𝐵) generated from the sinus shown in b, d) 

frequency profiles generated along the black line in a and c. Note the agreement between 

the original phase and predicted field.  
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4.4.2 In vivo data analysis 

The susceptibility distributions of the air or sinuses and bones (Figure 4.4b) are 

generated from the low resolution, non-flow compensated, short TE (TE=2.5ms) phase 

images (Figure 4.4a). The predicted field (Figure 4.4c) produced from these sinus maps 

are in good agreement with the original phase image, as demonstrated in Figure 4.4d.  

The background gradient maps produced from the predicted field are validated by 

comparing the flow-induced phase maps generated in the presence of these background 

gradients with the high resolution data acquired using a fully flow compensated sequence. 

The phase image in Figure 4.5b attests the aforementioned flow-induced phase in the 

left and right MCAs (L-MCA and R-MCA). The arteries can be easily distinguished using 

the magnitude images (Figure 4.5a) with relatively high signal due to the time-of-flight 

(TOF) effect. The arteries were extracted using a simple intensity-based threshold to 

generate a binary mask. Using this mask, the predicted flow effects were extracted from 

Figure 4.5c to correct the internal phase offset for L-MCA and R-MCA, as demonstrated 

in Figure 4.5d. 
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Figure 4.5. a) Original, high 

resolution, magnitude image with 

b) homodyne high-pass filtered 

32×32 (TE=17.5ms), c) simulated 

maps representing background 

gradient induced phase (in 𝑥-

direction, i.e. 𝐺𝑥
′ ), assuming the 

blood flow velocity of MCAs is 𝑣̅ 

= 60cm/s and TE = 17.5ms; and d) 

resultant phase image after 

correcting the flow-induced phase 

inside left and right MCAs 

(identified by the black and white 

arrows, respectively, representing 

opposite flow directions).  

 
Figure 4.6. Background gradients generated from field inhomogeneities caused by the 

veins. Susceptibility maps are shown in a) transverse and b) sagittal views. Red crosses are 

used to identify the vein of Galen. The background gradients were measured primarily in 

c) y-direction and d) z-direction. 
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The background gradient strength due to the local structures such as veins, which has 

relatively higher susceptibility than other brain tissues, were analyzed from the flow-

compensated data. The G’ gradients inside the vein of Galen were measured in y and z 

directions: 𝐺𝑦
′ ≈0.4mT/m and 𝐺𝑧

′ ≈0.3mT/m (Figure 4.6). In addition, arterial phase 

suppression improves the quality of QSM data, as demonstrated in Figure 4.7. While the 

blood flow induces unwanted phase inside arteries causing false enhancement, it also 

produces non-local streaking artifacts in the susceptibility maps. 

 

Figure 4.7. Phase images and susceptibility maps with and without the suppression of 

phase from the arteries. a) SHARP processed result using the original phase images, b) 

susceptibility map produced from a), c) SHARP processed result using the phase images 

generated after setting the phase inside the arteries to zero, d) susceptibility map produced 

from c). 
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4.5 DISCUSSION AND CONCLUSIONS  

The quality and accuracy of QSM depend on proper flow compensation, as any flow 

induced phase will cause false enhancement of the vessels phase images and bias and 

streaking artifacts in the susceptibility maps. In this chapter, the effects of the background 

field gradient were evaluated quantitatively. This study also demonstrated the potential to 

predict the flow induced phase from the background field gradient. 

As shown in Figures 4.4, the unwanted phase accumulated inside a blood vessel due to 

blood flow in the presence of background gradients are much stronger near the air-tissue 

interfaces. For every 2𝜋 wrap on the predicted flow-induced phase behavior in Figure 4.4 

(at v = 60cm/s), we can predict that even for 1/10th of the velocity, i.e. for v = 6cm/s, there 

will be the corresponding 18o shift in phase inside a vessel in presence of the background 

gradients. For example, in presence of this small velocity, with the hematocrit of 44% and 

venous oxygen saturation of 70%, the predicted phase inside the vein parallel to the main 

field can be 0.1π at an echo time of 17.5ms at 3T. On the other hand, the predicted phase 

due to the susceptibility of venous blood is around 0.3π (4,18). Therefore, even with this 

small speed, there is an approximately 30% error in the phase inside the vein and therefore 

a 30% error in the estimated susceptibility, if solely the phase inside the vein was used for 

susceptibility quantification. However, for veins in the central part of the brain (as shown 

in Figure 4.6) it is not expected that the G′-velocity phase will have a significant impact on 

the phase measurement or susceptibility quantification of the vein, because of the relatively 

small background field gradient and slow flow.  
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The geometric configurations of water and air compartments are the major factors 

generating the global susceptibility-induced field distortion in the human head. Therefore, 

for our computer simulations, only the susceptibility differences of water and air were 

included. The calculated background gradients are simulated with the assumption of a 

homogeneous main magnetic field. These background gradients can also be determined by 

various background field removal algorithms (16,19). However, this approach will 

introduce another source of errors in the phase of the veins, especially in regions close to 

the edge of the brain, even though the actual background field gradient is small (20). 

In practice, the field distortions due to the geometrical effect may be partially 

compensated by proper shimming of the static magnetic field. However, removing static 

magnetic field variations due to the air/tissue interfaces would be hard to accomplish with 

the current shimming methods. The background gradient measured from the high resolution 

3D numerical model was as high as 0.7mT/m inside the brain, 4mm away from the ethmoid 

sinus. According to Eq. 4.9, for a high resolution data with (0.5mm)3 resolution, BW/pixel 

= 400Hz/pxl, TE = 17.5ms, Nx = 512 and Gx
′  = 0.7mT/m acquired with a symmetric echo 

readout, the effective echo can occur at a shift of nshift≈158 sample points from center of 

the sampling window. This leads to a uniform phase dispersion of −0.62π across a voxel 

and a signal loss of 15% (4).  

There are a few limitations in this study. Due to the nonlinear nature of blood flow, 

remnant phase maybe present in regions where acceleration can no longer be neglected. 

However, for an accurate estimate of the acceleration induced phase requires knowledge of 

the flow pattern and the geometry of the arteries. Furthermore, the flow in the vessels is not 
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uniform flow, and any spatial variation of the velocity may cause extra signal decay (4). 

The extent of which needs to be studied further. The predictions were made using mean 

velocities throughout the cardiac cycle for the MCAs. The upper and lower limits of both 

the G′-velocity phase and the acceleration phase are dependent on the systolic and diastolic 

velocities. Any misregistration or motion may also lead to additional errors in estimating 

both the G′-velocity phase and the acceleration phase. Finally, any imperfect shimming of 

the main magnetic field will cause an extra gradient and further exacerbation of the G′ 

induced phase effect. 

Lastly, we have shown that it is viable to suppress the confounding arterial phase, by 

creating a binary mask of the arteries using the short TE magnitude images. The extraction 

of the arteries using a simple thresholding may not be perfect, particularly in the regions 

near the edges of the arteries. However, considering a laminar flow pattern, the flow near 

the edges of the arteries is expected to be slow and, therefore, will not lead to large phase 

shifts. Thus, missing the edges of the arteries in the binary mask should not seriously affect 

the suppression of the confounding phase of the arteries. 

In conclusion, the numerical model and the sinus maps (from the in vivo data) were used 

to validate that the quality of flow compensation is related to the presence of background 

field gradients. Removing the acceleration and 𝐺′ motion induced phase from the arteries 

can improve the quality of the QSM results.  
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Chapter 5: Measuring the Changes in 

Cerebral Oxygen Extraction Fraction 

 

 

5.1 INTRODUCTION 

Oxygen extraction fraction (OEF) represents the amount of oxygen consumed from the 

blood by the surrounding tissue during its passage through the capillary network. For a 

healthy subject, the cerebral metabolic rate of oxygen (CMRO2) is maintained by regulating 

the OEF along with the cerebral blood flow. The complex physiology of blood flow and 

oxygen saturation levels in the blood modulates the MRI signal in the veins (1–4). Neural 

activity creates local changes in cerebral hemodynamics, which in turn can be detected 

using functional magnetic resonance imaging (fMRI) techniques through the blood-

oxygen-level-dependent (BOLD) response (1,2). The BOLD effect is a function of cerebral 

blood flow (CBF), cerebral blood volume (CBV), and oxygen consumed by the brain 

tissues (5,6), and relative changes in this hemodynamic response are used as a surrogate to 

detect neuronal activity.  
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Despite its broad spread utility in the neurosciences, the BOLD fMRI technique suffers 

from limited temporal and spatial resolution. Furthermore, the specificity of the technique 

is difficult to assess because measurements may be contaminated by larger vessels 

representing an integrated effect from a larger territory than desired (7,8).  

Accepted values for venous oxygen saturation level (Yv) and CMRO2 in the literature 

are reported by positron emission tomography (PET) studies (9,10) and have identified 

these parameters as critical markers in disease states such as stroke and tumor (11,12). 

However, PET imaging is a relatively low spatial-resolution technique and involves 

injection of a radioactive labeled isotope, which requires equipment that is not widely 

available and has risk for the patient. MRI-based methods have been proposed to measure 

oxygenation in the brain, including the combination of fMRI BOLD and CBF 

measurements for calibrated estimates of CMRO2 changes (13,14). These calibrated fMRI 

techniques, however, only measure relative changes in metabolism with comparatively low 

resolution (15). A recent alternate approach based on T2 relaxation in MRI, T2-relaxation-

under-spin-tagging (TRUST), allows quantification of Yv and CMRO2, but only offers 

measurements from a single slice placed judiciously in the brain (16).  

Our goal is to introduce a method that provides high-resolution, quantitative 

measurements of the changes in OEF in the presence of physiological challenges, 

particularly, the administration of vasodynamic agents such as caffeine and acetazolamide 

(brand name Diamox). Using the susceptibility maps that are generated from gradient echo 

phase data, the susceptibility changes and the corresponding oxygen saturation level for a 

given vein can be quantified (3,17,18). The measurements of OEF changes are based on 
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the variation of susceptibility differences between cerebral veins and the surrounding brain 

parenchyma, instigated by vasodynamic agents. The measured susceptibility differences 

are related to oxygen saturation because the intravascular concentration of 

deoxyhemoglobin, a paramagnetic species, changes with the venous oxygenation level 

(17,19). Using a proposed approach to improve the accuracy of susceptibility mapping, we 

have the capability and potential to image the hemodynamics of the brain, monitor the 

damage, and show that changes induced by vasodynamic agents such as caffeine or 

acetazolamide, can be quantified. 

 

5.2 THEORY  

5.2.1 Relation between measured susceptibility and local OEF 

Susceptibility maps measure the shift in susceptibility between two tissues (such as a 

vein and the surrounding tissue), hence, providing an endogenous oxygenation-dependent 

contrast (3). Hemoglobin in red blood cells is the primary carrier of oxygen in the body, 

and its reduced form is deoxyhemoglobin, which is found in venous blood. Decreased 

oxygenation corresponds to an increased concentration of deoxyhemoglobin, which is 

paramagnetic, due to the higher spin state of heme iron. This is reflected in the increased 

susceptibility of venous blood with respect to the surrounding brain parenchyma.  

From the measured susceptibility shift (Δχ), OEF for each vessel can be quantified (5):  

∆𝛘 = 𝐇𝐜𝐭 ∙ 𝐎𝐄𝐅 ∙ ∆𝛘𝐝𝐨 , where OEF =  (Ya − Yv)                      [5.1]                                  
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where, ∆χdo = 0.27 ppm (in cgs) is the susceptibility difference between fully deoxygenated 

and fully oxygenated blood, and implicitly we assume that the tissue has the same 

susceptibility as fully oxygenated blood. Hematocrit (Hct) is the percent fraction of blood 

volume that consists of red blood cells. By assuming the arterial oxygen saturation (Ya = 

95 – 98%), Yv can be measured. 

 

5.3 METHODS 

5.3.1 Forced value iterative SWIM 

The iterative method has proven to be effective in reducing the external streaking 

artifacts and improving the susceptibility value for the structure-of-interest (See Chapter 2, 

section 2.7.2) (18). However, the streaking inside the object is still carried forward in the 

iterations. One way to reduce the artifacts inside a major vein like the superior sagittal sinus 

would be to smooth these values or to set them to uniform value before applying iterative 

algorithm. The idea is to remove the effect of the streaking artifacts inside the vessel by 

giving it a uniform distribution to start with. The critical issue here is whether this will still 

allow the process to converge to the correct susceptibility value despite setting it to an initial 

empirical value.  

The concept of using a uniform initial value was tested using the 3D brain model 

consisting of basal ganglia and mid brain structures, grey and white matter with veins. The 

susceptibility maps of the brain model were generated using the iterative SWIM algorithm 

with and without setting constant initial susceptibility values of 0.30ppm, 0.45ppm, 
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0.70ppm and 1.0ppm to the veins. The veins were assigned a uniform value only for the 

first iteration; and the subsequent iterations were carried out conventionally. 

5.3.2 Instigation of physiological challenges 

We compared the susceptibility maps before and after ingestion of 200 mg NoDoz pill 

for caffeine (Novartis Consumer Health Inc, Parsippany, NJ, USA) and 1000mg Diamox 

IV or Acetazolamyde (Sagent Pharmaceuticals, Schaumburg, IL, USA) to examine the 

changes in oxygenation levels in the veins. Caffeine will affect both blood flow and neural 

activity. Vasoconstriction due to caffeine reduces the blood flow and increases the OEF in 

order to retain the CMRO2 levels (20–26). Similarly, Acetazolamide is known to be a potent 

vasodilating agent, and, hence, will cause an increase in cerebral blood flow (27–30). This 

effect will provide an opposite physiological state to the caffeine challenge, causing a 

decrease in OEF. The caffeine and Diamox doses were administered on two separate days. 

5.3.3 Selection of echo time (TE) for phase-susceptibility measurements 

Susceptibility of the structure-of-interest is one of the major factors in selecting the echo 

time. There is a trade-off involved between higher phase SNR at longer TEs versus less 

T2* signal decay and less phase wrapping at shorter TEs (See Chapter 2, section 2.4.1). As 

a compromise, we used an echo time of TE = 15ms for the 3T acquisition to avoid phase 

wrapping between the vessel and background tissue, while maintaining a maximum 

expected phase difference of between 2 and 3 radians for the physiological range of Yv (50 

– 75%) (31). 
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5.3.4 Data acquisition 

Initially, susceptibility weighted imaging (SWI) data were acquired, using the MRAV 

sequence, once before the intake of acetazolamide or caffeine and then every 15 minutes 

for four time points (32,33). Acquiring data at different time points was essential to study 

the variation in susceptibility values based on the functional dynamics caused by the drug 

and to select the time point that provided the peak change.  

Five healthy volunteers were then scanned once before and once after (at the selected 

time point) the administration of caffeine and Diamox. All data were acquired using an rf-

spoiled, fully flow compensated 3D sequence with the imaging parameters: TE = 15ms, FA 

= 13°, TR = 24ms, BW = 119Hz/pixel, voxel size = 0.5×0.5×0.5mm3, and matrix size = 

448×336. 

5.3.5 Image processing 

The original phase images were unwrapped using Laplacian method (34,35), followed 

by background field removal using sophisticated harmonic artifact reduction for phase 

(SHARP) method (36) to generate the processed phase map at TE=15ms.  Signal-to-noise 

ratio (SNR) in the magnitude images were estimated as the ratio of mean over standard 

deviation of values measured within a homogeneous region of white matter. By using the 

arterial binary mask generated from the magnitude data, the flow artifacts inside the arteries 

were suppressed. The proposed method of forced value iterative SWIM (initial value of 

0.45ppm for veins) was used to produce the local susceptibility distribution maps.   
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The susceptibility distribution was measured inside the major cerebral veins: right and 

left internal cerebral veins, right and left thalamo-striate veins, right and left septal veins, 

vein of Galen and straight sinus. The change in susceptibility value between the normal 

brain state (∆χNormal) and post-drug or active (∆χActive) state were used to quantitatively 

study the effect on the tissue oxygen consumption variation (∆OEF), based on Eq. 1:  

∆𝐎𝐄𝐅

𝐎𝐄𝐅𝐍𝐨𝐫𝐦𝐚𝐥
=

∆𝛘𝐀𝐜𝐭𝐢𝐯𝐞−∆𝛘𝐍𝐨𝐫𝐦𝐚𝐥

∆𝛘𝐍𝐨𝐫𝐦𝐚𝐥
                                                         [2] 

5.3.6 Statistical Analysis 

Paired-sample t-tests were performed to assess the differences in QSM before and after 

the caffeine or Diamox challenge across the subjects. P values of less than 0.05 were 

considered to indicate statistical significance. All data were expressed as mean ± standard 

deviation. 

 

5.4 RESULTS 

5.4.1 Numerical simulations 

Figure 5.1 demonstrates the reduction in internal streaking artifacts for the straight sinus 

as compared to the conventional iterative SWIM method. The two rows of images with 

different contrasts are used to be able to visualize the veins and other structures of the 3D 

brain model in the first row and to visualize the internal streaking for veins in the second 

row. The mean and standard deviation of the susceptibility distribution inside the straight 

sinus was measured as ∆𝝌 = 0.41 ± 0.04 ppm for the conventional method. Whereas, for 

the forced value iterative SWIM method, the measured susceptibility distribution were 
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measured as ∆𝝌 = 0.45 ± 0.01 ppm and ∆𝝌 = 0.46 ± 0.02 ppm for assuming the initial value 

as 0.45ppm and 0.70ppm inside the veins, respectively.  

 
Figure 5.1. Simulated susceptibility maps produced from a 3D numerical model using a) 

conventional iterative algorithm, b) the proposed method by assigning 450ppb to veins and 

c) by assigning 700ppb to veins. Images d, e and f are contrast modified versions of a, b, 

and c to visualize the extent of internal streaking artifacts. 

 
Figure 5.2. Mean (a) and standard deviation (b) of the susceptibility measured inside the 

superior sagittal sinus at each iteration of the iterative SWIM algorithm. Different initial 

values (𝜒0) were set to the veins. Independent of the choice of starting point, the values 

tend to converge close to the expected susceptibility of 0.45 ppm. The use of proper initial 

value reduces the streaking artifacts inside the veins. 
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Figure 5.2 demonstrates that, independent of the choice of the initial value, the mean 

susceptibility value inside the straight sinus stays at or approaches the correct susceptibility 

value of 0.45 ppm. This is expected as only a small cone of k-space elements is modified 

(regularization threshold =0.1), whereas the other remaining k-space components outside 

the cone of singularity drive the value back to the true susceptibility. 

The iterative results, when the initial value of 0.45 ppm was used, were the best in terms 

of the highest accuracy in the mean susceptibility value (0.453 ppm) and the lowest 

standard deviation (0.013 ppm). With no constraint on the values inside the straight sinus, 

the final measured susceptibility value was 0.446 ppm inside the straight sinus, but the 

standard deviation increased to 0.038 ppm due to the streaking artifacts.  

5.4.2 In vivo data analysis 

SNR of the gradient echo magnitude images and the susceptibility maps were measured 

as SNRmag = 17.8 ± 2.1. Similar to the numerical simulations, the results from the in vivo 

data (Figure 5.3) demonstrate the improvement in the susceptibility reconstruction of the 

veins. The susceptibility value inside the straight sinus, without initial constraints, were 

measured to be 0.41 ± 0.14ppm, respectively. On the other hand, when the starting value 

of 0.45ppm initial value was used, the susceptibility value inside the straight sinus increased 

to 0.45 ± 0.06ppm. Likewise, the susceptibility of a small peripheral vein improved from 

0.32 ± 0.09ppm to 0.36 ± 0.04ppm (the vein is identified by white arrows in Figure 5.3c) 

and 5.3d)). 
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Figure 5.3. a) Susceptibility maps generated using the conventional iterative technique, 

and b) susceptibility maps generated using the forced value iterative method. Note the 

improvement in the susceptibility distribution, inside the veins of different sizes, in d) with 

respect to the conventional iterative SWIM results in c). 

There is a clear increase in the susceptibility of venous blood, as can be seen from the 

brighter venous vessels in Figure 5.4a) to Figure 5.4e), indicating an increase in 

deoxyhemoglobin levels post caffeine administration. Similarly, Figure 5.4f) to Figure 

5.4j) indicate a decrease in deoxyhemoglobin levels post Diamox administration.  
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Figure 5.4. Evaluation of dynamic changes in venous susceptibility distribution due to the 

administration of caffeine and Diamox. Phase data is acquired for four time points after the 

drug ingestion, at an interval of 15 minutes. a) and f) Susceptibility maps for the data 

acquired before caffeine and Diamox intake, respectively, b-e) susceptibility maps for the 

data at four times points after caffeine intake, g-j) susceptibility maps the data at four times 

points after Diamox intake. 

The measured susceptibility values inside internal cerebral veins, for the caffeine test 

are as follows: Pre: 0.47 ± 0.06ppm, Post: Time 1: 0.53 ± 0.07ppm, Time 2: 0.58 ± 

0.10ppm, Time 3: 0.61 ± 0.08 ppm, Time 4: 0.61 ± 0.09ppm; and for the Diamox test are 

as follows: Pre: 0.46 ± 0.08ppm, Post: Time 1: 0.38 ± 0.09ppm, Time 2: 0.36 ± 0.06ppm, 

Time 3: 0.36 ± 0.08ppm, Time 4: 0.37 ± 0.07ppm. The susceptibility value reaches the peak 

after the second time point, and stays consistent for the third and the fourth time points. 

Hence, we selected the second time point (30minutes after dose administration) to analyse 

the post-drug intake functional state. The profile plots across the internal cerebral veins, 
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demonstrating the effects of caffeine/Diamox intake on susceptibility values, are shown in 

Figure 5.5. 

 
Figure 5.5. Susceptibility maps generated from the data acquired: a) post-Diamox 

administration, b and c) pre-Diamox and pre-caffeine administration, d) post-caffeine 

administration for healthy volunteers. The profile plot demonstrates the variation in 

susceptibility values across the internal cerebral veins caused by these altered brain states. 
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Figure 5.6. Susceptibility values measured inside the major cerebral veins across five 

healthy volunteers. The phase data was acquired before and after the administration of 

Diamox and Caffeine with TE = 15ms and voxel resolution = (0.5mm)3. Each drug test was 

performed on separate days. The susceptibility values generated from the data acquired pre-

administration of these drugs were averaged. R-ICV, L-ICV: right and left internal cerebral 

veins; R-TSV, L-TSV: right and left thalamo-striate veins; R-SV, L-SV: right and left 

septal veins; VoG: Vein of Galen; StrS: Straight sinus. 

As shown in Figure 5.6, compared to the pre-caffeine values, there is a statistically 

significant increase in susceptibility inside the internal cerebral veins (∆χCaffeine−Normal= 

+0.15 ± 0.04 ppm; p < 0.01) at 30-min post-caffeine. Similarly, the post-Diamox results 

showed a statistically significant decrease in the measured susceptibility inside the internal 

cerebral veins (∆χDiamox−Normal= −0.14 ± 0.05 ppm; p < 0.01).  Assuming ∆𝜒𝑑𝑜=0.27ppm 
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(cgs) and Hematocrit = 44% in Eq. 1, the venous oxygen saturation level (inside the internal 

cerebral veins (ICVs)) for normal physiological conditions, post-caffeine and post-Diamox 

for the first volunteer were calculated as (mean ± standard deviation): YNormal = 69.1 ± 3.3 

%, YCaffeine = 60.5 ± 2.8 % and YDiamox = 79.1 ± 4.0%. The inter-subject error in mean 

values of venous oxygen saturation over the five subjects were measured inside the ICVs 

as: σY,Normal = ± 0.7%, σY,Caffeine = ± 1.2%, σY,Diamox = ± 1.2%. 

For the caffeine challenge, the percentage change in OEF for pre and post caffeine 

results was calculated as (mean ± inter-subject variability) +29.1 ± 1.7%; and for the 

Diamox challenge, the percentage change in OEF for pre and post Diamox results was 

calculated as −32.3 ± 1.5 % for the right internal cerebral veins (see Table 5.1 for the 

change in OEF measurements). 

 Table 5.1. Mean ± standard deviation of the percentage change in oxygen extraction 

fraction for cerebral veins of different vessel sizes, across five healthy subjects, measured 

before and after administration of Diamox and caffeine. R-ICV, L-ICV: right and left 

internal cerebral veins; R-TSV, L-TSV: right and left thalamo-striate veins; R-SV, L-SV: 

right and left septal veins; VoG: Vein of Galen; StrS: Straight sinus.  

Vein ∆𝐎𝐄𝐅

𝐎𝐄𝐅Pre−Diamox
% 

∆𝐎𝐄𝐅

𝐎𝐄𝐅Pre−Caffeine
% 

Vein ∆𝐎𝐄𝐅

𝐎𝐄𝐅Pre−Diamox
% 

∆𝐎𝐄𝐅

𝐎𝐄𝐅Pre−Caffeine
% 

R-ICV −32.6 ± 2.1% +27.0 ± 3.8% L-ICV −31.7 ± 5.1% +29.9 ± 3.2% 

R-TSV −34.9 ± 3.1% +27.8 ± 6.4% L-TSV −34.1 ± 3.1% +30.4 ± 5.1% 

R-SV −30.7 ± 6.1% +27.4 ± 7.4% L-SV −31.1 ± 3.6% +28.1 ± 8.1% 

VoG −31.1 ± 4.7% +30.3 ± 2.5% StrS −32.0 ± 2.4% +32.0 ± 2.4% 
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5.5 DISCUSSION AND CONCLUSIONS 

In this chapter, we have proposed a new MRI method to quantify in vivo local OEF 

changes in the brain and demonstrated the method with imaging studies on human 

volunteers. These physiological parameters are currently clinically unavailable using non-

invasive MRI techniques, and have the potential to provide novel information about brain 

function and disease. One such example is the presence of asymmetrically prominent 

cortical veins (APCV), seen in ischemic stroke, which are hypothesized to be related to 

increased venous deoxyhemoglobin (37). This is likely caused by hypo-perfusion that leads 

to a compensatory OEF increase to maintain oxygen metabolism before the onset of brain 

tissue infarction. On the other hand, if there is no visible decrease, this could be because 

collaterals maintain the oxygenation level in the stroke region (38,39) and improved brain 

tissue viability (40). These physiological changes can be detected and quantified using 

susceptibility mapping techniques.  

Applying the geometry constrained iterative SWIM method reduces mostly the streaking 

artifacts outside the structure of interest, found in the original susceptibility map. As 

compared to the conventional iterative method for susceptibility mapping, applying an 

initial uniform value inside the veins, for only the first iteration, reduced not only the 

external streaking artifacts, but also the streaking inside the veins. The plots shown in 

Figure 5.2 demonstrate that the method is robust against the errors made in assuming the 

initial value, as the measured susceptibility value converges towards the actual value. 

However, the closer the assumed value to the actual value, the faster the convergence. 
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Hence, it is advantageous to have a priori information of the susceptibility value for the 

structure-of-interest. Consistent with the simulated results, the susceptibility maps 

reconstructed from the in vivo data (Figure 5.3) using initial value constraint method 

showed improvement over conventional iterative SWIM. Moreover, as explained in 

Chapter 4, the flow artifact inside the arteries, such as middle and anterior cerebral arteries, 

are introduced due to the presence of background gradients and acceleration effects. By 

suppressing these artifacts using the arterial binary masks, helps in improving the 

susceptibility maps (See Figure 4.7). 

In addition to measuring the oxygen saturation at a normal brain state, it is essential to 

involve special physiological challenges, such as vasodilation or vasoconstriction, to 

determine brain health and onset of a disease/stroke. Caffeine-related antagonism reduces 

the ability of adenosine to contribute to functional increases in cerebral blood flow (CBF) 

(20,24,25,41). Since brain activity remains constant or even increases, the decrease of CBF 

in the presence of caffeine should, thus, increase the oxygen extraction fraction (OEF) in 

order to maintain CMRO2. The increased OEF leads to the increase of the concentration of 

deoxyhemoglobin in the blood; therefore, we would expect to see higher susceptibility 

values in the post caffeine case (39). This is validated in our study when caffeine 

introduction caused a decrease in the venous oxygen saturation levels from normal (YNormal 

= 69.1 ± 3.3 %) to post-caffeine (YCaffeine = 60.5 ± 2.8 %). Similarly, the decrease in venous 

oxygen saturation in the presence of a vasodilating agent, Diamox (YDiamox = 79.1 ± 4.0%), 

is also within our expectations. Furthermore, these results are in good agreement with a 
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previous study on caffeine (3,42–44). Results of the Diamox challenge are close to the 

previously measured value for carbogen intake Ycarbogen=80% (∆𝜒𝑑𝑜=0.27 ppm) (42).  

Ideally, the measured variation should reflect the exact physiological alterations in the 

local venous vasculature where oxygen exchange between the cerebral vessels and tissue 

occurs during neural activation. In reality, the sensitivity is confounded by the partial 

volume effect due to the limited voxel resolution. There is much room for improvement by 

introducing techniques of compressed sensing, which will help in saving the acquisition 

time that could be utilized to increase the spatial resolution, temporal resolution or SNR 

(45–47). 

In order to calculate the venous oxygen saturation levels, several physiological 

parameters such as arterial oxygenation saturation level (Ya) and total hemoglobin 

concentration (Hct) are, in general, assumed fixed for all subjects. However, hematocrit 

values are dependent on the age and sex of the subject with normal levels ranging from 

40.7% to 50.3% for males and 36.1% to 44.1% for females (48). Making an assumption 

within these ranges of Hct, the error propagation may cause a considerable change from the 

actual value. For this study, the percentage change in OEF values before and after the drug 

intake were calculated, which is independent of Hct. Monitoring CMRO2 to see if it remains 

the same after these challenges will require perfusion measurements as well in the future 

(49,50). 

Field et al. (2003) reported a higher caffeine-induced response, i.e. CBF reduction, in 

heavy caffeine users (>300 mg/day) (51). Consequently, the susceptibility values of veins 
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should be larger as well. However, they investigated the subjects after more than 30 hrs of 

caffeine deprivation, when typical withdrawal symptoms, such as headache and fatigue, 

reach a maximum in intensity (41). In contrast to their study design, we did not recruit 

heavy caffeine users. We consider it a more realistic scenario that the users are not in a state 

of severe withdrawal when the subjects refrain from caffeine intake 24 hrs prior to the scan.  

In conclusion, this chapter demonstrates an improvement in the iterative algorithm for 

susceptibility mapping and evaluates the variation in oxygen extraction fraction before and 

after a vasoconstricting caffeine challenge as well as a vasodilating Diamox challenge using 

quantitative susceptibility mapping. These vascular effects of acetazolamide and caffeine, 

in normal human subjects, were proven to be large enough to be easily measured with 

susceptibility mapping for all people. Therefore, this susceptibility difference can serve as 

a sensitive biomarker for measuring reductions in cerebro-vascular reserve through 

abnormal vascular response, an increase in oxygen consumption during reperfusion 

hyperoxia or locally varying oxygen saturation levels in the region surrounding damaged 

tissue. 
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Chapter 6: Future Directions 

 

 

Measuring bone density using phase replacement method  

As discussed in Chapter 3, the phase replacement process helps in improving the 

susceptibility reconstruction inside an object, with unreliable MR signal present initially 

(1). This was evaluated on large and complex structures such as sinuses and bones; and this 

approach has further potential applications in field of material science and non-destructive 

testing. Another potential application would be to determine the bone density 

measurements (which are generally calculated using CT (2,3)) based on the reconstructed 

susceptibility distributions of the skull and teeth . In order to validate this, the susceptibility 

maps can be compared with the standard CT results. Ability to measure the bone density 

using MR, at high resolution, can prove to be essential in determining attenuation correction 

for PET-MR systems (4–7). 
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Background field removal using sinus maps 

In addition, as the replacement of the unreliable signal inside an object of interest helps 

in improving the accuracy of the susceptibility estimation and, hence, can be also used to 

reduce the artifacts in the resultant images if the given object is a source of an unwanted 

field. For example, removal of the background field by predicting the field perturbations 

caused the susceptibility distributions of sinuses and bones and subtracting it from the 

original phase (1,8).  

Although the field predictions were close to the original phase data, there is a small 

remnant phase still present in the subtraction result. The main reasons that can cause this 

are: 1) the phase term induced by the geometry of the head and 2) the air-tissue interfaces 

due to the air outside the head. Further research needs to be done to study these two aspects. 

Ideally, the predicted field from the air/bone mapping process should remove all the 

background field caused by the air/bone-tissue interfaces, discarding the need of any further 

filtering.  

Artifacts due to the acceleration term 

As seen in Chapter 4, the blood flow in presence of the background gradients can create 

false phase term inside the arteries, which in turn can introduce significant streaking 

artifacts in the susceptibility maps. These background gradients are produced by the 

air/bone-tissue interface induced field inhomogeneities in head, which are considered and 

evaluated in this thesis using a numerical phantom and in vivo data.  
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However, apart from the background gradient term, there is a need to consider the effects 

of motion, misregistration and also acceleration due to the pulsatile nature of blood flow in 

arteries. This could be achieved by acquiring an interleaved scan with positive polarity of 

the gradients for the first two echoes and negative polarity for the second set of the same 

two echo times. Nevertheless, one of the effective solutions for the false phase term is to 

generate binary masks of the arteries using the first echo magnitude image, and use it 

discard the internal phase and, hence, improving the SWIM results (as shown in Figure 4.8 

in Chapter 4). 

Cerebral blood flow and CMRO2 measurements 

In Chapter 5, the forced initial value iterative method demonstrates the added 

improvement in SWIM results by reducing the streaking artifacts inside the veins. In 

addition, vasodynamic agents, such as caffeine and Diamox were tested on healthy 

volunteers to evaluate the efficacy of susceptibility mapping technique to detect the 

changes in the cerebral venous blood oxygenation levels. These challenges can be tested 

on patients suffering from traumatic brain injury, stroke or vascular pathologies to study 

the viability of the affected brain tissues throughout a treatment procedure (9–17). 

Furthermore, to see if the CMRO2 remains the same after these challenges will require 

perfusion measurements as well in the future (18–22). By combining the approaches 

explained in Chapter 3, 4 and 5, we can get a highly reliable measure of oxygen saturation 

in the jugular veins without background field effects, flow effects or filter effects. 
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