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Abstract

This thesis considers the issue of energy fairness in mobile computation offloading. In computation offloading, mobile users reduce their energy consumption by executing jobs on a remote cloud server, rather than processing the jobs locally. This can result in energy unfairness however, when the processed jobs are subject to hard deadline constraints.

In this thesis we consider how energy unfairness can be compensated for, by smart scheduling at the cloud server. We first derive an optimum offline scheduler using an integer linear program (ILP) that uses a min-max energy objective and preemptive cloud server scheduling. We then introduce several online scheduling algorithms. The first one is referred to as First-Generated-First-Scheduled (FGFS), where jobs that are generated earlier are given cloud server priority. A modified version, referred to as $\gamma$-Ratio Accepted FGFS ($\gamma$-FGFS) is proposed, where the acceptance of job submission is subject to an energy threshold test. A version of this algorithm, $\gamma$-Ratio Accepted Earliest Deadline First ($\gamma$-EDF), is considered that uses earliest deadline first (EDF) scheduling to test for job feasibility.

We also include comparisons using an analytic model that shows the performance possible when the system uses optimum open loop job submission (OLJS) with first-come-first-served (FCFS) cloud server scheduling. Various performance results are
presented that show the improvements in energy fairness possible with the proposed schedulers.
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## Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}$</td>
<td>Set of mobile user classes</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of mobile user class</td>
</tr>
<tr>
<td>$\mathcal{J}_m$</td>
<td>Set of jobs generated by mobile user class $m$</td>
</tr>
<tr>
<td>$J_m$</td>
<td>Number of jobs generated by mobile user class $m$</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>Complete set of time slots</td>
</tr>
<tr>
<td>$l_{m,j}$</td>
<td>Number of mobile time slots needed to process job $(m,j)$</td>
</tr>
<tr>
<td>$r_{m,j}$</td>
<td>Number of cloud server time slots needed to process job $(m,j)$</td>
</tr>
<tr>
<td>$u_{m,j}$</td>
<td>Number of time slots needed to upload the cloud executed data of job $(m,j)$</td>
</tr>
<tr>
<td>$d_{m,j}$</td>
<td>Number of time slots needed to download the cloud executed result of job $(m,j)$</td>
</tr>
<tr>
<td>$Q^l_m$</td>
<td>Energy per time slot needed by user class $m$ for local processing</td>
</tr>
<tr>
<td>$Q^t_m$</td>
<td>Energy per time slot used by user class $m$ during mobile transmission</td>
</tr>
<tr>
<td>$Q^r_m$</td>
<td>Energy per time slot needed by user class $m$ during mobile reception</td>
</tr>
<tr>
<td>$x_{m,j}$</td>
<td>Binary variable determining if job $(m,j)$ is offloaded for cloud execution</td>
</tr>
<tr>
<td>$y_{m,j,t}$</td>
<td>Binary variable determining if cloud server time slot $t$ is assigned to job $(m,j)$</td>
</tr>
<tr>
<td>$e_{m,j}$</td>
<td>Energy consumption associated with processing job $(m,j)$</td>
</tr>
<tr>
<td>$t_{m,j}$</td>
<td>Job generation time of job $(m,j)$</td>
</tr>
<tr>
<td>$D_{m,j}$</td>
<td>Hard deadline constraint for job $(m,j)$</td>
</tr>
</tbody>
</table>
\( a_{m,j} \)  Arrival time of job \((m,j)\) at the cloud server

\( c_{m,j} \)  Time at which the cloud server must complete processing job \((m,j)\)

\( T_{m,j} \)  Set of time slots at the cloud server that may be used to execute job \((m,j)\)

\( \gamma_m \)  Control variable in making offload decision

\( \mathcal{E}_{T,m} \)  Running summation of energy consumption of user class \(m\)

\( \mathcal{E}_{s,m} \)  Weighted average energy consumption of user class \(m\)

\( \varepsilon \)  Probability that the completion time of a job exceeds the required deadline

\( \rho_m \)  Probability that jobs from user class \(m\) are uploaded to the cloud server

\( E_m \)  Energy consumption of user class \(m\) associated with probability \(\rho_m\)
Abbreviations

EDF  Earliest Deadline First
FCFS  First-Come-First-Served
FGFS  First-Generated-First-Scheduled
ILP  Integer Linear Program
MCC  Mobile Cloud Computing
MCO  Mobile Computation Offloading
OLJS  Open Loop Job Submission
γ-EDF  γ-Ratio Accepted Earliest Deadline First
γ-FGFS  γ-Ratio Accepted First-Generated-First-Scheduled
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Chapter 1

Introduction

1.1 Mobile Cloud Computing

1.1.1 Overview

Mobile cloud computing (MCC) is rapidly evolving and is already starting to revolutionize mobile user applications. According to a recent study by Cisco Inc (Cisco, 2015), mobile cloud traffic is expected to grow 11-fold over the next five years with a compound annual growth rate of 60 percent. Global cloud applications are projected to account for 90 percent of total mobile data traffic by 2019.

From the cloud point of view, mobile traffic can be categorized into two types: mobile non-cloud traffic and mobile cloud traffic. Typically, mobile non-cloud traffic includes voice calls, text messaging, etc. On the other hand, mobile cloud traffic covers online gaming, social networking, online storage, audio streaming, video streaming and so on. Internet video applications are classified as cloud traffic in the sense that service providers like YouTube and Netflix have already started to use cloud
applications for video delivery, which in turn significantly boosts the growth of mobile cloud traffic and the prosperity of cloud applications.

MCC can be defined as an infrastructure where data storage and data processing take place in cloud-based servers instead of inside mobile devices (Dinh et al., 2013), and thereafter enable the execution of mobile applications on various mobile devices with a rich user experience (Abolfazli et al., 2014). It is often introduced as an integration of mobile users into conventional cloud computing. Compared to the cases where mobile users suffer from resource-constrained problems such as short battery life, limited data processing capability and data storage, the cloud always has abundant resources which can be used to enrich mobile user operation. To better exploit mobile cloud features, for example, MCC can move mobile data processing and storage into the cloud, which may significantly enhance the mobile system performance. Apple’s iCloud\(^1\) and Microsoft’s Azure\(^2\) are commercial examples that currently exploit MCC.

MCC has two major functions. One of them is storage backup, which allows mobile devices such as smartphones, tablets and laptops to store data, files, documents, messages and the like in the cloud-based storage. For instance, Dropbox\(^3\) is one of most popular cloud storage service providers which is widely used by not only individuals but also companies. At the same time, a number of such service providers also offer mobile apps along with their products that synchronize all kinds of data across multiple platforms so that users are able to obtain access to the cloud storage from different places.

The other function of MCC is computation offloading, which refers to migrating

\(^1\)http://www.apple.com/icloud/
\(^2\)http://azure.microsoft.com/
\(^3\)http://www.dropbox.com/
computation tasks to external clouds that handle the execution of programs. To be more explicit, mobile users make use of the computing cycles provided by the cloud vendors in order to cut down the computation performed on the mobile devices (Kumar and Lu, 2010). As a consequence, computation capability is no longer limited to the mobile devices, and resources such as CPU, memory and battery that mobile devices invest in processing computation tasks can be saved. A case in point is Amazon Elastic Compute Cloud\(^4\) which provides reliable and secured cloud computing capacity to developers.

Even though MCC is built on the basis of standard cloud computing models including Infrastructure as a Service (IaaS), Platform as a Service (PaaS) as well as Software as a Service (SaaS) (Zhang et al., 2010), it is different from standard cloud computing in various aspects. Most importantly, compared to standard cloud computing by which information technology services and resources are expended in a cost efficient fashion (Khan et al., 2014), MCC emphasizes issues like wireless network connectivity, bandwidth utilization cost and mobile device energy, which are all out of the main scope of standard cloud computing. Nevertheless, they have concerns in common as well, such as security, privacy and stability problems.

1.1.2 Architectures

As a combination of inter-disciplinary approaches comprising mobile computing, cloud computing and mobile networks, MCC integrates these three parts into an entirety. Specifically, there are three types of MCC architecture that specify how mobile devices and the cloud can be connected.

\(^4\)http://aws.amazon.com/ec2/
Centralized cloud

In this case the cloud resource is placed in a remote centralized cloud infrastructure, from which mobile devices obtain cloud services via cellular or Wi-Fi networks. The cloud under this circumstance works as an intermediary between content providers and mobile devices (Liu et al., 2013).

Cloudlet

Cloudlet is a mobility-enhanced small-scale cloud data center that can be located in cellular base stations or Wi-Fi access points in order to provide cloud service with lower latency than remote centralized clouds. This idea first appears in (Satyanarayanan et al., 2009).

Ad hoc mobile cloud

Ad hoc mobile cloud pools the nearby mobile devices together and processes computation tasks in a distributed and collaborative fashion. One example of virtual cloud computing provider has been given in (Huerta-Canepa and Lee, 2010) which demonstrates the usefulness of this kind of architecture.

1.1.3 Application Models

There are a number of goals that MCC strives to achieve for the performance improvement of mobile devices, which include providing mobile devices with more powerful execution capability for complicated tasks, decreasing the energy consumption of local execution at mobile devices for longer battery life, reducing the latency required to deliver services to mobile devices, and so on. In some cases,
multiple objectives can be achieved simultaneously. In other cases, however, part of the effectiveness has to be sacrificed for the sake of a given primary goal. So far a wide range of application models have been investigated that are designed to satisfy different objectives.

MAUI

The primary concern of MAUI (Cuervo et al., 2010) is to reduce the energy consumption of mobile devices by offloading code execution to the nearby infrastructure or cloud, based on the assumption that the overhead of code offloading is less than that of executing the same program locally at mobile devices. MAUI also takes the advantage of dynamic partitioning that supports fine-grained code offloading schemes for applications without much programmer intervention.

Clonecloud

Clonecloud (Chun et al., 2011) also aims to minimize the mobile energy consumption based on dynamic application partitioning, where a graph of static flow control is plotted to describe the way of partitioning. Specifically, five types of augmented execution (Chun and Maniatis, 2009) are supported by Clonecloud, which consist of primary functionality outsourcing, background augmentation, mainline augmentation, hardware augmentation and augmentation through multiplicity.
ThinkAir

In terms of executing multiple smartphone clones in parallel, ThinkAir (Kosta 
et al., 2012) focuses on minimizing energy consumption as well as reducing 
exection delays. By referring to the history-based information such as energy 
consumption and execution locations, a controller is used to determine whether a 
task is executed by the mobile device or at the cloud.

μCloud

The most notable strength of μCloud (March et al., 2011) is that it supports 
flexibility, reusability and configurability for heterogeneous components of 
applications. To tackle the problem, μCloud first mimics the applications using 
directed graphs, and the output of a component is then put into the subsequent 
components following the graph flow. In this sense, application components can be 
decoupled from each other, which makes task execution easier.

Cuckoo

Cuckoo (Kemp et al., 2012) is the first practical implementation for Android platform, 
which supports partial application offloading to the cloud. It builds up a dynamic 
runtime system in order to make decisions on either local execution or cloud execution 
for mobile applications. In addition, it simplifies the process of developing smartphone 
applications thanks to computation offloading.

For a clear comparison, Table 1.1 shows how five of the above mentioned 
application models can be effectively used in dealing with different scenarios (Khan
Table 1.1: MCC application examples

<table>
<thead>
<tr>
<th>Application Model</th>
<th>MAUI</th>
<th>Clonecloud</th>
<th>ThinkAir</th>
<th>μCloud</th>
<th>Cuckoo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematical Calculation</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>File Search</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image Processing</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>Gaming</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>Anti-virus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√</td>
</tr>
</tbody>
</table>

In practice, one of the representative mobile cloud platforms is Qualcomm’s Vuforia Cloud Recognition\(^5\), which is a mobile vision platform that provides recognition service to supercharge mobile apps with a large number of targets. It is able to not only expand the mobile recognition and tracking capabilities in objects including images and text, but also perform vision-based computing such as video playback. A lot of relevant mobile apps have also been developed to interact with various surfaces and objects.

1.2 Energy Saving for Mobile Devices

With the evolution of mobile communication systems, mobile users expect better service quality and user experience. However, mobile devices are inherently resource-poor, which limits the capability of providing enhanced services. To be more explicit, the physical size of mobile devices sets strict constraints on the supply of resources in terms of battery, computation and storage.

Among all of the weaknesses, short battery life has become the most challenging issue (Miettinen and Nurminen, 2010) and the biggest complaint (Kumar and Lu, 2014).

\(^5\)http://www.qualcomm.com/products/vuforia
2010) for mobile devices. Nevertheless, more computation-intensive applications, such as gaming, navigation, voice recognition and image processing, are being developed and installed on mobile devices, which exploit and exhaust the battery at a much higher rate. Since battery development is encountering a bottleneck period, energy saving strategies (Vallina-Rodriguez and Crowcroft, 2013) are instead taken into consideration for the design of emerging mobile systems, in order to release the stress between resource-poor mobile devices and resource-intensive applications.

One of the feasible solutions is to migrate computation tasks from mobile devices to other machines like cloud servers, so that computation is handled outside the mobile devices and the devices’ battery lifetime can therefore be extended. Towards this end, computation offloading is proposed and implemented in the framework of MCC systems. For example, (Kumar and Lu, 2010) gives a couple of representative examples demonstrating how energy consumption of mobile devices can be saved with the help of computation offloading, where calculation offloading in chess games is considered for energy saving. Also, cloud-based anti-virus applications like CloudAV (Oberheide et al., 2008) are expected to consume a minimal amount of energy in mobile systems when adopting the optimal execution strategy proposed in (Zhang et al., 2013). Such kinds of practical applications shed light upon the full implementation of computation offloading in MCC, which works towards the ultimate goal of energy reduction.

However, computation offloading might not be an effective solution of energy saving in every case, because its performance is also dependent on different types of applications. Due to the various degrees of local computation and offload communication in different mobile applications, computation offloading is preferable
only for a certain part of them, and local execution should be considered for the rest. In practice, other than the well-known example of chess games that highlights the benefit of computation offloading in dealing with computation-intensive applications, there are also lots of applications that are energy-inefficient if using cloud execution. For instance, (Namboodiri and Ghose, 2012) shows that playing audio and video files in formats of MP3, FLV and MPEG2 using cloud incurs a greater amount of energy than using local execution, which demonstrates the limited use of MCC. Moreover, (Kumar and Lu, 2010) investigates three critical factors in network settings that play an important role of determining offloading decisions, which include the wireless bandwidth, the amount of computation and the amount of transmission data. As a result, high offload communication and small bandwidth turn out to decrease the attractiveness of computation offloading. Therefore, it is of great significance to make a reasonable choice between computation offloading and local execution such that mobile devices can achieve a desirable level of energy consumption.

1.3 Challenges

MCC is a promising technology of providing mobile users with enhanced performance. However, there are also several challenging issues which need to be addressed in order to make the system function in a satisfactory manner.
1.3.1 Latency

Typically, latency in MCC is referred to as the time spent from job uploading to cloud-executed result downloading. The latency may vary significantly as a result of different task size, partitioning scheme, and execution delay.

More importantly, wireless channel conditions also play a nontrivial role of determining the latency because severe channel fading can significantly lower the wireless transmission rate and correspondingly raise the latency. In particular, latency is a crucial criteria for real-time applications like online gaming and video streaming of which the user experience is highly sensitive.

Firewalls and overlay networks inevitably increase the software path length that offloaded data has to go through (Satyanarayanan et al., 2009), which makes it more difficult to obtain shorter latency. In addition, employing energy-saving techniques like intermittently turning on the mobile device’s transceiver also increases average end-to-end latency, which further indicates the disagreement between energy saving and latency reduction.

1.3.2 Bandwidth

In the cases where data is uploaded to the cloud, or files are downloaded from the cloud, large bandwidths may be required. However, bandwidth is far more costly in wireless networks than in wired networks.

In the meantime, latency is largely dependent on bandwidth as well. High bandwidth usage can benefit the latency performance in terms of short offload time. Therefore, service providers need to work carefully towards an eclectic interaction among bandwidth utilization, costs and latency.
1.3.3 Reliability

Reliability refers to reliable connectivity to the cloud server. Due to the fact that MCC relies heavily on wireless communication networks including cellular and Wi-Fi, it is of vital importance to make sure that reliable connections can be provided, particularly when data is not stored locally.

On the other hand, seamless handoff between heterogeneous networks should also be addressed. Since a mobile device is allowed access to cellular base stations, Wi-Fi access points, femtocells and so on, continuous transmission connectivity between the mobile device and the cloud is required regardless of the network being used. Additionally, mobile users have the right to choose the network they intend to use when multiple networks are available.

1.3.4 Security

Bugs and loopholes at the cloud are two of the most dangerous threats to the security of MCC, especially because they are usually hard to discover. The data stored in the cloud might also be denied or lost because of malfunctions. Consequently, MCC service providers need to cautiously treat the security concerns related to the data that mobile users upload.

Mobile users should also make sure that their mobile devices are protected from viruses and malwares. Installing anti-virus applications and software is also suggested whereas scanning the mobile device is likely to incur high energy consumption. Even though anti-virus scan can currently be performed at the cloud, it alternatively requires to pre-synchronize all the files.
1.3.5 Privacy

Privacy is a hot topic which has attracted more attention in the recent decade. As an increasing number of files, documents and messages are now being stored in the cloud, the cloud can never afford privacy leakage, which raises critical requirements for privacy protection. Although methods such as encryption and steganography are available to encipher private information, performing complicated calculation algorithms can consume a lot of energy on mobile devices, which offsets the advantage of MCC.

Privacy concerns also exist on the side of mobile devices. One of the examples is the GPS locator which takes records of the geographical locations of the mobile user that are possibly abused by applications installed on the mobile device. Moreover, different regulations and standards among countries might also lead to discrepancies in the level of privacy protection.

1.3.6 Platform

Platform is the fundamental software technology on which mobile applications are based. Some popular mobile operating systems include Android, iOS and Windows Phone. However, each of these operating systems has its distinctive features. For instance, Android supports applications in Java, while iOS accepts Objective C exclusively. Therefore, MCC applications need to be designed in different ways in order to be adapted to various platforms. The level of support for computational offloading has also triggered the heterogeneity of applications, with a representative fact being that iOS is less supportive than Android (Khan et al., 2014).
1.4 Literature Review

1.4.1 MCC Systems and Applications

There is a wide variety of recent works on MCC. Reference (Guan et al., 2011), (Fernando et al., 2013) and (Dinh et al., 2013) conduct comprehensive surveys and work out specifications about MCC systems. Reference (Liu et al., 2013) presents three major MCC architectures including centralized cloud, cloudlet and ad-hoc cloud configurations. At the same time, (Magurawalage et al., 2014) proposes a mechanism for choosing between centralized clouds or cloudlets, and (Huerta-Canepa and Lee, 2010) discusses the mobility of ad-hoc mobile cloud based infrastructure. These studies show that MCC can be beneficial to mobile users in various ways. Reference (Xu and Wen, 2013) discusses how MCC performs over Wi-Fi and 3G cellular, and (Lei et al., 2013) investigates practical issues involving the support of MCC in heterogeneous networks. Additionally, (Satyanarayanan et al., 2009) reviews a range of future challenges of MCC.

In order to obtain a better service from mobile clouds, lots of issues related to MCC are also tackled. Reference (Fan et al., 2011) makes a thorough discussion on mobile cloud application models, while different cloud-based application models are compared in detail in (Kovachev et al., 2011). Some other works such as (Liang et al., 2012) view MCC from an economical standpoint towards a goal of offering affordable cloud service to mobile users.

In recent years, a great number of applications based on the notion of MCC are emerging as well, which provide cloud-based services in a variety of fields, ranging from education (Zhao et al., 2010) (Ferzli and Khalife, 2011) to commerce (Yang
et al., 2010) and from searching (Pendyala and Holliday, 2010) to gaming (Cuervo et al., 2010). MCC based applications also provide effective solutions towards new topics appearing in the new century, such as mobile social TV systems (Wu et al., 2013) and healthcare systems (Tang et al., 2010) (Doukas et al., 2010). Moreover, (Wan et al., 2013) integrates wireless body area network with cloud based mobile systems for healthcare applications.

1.4.2 Computation Offloading

The objective of computation offloading is to migrate computations from resource-limited mobile users to resourceful cloud servers, thereby avoiding the energy use that is required for local execution (Elgazzar et al., 2015). Reference (Zhu et al., 2013) demonstrates the feasibility of computation offloading in MCC, and the studies in (Rudenko et al., 1998) and (Khan et al., 2014) show that remote application execution can significantly reduce mobile energy use in this type of situation. Reference (Kumar and Lu, 2010) gives a series of mathematical formulations that show how computation offloading can reduce energy use in a mobile device, whilst experiments given in (Rudenko et al., 1998) and (Rudenko et al., 1999) show that remote processing is able to save as much as half of the battery life with a few realistic applications, which further indicates the prospect of computation offloading in energy saving.

The benefits of computation offloading in extending battery life are studied in (Othman and Hailes, 1998) and (Rong and Pedram, 2003) in early years, in which remote processing at that time is akin to computation offloading in present MCC frameworks. Some recent works pinpoint the effectiveness of computation offloading on energy saving for mobile battery, such as (Huang et al., 2012) and (Xian et al.,
2007) which propose dynamic and adaptive approaches that determine the ways in which computation offloading is performed.

Depending on the type of applications and the feasibility of partitions, mobile computation jobs can be offloaded to the cloud server either entirely or partially. Reference (Zhang et al., 2013) proposes a method for optimally executing mobile applications either locally or in the cloud assuming varying wireless channel conditions. In contrast to executing the entire job either locally or using a cloud server, job partitioning, where different local and cloud job partitions can be selected is considered in (Gu et al., 2004), (Huang et al., 2012) and (Ma et al., 2013). Several papers including (Cuervo et al., 2010), (Chun et al., 2011) and (Kosta et al., 2012) consider energy efficiency when cloud execution and local execution partitions are selected.

1.4.3 Job Scheduling

When multiple jobs from different mobile users arrive at the cloud, they need to be queued at the cloud server before being processed. At the same time, the cloud server must devise scheduling algorithms that work for certain goals such as accepting a maximized number of jobs or decreasing the average queueing time across all jobs. However, complicated scheduling algorithms require a considerable amount of calculation and memory space, which inevitably increases the overhead of the server. Therefore, queueing and scheduling issues should be carefully managed for the sake of system performance.

Job scheduling plays an important role of achieving satisfactory system performance, particularly in the cases where multiple users submit jobs to the same
server and correspondingly compete for the server resources. A wide range of models related to queueing and scheduling strategies are investigated, where the queue length and waiting time can be predicted mathematically. Some examples of job scheduling disciplines include first-come-first-served (FCFS) (Schwiegeishohn and Yahyapour, 1998), processor sharing (Parekh and Gallager, 1993), and earliest deadline first (EDF) (Kruk et al., 2004).

Further, there are some works that address the activity of multiple users competing for cloud server resources, and examples of these include (Barbarossa et al., 2013), (Kaewpuang et al., 2013) and (Chen, 2015). Reference (Huang et al., 2014) specifically focuses on job scheduling in a resource intensity aware scenario. Also, an optimization problem of radio and computational resources in multi-cell situations is investigated in (Sardellitti et al., 2014), while (Song et al., 2014) and (Achary et al., 2015) achieve improvements in task scheduling using Lyapunov optimization and ant colony optimization. In addition, (Maguluri and Srikant, 2013) takes unknown job size into consideration and accordingly works out a set of throughput-optimal job scheduling solutions, and (Lin et al., 2014) further presents the solution of minimal-delay task scheduling.

1.5 Overview and Organization of the Thesis

In this thesis, we consider mobile users that access an infrastructure-based cloud server, and use computation offloading to reduce their energy consumption. Arriving jobs are assumed to have hard deadline completion constraints. In a wireless network, the job completion times include the latencies needed for uploading and downloading the cloud-executed job components and results,
respectively. This overhead can introduce significant energy unfairness, where for example, a mobile user with poor channel conditions may be prevented from engaging in computation offloading due to the added latency. This energy unfairness can be compensated for, using smart scheduling at the cloud server, by offering differentiated service to those users that are in energy disadvantaged situations. The design of these types of schedulers is the main focus of the thesis.

An offline scheduler is first derived using an integer linear program (ILP) formulation that makes optimum job submission selections. This formulation uses a min-max energy objective with preemptive cloud server scheduling. The computational complexity of optimal min-max computation offloading is then shown. We then introduce several online scheduling algorithms. The first is referred to as First-Generated-First-Scheduled (FGFS), which performs job scheduling on the basis of job generation time. A modified version, referred to as $\gamma$-Ratio Accepted FGFS ($\gamma$-FGFS), is then proposed where the acceptance of a job submission is subject to an energy threshold test. We also consider versions of the schedulers that include Earliest Deadline First (EDF) scheduling. EDF inherently helps to improve computation offloading energy unfairness due to differing channel conditions. These variants are referred to as $\gamma$-Ratio Accepted EDF ($\gamma$-EDF) scheduling. The thesis presents a wide variety of scheduler comparisons, which show the value of smart scheduling from an energy fairness viewpoint. We also include comparisons using an analytic model that shows the performance possible when open loop job submission (OLJS) is used with first-come-first-served (FCFS) cloud server scheduling. In this model, mobile job submission feedback is not provided, and therefore the user job submission rate is flow controlled to achieve a desired level of performance.
The rest of the thesis is organized as follows. In Chapter 2 we give a detailed description of the system model and formulate the optimum offline scheduler. Computational complexity of the optimum scheduling is also analyzed. Online scheduling algorithms are then designed in Chapter 3, followed by an open-loop scheduler proposed in Chapter 4 for comparison. Performance results for all the algorithms are given in Chapter 5. Finally, Chapter 6 contains the conclusions of our work and possible future research topics.
Chapter 2

System Model and Problem Formulation

2.1 Overview

In this chapter we first describe the MCC system that our research is based on. We then formulate a problem whose solution provides the optimum scheduling in an offline fashion and serves as a lower bound of energy consumption on the performance of online scheduling algorithms. We also show that the optimum offline scheduling problem is NP-complete.

2.2 System Model

The system considered is shown in Figure 2.1, where $M$ classes of mobile users request job execution services from an infrastructure-based cloud server. The mobile users within each class transmit and receive using the same wireless transmission data.
Figure 2.1: Mobile cloud computation offloading model. $M$ classes of mobile users access cloud server execution services and use computation offloading.

rate. The set of user classes is denoted by $\mathcal{M}$ and indexed by $m \in \{1, 2, \ldots, M\}$. The system is modeled in discrete time, where each time interval is referred to as a time slot, and indexed by $t \in \{1, 2, \ldots, T\}$. The complete set of time slots considered is defined by $\mathcal{T}$, and over this time, mobile users in class $m$ generate $J_m$ jobs indexed by $j \in \{1, 2, \ldots, J_m\}$. The set of jobs generated by mobile users in class $m$ is denoted by $\mathcal{J}_m$, where the $j$th job is referred to as job $(m, j)$.

Each job can be executed either locally at the mobile user, or uploaded to, and executed by the cloud server as in (Gu et al., 2004), i.e., we consider the binary partition case. We define $l_{m,j}$ and $r_{m,j}$ as the numbers of mobile and cloud server time slots needed to process job $(m, j)$, respectively. If the job is uploaded, $u_{m,j}$ and $d_{m,j}$ give the corresponding numbers of time slots needed to upload and download the cloud executed data and results, respectively.

We are interested in the mobile energy consumption when an offloading decision is considered. The energy consumed for uplink transmission of job $(m, j)$ is defined by $Q^u_{m,u_{m,j}}$, where $Q^u_m$ is the energy per time slot used during transmission for mobile class $m$. When the cloud server returns results, the mobile energy required is defined
by $Q_m^r d_{m,j}$, where $Q_m^r$ is the energy per time slot needed during mobile reception. Similarly, the energy associated with the local processing of job $(m,j)$ is given by $Q_m^l l_{m,j}$, where $Q_m^l$ is the per time slot energy needed for local processing at a mobile user of class $m$. The energy consumption associated with processing job $(m,j)$ is therefore given by

$$e_{m,j} = (1 - x_{m,j})Q_m^l l_{m,j} + x_{m,j} (Q_m^l u_{m,j} + Q_m^r d_{m,j})$$

(2.1)

for all $m \in M$ and $j \in J_m$, where $x_{m,j}$ is a set of binary decision variables defined as

$$x_{m,j} = \begin{cases} 
1 & \text{if job } (m,j) \text{ is offloaded for cloud execution,} \\
0 & \text{otherwise.}
\end{cases}$$

For a job $(m,j)$, we denote its generation time as $t_{m,j}$. Its completion is subject to a hard deadline constraint, given by $D_{m,j} \in T$. If the job is offloaded, its arrival time at the cloud server is given by

$$a_{m,j} = t_{m,j} + u_{m,j},$$

(2.2)

and the time at which the cloud server must complete processing the job is then given by

$$c_{m,j} = D_{m,j} - d_{m,j}.$$ 

(2.3)

Here, it is assumed that at each user, a job is processed before a new job is generated. We define $T_{m,j} \triangleq [a_{m,j}, c_{m,j}]$ to be the range of time slots at the cloud server that may be used to execute job $(m,j)$, i.e., this job must be executed using $r_{m,j}$ time slots.
from the set $T_{m,j}$.

In addition to deciding whether a given upload request can be accepted, i.e., the value of $x_{m,j}$, a job scheduler must also decide how the accepted job will be processed by the cloud server, so that the job deadline constraints are satisfied. The cloud server execution schedule is obtained by assigning values to the following set of binary decision variables

$$y_{m,j,t} = \begin{cases} 
1 & \text{if cloud server time slot } t \text{ is assigned to job } (m,j), \\
0 & \text{otherwise.} 
\end{cases}$$

The scheduling objective is to assign values for $x_{m,j}$ and $y_{m,j,t}$ to achieve the following min-max energy usage

$$\min_{m} \max_{j \in J_m} \sum_{j} e_{m,j}.$$ 

This objective will achieve energy fairness among the mobile user classes that compete for use of the cloud server. The scheduling will try to favour those classes that are experiencing unfavourable energy conditions.

Noticeably, mobile computation offloading (MCO) can be performed in either a closed or open-loop manner. In closed-loop MCO, the mobile users interact with the cloud server in real-time as jobs arrive. When a job is generated, the mobile makes an offload request to the cloud server, including the remote execution job size and processing deadline. A feasibility check is performed at the cloud server, which informs the mobile of the acceptance decision. If the offloading request is accepted, its execution is also scheduled at the cloud server, and job uploading begins. Otherwise, the job is executed locally.
In contrast, open-loop MCO does not involve a real-time negotiation with the cloud server. Instead, the users must flow control their job submissions in order to achieve a desired level of performance. Because of the lack of cloud server interaction, it is generally not possible to achieve hard deadline constraints with open-loop MCO, and for this reason, closed-loop MCO is the main focus of the thesis, and several closed-loop scheduling algorithms are proposed in Chapter 3. However, for comparison purposes, an analytic model is formulated in Chapter 4 that can be used to determine the optimum min-max energy performance of an open-loop MCO system, which is subject to statistical delay constraints.

2.3 Optimum Offline Scheduling

2.3.1 Offline Scheduling Formulation

In offline scheduling, the complete set of inputs over all time is provided to the scheduler all at once. Based on the definitions in Section 2.2, we formulate an integer linear program (ILP) that gives an optimal offline min-max energy schedule, assuming preemptive scheduling. The ILP, referred to as (OPT), is first given, and then discussed below.

\[
\begin{align*}
\text{minimize} & \quad \sum_{m \in \mathcal{M}} \sum_{j \in \mathcal{J}_m} e_{m,j} \\
\text{subject to} & \quad \sum_{j \in \mathcal{J}_m} e_{m,j} \leq \hat{E}, \quad \forall m \in \mathcal{M} \\
& \quad \sum_{t \in T_{m,j}} y_{m,j,t} \geq x_{m,j} r_{m,j}, \quad \forall m \in \mathcal{M}, j \in \mathcal{J}_m
\end{align*}
\]

(OPT)

\[
\begin{align*}
(2.4) & \quad \sum_{j \in \mathcal{J}_m} e_{m,j} \leq \hat{E}, \quad \forall m \in \mathcal{M} \\
(2.5) & \quad \sum_{t \in T_{m,j}} y_{m,j,t} \geq x_{m,j} r_{m,j}, \quad \forall m \in \mathcal{M}, j \in \mathcal{J}_m
\end{align*}
\]
The objective function in (OPT) computes the minimum total energy over the given
set of inputs, where $e_{m,j}$ is given in (2.1). Constraint (2.4) however, places a common
upper bound, $E$, on the total energy used by each mobile class. Since $E$ is not known
a priori, we can do a binary search on its value, solving (OPT) each time, to get the
minimum value of $E$ that achieves an optimal min-max energy bound, i.e., a bound
on the best mobile energy loading possible. This formulation therefore finds the best
min-max solution while minimizing total energy. Constraint (2.5) ensures that the
number of time slots assigned when job $(m, j)$ is uploaded (i.e., $x_{m,j} = 1$) is at least
$r_{m,j}$. Note that when this job is executed locally (i.e., $x_{m,j} = 0$), this constraint is
satisfied by any set of $y_{m,j,t}$ assignments. Constraint (2.6) restricts the schedule so
that at most one job can be assigned to a given cloud time slot. Finally, (2.7) and
(2.8) define the binary decision variables.

Optimization (OPT) can be altered in various ways depending on the desired min-
max energy criterion. For example, in some cases, it may be desirable to normalize
the energy expended to the job size, which may be accomplished by dividing each
term in (2.4) by the number of job units associated with job $(m, j)$. This example
would focus on energy fairness that does not unduly prefer users with higher loading
than the others. On the other hand, the formulation above is preemptive. That is,
before finishing the execution of a given job, the server can switch to serve another job
and return to process the first job later on. Alternatively, the server can be restricted
to serve jobs without preemption, and this has been studied in (Yue et al., 2014b) where we have formulated an optimization problem that gives an optimum offline scheduling solution and proposed online scheduling algorithms.

2.3.2 Complexity Analysis

The formulation above gives the optimum min-max energy computation offloading for an offline scheduler, and is therefore a lower bound on the performance of any online scheduler. In this part we prove the following theorem that confirms the exponential worse-case complexity of the min-max energy computation offloading problem.

**Theorem 1.** Optimum min-max energy computation offloading with job deadlines is an NP-complete problem.

**Proof.** The proof is by a reduction to the PARTITION problem. In PARTITION, we are given a set of $N$ integers, denoted by $\mathcal{S} = \{x_1, x_2, \ldots, x_N\}$ and where $X = \sum_{x \in \mathcal{S}} x$. To solve PARTITION, we must answer the following question: Is there a set, $\mathcal{S}' \subset \mathcal{S}$, such that $\sum_{x \in \mathcal{S}'} x = X/2$?

To create the reduction, assume that we are given an instance of PARTITION, as described above. We consider a system with a single mobile user class, i.e., user class 1, that generates a set of $J_1 = N$ jobs to be processed starting at $t = 0$. We assign $u_{1,j} = x_j$ and $r_{1,j} = 0$ for all $j \in J_1$. Under these circumstances, once a job is finished uploading, the remote cloud execution time is zero, i.e., the job execution is completed. All job deadlines are set to $D_{1,j} = X/2$ for all $j \in J_1$. We also assume that the local execution components for each job are such that all $N$ jobs can be executed locally within the specified deadline. Since $Q_1^t$ is an independent variable, it can be set sufficiently large so that the more job components that are uploaded
rather than executed locally, result in a reduction in the total energy required. Note that with these parameter settings, the total energy needed for execution is a strictly decreasing function of the uplink channel utilization.

Now assume that we have an optimal min-max computation offloading algorithm. We use it to solve the system described above using the PARTITION instance inputs. If an equal partition of S exists, our algorithm must find it. Otherwise, the total upload time will be less than $X/2$, and therefore, the total energy will not be minimized, i.e., an upload schedule that partitions S equally would achieve lower energy, which would contradict the assumed optimality of our algorithm. Therefore, if the upload time from our optimization is $X/2$, then a partition of S exists. Otherwise, a partition of S does not exist.

2.4 Summary

In this chapter we described the system model and formulated the problem of optimum offline scheduling. This scheduling however, is not causal, as it requires future information at the time of making scheduling decisions. In order to address this problem, heuristic scheduling that can be implemented in real systems should be designed. Several online scheduling algorithms based on closed-loop MCO are proposed in Chapter 3. We also introduce an online scheduler associated with open-loop MCO in Chapter 4 for comparison.
Chapter 3

Online Scheduling

3.1 Overview

In online scheduling, the inputs are provided to the scheduler in real time and the scheduler must assign the values of \(x_{m,j}\) and \(y_{m,j,t}\) in a causal fashion, based solely on past and current inputs.

In this chapter, several online cloud server scheduling algorithms are introduced, where mobile users interact with the cloud server in real-time. As in offline scheduling, the objective of online scheduling is to define algorithms that can achieve energy fairness among mobile user classes, subject to job completion deadline constraints. In addition, the complexity property of all online algorithms is analyzed.

3.2 First-Generated-First-Scheduled (FGFS)

In FGFS scheduling, jobs that are generated earlier are scheduled first at the cloud server. Unlike many conventional scheduling models, in our case, the job arrival at
Algorithm 1 FGFS

1: A job $(m, j)$ is generated at time $t_{m,j}$. Mobile $m$ sends an upload request to the cloud server.
2: The cloud server checks the following condition

$$\sum_{t \in T_{m,j}} \sum_{m' \in M} \sum_{j' \in J_{m'}} (1 - y_{m', j'; t}) \geq r_{m,j}.$$ 

3: if the condition is satisfied then
4: $x_{m,j} = 1$
5: initialize $\tilde{n} = 0$ and $t = a_{m,j}$
6: while $\tilde{n} < r_{m,j}$ do
7: if $\sum_{m' \in M} \sum_{j' \in J_{m'}} y_{m', j'; t} = 0$ then
8: $y_{m, j; t} = 1$
9: $\tilde{n} = \tilde{n} + 1$
10: end if
11: $t = t + 1$
12: end while
13: else
14: $x_{m,j} = 0$
15: end if
16: return

the cloud server occurs after the job upload has completed. For this reason, in FGFS, the job is scheduled when it is generated by the user, before the upload occurs. For a given job arrival, the upload decision is determined by a feasibility test based on the job deadline. The procedures are defined in Algorithm 1 and described below.

When a job $(m, j)$ is generated, the user sends an upload request as shown in line 1, which includes parameters $D_{m,j}, r_{m,j}$ and $d_{m,j}$. Such a step might also incur a certain level of mobile energy consumption in sending the upload request and receiving the feasibility test result. However, it is fairly small compared with the energy usage of processing the job locally or offloading this job to the cloud.

In line 2, the feasibility test checks if there are at least $r_{m,j}$ available time slots
within the set $T_{m,j}$, i.e., if the deadline of job $(m, j)$ can be satisfied based on the current time allocation at the cloud server. If the feasibility test is satisfied, the job can be uploaded; otherwise the mobile user processes the job locally. Lines 5-12 give details of allocating the earliest $r_{m,j}$ free time slots for job $(m, j)$ within the time interval $T_{m,j}$, and $x_{m,j} = 1$ is accordingly assigned.

The complexity of the FGFS scheduler can be easily found. When job $(m, j)$ arrives, FGFS must find $r_{m,j}$ free time slots from the set $T_{m,j}$. The complexity of FGFS is therefore linear in the cardinality of this set, i.e., $O(|T_{m,j}|)$.

### 3.3 $\gamma$-FGFS

In the FGFS scheduler, the uploading request from a user is accepted provided that the deadline constraint can be met. This process does not explicitly differentiate the users on the basis of their past energy performance. A drawback of this is that previously accepted jobs may unnecessarily occupy the cloud server, resulting in higher energy consumption for subsequent jobs, especially from users who are energy disadvantaged. In $\gamma$-FGFS scheduling, the cloud server keeps a running estimate of the energy consumption of each user class $m$, $E_{T,m}$ and $E_{s,m}$, and this information is used in making the offload decisions, where $E_{T,m}$ is the total energy consumption of class $m$ users up to the current time, and $E_{s,m}$ is a weighted average energy of class $m$ up to the current time.

For a given job $(m, j)$, the mobile user calculates its energy consumption $e_{m,j}$ using (2.1), assuming the job is executed locally. The cloud server also keeps the maximum energy consumption of all the mobile user classes, i.e., $E_{\text{max}} = \max_m E_{T,m}$. With these definitions, the procedures of $\gamma$-FGFS are given in Algorithm 2, where $\gamma_m$
Algorithm 2 γ-FGFS

1: A job \((m, j)\) is generated at time \(t_{m,j}\). Mobile \(m\) sends an upload request to the cloud server.
2: if \(E_{T,m} + e_{m,j} | x_{m,j}=0 < \gamma_m E_{\text{max}}\) then
3: \(x_{m,j} = 0\)
4: else
5: Execute lines 2-15 in Algorithm 1
6: end if
7: Update the per class energy:
\[
E_{T,m} \leftarrow E_{T,m} + e_{m,j}
\]
\[
E_{s,m} \leftarrow (1 - \theta)E_{s,m} + \theta e_{m,j}
\]
where \(\theta \in (0, 1)\).
8: if \(E_{s,m} \geq \bar{E}_s\) then
9: \(\gamma_m = \max\{0, \gamma_m - 1/(j+1)^\kappa\}\)
10: else
11: \(\gamma_m = \min\{1, \gamma_m + 1/(j+1)^\kappa\}\) with probability \(1 - E_{s,m}/\bar{E}_s\), where \(\kappa \in (0.5, 1]\).
12: end if
13: Update the global maximum energy:
\[
E_{\text{max}} \leftarrow \max\{E_{\text{max}}, E_{T,m}\}
\]
\[
\bar{E}_s \leftarrow \text{mean}\{E_{s,m}, \forall m\}
\]
14: return

is a control variable that is dynamically adjusted.

Initially, \(\gamma_m\) is randomly selected between 0 and 1. The procedures start with an upload request from the mobile, as shown in line 1. However, instead of checking the feasibility immediately, in line 2, the cloud server checks if the energy consumption of processing the job locally is less than \(\gamma_m E_{\text{max}}\). If so, the mobile user is instructed to process the job locally; otherwise, the same procedures as lines 2-15 in Algorithm 1 are performed.

In line 7, \(e_{m,j}\) is computed, and the values of \(E_{T,m}\) and \(E_{s,m}\) are updated. Here \(\theta\) is between 0 and 1 to balance the weights of the past and current energy consumption (Yue et al., 2014c). When \(\theta\) is closer to zero, more weight is given to the past average, so that the result is less affected by the randomness of a single job.
In lines 8 to 12, $\gamma_m$ is updated. Here $\overline{E}_s$ is the average value of $E_{s,m}$ for $\forall m$ and is initialized to 0. If $E_{s,m}$ is no less than $\overline{E}_s$, $\gamma_m$ is decreased by $1/(j + 1)^\kappa$; otherwise, $\gamma_m$ is increased by $1/(j + 1)^\kappa$ with a probability $1 - E_{s,m}/\overline{E}_s$. Note that the value of $\gamma_m$ is increased more gradually than during a decrease, since a larger value of $\gamma_m$ will eventually lead to a higher value of $E_{\text{max}}$. With the probability given in line 11, a mobile class has a greater chance of increasing $\gamma_m$ if it is in a good energy situation, as reflected by a larger difference between $E_{s,m}$ and $\overline{E}_s$. This updating policy is motivated by, and operates in a manner similar to an evolutionary game (Sahlins and Service, 1988) (Niyato et al., 2009) in the sense that advantaged users are sacrificed in order to compensate for those disadvantaged. Thus, all users work towards a common goal of decreasing the maximum energy use by dynamically adopting a proper strategy in terms of $\gamma_m$ (Yue et al., 2014a). The step size for adjusting $\gamma_m$ is $1/(j + 1)^\kappa$, which gives a declining exploration probability that is a common choice for approximating the expected value function (Ryzhov et al., 2014). To be more explicit, a small value of $\kappa$ can speed up the exploration process (Powell, 2007). Finally, in line 13, both of the energy values are updated.

The complexity of $\gamma$-FGFS the same as that of FGFS, i.e., $O(|T_{m,j}|)$ which occurs in line 5.

### 3.4 Earliest Deadline First (EDF)

Earliest deadline first is a scheduling algorithm that has been widely used in real-time systems (Jeffay et al., 1991). In (Li, 2006), for example, it is noted that the optimality of EDF is highlighted for periodic and sporadic preemptive tasks. In our case, we adapt EDF for use in scheduling execution offloading. EDF is advantageous
in this application since it helps to accommodate users that are energy disadvantaged because of poor channel conditions. Since their jobs take longer to upload, giving them prioritization based on job deadlines helps to compensate for this unfairness. The algorithm description is shown in Algorithm 3 and described as follows.

The scheduler starts as in the FGFS algorithm by sending the uploading request to the cloud server. Before performing the feasibility check and scheduling, a set $Q$, is formed that contains $L$, which is the set of jobs that are currently scheduled and awaiting cloud server execution. This set includes the new job request. A binary variable, $F$, is set to zero before the loop starts. The iteration from lines 4 to 11 loops over the jobs in $Q$ in EDF order. In a given iteration, the same procedures as lines 5-12 in Algorithm 1 are performed in order to test if a job $q$ can be scheduled so
that its deadline constraint is satisfied. In line 7, if \( t > c_q \), job \( q \) cannot be scheduled using time slots in \( T_q \), and \( F \) is set to 1 so that the iteration does not continue. If the iteration completes and all job deadlines are satisfied, then \( F = 0 \), and the new request is accepted, i.e., \( x_{m,j} = 1 \); otherwise, \( x_{m,j} = 0 \), and the scheduling is returned to that before job \((m, j)\) is generated. This is given in lines 12-16.

In EDF scheduling, \( Q \) is first updated by adding the new job using EDF ordering. Then feasible time slot assignment is done for all jobs in \( Q \). Note, however, that the jobs currently in \( Q \) have already been sorted. In this case, the complexity is given by \( O(|Q| + \sum_{q \in Q} |T_q|) \), where \( T_q \) is the set of time slots over which job \( q \) must be scheduled. In the homogeneous case, i.e., \( |T_q| = |T| \) for all \( q \), we have \( O(|Q|(|T| + 1)) \).

### 3.5 \( \gamma \)-EDF

In order to improve the cloud server job acceptance rate, EDF scheduling can be combined with the \( \gamma \)-based scheduling described previously. This is easily done by simply replacing FGFS scheduling in \( \gamma \)-FGFS with EDF scheduling when testing both for job acceptance feasibility and during time slot assignment. This is shown in

---

**Algorithm 4 \( \gamma \)-EDF**

1. A job \((m, j)\) is generated at time \( t_{m,j} \). Mobile \( m \) sends an upload request to the cloud server.
2. if \( \mathcal{E}_{T,m} + \epsilon_{m,j} |x_{m,j}=0 < \gamma m \mathcal{E}_{\max} \) then
3. \( x_{m,j} = 0 \)
4. else
5. Execute lines 2-16 in Algorithm 3
6. end if
7. Execute lines 7-13 in Algorithm 2
8. return
Algorithm 4 where the job is processed locally if the condition in line 2 is true, which is similar to $\gamma$-FGFS. Otherwise, line 5 uses EDF. The updates of $\gamma_m$ in step 7 are the same as in $\gamma$-FGFS. The complexity of $\gamma$-EDF is the same as that for EDF.

3.6 Summary

In this chapter, four online scheduling algorithms were proposed based on closed-looped MCO. The computational complexity of each algorithm was also given. Before the performance of these schedulers is evaluated in Chapter 5, an open-loop MCO scheduling algorithm is given in Chapter 4 for comparison purposes, which highlights the benefits of closed-loop MCO over the open-loop approach.
Chapter 4

Open Loop Job Submission (OLJS)

4.1 Overview

To further evaluate the benefits of closed-loop cloud server scheduling in Chapter 3, we include comparisons where the cloud server processes jobs in first-come-first-served (FCFS) order and per-job submission feedback is not provided. Specifically, we investigate an open loop job submission model which is subject to statistical delay constraints without real-time information exchange.

4.2 OLJS Model

In OLJS, the users flow control their remote job submissions so that a given performance criterion can be met. In order to obtain energy fairness however, the flow control applied must be different for different user classes. For example, energy advantaged classes should typically be flow controlled more aggressively than those of who are energy disadvantaged. This differentiated flow control will increase the
rate at which energy disadvantaged users can offload, thus improving the min-max energy performance.

As noted in Section 2.2, it is not possible to meet hard delay constraints in the open-loop case, and therefore statistical delay guarantees must be considered instead. When mobile user requests arrive according to a Poisson process, for example, the total mean upload job submission rate must be below a certain threshold, defined by $\lambda^*$, in order to ensure that the probability that a job deadline is exceeded is maintained below a given threshold $\varepsilon$. To achieve the desired objective, the remote job submission rate of each user class is flow controlled using a job submission probability. When a mobile user from class $m$ generates a job, it submits a request for cloud execution with probability $\rho_m$. In the case where the aggregate job arrivals from all mobile users of each class occur according to a Poisson arrival process, it is possible to analytically compute the value of $\lambda^*$ so that the target value of $\varepsilon$ is achieved. The case where jobs have fixed execution times is derived in the following development, however, the same procedure can be used in the case of general job execution time distributions.

Once the optimum value of $\lambda^*$ has been determined, a linear program is used to compute the best values of $\rho_m$ so that a min-max energy criterion is achieved among mobile users in different classes. This model then gives the optimum min-max energy assignment, and shows how well the best statically flow controlled scheduler can perform. It is used in Chapter 5 for comparisons with the other online schedulers.

We now use an analytic model as shown in Figure 4.1, in order to find the optimum job submission probability for each user class and the min-max energy consumption based on the OLJS model. For comparison with the other online scheduling algorithms, we consider the homogeneous case where: i) all the uploaded
jobs have the same cloud server job service time, ii) jobs in mobile user class \( m \) are generated by a Poisson process with average rate \( \lambda_m \), and, iii) for each job generated by a class \( m \) user, it is uploaded to the cloud server with probability \( \rho_m \). Under these assumptions the aggregate mean job arrival rate at the cloud server is given by \( \tilde{\lambda} = \sum_m \rho_m \lambda_m \). This system can be modeled as an M/D/1 queue, whose waiting time distribution is given in (Erlang, 1909) and (Franx, 2001) by

\[
\Pr\{\nu \leq \hat{\nu}\} = (1 - \frac{\tilde{\lambda}}{\omega_r}) \sum_{z=0}^{[\tilde{\nu} \omega_r]} \frac{[\tilde{\lambda}(\frac{\tilde{\nu}}{\omega_r} - \hat{\nu})]^z}{z!} e^{-\tilde{\lambda}(\frac{\tilde{\nu}}{\omega_r} - \hat{\nu})} \tag{4.1}
\]

where \( \omega_r \) is the job service rate at the cloud server, and \( [\tilde{\nu} \omega_r] \) is the largest integer no greater than \( \tilde{\nu} \omega_r \). Given that \( \hat{\nu} \) is the target job delay, we consider the tail distribution of delay, and define \( \varepsilon \) as the probability that the completion time of a job exceeds the required deadline, i.e.,

\[
\Pr\{\nu \leq \hat{\nu}\} \geq 1 - \varepsilon. \tag{4.2}
\]

Denote the maximum value of \( \tilde{\lambda} \) that satisfies (4.2) as \( \lambda^* \), which is the maximum uploaded traffic load from all mobile users. Note that the deterministic job service time assumption, i.e., assumption i), can be relaxed to a general service time distribution, thus modeling the cloud server as an M/G/1 queuing system. In this case, the job delay distribution can be obtained by numerically inverting the delay
probability generating function.

Once $\lambda^{*}$ is found, the following optimization is used to find the optimum uploading probabilities for the user classes.

$$
\text{minimize } \sum_{m \in \mathcal{M}} E_{m}^{*} \quad \text{(OLJS)}
$$

subject to

$$
E_{m} \leq \hat{E}, \quad \forall m \in \mathcal{M} \quad (4.3)
$$

$$
\sum_{m \in \mathcal{M}} \rho_{m} \lambda_{m} \leq \lambda^{*} \quad (4.4)
$$

$$
\rho_{m} \in [0, 1], \quad \forall m \in \mathcal{M} \quad (4.5)
$$

where

$$
E_{m} = (1 - \rho_{m})Q_{m}^{l}l_{m,j} + \rho_{m}(Q_{m}^{u}u_{m,j} + Q_{m}^{r}d_{m,j}). \quad (4.6)
$$

The expression in (4.6) is based on (2.1) after taking the probabilistic upload decisions into consideration. As in (OPT), $\hat{E}$ is a common upper bound on energy that is used to obtain the optimum min-max solution, and this is done using a binary search on $\hat{E}$.

### 4.3 Closed Form Solution

In this part we show that the optimization of (OLJS) can be solved in closed form.

We define

$$
E_{m}^{r} \triangleq Q_{m}^{l}u_{m,j} + Q_{m}^{r}d_{m,j}, \quad E_{m}^{l} \triangleq Q_{m}^{l}l_{m,j},
$$

where
for all \( m \in \mathcal{M} \), and (4.6) can be rewritten as

\[
E_m = \rho_m E_r^m + (1 - \rho_m) E_l^m.
\]

Since energy reduction is assumed to favour cloud execution, we have \( E_r^m < E_l^m \).

Without loss of generality, we sort all mobile user classes according to \( E_l^m \) as \( E_1^l \leq E_2^l \leq \cdots \leq E_M^l \), and define \( E_{\text{max}}^r \equiv \max_m \{E_r^m\} \). Also, note that the objective is min-max energy use, and therefore \( \hat{E} \in [E_{\text{max}}^r, E_M^l] \). Below, we consider two different cases: \( \hat{E} = E_{\text{max}}^r \) and \( \hat{E} > E_{\text{max}}^r \).

**Case 1:** \( \hat{E} = E_{\text{max}}^r \). This happens when the following conditions are satisfied:

\[
\rho_m^* = 0, \forall \ m \text{ with } E_m^l \leq E_{\text{max}}^r
\]

\[
\rho_m^* = \frac{E_m^l - E_{\text{max}}^r}{E_m^l - E_m^r}, \forall \ m \text{ with } E_m^l > E_{\text{max}}^r
\]

\[
\sum_m \rho_m^* \lambda_m \leq \lambda^*.
\]

In this case, all user classes with \( E_m^l > E_{\text{max}}^r \) have \( E_m^r = E_{\text{max}}^r \), and other user classes have \( E_m^r < E_{\text{max}}^r \). The result in (4.9) can be proved by letting \( E_m = \rho_m E_r^m + (1 - \rho_m) E_l^m \leq E_{\text{max}}^r \).

This case is illustrated in Figure 4.2, which shows \( E_m \) versus value of \( \rho_m \) for five mobile user classes in the system. The minimum uploading probability is 0 for user class 1; for user classes 2, 3 and 5, \( \rho_m^* \) in (4.9) gives the minimum value for their uploading probabilities; and as a special case, the uploading probability for user class 4 is 1, since this is the class that has \( E_{\text{max}}^r \). If \( \sum_m \rho_m \lambda_m < \lambda^* \), where \( \rho_m \leq \rho_m^* \) for all \( m \) with \( E_m^r < E_{\text{max}}^r \), then user classes 1, 2, 3, and 5 are allowed to have higher
uploading probabilities without increasing \( \hat{E} \), provided (4.10) is still satisfied.

**Case 2:** \( \hat{E} > E_{\text{max}}^r \). Here the results in (4.8) and (4.9) do not always guarantee the condition in (4.10). In this case where the condition in (4.10) is not satisfied based on the the uploading probabilities in Case 1, higher min-max energy consumption, i.e., \( \hat{E} > E_{\text{max}}^r \), is reached as shown in Figure 4.3, and the uploading probabilities are given below.

Without loss of generality, we assume that \( E_1^l \leq E_2^l \leq \cdots \leq E_{k-1}^l \leq \hat{E} \leq E_k^l \leq \cdots \leq E_M^l \), where \( 1 \leq k \leq M \), then the following conditions should be satisfied:

\[
\begin{align*}
\rho_m^* &= 0, \quad \forall \ m \leq k - 1 \\
\rho_k^* &= \frac{\lambda^* - \sum_{m=k}^{M} \frac{(E_m^l - E_k^l) \lambda_m}{E_m^l - E_m^r}}{\sum_{m=k}^{M} \frac{(E_m^l - E_k^l) \lambda_m}{E_m^l - E_m^r}} \\
\rho_m^* &= \frac{(E_k^l - E_m^l) \rho_k^* + (E_m^l - E_k^l)}{E_m^l - E_m^r}, \quad \forall \ m \geq k + 1
\end{align*}
\]
Figure 4.3: $E_m$ vs. $\rho_m$ where $\hat{E} > E_{\text{max}}^r$ and $k = 3$

where

$$k = \arg \min_i \left\{ \lambda^* - \frac{\sum_{m=i}^{M} (E_m^l - E_i^l)\lambda_m}{E_m^l - E_m^r} \geq 0 \right\}.$$  \hspace{1cm} (4.14)

Below we prove this result. Note that all the uploading probabilities should satisfy $\sum_{m} \rho_m \lambda_m = \lambda^*$. For all $m \leq k$, $\rho_m = 0$ and $E_m \leq E_k$; and for all $m \geq k$, $\rho_m > 0$ and $E_m = E_k$. Considering $m \geq k$, we have

$$E_m^r \rho_m + E_m^l (1 - \rho_m) = E_k^r \rho_k + E_k^l (1 - \rho_k)$$  \hspace{1cm} (4.15)

from which we can solve

$$\rho_m = \frac{(E_k^l - E_k^r) \rho_k + (E_m^l - E_k^l)}{E_m^l - E_m^r}.$$  \hspace{1cm} (4.16)

Next, substituting all $\rho_m$’s into $\sum_{m=k}^{M} \rho_m \lambda_m = \lambda^*$, we have

$$\sum_{m=k}^{M} \frac{(E_m^l - E_k^l)\lambda_m}{E_m^l - E_m^r} + \sum_{m=k}^{M} \frac{(E_k^l - E_m^l)\lambda_m}{E_m^l - E_m^r} \rho_k = \lambda^*.$$
and then

\[ \rho_k^* = \frac{x^* - \sum_{m=k}^{M} \frac{(E^i_m - E^i_k) \lambda_m}{E^i_m - E^i_k}}{\sum_{m=k}^{M} \frac{(E^i_m - E^i_k) \lambda_m}{E^i_m - E^i_k}}. \] (4.16)

We can then find \( \rho_m \) for all \( m \geq k \) by substituting \( \rho_k^* \) in (4.16) into (4.15), and further prove (4.13). With this, the min-max energy consumption is given as

\[ \hat{E} = E^i_k \rho_k^* + E^i_k(1 - \rho_k^*). \]

### 4.4 Summary

In this chapter, we introduced OLJS scheduling, which operates without real time interaction between the mobile users and the cloud server. Notably, the OLJS scheduler operates in a straightforward manner using FCFS where any new job is placed at the back of the queue, thus the complexity is \( \mathcal{O}(1) \).

Simulation results are presented in Chapter 5, which demonstrate the performance differences between OLJS and closed-loop MCO based algorithms designed in Chapter 3.
Chapter 5

Performance Evaluation

5.1 Overview

In this chapter we present a variety of results that evaluate the performance of the proposed schedulers. Rather than focusing on any specific application, we instead explore a wide range of parameter settings that are selected to illustrate various properties of the online schedulers. The simulation settings are first given, followed by numerical results with detailed discussions.

5.2 Simulation Settings

In the initial set of results, we consider a set of mobile users where the jobs to be submitted arrive according to a Poisson process, and the job execution is identical. Each job is processed using either local or cloud server execution. The default simulation parameter settings are given in Table 5.1.

The different mobile user classes have wireless uplink transmission data rates that
Table 5.1: Default simulation parameter settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{m,j}$</td>
<td>267 (time slots)</td>
</tr>
<tr>
<td>$r_{m,j}$</td>
<td>5 (time slots)</td>
</tr>
<tr>
<td>$Q_{m}^{l}/Q_{m}^{r}$</td>
<td>3</td>
</tr>
</tbody>
</table>

range over a factor of about 25 when comparing the lowest and the highest values.

In the results to be shown, we incorporate the job output download latency $d_{m,j}$ into that of the uplink, which can be done without any loss in generality (Zhang et al., 2013). The delay constraint $D_{m,j}$ is set randomly between 1 and 1.5 times $t_{m,j}$ (i.e., between 267 and 400 time slots) after $t_{m,j}$, so that local execution is always a feasible option. Also, the maximum energy consumption plotted is normalized to the total number of jobs over all mobile user classes.

5.3 Numerical Results with $M = 2$

We first consider the case with $M = 2$ mobile user classes, and the ratio of uplink transmission rates between the two classes is exactly 25. Figure 5.1 shows the maximum energy consumption of each online scheduler, where the job generation rate is in numbers of jobs per time slot. It can be seen that as the job generation rate increases, the workload is heavier, and more jobs compete for the cloud server resources. As a result, the difference between the amount requested for uploading and the amount that can be accepted increases, and the maximum energy consumption goes up. As discussed in Section 2.3, OPT is a strict lower bound on maximum energy for any causal online scheduler. It can be seen in Figure 5.1 that the best of the online schedulers ranges from zero to about 5% above the optimum bound. Note that when the job generation rate is low enough, all of the algorithms...
Figure 5.1: Maximum energy consumption vs. job generation rate ($M = 2$)

converge to the bound since, at that point, they all permit unrestricted job offloading.

Figure 5.1 also shows the general trend in the relative algorithm performance, i.e., the $\gamma$-based algorithms tend to outperform the others due to their min-max energy focus. Similarly, EDF tends to perform better than FGFS. This is because EDF can better accommodate jobs with more strict latency requirements, which helps to admit more offloading. However, in this example, where the user deadlines are homogeneous, the performance between the algorithms is fairly modest. The maximum spread in min-max energy performance between the algorithms is about
30%, which is not completely insignificant. Figure 5.1 clearly shows that the $\gamma$-FGFS and $\gamma$-EDF schedulers can achieve lower energy consumption than straight EDF, which demonstrates that balancing the energy consumption of different user classes plays a more significant role, leading to improved min-max energy fairness.

In Figure 5.2 we show an example of comparisons using OLJS scheduling. Recall that in OLJS, deadline constraints are satisfied statistically using the $\varepsilon$ probability, and Figure 5.2 shows the energy performance with $\varepsilon$ set to 5%, 10% and 40%. As the value of $\varepsilon$ increases, the maximum energy consumption decreases due to a larger tolerance on job deadline constraint violation. However, even though the values of $\varepsilon$
are relatively large, the min-max energy performance of OLJS is poor compared to the worst online algorithm, i.e., FGFS. With a $\varepsilon$ of 5% for example, the min-max delay ranges from about 300% to 400% of that obtained using simple FGFS scheduling. For this reason, OLJS is a poor option when constraints on delay are desired. This confirms the usefulness of real-time information exchange between the mobile users and the cloud server.

5.4 Numerical Results with $M = 4$

To further illustrate various aspects of online algorithm energy fairness, in the rest of the simulation results we consider a scenario with $M = 4$, where one mobile user class has poor channel conditions, referred to as the P class, and the other three classes have good channel conditions, referred to as the G classes. The uplink transmission data rate of three G classes is set to be 22, 25 and 28 times that of the P class, respectively. At the same time, the delay for P class and G classes is set to 300 and 400 time slots, so that the P class is further constrained from a deadline point of view. The job generation rate is fixed to be 0.08 jobs per time slot.

Figure 5.3 shows the maximum energy consumption as the uplink transmission energy per time slot increases. Obviously, with greater values, the users consume more energy for offloading, which offsets the effectiveness of energy reduction with the help of cloud execution. For this reason, the gap between FGFS and $\gamma$-FGFS, as well as that between EDF and $\gamma$-EDF, gradually becomes smaller in the sense that the margin of energy saving with which $\gamma$-FGFS and $\gamma$-EDF are able to play, is reduced. This makes them less useful as computation offloading becomes less attractive. However, it can be seen that at the left hand side of the graph, the performance improvements
The maximum energy of EDF compared to $\gamma$-EDF is over 50% and compared to FGFS the increase is almost a factor of 80%. These improvements decrease significantly as the transmission energy increases since the energy performance is dominated by this large uploading cost.

Figure 5.4 shows the energy consumption trends with respect to the time for processing one job unit using cloud execution. Because of the deadline constraints, the number of jobs that can be accepted by the cloud server decreases as the efficiency of cloud execution goes down. When the efficiency is sufficiently high, the cloud
server loading decreases to the point where all jobs can be uploaded without any deadline violation. For this reason, the algorithms all converge for low cloud server processing times. Similarly, when processing times increase, eventually all P user jobs are unable to offload, and all execution occurs locally. This results in the convergence of the algorithm performance at the right hand side of the graph. However, for values between these two extremes, the schedulers show significant differences in maximum energy performance. As before, the $\gamma$-EDF scheduler performs best overall. For example, EDF can be seen to be about 40% higher than that of $\gamma$-EDF near the
midpoint of the extreme values. Also, FGFS is clearly the most sensitive to the cloud execution efficiency because of the lack of scheduling flexibility.

In order to study how delay constraints influence scheduler performance, the results for different combinations of delay constraints are given in Figures 5.5 and 5.6. In Figure 5.5, the delay constraint for the G classes is fixed to 400 time slots. As the delay constraint of the P class becomes more loose, the cloud server becomes less apt to reject P class jobs due to deadline violations. When this happens, the maximum energy consumption decreases. When the delay constraints of the P and G classes are close, however, the difference between FGFS and EDF almost
disappears, which further benefits the P class users because their disadvantage of more stringent delay constraints no longer exists.

Figure 5.6 illustrates the case where the delay constraint of the G classes is set to 500 time slots. It can be seen that the curves evolve in a fashion similar to those of Figure 5.5 while performing even better by achieving a lower level of maximum energy consumption. Note that $\gamma$-FGFS and $\gamma$-EDF, which explicitly consider energy performance, track the OPT bound more closely, compared to that of the other algorithms whose performance is significantly worse. In particular, $\gamma$-EDF can
improve the maximum energy consumption significantly. In this figure, the decrease is by almost 50% compared with FGFS.

5.5 Summary

In this chapter, we presented a number of simulation results to evaluate the performance of all schedulers. It was shown that closed-loop MCO algorithms outperform the open-loop approach thanks to the real-time information exchange. Also, $\gamma$-EDF achieves the best level of energy fairness among online scheduling algorithms.
Chapter 6

Conclusions and Future Works

In this thesis we have considered a system where mobile users reduce their energy consumption using computation offloading to a remote cloud server. Since job processing is subject to deadline completion constraints, this type of system can suffer from energy unfairness when, for example, some mobile users have unfavourable channel conditions compared to the others. Scheduling algorithms were proposed that can compensate for this unfairness by dynamic scheduling at the cloud server. An optimum offline scheduler was first proposed that solves an integer linear program based on a min-max energy objective.

A variety of online scheduling algorithms were then introduced. FGFS was first proposed that performs job acceptance and scheduling on the basis of FGFS scheduling. EDF scheduling was then used to test for job scheduling feasibility. Two modified versions, referred to as $\gamma$-FGFS and $\gamma$-EDF, were proposed where the acceptance of job submission is subject to an energy threshold test. To highlight the importance of information exchange, we also considered an OLJS model that flow controls the job submission but leads to far greater energy consumption.
Various performance results were presented that show the improvements in energy fairness possible with the proposed schedulers. Our results showed that overall, $\gamma$-EDF outperforms all other online algorithms. In particular, the maximum energy consumption of $\gamma$-EDF can be less than 5% above the optimum bound in the homogeneous deadline case, while $\gamma$-EDF is able to significantly reduce the maximum energy consumption by approximately 50% compared with FGFS when the network includes users with poor channel conditions and stringent deadline constraints.

The work in this thesis is based on binary job partitions. For future work, multiple job partitions may be taken into account, such that computation offloading decisions can be made in a more flexible fashion for different types of mobile applications. Correspondingly, current scheduling algorithms can be effectively extended to the ones that accommodate multiple partitions. On the other hand, in the current work each mobile user has a fixed transmission data rate when uploading data to the cloud server through wireless channels. In the future, we can consider stochastic channel conditions in which case the transmission rates of mobile users are no longer constant. As a further step, energy fairness among mobile users can possibly be achieved by joint channel and cloud server scheduling, where the allocation of wireless channels is taken into account as another way of helping to compensate for disadvantaged mobile users.
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