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Abstract

In this dissertation, we study several stochastic capacity expansion models in the presence of permanent, spot market, and contract capacity for acquisition. Using a scenario tree approach to handle the data uncertainty of the problems, we develop multi-stage stochastic integer programming formulations for these models. First, we study multi-period single resource stochastic capacity expansion problems, where different sources of capacity are available to the decision maker. We develop efficient algorithms that can solve these models to optimality in polynomial time. Second, we study multi-period stochastic network capacity expansion problems with different sources for capacity. The proposed models are NP-hard multi-stage stochastic integer programs and we develop an efficient, asymptotically convergent approximation algorithm to solve them. Third, we consider some decomposition algorithms to solve the proposed multi-stage stochastic network capacity expansion problem. We propose an enhanced Benders’ decomposition algorithm to solve the problem, and a Benders’ decomposition-based heuristic algorithm to find tight bounds for it. Finally, we extend the stochastic network capacity expansion model by imposing budget restriction on permanent capacity acquisition cost. We design a Lagrangian relaxation algorithm to solve the model, including heuristic methods to find tight upper bounds for it.
Acknowledgements

I would never have been able to finish my dissertation without the guidance of my advisor and committee members, help from my friends, and support from my family.

I would like to express my deepest gratitude to my advisor, Dr. Kai Huang, for his excellent guidance, caring, patience, and providing me with an excellent atmosphere for this exciting journey of discovery and exploration. I have had his full support in all aspects of my Ph.D. life. He treated me as his younger brother and taught me lessons on teaching, research, and life.

I would also like to express my special thanks of gratitude to my committee members, Dr. Prakash Abad and Dr. Manish Verma. They put a lot of time and attention into reviewing my dissertation at every stage. Their insightful comments and recommendations have helped me to improve the quality of this dissertation. I would like to thank our area chair, Dr. Parkash Abad, for all his support, and for providing valuable teaching opportunities in the DeGroote School of Business. Also, I would like to thank Dr. Mahmut Parlar and Dr. George Steiner who taught me courses in the past five years. Their high quality courses will always be my treasure.

Last but not least, I take this opportunity to express gratitude to all DeGroote School of Business members for their help and support. I have had great pleasure in working and living with them. My special thanks go to my Ph.D. fellows for creating a friendly and fun atmosphere, especially Amirmohsen, Behrouz, Hesam, and Kamran.
## Contents

**Abstract**  iv

**Acknowledgements**  v

**1 Introduction**  1

1.1 Introduction  1

1.2 Outline of the Dissertation  6

1.3 Summary of Contributions  8

**2 Literature Review**  9

2.1 Single Resource Capacity Expansion Models  9

2.2 Multiple Resource Capacity Expansion Models  11

**3 Single Resource Stochastic Capacity Expansion Models**  19

3.1 Introduction  19

3.2 Single Resource Stochastic Capacity Expansion with Two Sources of Capacity  20

3.2.1 The Primal Algorithm  23

3.2.2 The Dual Algorithm  24
3.2.3 Validity of Algorithms .................................................. 26
3.2.4 Complexity ............................................................. 33
3.2.5 Experimental Results ................................................. 34

3.3 Single Resource Stochastic Capacity Expansion with Three Sources of Capacity ........................................... 35
  3.3.1 The Primal Algorithm ................................................. 39
  3.3.2 The Dual Algorithm .................................................. 40
  3.3.3 Validity of Algorithms .............................................. 41
  3.3.4 Complexity ............................................................ 52
  3.3.5 Experimental Results ............................................... 53

4 Stochastic Network Capacity Expansion Models .......................... 55
  4.1 Introduction ............................................................... 55
  4.2 The Stochastic Network Capacity Expansion Model with Two Sources of Capacity ........................................... 56
  4.3 The Approximation Algorithm ......................................... 60
  4.4 The Stochastic Network Capacity Expansion Model with Three Sources of Capacity ........................................... 69
  4.5 Experimental Results .................................................. 72
    4.5.1 Comparing CPLEX and the Approximation Algorithm ...... 73
    4.5.2 Approximation Algorithm’s Performance for Large-scale Instances 75

5 Decomposition Algorithms for the Stochastic Network Capacity Expansion Problem ........................................ 77
  5.1 Classical Benders’ Decomposition .................................... 77
5.2 Improvements to Classical Benders’ Decomposition

5.2.1 Valid Inequalities

5.2.2 LP Relaxation of the Master Problem

5.2.3 Pareto-Optimal Cuts

5.2.4 Maximum Feasible Subsystem Cut Generation (MFS)

5.3 Computational Results for Classical Benders’ Algorithms

5.4 New Benders’ Decomposition-based Algorithm

5.5 Experimental Results for the New Benders’ Method

5.6 Comparison of the Approximation Algorithm and the New Benders’ decomposition-based Algorithm

6 Stochastic Network Capacity Expansion Problem with Budget Constraint

6.1 The Formulation

6.2 Lagrangian Relaxation

6.3 Experimental Results for the Lagrangian Relaxation

7 Conclusions and Future Research Directions

7.1 Conclusions

7.2 Future Research Directions
List of Tables

<table>
<thead>
<tr>
<th>Table</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Notations of the model $SCE_{TWO}$</td>
<td>21</td>
</tr>
<tr>
<td>3.2</td>
<td>Performance of the primal and dual algorithms for $SCE_{TWO}$</td>
<td>35</td>
</tr>
<tr>
<td>3.3</td>
<td>Notations of the model $SCE_{THREE}$</td>
<td>37</td>
</tr>
<tr>
<td>3.4</td>
<td>Performance of the primal and dual algorithms for $SCE_{THREE}$</td>
<td>54</td>
</tr>
<tr>
<td>4.1</td>
<td>Notations of the models $SNCE_{TWO}$</td>
<td>57</td>
</tr>
<tr>
<td>4.2</td>
<td>Additional notations of the model $SNCE_{THREE}$</td>
<td>70</td>
</tr>
<tr>
<td>4.3</td>
<td>Data for instances of $SNCE_{TWO}$</td>
<td>73</td>
</tr>
<tr>
<td>4.4</td>
<td>Comparison of CPLEX and the approximation algorithm for $SNCE_{TWO}$</td>
<td>74</td>
</tr>
<tr>
<td>4.5</td>
<td>Data for large-scale instances of $SNCE_{TWO}$</td>
<td>75</td>
</tr>
<tr>
<td>4.6</td>
<td>Approximation algorithm results for large-scale instances of $SNCE_{TWO}$</td>
<td>76</td>
</tr>
<tr>
<td>5.1</td>
<td>Data for instances of $SNCE_{TWO}$</td>
<td>88</td>
</tr>
<tr>
<td>5.2</td>
<td>Performance of classical Benders’ algorithms for $SNCE_{TWO}$</td>
<td>89</td>
</tr>
<tr>
<td>5.3</td>
<td>Detailed data of classical Benders’ algorithms for instances of $SNCE_{TWO}$</td>
<td>91</td>
</tr>
<tr>
<td>5.4</td>
<td>Data for small and medium-sized instances of $SNCE_{TWO}$</td>
<td>100</td>
</tr>
<tr>
<td>5.5</td>
<td>Performance of the new Benders’ decomposition-based algorithm for</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>small and medium-sized instances of $SNCE_{TWO}$</td>
<td></td>
</tr>
<tr>
<td>5.6</td>
<td>Data for large-scale instances of $SNCE_{TWO}$</td>
<td>102</td>
</tr>
</tbody>
</table>
5.7 Performance of the new Benders’ decomposition-based algorithm for large-scale instances of ${SNCE_{TWO}}$ .......................... 103

5.8 Data for instances of ${SNCE_{TWO}}$ .......................... 104

5.9 Performance comparison for the approximation algorithm and the new Benders’ decomposition-based algorithm for ${SNCE_{TWO}}$ .......................... 105

6.1 Data for instances of ${BSNCE_{TWO}}$ .......................... 114

6.2 CPLEX and Lagrangian relaxation algorithm comparison for ${BSNCE_{TWO}}$ .......................... 114
List of Figures

1.1 The scenario tree \( \mathcal{T} \) ......................................................... 6
3.1 The Primal Indexing System ......................................................... 23
3.2 The Dual Indexing System ............................................................ 26
# List of Algorithms

1. The Primal Algorithm for $\mathcal{RSC}\mathcal{E}_{TWO}$ ........................................... 24
2. The Dual Algorithm for $\mathcal{D}\mathcal{RSC}\mathcal{E}_{TWO}$ ........................................... 26
3. The Primal Algorithm for $\mathcal{RSC}\mathcal{E}_{TWO}$ ........................................... 40
4. The Dual Algorithm for $\mathcal{D}\mathcal{RSC}\mathcal{E}_{TWO}$ ........................................... 42
5. The Approximation Algorithm for $\mathcal{S}\mathcal{N}\mathcal{C}\mathcal{E}_{TWO}$ ............................ 63
6. Classical Benders’ Decomposition for $\mathcal{S}\mathcal{N}\mathcal{C}\mathcal{E}_{TWO}$ ............................ 81
7. New Benders’ Decomposition-based Algorithm for $\mathcal{S}\mathcal{N}\mathcal{C}\mathcal{E}_{TWO}$ ............ 98
8. Initial Upper Bound Construction Algorithm for Lagrangian Relaxation .................. 112
9. Upper Bound Updating Algorithm for Lagrangian Relaxation ............................... 113
Chapter 1

Introduction

1.1 Introduction

Capacity expansion is the process of adding facility, equipment, or personnel of similar type, over time, to meet rising demand (Freidenfelds (1981)). Planning for capacity expansion is primarily concerned with decisions on the optimal time of capacity acquisition, the optimal amount of capacity acquisition, and the optimal capacity allocation. These decisions must be made in order to address future demand growth, which is uncertain. On the other hand, planning for capacity expansion is important strategic level decision-making for a wide range of applications. In most cases, capacity expansion involves significant capital investments over a long horizon, and uncertainties in the future demands. This makes the problem very sophisticated. Capacity expansion problems can be found in communication networks, automobile industry, service industry, electricity industry, semiconductor industry, heavy process industry, water distribution industry, etc. Capacity expansion has been widely studied in the literature since the 1960s (Freidenfelds (1981); Luss (1982); Van Mieghem...
Most capacity expansion problems are considered over multiple time periods, and as a result, the developed capacity expansion models are multi-period problems. In the literature regarding mathematical programming, stochastic programming (Birge and Louveaux (2011); Ruszczyski and Shapiro (2003)) is one of the tools that are used to handle data uncertainties in mathematical problems. Stochastic programming received a lot of attention because of its power and flexibility in modeling complicated decision problems by handling the non-stationary stochastic process of uncertain data, while imposing few modeling restrictions.

Using the stochastic programming approach, the capacity expansion problem can be modeled either as a two-stage stochastic programming problem, or as a multi-stage stochastic programming problem. In a two-stage approach, the capacity acquisition decision for the whole planning horizon will be made in the first stage, before the realization of the uncertain data, and the capacity allocation decision will be made at the second stage, after the uncertain data is realized. This means that once the capacity acquisition decision has been made, it cannot be changed. Multi-stage approaches can be seen as an extension to the two-stage modeling in that the capacity acquisition decision can be revised in each time period, based on the data that has been realized up to that period. Therefore, multi-stage stochastic programming gives us more modeling power, but it makes the problem computationally more difficult to solve. Some researches have shown that the value of modeling a problem as a multi-stage stochastic programming problem justifies its complexities over modeling the problem as a two-stage stochastic programming problem (Huang and Ahmed (2009)). On the other hand, this computational issue has been resolved to a great
extant by improvements in computational power and algorithm development (Lulli and Sen (2004); Shapiro (2006)).

Early models that consider capacity expansion problems are restricted to a single resource. More recently, considering capacity expansion problems for multiple resource models has received a considerable attention in the literature. A major branch of multiple resource capacity expansion problems is the capacity expansion for networks, where the decision maker is interested in the planning of capacity expansion for network resources, e.g., arcs and nodes. The network capacity expansion problem has a wide range of applications in areas such as transportation (Magnanti and Wong (1984); Ahuja et al. (1996); Liu et al. (2007); Marín and Jaramillo (2008)), telecommunications (Balakrishnan et al. (1991); Magnanti et al. (1995); Lee and Kang (2000)), service industry (Berman and Ganz (1994)), water distribution (Hsu et al. (2008)), and manufacturing (Zhang et al. (2004)).

In classical capacity expansion models, there is only one source of capacity available to purchase by the decision maker. This type of capacity has a permanent nature and is assumed to be available to use till the end of the planning horizon. We refer to this type of capacity as *permanent* capacity. More specifically, permanent capacity refers to the capacity purchased and permanently owned by the decision maker.

In practice, there are other sources of capacity, in addition to permanent capacity, that the decision maker is interested in using. In fact, most decision makers prefer to have a mixed purchasing strategy that makes other sources of capacity available to them (Inderfurth and Kelle (2011); Levin et al. (2012); Inderfurth et al. (2013)). Having such strategies enables them to benefit from other sources of capacity, whenever they have a lower price, or when there is not enough permanent capacity to satisfy the
demand. In this dissertation, we introduce two commonly used sources of capacity available to decision makers besides permanent capacity: spot market capacity and contract capacity.

Spot market capacity refers to the capacity that can only be purchased and used in the current period. Unlike permanent capacity, spot market capacity is temporary in nature and will not be available at the end of the current period. The spot market capacity purchase takes place after the realization of uncertain data at the beginning of each period. This enables the decision maker to fully satisfy the demand for each period. While spot market capacity brings a lot of flexibility to the decision maker, it also brings high risk of price uncertainty.

Contract capacity refers to the capacity that is available in the current period, only if a contract has been signed for it in previous periods. The quantity of contract capacity and the length of the contract are assumed to be fixed. Unlike the permanent capacity, the contract capacity will be only available for a specified number of periods, and not to the end of the planning horizon. Signing a contract for the next periods takes place before the realization of the data for next periods. So, considering the price uncertainty risks, the decision maker will decide whether to buy permanent capacity or to sign for contract capacity for future periods.

Similar to the spot market capacity, contract capacity is temporary in nature, in the sense that the contracted capacity is only available for a specified number of periods. Contract capacity is different from the spot market capacity in the sense that it can be used for more than one period. Even when the length of a contract is only one period, spot market capacity and contract capacity are still different in nature. The former is obtained after the uncertainty in the current period is revealed,
while the latter is signed before the uncertainty in the next period is revealed.

Capacity delivery lead time is an important issue to address. In modeling capacity expansion problems, some researchers (Huang and Ahmed (2008)) assume that the permanent capacity can be purchased and used in the current period, i.e., there is no lead time. Delivery lead times can be considered with respect to the application of the model and the way the periods have been defined for the model. In this dissertation, we assume that the permanent capacity purchased in the current period, or the contract capacity signed in the current period will be available to use starting from the next period. For the spot market capacity, we assume that it will be purchased and used in the current period. This means that the delivery lead time for permanent and contract capacity is one and for the spot market capacity is zero.

Through all chapters of this dissertation, we deal with uncertainty of parameters in our models. We assume that these uncertain parameters evolve as discrete-time stochastic processes, and we present them as a scenario tree, which is a well-known stochastic programming tool (Kall and Wallace (1994); Birge and Louveaux (2011); Ruszczyski and Shapiro (2003)). A scenario tree assumes that the number of possible states in each period is finite. In a scenario tree $T$, each node $n$ represents a possible realization of a set of data. We use a scenario tree to represent the realization of stochastic parameters (demand, cost, etc.), as shown in Figure 1.1. Let $T$ be the scenario tree with $T$ periods and $B$ branches. If $N$ is the total number of nodes in the scenario tree, and if we assume that $B$ is fixed for all nodes in the scenario tree, then we can calculate the size of the scenario tree as $N = \sum_{t=0}^{T-1} B^t = \frac{B^T-1}{B-1}$. For each node $n$, $a(n)$ is the immediate ancestor node and $C(n)$ is the set of all immediate descendants. Also, $t_n$ shows the period of node $n$. $T(n)$ denotes the subtree with
Our goal in this dissertation is to study stochastic capacity expansion of both single resource and multiple resource (network) problems in the presence of various sources of capacity for resources\(^1\), and to design efficient exact and approximation algorithms to solve them. For this purpose, a scenario tree approach will be used to handle data uncertainties of the models and multi-stage stochastic programming techniques will be used to model the problems.

1.2 Outline of the Dissertation

In this dissertation, we study stochastic capacity expansion for both single resource and multiple resource problems in the presence of different sources for capacity. In Chapter 2\(^2\), we review the literature of capacity expansion for single resource and

\(^{1}\)Note that the use of both source and resource in this dissertation might be confusing. Source refers to the type of capacity that is being purchased (permanent, spot market, and contract). Resource is the entity for which, we consider capacity expansion problem (e.g., node and arc).
multiple resource problems in the context of stochastic programming.

In Chapter 3, we first study multi-period single resource stochastic capacity expansion problems, where two sources of capacity (permanent capacity and spot market capacity) are available for capacity acquisition. Then, we study the extension where three sources of capacity (permanent capacity, spot market capacity and contract capacity) are available to the decision maker. The proposed models are multi-stage stochastic integer programs. We develop efficient algorithms that can solve these models to optimality in polynomial time. We discuss the complexity of algorithms and present the experimental results showing their efficiency when compared to a commercial solver.

In Chapter 4, we study multi-period stochastic network capacity expansion problems with different sources for capacity. The proposed models are NP-hard multi-stage stochastic integer programs that can incorporate multiple sources and different types of capacities in a general network. To solve these models, we develop an efficient approximation algorithm and prove that it is asymptotically convergent to the optimal solution. We demonstrate the efficiency and convergence of the approximation algorithm by presenting the experimental results.

Chapter 5 considers the decomposition algorithms to solve the proposed multi-stage stochastic network capacity expansion problems. We propose a Benders’ decomposition algorithm to solve them. Then several techniques will be presented for improved performance. We also develop a Benders’ decomposition-based heuristic algorithm that can provide tight bounds for the problems.

In Chapter 6, we extend the stochastic network capacity expansion models introduced in Chapter 4 by imposing budget restriction on permanent capacity acquisition
cost. We show that the structural properties that enable the approximation algorithm to solve the problem will be subverted by introducing the budget constraints, and as a result, new algorithms must be designed for this extension. We present a Lagrangian relaxation algorithm to solve the models, including heuristic methods to find upper bounds for it.

A summary of the major contributions of the dissertation, as well as possible future research directions are presented in Chapter \[7\].

1.3 Summary of Contributions

In this dissertation, we study both single resource and multiple resource capacity expansion problems. For single resource problems, we develop multi-stage stochastic programming formulations involving spot market and contract capacities. Also, we present polynomial-time algorithms to solve them. For multiple resource (network) capacity expansion problems, we develop multi-stage stochastic programming formulations incorporating min-cost network flow model. To solve them, we present an asymptotically convergent approximation algorithm and a Benders’ decomposition-based heuristic algorithm. Both these algorithms can outperform CPLEX MIP solver. Finally, we present a multi-stage stochastic programming formulation for the stochastic network capacity expansion problem with budget constraint. A Lagrangian relaxation algorithm is presented to solve this model.
Chapter 2

Literature Review

The capacity expansion problem and its extensions have been extensively studied (Freidenfelds (1981); Luss (1982); Van Mieghem (2003)). We study the literature of capacity expansion in two streams: single resource models and multiple resource models.

2.1 Single Resource Capacity Expansion Models

Early approaches to solve capacity expansion problems are limited to a single resource with deterministic data. Luss (1984) considered a deterministic multi-period capacity expansion problem for a single resource that serves the demand for a range of products. He assumed all cost functions to be concave and found optimal policies for minimizing the total cost using dynamic programming. Rocklin et al. (1984) also considered a single resource capacity expansion where capacity can be both added or dropped. They applied dynamic programming to their model and found an optimal policy for the problem. Aneja and Chaouch (1993) extended the work of Rocklin et al.
by considering fixed costs for capacity expansions. They also used dynamic programming and found the optimal policy for concave demand distribution functions. Saniee (1995) considered multi-period capacity expansion of a single location in telecommunication systems and modeled it as a time-dependent knapsack problem. He proposed a combination of dynamic programming and shortest path problem to solve the model.

Laguna (1998) extended the work of Saniee (1995) to the case of uncertain demand. He used scenarios to capture the data uncertainty of the problem and applied a robust optimization technique to solve the problem. Riis and Andersen (2004) considered the capacity installation on a single telecommunication facility with stochastic demand. They provided both two-stage and multi-stage formulation for the problem. All these works only considered permanent capacity.

Interestingly, Ahmed et al. (2003) showed that there is a one to one correspondence between stochastic single resource capacity expansion problem and stochastic lot-sizing problem. In fact, stochastic lot-sizing problem can be seen as a sub-structure of the stochastic single resource capacity expansion problem. They developed a branch-and-bound algorithm to solve the model. Huang and Ahmed (2008) studied a multi-stage stochastic version of capacity expansion for a single resource, in which stochastic demand and cost are represented by a scenario tree. They also considered the lot-sizing problem as a sub-structure of single resource capacity expansion problems. They developed polynomial-time algorithms to solve the problem.

There are some works in the literature of capacity expansion that consider spot market and contract capacity. Atamtürk and Hochbaum (2001) studied subcontracting in deterministic multi-period capacity expansion problems. Oren et al. (2005)
used game theory to model capacity expansion of electric power networks with spot market. Examples of applications in cellular manufacturing and flexible manufacturing systems can be found in Lee et al. (1997), Logendran and Puvanunt (1997), and Logendran and Ramakrishna (1997). A related but different research stream is capacity reservation with spot market, as appeared in Erkoc and Wu (2009) and Inderfurth et al. (2013).

The models that we consider in Chapter 3 are different from the above-mentioned models in that we consider three sources of capacity available to the decision maker.

2.2 Multiple Resource Capacity Expansion Models

Multiple resource capacity expansion models can be used for problems involving more than one resource (Ahmed et al. (2003)). Many of these models can be seen as a network of resources. In this section, we primarily focus on network capacity expansion problems.

The study of network capacity expansion problems started with the early work of Fulkerson (1959). He studied arc capacity expansion for a network in order to maximize the flow of the network. He assumed linear capacity expansion costs and budget restriction, and developed a labeling algorithm to solve the model. Doulliez and Rao (1971) considered a network with a common source and multiple sinks. They allowed capacity reduction in their model and assumed that demand is increasing with time for some nodes. They developed a dual network flow algorithm to find the optimal time to satisfy all demand. Christofides and Brooker (1974) considered
a network capacity expansion problem with pre-specified arc capacities and budget constraint. The model could find which arcs needed to be added to the network, while maximizing the flow subject to the budget constraint. They developed a tree search algorithm based on dynamic programming. [Doulliez and Rao (1975)] applied shortest path problem to model a deterministic network capacity expansion problem where arcs are subject to failure and used Dijkstra’s algorithm to solve it. [Bansal and Jacobsen (1975)] developed a Benders’ decomposition method to maximize the flow in a network capacity expansion problem with non-linear capacity expansion costs, a fixed budget, and one source and one sink for the network. All these early works are limited to the deterministic setting, where only permanent capacity is available.

In more recent studies with the same limitations, researchers studied deterministic network capacity expansion in the context of multi-commodity flow problem. [Leung et al. (1990)] studied capacity expansion of distribution centers in a route planning network. Their model considers node capacity expansion only. The original problem is decomposed into subproblems, solved by a Lagrangian relaxation approach. There are other works in the same context which considered arc capacity expansion only. [Magnanti et al. (1995)] studied telecommunication network capacity installation with two types of facilities and generalized the results to multiple types of facilities. They proposed both Lagrangian relaxation and a cutting plane approach with three set of valid inequalities to solve the model. [Bienstock and Günlük (1996)] also proposed a mixed-integer programming formulation for a generic telecommunication network capacity installation with the objective of minimizing both capacity installation and flow costs. They studied the polyhedral structure of their model and provided extensions on the valid inequalities proposed in [Magnanti et al. (1995)].
studied a special case of the generic model presented in Bienstock and Günlük (1996), where they considered a directed graph and tried to minimize the capacity installation cost only. They came up with different sets of valid inequalities and proposed two solution approaches and compared their results. Günlük (1999) considered additional capacity installation for arcs of a capacitated network and used an aggregate multi-commodity flow formulation to model it. He developed a new branching technique and incorporated it into a branch-and-cut algorithm to solve the model. In a more relevant work, Ahuja et al. (1996) addressed arc capacity expansion in a transshipment network with the objective of minimizing the flow cost subject to a budget constraint. Using a parametric network flow problem, they developed an efficient simplex-based algorithm that can solve both linear and integer versions of the problem. Liu et al. (2007) proposed a railroad network model integrating yard location and yard capacity expansion decisions. Their model captured both arc capacity (flow) and node capacity (car handling) and a greedy algorithm was presented to solve their integrated model. In this work, the additional capacity quantity was fixed and the decision was whether to add this quantity or not, while in our model, we decide on the quantity of capacity expansion. Hsu et al. (2008) considered the capacity expansion of water distribution networks using network flow problem. Their model turned out to be a linear model and they tested the result of their model on a real life water distribution system in Taiwan. The models presented in Chapter 4 are different from all above mentioned models in that first, they consider stochastic cost and demand, and second, they allow more than one type of capacity.

With the advent of stochastic programming, researchers have considered stochastic network capacity expansion models. Sen et al. (1994) used a two-stage stochastic
programming approach to model private line telecommunication networks. They con-
considered arc capacity expansion and developed a stochastic decomposition algorithm
to solve the problem. Berman and Ganz (1994) considered the capacity expansion
problem in the service industry. They used a scenario tree and solved a multi-stage
stochastic model, which determines the optimal time, location and size of capacity
expansion with the objective of maximizing the profit. They also considered a fixed-
charge version of the problem and developed an efficient heuristic to solve it. Rajagopalan et al. (1998) studied a multi-stage stochastic capacity planning model with
concave expansion costs. They assumed a single product family with non-decreasing
deterministic demand when the capacity availability time is uncertain. They de-
dsigned an efficient dynamic programming algorithm to solve their problem. Chen et al. (2002) developed a multi-stage stochastic programming model to capture tech-
nology choice and capacity expansion. They also used a scenario tree approach to deal
with the uncertainty of product life cycle and demand. They developed an augmented
Lagrangian relaxation approach to solve the model. Christie and David Wu (2002)
proposed a multi-stage stochastic programming model of capacity expansion for a
semiconductor manufacturer. They assumed demand and capacity to be uncertain
and used two different scenario tree approaches. They explored the areas for which
each scenario approach is more efficient. Karabuk and Wu (2003) also considered
the capacity expansion at a semiconductor manufacturer with uncertain demand and
manufacturing capacity. They proposed a planning decomposition approach which
could solve the problem to near optimality.

Ahmed et al. (2003) considered a multi-period model for multiple resource capac-
ity expansion problem with integer variables. They developed a multi-stage stochastic
integer formulation using a scenario tree approach to handle the uncertain demand, variable and fixed cost of capacity expansion and demand. They proposed a reformulation of their problem using the lot-sizing sub-structure of it and proposed a heuristic method that could find good solutions by perturbing the LP relaxation solutions. Ahmed and Sahinidis (2003) developed a multi-stage stochastic integer model to study a capacity expansion problem for multiple production facilities in the context of a chemical processing network. They assumed costs (both variable and fixed) and demand to be uncertain and used a scenario tree approach to handle the data uncertainty. They developed an approximation scheme using the decomposable structure of their model. The approximation scheme was linear programming based and its solution converges to the optimal solution when the size of the problem increases. Finally, they tested their heuristic method and its asymptotic convergence property on a capacity expansion problem from a chemical processing network context. Tarhan and Grossmann (2008) also addressed the design of chemical process networks with time varying uncertain yields. Their model integrates expanding process capacity and locating production plants. They proposed a duality-based branch-and-bound method to solve their model.

Huang and Ahmed (2009) proposed a multi-stage stochastic programming formulation for a general class of multiple resource capacity expansion problems. They used a scenario tree to realize the uncertain cost and demand. They defined the value of multi-stage stochastic programming (VMS) by comparing two-stage and multi-stage formulation for the general capacity expansion problem. They also provided analytical bound for VMS. Moreover, by exploiting the decomposable structure of their model, they could develop an approximation scheme to solve their model. The approximation
scheme consists of two main steps. The first step solves the single resource capacity expansion problem for each facility of the problem, and the second step solves an independent network flow problem for each node in the scenario tree. They proved that their approximation scheme is asymptotically convergent, i.e. the solution by the approximation scheme will converge to the optimal solution, if the number of periods under consideration is large enough. They tested their method on some business problems from a semiconductor tool planning context. Singh et al. (2009) applied the Dantzig-Wolfe decomposition method to solve a multi-stage stochastic mixed integer programming for capacity expansion of production facilities. They used a scenario tree to represent the uncertainty of the problem and incorporated a variable splitting technique into their decomposition method. They tested their solution method on a model from electricity distribution network context. Rasekh and Desrosiers (2010) proposed a model for outsourcing in production planning. Their model helps the decision makers to find the optimal policy between capacity expansion of their own facilities, outsourcing from local suppliers with assured quality, and outsourcing from overseas suppliers with uncertainty in quality. They proposed three algorithms to solve their model, including a column generation, a Benders’ decomposition, and another decomposition approach. Pimentel et al. (2013) proposed a multi-stage stochastic mixed-integer programming model for a dynamic network design problem which integrates facility location, capacity expansion, and network design decisions. They considered capacity expansion of facilities (nodes) and used a scenario tree approach to model the uncertainties of demands. They developed a Lagrangian heuristic procedure which can find feasible solutions with reasonably good bounds.

There are other approaches to deal with stochastic network capacity expansion
problems other than stochastic programming. Atamtürk and Zhang (2007), Mudchanatongsuk et al. (2007), Ordóñez and Zhao (2007), and Karoonsoontawong (2010) are examples of addressing arc capacity expansion problem with a robust optimization approach. Ordóñez and Zhao (2007) proposed a robust optimization formulation for arc capacity expansion problem with uncertain demand and travel time. They showed that a conic linear counterpart can be solved instead of the original problem and solved it using an interior point method in polynomial time. Mudchanatongsuk et al. (2007) considered the network design of a multi-commodity flow problem with availability for arc capacity expansion. They assumed the transportation cost and demand to be stochastic and the capacity expansion cost to be linear and deterministic. They used a robust optimization approach to deal with the uncertainties of their problem and used column generation technique to solve their model. Another approach in dealing with stochastic capacity expansion is Markov Decision Processes as in Bean et al. (1992), Bhatnagar et al. (1998), and Pratikakis (2010).

Network capacity expansion can be applied to a series of applications. For example, in telecommunication network systems, the number of users usually increase with time, and as a result, the decision makers have to expand the capacity of network in order to be able to satisfy the current users and to absorb new customers. The capacity expansion can be considered for concentrators, cables, number of switches, etc. Balakrishnan et al. (1991) presented an overview of local access telecommunication systems and focused on an expansion planning model for the local access component of public telephone networks based on the new technologies. Chang and Gavish (1993) considered capacity expansion and network design simultaneously, and developed a Lagrangian based heuristic to solve the model. Balakrishnan et al. (1995) also
considered local access telecommunication network expansion with piece-wise linear and concave expansion costs. They combined Lagrangian relaxation and dynamic programming to solve the problem. Magnanti et al. (1995) considered telecommunication network capacity installation on a two-type facility problem and generalized the result for multiple type facilities. First type of facilities has a capacity of 1 unit while the second type’s capacity is $C$ units. They studied the problem in the context of multi-commodity flow problem and proposed both Lagrangian and cutting plane solution approaches. Bienstock and Günlük (1996) also proposed a mixed-integer formulation for telecommunication network capacity installation and studied its polyhedral structure which led to a cutting plane algorithm for the problem. In another work, Bienstock et al. (1998) presented two variations of minimum capacity installation cost problem in the context of multi-commodity flow problem and came up with different sets of valid inequalities for them. Lee and Kang (2000) considered the capacity expansion of cells in wireless communications. They formulate their model as an integer programming problem and proposed a Tabu search algorithm to solve it. Luna and Mahey (2000) provided a model that could capture both routing and arc capacity expansion in telecommunication systems and found tight bounds for their approximated solution.
Chapter 3

Single Resource Stochastic Capacity Expansion Models

3.1 Introduction

This chapter considers two models of single resource stochastic capacity expansion problem. Traditionally, the models developed for capacity expansion problems assume that there is only one type of capacity available for acquisition. This capacity is purchased and permanently owned by the decision maker and we call it the permanent capacity. However, in real world, there are other types of capacity that the decision maker can use. In this chapter, we introduce two more types of capacity available to decision maker: Spot market capacity which refers to the capacity that can only be purchased and used in the current period, and contract capacity which refers to the capacity that will be available in the current period, only if a contract has been signed for it in a previous period. It is noteworthy that the decision for spot market capacity acquisition will be made after the demand is realized in each period, while the decision
for contract capacity acquisition will be made before the demand is realized.

In the following, we start with a single resource stochastic capacity expansion model with permanent and spot market capacity (Section 3.2), and then we consider an extension where contract capacity is available as well (Section 3.3).

### 3.2 Single Resource Stochastic Capacity Expansion with Two Sources of Capacity

In this section, we consider a multi-period single resource stochastic capacity expansion problem in which permanent capacity and spot market capacity are available to the decision maker simultaneously. We model the problem using multi-stage stochastic programming approach. As mentioned before, we assume that permanent capacity acquisition decision will be made at the beginning of each period, before the realization of the random data in that period; and spot market capacity acquisition decision will be made after the realization of the random data in that period. This implies that the permanent capacity acquisition variable of any scenario tree node will appear in constraints related to its descendant nodes and the spot market acquisition variable of any scenario tree node will only appear in the constraint related to the same node. This model is called $\text{SCCE}_{TW}$ and its notation is presented in Table 3.1.

Without loss of generality, we assume that there is no previously acquired permanent or spot market capacity. We also assume that $d_n$, $c^p_n$, and $c^s_n$ are positive values for all $n \in \mathcal{T}$. Moreover, all costs are discounted to their present value. Given these assumptions, the single resource stochastic capacity expansion problem with permanent and spot market capacity can be formulated as follows:
Table 3.1: Notations of the model $SCE_{TWO}$

<table>
<thead>
<tr>
<th>Parameters:</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c^p_n$</td>
<td>Permanent capacity acquisition cost for node $n$</td>
</tr>
<tr>
<td>$c^s_n$</td>
<td>Spot market capacity acquisition cost for node $n$</td>
</tr>
<tr>
<td>$p_n$</td>
<td>Probability of node $n$</td>
</tr>
<tr>
<td>$d_n$</td>
<td>Demand of node $n$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision variables:</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_n$</td>
<td>Permanent capacity acquisition in node $n$</td>
</tr>
<tr>
<td>$z_n$</td>
<td>Spot market capacity acquisition in node $n$</td>
</tr>
</tbody>
</table>

Model $SCE_{TWO}$:

$$\text{Min} \sum_{n \in \mathcal{T}} p_n \left( c^p_n x_n + c^s_n z_n \right)$$

s.t. $\sum_{m \in \mathcal{P}(n)} x_m + z_n \geq d_n \quad \forall n \in \mathcal{T}$, \quad (3.1)

$$x_n, z_n \in \mathbb{Z}^+ \quad \forall n \in \mathcal{T}.$$

In model $SCE_{TWO}$, the objective minimizes the expected total acquisition cost of both permanent and spot market capacity, and the first set of constraints force the total available capacity to be no less than the demand for each node. Note that the permanent capacity purchased in the current period will be available to use in the next period. As a result, permanent capacity acquisition variable $x_n$ will appear in $\mathcal{T}(n)$. Moreover, model $SCE_{TWO}$ has the total unimodularity property (Wolsey and Nemhauser (1988)):

**Theorem 3.1.** If the demands are integer-valued, the LP relaxation of $SCE_{TWO}$ will yield integral optimal solutions.
Proof. Suppose $A$ is the left hand side matrix of the model $SCE_{TW}$. Note that $A$ is a 0-1 matrix and each row of it corresponds to a node in the scenario tree. Consider the $z_n$ columns first. There is only a single 1 in each column and all other entries are zero. Now, consider columns of $x_n$. Entry of row $i$ and column $j$ is 1 only if $i \in \bar{T}(j)$. Now, we reorder the constraints based on depth-first search method (for each column $j$, the rows corresponding to $\bar{T}(j)$ are consecutive, and row $i_1 \in \bar{T}(j)$ appears before row $i_2 \in \bar{T}(j)$ if $i_2 \in T(i_1)$). This new ordering guarantees that in each column, the 1s appear consecutively. Therefore, $A$ is an interval matrix which is totally unimodular.

Theorem 3.1 shows that if the demands are integer-valued, we can solve a linear relaxation of $SCE_{TW}$ instead of the original integer problem. The relaxed version is Model $RSCETWO$:

Min $\sum_{n \in \mathcal{T}}(c_{n}^{p}x_{n} + c_{n}^{s}z_{n})$

s.t. $\sum_{m \in \bar{P}(n)}x_{m} + z_{n} \geq d_{n} \quad \forall n \in \mathcal{T},$

$x_{n}, z_{n} \in \mathbb{R}^{+} \quad \forall n \in \mathcal{T}.$

(3.2)

Note that for simplicity of exposition, we have removed the $p_{n}$’s from the objective function. In the following, all our algorithms are designed for (3.2) which is an LP model.

\[^{1}\text{Linear Programming}\]
In this section, we propose a polynomial-time primal algorithm that can solve the stochastic single resource capacity expansion problem $\mathcal{RSCE}_{TWO}$.

The primal algorithm is based on a shifting-up procedure. It compares the acquisition cost of permanent capacity in an ancestor node with the total acquisition cost of permanent and spot market capacities in descendant nodes; and if it is more economical, the capacities of descendant nodes will be shifted to the ancestor node as permanent capacity. For this algorithm, we index the nodes in the scenario tree $\mathcal{T}$ based on the increasing order of their time periods and we call it the *primal indexing system*. Figure 3.1 shows an example of a scenario tree with 3 periods indexed by primal indexing system. Numbers under each node is the demand of the node and numbers inside each node represents the index.

The primal algorithm starts with an initial feasible solution where $x_n^* = 0$ and
\[ z^*_n = d_n \] for all \( n \in \mathcal{T} \). We also need the following definitions:

\[
\begin{align*}
\mathcal{A}^1(n) &= \{ m \in \mathcal{T}(n) : x_m > 0, \text{ and } x_k = 0, \forall k \in \mathcal{P}(m) \setminus \mathcal{P}(n) \} \\
\mathcal{A}^2(n) &= \{ m \in \mathcal{T}(n) : z_m > 0, \text{ and } x_k = 0, \forall k \in \mathcal{P}(m) \setminus \mathcal{P}(n) \} \\
\mathcal{A}(n) &= \mathcal{A}^1(n) \cup \mathcal{A}^2(n) \\
s_n &= \sum_{m \in \mathcal{A}^1(n)} c^p_m + \sum_{m \in \mathcal{A}^2(n)} c^s_m \\
\Delta_n &= \min \left\{ \min_{m \in \mathcal{A}^1(n)} x_m, \min_{m \in \mathcal{A}^2(n)} z_m \right\}
\end{align*}
\]

Given these definitions, the primal algorithm is given in Algorithm 1.

**Algorithm 1** The Primal Algorithm for \( \mathcal{RSCE}_\text{TWO} \)

1: set \( x^*_n = 0 \) and \( z^*_n = d_n \), \( \forall n \in \mathcal{T} \).
2: set \( k = \max \{ n \in \mathcal{T} : \mathcal{T}(n) \neq \emptyset \} \).
3: while \( k \geq 1 \) 
4: compute \( \mathcal{A}^1(k), \mathcal{A}^2(k), s_k \) and \( \Delta_k \).
5: while \( c^p_k \leq s_k \) 
6: \( x^*_m = \begin{cases} x^*_m + \Delta_k & \text{if } m = k, \\ x^*_m - \Delta_k & \text{if } m \in \mathcal{A}^1(k). \end{cases} \)
7: \( z^*_m = z^*_m - \Delta_k \) if \( m \in \mathcal{A}^2(k) \).
8: update \( \mathcal{A}^1(k), \mathcal{A}^2(k), s_k \) and \( \Delta_k \).
9: end while 
10: \( k = k - 1 \)
11: end while 
12: return \( x^* = (x^*_1, \cdots, x^*_N) \) and \( z^* = (z^*_1, \cdots, z^*_N) \).

### 3.2.2 The Dual Algorithm

In this section, we consider the dual of the stochastic single resource capacity expansion model (3.2) called \( \mathcal{DRSCE}_\text{TWO} \). Let \( \pi_n \) be the dual variable associated with constraint \( n \) in primal problem. Then the dual problem can be formulated as follows:
Model $\mathcal{DRSC\mathcal{E}_{TWO}}$:

\[
\begin{align*}
\text{Max} & \quad \sum_{n \in T} d_n \pi_n \\
\text{s.t.} & \quad \sum_{m \in \bar{T}(n)} \pi_m \leq c^p_n \quad \forall n \in T, \\
& \quad \pi_n \leq c^s_n \quad \forall n \in T, \\
& \quad \pi_n \in \mathbb{R}^+ \quad \forall n \in T.
\end{align*}
\] (3.3)

We present a polynomial-time dual algorithm to solve this dual problem. The algorithm has a greedy nature and is based on the following observation:

**Lemma 3.1.** A solution $\pi = (\pi_1, \pi_2, \cdots, \pi_N)$ is dual feasible if and only if:

\[
0 \leq \pi_n \leq \min \left\{ c^s_n, \min_{m \in \bar{P}(n)} \left\{ c^p_m - \sum_{k \in \bar{T}(m) \setminus \{n\}} \pi_k \right\} \right\}. \tag{3.4}
\]

When $\pi$ is optimal, the second inequality is tight.

**Proof.** Non-negativity of $\pi_n$ and $\pi_n \leq c^s_n$ are guaranteed by the constraints in (3.3). Also, note that for each $n$, all constraints in which $\pi_n$ appears are corresponding to nodes in $\bar{P}(n)$. Therefore, for all $m \in \bar{P}(n)$, we have $\sum_{k \in \bar{T}(m)} \pi_k \leq c^p_m$ or $\pi_n + \sum_{k \in \bar{T}(m) \setminus \{n\}} \pi_k \leq c^p_m$. So, for all $m \in \bar{P}(n)$, we require that $\pi_n \leq c^p_m - \sum_{k \in \bar{T}(m) \setminus \{n\}} \pi_k$, which implies $\pi_n \leq \min_{m \in \bar{P}(n)} \left\{ c^p_m - \sum_{k \in \bar{T}(m) \setminus \{n\}} \pi_k \right\}$. To prove the last claim, suppose that in the optimal solution, the second inequality is not tight. Then we can increase $\pi_n$ to get a new feasible solution with greater objective value, which is a contradiction.

To implement the dual algorithm, we use another indexing system called Dual Indexing system for nodes in the scenario tree. In dual indexing system, nodes are
indexed in decreasing order of their demands and we assume that all demands are different, i.e., \(d_1 > d_2 > \cdots > d_N > 0\). Figure 3.2 shows an example of a scenario tree indexed by dual indexing system.

The dual algorithm is given in Algorithm 2. In the next section, we prove that the primal and dual algorithms return the optimal solution.

**Algorithm 2** The Dual Algorithm for DRSCE$_{TWO}$

1: set \(\pi^*_n = 0\) and \(c^0_n = c^p_n\), \(\forall n \in \mathcal{T}\).
2: for \(k = 1, 2, \cdots, N\)
3: \(\pi^*_k = \begin{cases} \min_{m \in \mathcal{P}(k)} \{c^k_{m-1}\} & \text{if } \min_{m \in \mathcal{P}(k)} \{c^k_{m-1}\} \leq c^s_k, \\ c^k_k & \text{otherwise}. \end{cases}\)
4: \(c^k_n = \begin{cases} c^k_{n-1} - \pi^*_k & \text{if } n \in \mathcal{P}(k), \\ c^k_{n-1} & \text{otherwise}. \end{cases}\)
5: end for
6: return \(\pi^* = (\pi^*_1, \cdots, \pi^*_N)\).

### 3.2.3 Validity of Algorithms

In this section, we verify that the primal and dual algorithms return the primal and dual optimal solutions, respectively. In the following, we assume that \(d_n, c^s_n, \) and \(c^p_n\) are positive numbers for all \(n \in \mathcal{T}\). We first show some properties of the primal
solutions produced by Algorithm 1.

**Lemma 3.2.** In the primal algorithm, if \( x_n^* > 0 \), we can find \( k \in \bar{T}(n) \) such that \( \sum_{m \in P(n)} x_m^* = d_k \).

*Proof.* The scenario tree has \( T \) periods and we use mathematical induction from period \( T \) to 1 to prove the statement. Consider the steps in Algorithm 1. The initial solution requires that \( x_n^* = 0 \) and \( z_n^* = d_n \) for all \( n \in T \). The statement is true for the initial solution because \( x_n^* = 0 \) for all \( n \). For a non-leaf nodes \( k \) in period \( T - 1 \), if we shift up capacity from nodes in \( \mathcal{A}(k) \) to \( k \) as permanent capacity, then \( x_k^* = \Delta_k > 0 \). Since \( \Delta_k \) is the minimum demand among all nodes in \( \mathcal{A}(k) \), the statement holds. If it is still more economical to shift up capacity from nodes in \( \mathcal{A}(k) \) to node \( k \), the next value of \( x_k^* \) will be equal to the second smallest demand in \( \mathcal{A}(k) \). When this procedure stops for node \( k \), the capacity accumulated in node \( k \) is equal to the demand of a node in \( \mathcal{A}(k) \), so the statement holds. Now consider any non-leaf nodes \( k \) in any period before \( t < T - 1 \). Considering the definition of \( \Delta_k \) and the structure of initial solution, if \( \Delta_k \) takes the minimum value among spot market capacities, it will be equal to the demand of a direct descendant node. If \( \Delta_k \) takes the minimum value among permanent capacities, the values are equal to the demand of a future node due to mathematical induction assumption. Therefore, the statement holds for the whole scenario tree. \( \square \)

In Lemma 3.3, we show several properties of the dual solutions resulting from Algorithm 2. To facilitate our following proofs, we define \( m_k \) for each node \( k \) as:

\[
m_k = \arg\min_{n \in \mathcal{P}(k)} \{ c_n^{k-1} \}.
\]

When \( c_n^{k-1} = c_m^{k-1} \), we let \( m_k = m \) if \( t_m < t_n \).

**Lemma 3.3.** In the dual algorithm, the following results hold:
(a) If $\pi_k^* = c_{m_k}^{k-1}$, then $\sum_{m \in \mathcal{T}(m_k)} \pi_m^* = c_{m_k}^p$, and $\pi_i^* = 0$, $\forall i \in \mathcal{T}(m_k)$ with $i > k$.

(b) If $\pi_k^* = c_{m_k}^{k-1}$, then $\sum_{m \in \mathcal{T}(i), m < k} \pi_m^* < c_i^p$, $\forall i \in \mathcal{P}(m_k)$.

(c) If $\pi_k^* = c_k^*$, then $\sum_{m \in \mathcal{T}(i), m < k} \pi_m^* < c_i^p$, $\forall i \in \mathcal{P}(k)$.

Proof. (a) Let us define $\mathcal{U}$, $\mathcal{V}$, and $\mathcal{W}$ as follows:

$$\mathcal{U} = \left\{ i : i \in \mathcal{T}(m_k), i < k, \pi_i^* = \min_{m \in \mathcal{P}(i)} \{ c_{m}^{i-1} \} \right\}$$

$$\mathcal{V} = \left\{ i : i \in \mathcal{T}(m_k), i < k, \pi_i^* = c_i^* \right\}$$

$$\mathcal{W} = \left\{ i : i \in \mathcal{T}(m_k), i > k \right\}$$

According to the step 4 of Algorithm 2 when we consider node $k$, we have $\pi_k^* = c_{m_k}^{k-1} = c_{m_k}^p - \sum_{j \in \mathcal{T}(m_k), j < k} \pi_j^* + \sum_{i \in \mathcal{U}} \pi_i^* - \sum_{i \in \mathcal{V}} \pi_i^*$. Consider the dual constraint:

$$\sum_{m \in \mathcal{T}(m_k)} \pi_m^* = \pi_k^* + \sum_{i \in \mathcal{U}} \pi_i^* + \sum_{i \in \mathcal{V}} \pi_i^* + \sum_{i \in \mathcal{W}} \pi_i^* = c_{m_k}^p + \sum_{i \in \mathcal{W}} \pi_i^* \leq c_{m_k}^p.$$ This implies that $\sum_{i \in \mathcal{W}} \pi_i^* = 0$ and since $\pi_i^* \geq 0$ for all $i$, we must have $\pi_i^* = 0$ for each node $i \in \mathcal{W}$. This also shows that $\sum_{m \in \mathcal{T}(m_k)} \pi_m^* = c_{m_k}^p$ which completes the proof for (a).

(b) Suppose $i \in \mathcal{P}(m_k)$. According to Algorithm 2 when we consider node $k$, we have $c_i^{k-1} = c_i^p - \sum_{m \in \mathcal{T}(i), m < k} \pi_m^*$ or $\sum_{m \in \mathcal{T}(i), m < k} \pi_m^* = c_i^p - c_i^{k-1}$. Since $\pi_k^* = c_{m_k}^{k-1}$, based on the definition of $m_k$, we have $c_i^{k-1} > c_{m_k}^{k-1} \geq 0$. Therefore, $\sum_{m \in \mathcal{T}(i), m < k} \pi_m^* < c_i^p$.

(c) According to Algorithm 2 for any node $i \in \mathcal{P}(k)$, we can write $c_i^{k-1} = c_i^p - \sum_{m \in \mathcal{T}(i), m < k} \pi_m^*$ or $\sum_{m \in \mathcal{T}(i), m < k} \pi_m^* = c_i^p - c_i^{k-1}$. If $c_i^{k-1} = 0$, it requires that $\pi_k^* = 0$ which contradicts $\pi_k^* = c_k^* > 0$. So, $\sum_{m \in \mathcal{T}(i), m < k} \pi_m^* < c_i^p$. □

Lemma 3.4 shows a property of the dual solution resulting from Algorithm 2 To
facilitate our proof, we define sets $U^k_i$ and $V^k_i$ for node $i$ at iteration $k$ of the dual algorithm:

$$U^k_i = \begin{cases} m_j & m_j \in T(i), j < k, \pi^*_j = c^{j-1}_{m_j} \\
\text{and there does not exist } l < k \text{ and } l > j \text{ such that } \\
\pi^*_i = c^{l-1}_{m_l}, m_l \in T(i), \text{ and } T(m_l) \supset T(m_j) \end{cases}$$

$$V^k_i = \begin{cases} j & j \in \bar{T}(i), j < k, \pi^*_j = c^j_j \\
\text{and there does not exist } l < k \text{ and } l > j \text{ such that } \\
\pi^*_i = c^{l-1}_{m_l}, m_l \in T(i), \text{ and } j \in T(m_l) \end{cases}$$

These sets correspond to all of the capacities that could not be shifted up to node $m_k$ in the primal algorithm.

**Lemma 3.4.** In the dual algorithm,

$$c^{k-1}_{m_k} = c^p_{m_k} - \sum_{m_j \in U^k_i} c^p_{m_j} - \sum_{j \in V^k_i} c^s_j$$

**Proof.** Consider node $i$ such that there does not exist $j < k$ and $\pi^*_j = c^{j-1}_{p_{m_j}}$ and $i \in \bar{T}(m_j)$. Note that for any $j < k$, if $j \in \bar{T}(i)$, then either $j \in V^k_i$ or $m_j \in U^k_i$, or there exists $j < l < k$ such that $\pi^*_i = c^{l-1}_{p_{m_l}}$ and $m_l \in T(i)$ and $j \in \bar{T}(m_l)$. Therefore, for node $i$, we have

$$c^{k-1}_i = c^p_i - \sum_{j \in T(i), j < k} \pi^*_j = c^p_i - \sum_{m_j \in U^k_i} c^p_{m_j} - \sum_{j \in V^k_i} c^s_j$$

The conclusion holds when $i = m_k$. 
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Finally, we connect the primal solution and the dual solution in Lemma 3.5 and 3.6 corresponding to the different sources of capacity in the dual solutions:

**Lemma 3.5.** In the dual algorithm, if \( \pi_k^* = c_{mk}^{k-1} \), then:

(a) \( z_k^* = 0 \), and \( x_{mk}^* > 0 \);

(b) \( \sum_{m \in \mathcal{P}(mk)} x_m^* \geq d_k \);

(c) \( \forall i \in \bar{\mathcal{P}}(m_k), \sum_{m \in P(i)} x_m^* < d_k \).

**Proof.**

(a) Since \( \pi_k^* = c_{mk}^{k-1} \), it requires that \( c_{mk}^{k-1} < c_k^i \). On the other hand, from Lemma 3.4, we have \( c_{mk}^i = c_{mk}^p - \sum_{m_j \in \mathcal{U}_{mk}} c_{m_j}^p - \sum_{j \in \mathcal{V}_{mk}} c_j^s \), which implies that \( c_{mk}^p < c_k^i + \sum_{m_j \in \mathcal{U}_{mk}} c_{m_j}^p - \sum_{j \in \mathcal{V}_{mk}} c_j^s \). This means that Algorithm 1 will completely shift up the spot market capacity of node \( k \) (if any) to \( m_k \), i.e., \( z_k^* = 0 \).

Next, we need to ensure that the capacity accumulated at node \( m_k \) will not be shifted up completely, i.e., \( x_{mk}^* > 0 \). Note that for all \( i \in \bar{\mathcal{P}}(m_k) \), \( c_{mk}^i = c_{mk}^p - \sum_{m_j \in \mathcal{U}_{mk}} c_{m_j}^p - \sum_{j \in \mathcal{V}_{mk}} c_j^s \). Since \( c_{mk}^{k-1} < c_{mk}^i \), we have \( c_{mk}^p - \sum_{m_j \in \mathcal{U}_{mk}} c_{m_j}^p - \sum_{j \in \mathcal{V}_{mk}} c_j^s < c_{mk}^i - \sum_{m_j \in \mathcal{U}_{mk}} c_{m_j}^p - \sum_{j \in \mathcal{V}_{mk}} c_j^s \), which implies that \( c_{mk}^i > c_{mk}^p + \sum_{m_j \in \mathcal{U}_{mk}} c_{m_j}^p + \sum_{j \in \mathcal{V}_{mk}} c_j^s \) for all \( i \in \mathcal{P}(m_k) \). According to Algorithm 1, this means that the capacity in \( m_k \) cannot be shifted up completely anymore. So \( x_{mk}^* > 0 \).

(b) To the contrary, Suppose that \( \sum_{m \in \mathcal{P}(mk)} x_m^* < d_k \). Since \( z_k^* = 0 \), we can conclude that there is a node \( j \in \bar{\mathcal{P}}(k) \setminus \mathcal{P}(m_k) \) with \( x_j^* > 0 \). However, in (a), we proved that Algorithm 1 will shift up any capacity of nodes in \( \bar{\mathcal{P}}(k) \setminus \mathcal{P}(m_k) \) to node \( m_k \). So, for all \( j \in \bar{\mathcal{P}}(k) \setminus \mathcal{P}(m_k) \), \( x_j^* \) must be equal to zero, which is a contradiction.

(c) To the contrary, assume that there exists \( i \in \bar{\mathcal{P}}(m_k) \) such that \( \sum_{m \in \mathcal{P}(i)} x_m^* \geq d_k \). Without loss of generality, assume that \( i \) is such a node with the largest \( t_i \). Then
in the primal algorithm, we must have \( c_i^p \leq \sum_{m_j \in U^k_i} c_{m_j}^p + \sum_{j \in V^k_i} c_j^s \). This implies that node \( i = m_k \), which is a contradiction.

**Lemma 3.6.** In the dual algorithm, if \( \pi^*_k = c_k^s \), then:

(a) \( z_k^* > 0 \);

(b) \( \sum_{m \in \bar{P}(k)} x_m^* + z_k^* = d_k \), and \( \sum_{m \in \bar{P}(k)} x_m^* < d_k \).

**Proof.** (a) Since \( \pi^*_k = c_k^s \), we can conclude that for all \( i \in \bar{P}(k) \), \( c_k^s < c_i^{k-1} \). According to Lemma 3.4, \( c_i^{k-1} = c_i^p - \sum_{m_j \in U^k_i} c_{m_j}^p - \sum_{j \in V^k_i} c_j^s \). So, \( c_i^p > c_k^s + \sum_{m_j \in U^k_i} c_{m_j}^p + \sum_{j \in V^k_i} c_j^s \) which implies that no capacity will be shifted up from node \( k \) to nodes \( i \in \bar{P}(k) \) as permanent capacity according to Algorithm 1. Since the initialization of Algorithm 1 enforces all \( z_n \) to be positive, we can conclude that \( z_k^* > 0 \).

(b) To the contrary, assume that \( \sum_{m \in \mathcal{P}(k)} x_m^* + z_k^* > d_k \). Since \( z_k^* > 0 \), we can decrease \( z_k^* \) to make the constraint tight. This will give us a new feasible solution with less objective value, which contradicts optimality. Then the second half of the claim follows.

The next theorem will show that the solutions returned by the primal and dual algorithms are optimal.

**Theorem 3.2.** The solution \( (x^*, z^*) = (x_1^*, x_2^*, \ldots, x_N^*, z_1^*, z_2^*, \ldots, z_N^*) \) returned by the primal algorithm and the solution \( \pi^* = (\pi_1^*, \pi_2^*, \ldots, \pi_N^*) \) returned by the dual algorithm are optimal.

**Proof.** First, we show that \( (x^*, z^*) \) and \( \pi^* \) are both feasible solutions of primal and dual problem, respectively. In the primal algorithm, we start with a feasible solution
and in each iteration, we shift up $\Delta_k$ capacity which preserve feasibility. The feasibility of $\pi^*$ is guaranteed by Lemma 3.1.

Next, we need to prove the complementary slackness for primal and dual solutions:

\[
\pi^*_n > 0 \implies \sum_{m \in \mathcal{P}(n)} x^*_m + z^*_n = d_n \tag{3.5}
\]

\[
\sum_{m \in \mathcal{T}(n)} \pi^*_m < c^p_n \implies x^*_n = 0 \tag{3.6}
\]

\[
\pi^*_n < c^s_n \implies z^*_n = 0 \tag{3.7}
\]

Assume that we are using the dual indexing system. Suppose that $\pi^*_n > 0$. To prove (3.5), two cases are considered:

Case 1: If $\pi^*_n = c^s_n$, Lemma 3.6(b) guarantees that $\sum_{m \in \mathcal{P}(n)} x^*_m + z^*_n = d_n$.

Case 2: If $\pi^*_n = c^{n-1}_{mn}$, to the contrary, assume that $\sum_{m \in \mathcal{P}(n)} x^*_m + z^*_n > d_n$. According to Lemma 3.5(a), $z^*_k = 0$ and $x^*_m > 0$. Now, according to Lemma 3.2, there is a node $k \in \mathcal{T}(m_n)$ such that $\sum_{m \in \mathcal{P}(m_n)} x^*_m = d_k$, which implies that $d_k > d_n$ or $k < n$. Now, consider the optimal dual variable of node $k$, i.e. $\pi^*_k$. If $\pi^*_k = c^s_k$, Lemma 3.6(b) requires that $\sum_{m \in \mathcal{P}(k)} x^*_m < d_k$, which contradicts $\sum_{m \in \mathcal{P}(m_n)} x^*_m = d_k$, because $k \in \mathcal{T}(m_n)$. If $\pi^*_k = c^{k-1}_{mk}$, when $m_k \in \mathcal{T}(m_n)$, Lemma 3.5(c) requires that $\sum_{m \in \mathcal{P}(m_n)} x^*_m < d_k$ which contradicts $\sum_{m \in \mathcal{P}(m_n)} x^*_m = d_k$; when $m_k \in \mathcal{P}(m_n)$, then since $n > k$ and $n \in \mathcal{T}(m_k)$, Lemma 3.3(a) requires that $\pi^*_n = 0$ which contradicts $\pi^*_n > 0$. Case $\sum_{m \in \mathcal{P}(n)} x^*_m + z^*_n < d_n$ is impossible, because it violates primal feasibility. Therefore, (3.5) holds.

To prove (3.6), we again use contradiction. Suppose that $\sum_{m \in \mathcal{T}(n)} \pi^*_m < c^p_n$ and $x^*_n > 0$ simultaneously. According to Lemma 3.2, we can find a $k \in \mathcal{T}(n)$, such that
\[ \sum_{m \in \mathcal{P}(n)} x^*_m = d_k. \] Now, consider the optimal dual value of \( k \), i.e., \( \pi^*_k \):

Case 1: \( \pi^*_k = c^*_k \). Lemma 3.6(b) implies that \( \sum_{m \in \mathcal{P}(k)} x^*_m < d_k \) which contradicts \( \sum_{m \in \mathcal{P}(n)} x^*_m = d_k \), since \( \mathcal{P}(n) \subseteq \mathcal{P}(k) \).

Case 2: \( \pi^*_k = c^*_{m_k} - 1 \). If \( m_k \in \mathcal{T}(n) \), then \( n \in \mathcal{P}(m_k) \), and Lemma 3.5(c) requires that \( \sum_{m \in \mathcal{P}(n)} x^*_m < d_k \) which contradicts \( \sum_{m \in \mathcal{P}(n)} x^*_m = d_k \). If \( m_k \in \mathcal{P}(n) \), according to Lemma 3.5(b), we have \( \sum_{m \in \mathcal{P}(m_k)} x^*_m \geq d_k \). However, since \( \sum_{m \in \mathcal{P}(n)} x^*_m = d_k \) and \( n \in \mathcal{T}(m_k) \), it requires that \( x^*_n = 0 \) which is a contradiction. So, the only remaining possibility is \( m_k = n \). In this case, Lemma 3.3(a) requires that \( \sum_{m \in \mathcal{T}(m_k)} \pi^*_m = c^p_{m_k} \).

Since \( m_k = n \), then \( \sum_{m \in \mathcal{T}(n)} \pi^*_m = c^p_n \) which contradicts \( \sum_{m \in \mathcal{T}(n)} \pi^*_m < c^p_n \). Therefore, (3.6) holds.

Finally, When \( \pi^*_n < c^*_n \), we have a node \( m_n \) such that \( \pi^*_n = c^*_{m_n} - 1 \). According to Lemma 3.5(a), we have \( z^*_n = 0 \). Therefore, (3.7) holds.

3.2.4 Complexity

Suppose the scenario tree is a complete tree with \( T \) time periods and \( B \) branches for every non-leaf node. Then the number of nodes in the scenario tree is equal to

\[ N = \sum_{t=0}^{T-1} B^t = \frac{B^T - 1}{B - 1}, \]

which implies that \( T \sim \mathcal{O}(\log N) \).

**Theorem 3.3.** The complexity of the primal algorithm is \( \mathcal{O}(N^2) \).

**Proof.** Initialization step needs at most \( N \) operations. Computing each of \( A(k) \), \( s_k \), and \( \Delta_k \) requires at most \( N \) operations. The external while (in step 3) will run at most \( n \) times. Each iteration of the internal while (in step 5) will deplete the capacity for one node and the variable adjustments will be of the complexity of at most \( \mathcal{O}(N) \). So the dominant complexity is for two whiles which is \( \mathcal{O}(N^2) \). \( \square \)
Theorem 3.4. The complexity of the dual algorithm is $O(N \log N \log(\log N))$.

Proof. Sorting the demands of $N$ nodes has a complexity of $N \log N$. For each node, updating $\pi_k^*$ and $c_k^n$ requires at most $T$ minimization and $T$ for new values. Each minimization has a complexity of $T \log T$. Therefore, the total number of operations is at most $N \log N + N(T \log T + T)$. Since $T \sim O(\log N)$, the number of operations is no more than $N \log N(2 + \log(\log N))$. So, the complexity is $O(N \log N \log(\log N))$. 

3.2.5 Experimental Results

In this section, we present some experimental results that compare the solution times of the designed primal and dual algorithm with those of CPLEX LP solver.

We create 15 instances of the model $\mathcal{SCETWO}$ by changing the number of periods in the scenario tree ($T$) and the number of branches of the scenario tree ($B$). This results in generating instances with a wide range of scenario tree size ($N$). The results are shown in Table 3.2. It is important to mention that CPLEX is solving an LP in these tests.

All the codes are written in C++ using IBM/ILOG CPLEX 12.6 Concert Technology. The experiments are conducted on a computer with an Intel Core i3-M330 2.13GHz processor and 4.00 GB of RAM running Ubuntu 14.04 LTS.

Table 3.2 shows that the primal and dual algorithms can perform better than CPLEX LP solver in all instances, especially for large-scale problems. The data presented in Table 3.2 also confirm that the complexity of the dual algorithm is less than the complexity of the primal algorithm.
Table 3.2: Performance of the primal and dual algorithms for $SCE_{TWO}$

<table>
<thead>
<tr>
<th>$T$</th>
<th>$B$</th>
<th>$N$</th>
<th>Time (s)</th>
<th>% of CPLEX Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>CPLEX</td>
<td>Primal</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>781</td>
<td>0.013</td>
<td>0.003</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3,280</td>
<td>0.040</td>
<td>0.010</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>4,095</td>
<td>0.043</td>
<td>0.022</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>11,111</td>
<td>0.109</td>
<td>0.025</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>19,531</td>
<td>0.230</td>
<td>0.044</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>32,767</td>
<td>0.669</td>
<td>0.112</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>97,656</td>
<td>0.852</td>
<td>0.235</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>349,525</td>
<td>6.034</td>
<td>0.934</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>488,281</td>
<td>8.826</td>
<td>1.245</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>797,161</td>
<td>18.668</td>
<td>2.526</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>1,048,575</td>
<td>36.781</td>
<td>4.440</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>1,111,111</td>
<td>37.341</td>
<td>4.865</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>2,396,745</td>
<td>67.269</td>
<td>5.708</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>5,592,405</td>
<td>376.479</td>
<td>16.044</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>7,174,453</td>
<td>23.868</td>
<td>14.109</td>
</tr>
</tbody>
</table>

* For the last instance, CPLEX LP solver encounters an out of memory exception.

3.3 Single Resource Stochastic Capacity Expansion with Three Sources of Capacity*

In previous section, we studied multi-stage stochastic capacity expansion for a single resource problem with two types of capacity (permanent and spot market) available to purchase. In this section, we add another source of capacity called the contract capacity. In order to have this capacity available in the current period, the decision maker has to sign a contract in previous periods. At the first glance, the three capacity...

sources model of this section is not very different from the two capacity sources model of the previous section. Thus, one might expect that the algorithm design and complexities will be similar. However, through the rest of this section, it can be seen that the algorithms and their validity proofs are quite different and more sophisticated for the three capacity model of this section. This is because the interactions among three sources of capacity are more complicated than the interactions between two sources of capacity.

Furthermore, it is noteworthy that, although the three capacity model presented in this section assumes that the length of the contract for capacity is one period, this model can capture the case where the decision maker can sign contracts for an arbitrary number of periods. Surprisingly, we will show that the complexity of algorithms that we design will not change, when we implement them for problems allowing multiple period contracts.

This multi-stage stochastic capacity expansion for a single resource problem with three types of capacity (permanent, spot market, and contract) is called $SCE_{THREE}$ and its notation is presented in Table 3.3.

We assume that we do not have any previously purchased or contracted capacity. We also assume that all costs and demands are positive and all costs are discounted to their present value. With these assumptions, the model $SCE_{THREE}$ can be formulated as follows:
Table 3.3: Notations of the model $\text{SC\textit{E}}_{\text{THREE}}$

<table>
<thead>
<tr>
<th>Parameters:</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c^p_n$</td>
<td>Unit cost of permanent capacity acquisition for node $n$</td>
</tr>
<tr>
<td>$c^s_n$</td>
<td>Unit cost of spot market capacity acquisition for node $n$</td>
</tr>
<tr>
<td>$c^c_n$</td>
<td>Unit cost of contract capacity acquisition for node $n$</td>
</tr>
<tr>
<td>$p_n$</td>
<td>Probability of node $n$</td>
</tr>
<tr>
<td>$d_n$</td>
<td>Demand of node $n$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision variables:</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_n$</td>
<td>Permanent capacity acquisition in node $n$</td>
</tr>
<tr>
<td>$z_n$</td>
<td>Spot market capacity acquisition in node $n$</td>
</tr>
<tr>
<td>$y_n$</td>
<td>Contract capacity acquisition in node $n$</td>
</tr>
</tbody>
</table>

Model $\text{SC\textit{E}}_{\text{THREE}}$:

$$\begin{align*}
\text{Min} & \sum_{n\in\mathcal{T}} p_n (c^p_n x_n + c^c_n y_n + c^s_n z_n) \\
\text{s.t.} & \sum_{m\in\mathcal{P}(n)} x_m + y_{a(n)} + z_n \geq d_n \quad \forall n \in \mathcal{T}, \\
& x_n, y_n, z_n \in \mathbb{Z}^+ \quad \forall n \in \mathcal{T},
\end{align*}$$

(3.8)

where the objective minimizes the expected total cost of all three types of capacity acquisition over the scenario tree, and the constraint guarantees that for each node in the scenario tree, the total capacity available at node $n$ will satisfy the demand. Note that we purchase the permanent capacity or sign the contract capacity at the beginning of a period, before the realization of the random demand in the same period. So that in model (3.8), we make permanent or contract capacity available in the next period of when they are purchased or signed. In other words, $x_n$ will appear in $\mathcal{T}(n)$ and $y_n$ will appear in $\mathcal{C}(n)$. We emphasize that our model can deal with contracts with arbitrary number of periods. For simplicity of exposition, we only use
the one-period contract in (3.8). Model \( \text{SCE}_{\text{THREE}} \) has the following property:

**Theorem 3.5.** If the demands are integer-valued, the LP relaxation of \( \text{SCE}_{\text{THREE}} \) will yield integral optimal solutions.

*Proof.* Suppose \( A \) is the left hand side matrix of \( \text{SCE}_{\text{THREE}} \). Note that \( A \) is a 0-1 matrix and each row in \( A \) is corresponding to a node in the scenario tree. Consider the \( z_n \) columns. Clearly, there is a single 1 in each column and all other entries are zeros. Consider the \( y_n \) columns, entry of row \( i \) and column \( j \) is 1 only if \( i \in \mathcal{C}(j) \). Consider the \( x_n \) columns, entry of row \( i \) and column \( j \) is 1 only if \( i \in \mathcal{T}(j) \). We can reorder the constraints according to the following procedure: We start from the root node and after each insertion of a node \( n \), we immediately insert all nodes in \( \mathcal{C}(n) \). If there is more than one node in \( \mathcal{C}(n) \), we will re-start the process from the first inserted node, and when there is no more node to insert, we continue the procedure from the last non-inserted node based on a depth-first method. This new ordering guarantees that in each column, the 1’s appear consecutively. Therefore, \( A \) is an interval matrix which is totally unimodular. \( \square \)

Based on Theorem 3.5, if the demands are integer-valued, we can solve the linear relaxation of \( \text{SCE}_{\text{THREE}} \) which can be modeled as follows:

Model \( \text{RSCE}_{\text{THREE}} \):

\[
\begin{align*}
\text{Min} & \quad \sum_{n \in \mathcal{T}} (c_n^p x_n + c_n^e y_n + c_n^s z_n) \\
\text{s.t.} & \quad \sum_{m \in \mathcal{P}(n)} x_m + y_{a(n)} + z_n \geq d_n \quad \forall n \in \mathcal{T}, \\
& \quad x_n, y_n, z_n \in \mathbb{R}^+ \quad \forall n \in \mathcal{T}.
\end{align*}
\]

(3.9)

Note that for simplicity of exposition, we have removed the \( p_n \)'s from the objective
function. In the following, all our algorithms are designed for \( \text{RSCE}_{THREE} \).

### 3.3.1 The Primal Algorithm

In this section, we propose a polynomial-time primal algorithm for \( \text{RSCE}_{THREE} \). The primal algorithm will check if it is more economical to shift up capacity to an ancestor node as either permanent capacity or contract capacity by comparing the costs of permanent capacity or contract capacity in an ancestor node with the total cost of permanent, contract, and spot market capacities in descendant nodes.

For this algorithm, we assume that the nodes in the scenario tree \( T \) are indexed by the primal indexing system. The algorithm starts with an initial feasible solution, where \( x_n^* = y_n^* = 0 \) and \( z_n^* = d_n \) for all \( n \in T \). Besides, we need the following definitions:

\[
\mathcal{A}^1(n) = \{ m \in \hat{T}(n) : x_m > 0, \text{ and } x_k = 0, \forall k \in \bar{\mathcal{P}}(m) \setminus \mathcal{P}(n) \} \\
\mathcal{A}^2(n) = \{ m \in \hat{T}(n) : y_m > 0, \text{ and } x_k = 0, \forall k \in \mathcal{P}(m) \setminus \mathcal{P}(n) \} \\
\mathcal{A}^3(n) = \{ m \in \hat{T}(n) : z_m > 0, \text{ and } x_k = y_k = 0, \forall k \in \mathcal{P}(m) \setminus \mathcal{P}(n) \} \\
\mathcal{A}(n) = \mathcal{A}^1(n) \cup \mathcal{A}^2(n) \cup \mathcal{A}^3(n) \\
\Delta_1^n = \operatorname{Min} \left\{ \operatorname{Min}_{m \in \mathcal{A}^1(n)} x_m, \operatorname{Min}_{m \in \mathcal{A}^2(n)} y_m, \operatorname{Min}_{m \in \mathcal{A}^3(n)} z_m \right\} \\
\Delta_2^n = \operatorname{Min}_{m \in \mathcal{C}(n), z_m > 0} z_m \\
B_1^n = \sum_{m \in \mathcal{A}^1(n)} c_p^m + \sum_{m \in \mathcal{A}^2(n)} c_c^m + \sum_{m \in \mathcal{A}^3(n)} c_s^m - c_p^n \\
B_2^n = \sum_{m \in \mathcal{C}(n), z_m > 0} c_s^m - c_c^n
\]

Given these notations, the primal algorithm is presented in Algorithm 3.
Algorithm 3 The Primal Algorithm for $\text{RSCE}_{\text{THREE}}$

1: set $x_n^* = y_n^* = 0$ and $z_n^* = d_n$, $\forall n \in T$.
2: set $k = \text{Max}\{n \in T : \overline{T}(n) \neq \emptyset\}$.
3: while $k \geq 1$
4: compute $A^1_k, A^2_k, A^3_k, \Delta^1_k, \Delta^2_k, B^1_k$ and $B^2_k$.
5: while $B^1_k \geq 0$ or $B^2_k \geq 0$
6: if $B^2_k > B^1_k$
7: $z_m^* = z_m^* - \Delta^2_k$, $\forall m \in C(k)$ and $z_m^* > 0$
8: $y_k^* = y_k^* + \Delta^2_k$
9: else
10: $z_m^* = z_m^* - \Delta^1_k$, $\forall m \in A^3(k)$
11: $y_m^* = y_m^* - \Delta^1_k$, $\forall m \in A^2(k)$
12: $x_m^* = \begin{cases} x_m^* + \Delta^1_k & \text{if } m = k, \\ x_m^* - \Delta^1_k & \text{if } m \in A^1(k). \end{cases}$
13: end if
14: update $A^1_k, A^2_k, A^3_k, \Delta^1_k, \Delta^2_k, B^1_k$ and $B^2_k$.
15: end while
16: $k = k - 1$
17: end while
18: return $x^*, y^*, z^*$.

3.3.2 The Dual Algorithm

In this section, we consider the dual of the stochastic single resource capacity expansion model $\text{RSCE}_{\text{THREE}}$, which can be formulated as follows:

Model $\text{DRSCE}_{\text{THREE}}$:

$$\text{Max} \sum_{n \in T} d_n \pi_n$$

s.t. $$\sum_{m \in \overline{T}(n)} \pi_m \leq c^p_n \quad \forall n \in T,$$

$$\sum_{m \in C(n)} \pi_m \leq c^c_n \quad \forall n \in T,$$

$$\pi_n \leq c^s_n \quad \forall n \in T,$$

$$\pi_n \in \mathbb{R}^+ \quad \forall n \in T.$$
We present a polynomial-time dual algorithm to solve (3.10). The algorithm has a greedy nature and is based on the following observation.

**Lemma 3.7.** A solution \( \pi = (\pi_1, \pi_2, \cdots, \pi_N) \) is dual feasible for (3.10), if and only if \( \pi_n \geq 0 \) and:

\[
\pi_n \leq \min \left\{ \min_{m \in \mathcal{P}(n)} \left\{ c_p^m - \sum_{k \in \mathcal{T}(m) \setminus \{n\}} \pi_k \right\}, c_a(n) - \sum_{m \in \mathcal{C}(a(n)) \setminus \{n\}} \pi_m, c_s^n \right\}.
\] (3.11)

When \( \pi \) is optimal, the second inequality is tight.

**Proof.** Non-negativity of \( \pi_n \) and \( \pi_n \leq c_s^n \) are guaranteed by forth and third constraints of dual problem (3.10), respectively. Also, note that for each \( n \) in first constraint, all constraints in which \( \pi_n \) will appear are corresponding to \( \mathcal{P}(n) \). Therefore, for all \( m \in \mathcal{P}(n) \), we have \( \sum_{k \in \mathcal{T}(m)} \pi_k \leq c_p^m \) or \( \pi_n \leq c_p^m - \sum_{k \in \mathcal{T}(m) \setminus \{n\}} \pi_k \), which means \( \pi_n \leq \min_{m \in \mathcal{P}(n)} \left\{ c_p^m - \sum_{k \in \mathcal{T}(m) \setminus \{n\}} \pi_k \right\} \). Now consider the second constraint. For each \( n \), \( \pi_n \) will appear in the constraint for \( a(n) \). Therefore, \( \sum_{m \in \mathcal{C}(a(n))} \pi_m \leq c_a(n) \) or \( \pi_n \leq c_a(n) - \sum_{m \in \mathcal{C}(a(n)) \setminus \{n\}} \pi_m \). To prove the last claim, suppose that in the optimal solution, the second inequality is not tight. Then we can always increase \( \pi_n \) to get a new feasible solution with greater objective value, which is a contradiction.

Given the above observation and using the dual indexing system, the dual algorithm is given in Algorithm 4.

### 3.3.3 Validity of Algorithms

In this section, we verify that the primal and dual algorithms for \( \text{RSCETREE} \) return the primal and dual optimal solutions, respectively. In the following, we assume that
Algorithm 4 The Dual Algorithm for $\text{DRSC}\mathcal{E}\text{THREE}$

1: set $\pi^*_{n} = 0$, $\forall n \in \mathcal{T}$.
2: set $cp^0_n = c^p_n$, $cc^0_n = c^c_n$, $\forall n \in \mathcal{T}$.
3: for $k = 1, 2, \cdots, N$
4: \hspace{1em} If $\text{Min}_{m \in \mathcal{P}(k)} \{ cp^{k-1}_m \} > c^s_k$ and $cc^{k-1}_{a(k)} > c^s_k$
5: \hspace{2em} $\pi^*_k = c^s_k$
6: \hspace{1em} else if $\text{Min}_{m \in \mathcal{P}(k)} \{ cp^{k-1}_m \} > cc^{k-1}_{a(k)}$
7: \hspace{2em} $\pi^*_k = cc^{k-1}_{a(k)}$
8: \hspace{1em} else
9: \hspace{2em} $\pi^*_k = \text{Min}_{m \in \mathcal{P}(k)} \{ cp^{k-1}_m \}$
10: \hspace{1em} end if
11: $cp^k_n = \begin{cases} cp^{k-1}_n - \pi^*_k & \text{if } n \in \tilde{\mathcal{P}}(k), \\ cp^{k-1}_n & \text{otherwise}. \end{cases}$
12: $cc^k_n = \begin{cases} cc^{k-1}_n - \pi^*_k & \text{if } n = a(k) \text{ and } \pi^*_k \neq \text{Min}_{m \in \tilde{\mathcal{P}}(k)} \{ cp^{k-1}_m \}, \\ cc^{k-1}_n & \text{otherwise}. \end{cases}$
13: end for
14: return $\pi^* = (\pi^*_1, \cdots, \pi^*_N)$.

$d_n$, $c^s_n$, and $c^p_n$ are positive numbers for all $n \in \mathcal{T}$, and $d_1 > d_2 > \cdots > d_N$. We also define $m_k$ for each node $k$ as: $m_k = \arg\min_{n \in \mathcal{P}(k)} \{ cp^{k-1}_m \}$. When $cp^{k-1}_n = cp^{k-1}_m$, we let $m_k = m$ if $t_m < t_n$.

We first show some properties of the primal solutions produced by Algorithm 3.

**Lemma 3.8.** *In the primal algorithm:*

(a) If $x^*_n > 0$, we can find $k \in \mathcal{T}(n)$ such that $\sum_{m \in \mathcal{P}(n)} x^*_m = d_k$;

(b) If $y^*_n > 0$, we can find $k \in \mathcal{C}(n)$ such that $\sum_{m \in \mathcal{P}(n)} x^*_m + y^*_n = d_k$.

**Proof.** Note that the scenario tree has $T$ periods. We can use mathematical induction from period $T$ to 1 to prove (a) and (b) simultaneously. Consider the steps in Algorithm 3. The initial solution requires that $x^*_n = y^*_n = 0$ and $z^*_n = d_n$ for all $n \in \mathcal{T}$. Clearly, the statements hold for the initial solution. For a non-leaf node $k$ in period
$T - 1$, if we shift up capacity from nodes in $A(k)$ to $k$ as permanent capacity, then $x_k^* = \Delta^1_k > 0$. If we shift up capacity from nodes in $A(k)$ to $k$ as contract capacity, then $y_k^* = \Delta^2_k > 0$. Note that $A(k) = C(k)$. In either case, $x_k^*$ or $y_k^*$ will be the minimum demand among all nodes in $C(k)$, and the statements hold. If it is still more economical to shift up capacity from the rest of nodes in $C(k)$ to node $k$, the next value of $x_k^*$ or $y_k^*$ will be equal to the second smallest demand in $C(k)$. When this procedure stops for node $k$, the statements hold.

Now consider any non-leaf node $k$ in any period $t < T - 1$. Consider two cases. Firstly, $B_k^1 \geq B_k^2$ and $B_k^1 \geq 0$. According to the definition, $\Delta^1_k$ takes the minimum value among permanent capacities or contract capacities or spot market capacities of certain descendants of $k$, the statements hold according to mathematical induction assumption. Secondly, $B_k^2 > B_k^1$ and $B_k^2 \geq 0$. Then according to the definition, $\Delta^2_k$ takes the minimum value among spot market capacities of direct descendants (sons) of $k$. It will be equal to the demand of a future node due to mathematical induction assumption. Therefore the statements hold for the whole scenario tree.

In Lemma 3.9 and Proposition 1, we show some properties of the dual solutions produced by Algorithm 4. To facilitate our proofs, we define sets $\mathcal{U}_i^k$, $\mathcal{V}_i^k$, and $\mathcal{W}_i^k$ for node $i$ at iteration $k$ in the dual algorithm:

$$\mathcal{U}_i^k = \left\{ m_j \mid \begin{array}{l} m_j \in \mathcal{T}(i), j < k, \pi_j^* = cp_j^{j-1} \\
\text{and there does not exist } l < k \text{ and } l > j \text{ such that } \\
\pi_l^* = cp_l^{l-1}, m_l \in \mathcal{T}(i), \text{ and } \mathcal{T}(m_l) \supset \mathcal{T}(m_j) \end{array} \right\},$$

$$\mathcal{V}_i^k = \left\{ m_i \mid \begin{array}{l} m_i \in \mathcal{T}(i), \pi_i^* = cp_i^{i-1} \\
\text{and there does not exist } l < k \text{ and } l > i \text{ such that } \\
\pi_l^* = cp_l^{l-1}, m_l \in \mathcal{T}(i), \text{ and } \mathcal{T}(m_l) \supset \mathcal{T}(m_i) \end{array} \right\},$$

$$\mathcal{W}_i^k = \left\{ m_k \mid \begin{array}{l} m_k \in \mathcal{T}(i), \pi_k^* = cp_k^{k-1} \end{array} \right\}.$$
\[ V_k^i = \left\{ a(j) \mid a(j) \in \mathcal{T}(i), j < k, \pi_j^* = cc_j^{i-1}, \text{and there does not exist } l < k \text{ and } l > j \text{ such that } \pi_l^* = cp_{m_l}^i, m_l \in \mathcal{T}(i), \text{ and } a(j) \in \mathcal{T}(m_l) \right\} \]

\[ W_k^i = \left\{ j \mid j \in \mathcal{T}(i), j < k, \pi_j^* = c_j^i \text{ and there does not exist } l < k \text{ and } l > j \text{ such that } \pi_l^* = cp_{m_l}^i, m_l \in \mathcal{T}(i), \text{ or } \pi_l^* = cc_{a(l)}^{i-1}, a(l) \in \mathcal{T}(i), \text{ and } j \in \mathcal{C}(a(l)) \right\} . \]

These three sets correspond to all the capacities that could not be shifted up to node \( m_k \) in the primal algorithm.

**Lemma 3.9.** In the dual algorithm, the following results hold:

(a) If \( \pi_k^* = cp_{m_k}^{k-1} \), then \( \sum_{m \in \mathcal{T}(m_k)} \pi_m^* = c_{m_k}^p \), and \( \pi_i^* = 0 \), \( \forall i \in \mathcal{P}(m_k) \) with \( i > k \).

(b) If \( \pi_k^* = cp_{m_k}^{k-1} \), then \( \sum_{m \in \mathcal{T}(i), m < k} \pi_m^* < c_i^p \) for all \( i \in \mathcal{P}(m_k) \).

(c) If \( \pi_k^* = ce_{a(k)}^{k-1} \), then \( \sum_{m \in \mathcal{C}(a(k))} \pi_m^* = c_{a(k)}^e \), and \( \pi_i^* = 0 \), \( \forall i \in \mathcal{C}(a(k)) \) with \( i > k \).

(d) If \( \pi_k^* = ce_{a(k)}^{k-1} \), then \( \sum_{m \in \mathcal{T}(i), m < k} \pi_m^* < c_i^p \), \( \forall i \in \mathcal{P}(a(k)) \).

(e) If \( \pi_k^* = c_k^s \), then \( \sum_{m \in \mathcal{T}(i), m < k} \pi_m^* < c_i^p \), \( \forall i \in \mathcal{P}(k) \), and \( \sum_{m \in \mathcal{C}(a(k))} \pi_m^* < c_{a(k)}^e \).

**Proof.** Let us define \( \mathcal{U}, \mathcal{V}, \mathcal{W}, \) and \( \mathcal{X} \) as follows:

\[ \mathcal{U} = \{ i : i \in \mathcal{T}(m_k), i < k, \pi_i^* = cp_{m_i}^{i-1} \} \]

\[ \mathcal{V} = \{ i : i \in \mathcal{T}(m_k), i < k, \pi_i^* = cc_{a(i)}^{i-1} \} \]

\[ \mathcal{W} = \{ i : i \in \mathcal{T}(m_k), i < k, \pi_i^* = c_i^s \} \]

\[ \mathcal{X} = \{ i : i \in \mathcal{T}(m_k), i > k \} \]
According to the step 11 of Algorithm 4 when we consider node $k$, we have $\pi_k^* = c_{m_k}^p = c_{m_k}^p - \sum_{j \in \bar{T}(m_k), j < k} \pi_j^* = c_{m_k}^p - \sum_{i \in U} \pi_i^* - \sum_{i \in V} \pi_i^* - \sum_{i \in W} \pi_i^*$. Consider the dual constraint: $\sum_{m \in \bar{T}(m_k)} \pi_m^* = \pi_k^* + \sum_{i \in U} \pi_i^* + \sum_{i \in V} \pi_i^* + \sum_{i \in W} \pi_i^* + \sum_{i \in \mathcal{X}} \pi_i^* = c_{m_k}^p + \sum_{i \in \mathcal{X}} \pi_i^* \leq c_{m_k}^p$. This implies that $\sum_{i \in \mathcal{X}} \pi_i^* = 0$ and since $\pi_i^* \geq 0$ for all $i$, we must have $\pi_i^* = 0$ for each node $i \in \mathcal{X}$. This also shows that $\sum_{m \in \bar{T}(m_k)} \pi_m^* = c_{m_k}^p$ which completes the proof of (a).

(b) Suppose $i \in \bar{P}(m_k)$. According to Algorithm 4, when we consider node $k$, we have $c_{i}^{k-1} = c_i^p - \sum_{m \in \bar{T}(i), m < k} \pi_m^*$. Consider the dual constraint: $\sum_{m \in \mathcal{C}(a(k))} \pi_m^* = \pi_k^* + \sum_{i \in U} \pi_i^* + \sum_{i \in \mathcal{X}} \pi_i^*$. This implies that $\sum_{i \in \mathcal{X}} \pi_i^* = 0$, i.e., $\pi_i^* = 0$ for each node $i \in \mathcal{X}$. This also shows that $\sum_{m \in \mathcal{C}(a(k))} \pi_m^* = c_{a(k)}^c$ which completes the proof of (c).

(d) Suppose $i \in \mathcal{P}(a(k))$. According to Algorithm 4, when we consider node $k$, we have $c_{i}^{k-1} = c_i^p - \sum_{m \in \bar{T}(i), m < k} \pi_m^*$. Consider the dual constraint: $\sum_{m \in \mathcal{C}(a(k))} \pi_m^* = \pi_k^* + \sum_{i \in U} \pi_i^* + \sum_{i \in \mathcal{X}} \pi_i^*$. This implies that $\sum_{i \in \mathcal{X}} \pi_i^* = 0$, i.e., $\pi_i^* = 0$ for each node $i \in \mathcal{X}$. This also shows that $\sum_{m \in \mathcal{C}(a(k))} \pi_m^* = c_{a(k)}^c$ which completes the proof of (e).

(e) According to Algorithm 4, for any node $i \in \bar{P}(k)$, we have $c_{i}^{k-1} = c_i^p - \sum_{m \in \bar{T}(i), m < k} \pi_m^*$. If $c_{i}^{k-1} = 0$, it requires that $\pi_k^* = 0$ which is a contradiction of $\pi_k^* = c_k^e > 0$. So $\sum_{m \in \bar{T}(i), m < k} \pi_m^* < c_i^p$. For node $a(k)$, we have $c_{a(k)}^{k-1} = c_{a(k)}^e - \sum_{m \in \mathcal{C}(a(k)), m < k} \pi_m^*$. Note that $c_{a(k)}^{k-1} > c_k^e \geq 0$, so that $\sum_{m \in \mathcal{C}(a(k)), m < k} \pi_m^* < c_{a(k)}^e$.

**Proposition 1.** In the dual algorithm, the following results hold:
(a) \[ cp^{k-1}_{m_k} = c^p_{m_k} - \sum_{j \in U^k_{m_k}} c^p_{m_j} - \sum_{a(j) \in V^k_{m_k}} c^c_{a(j)} - \sum_{j \in W^k_{m_k}} c^s_j. \]

(b) If there exists \( j \in C(a(k)) \) such that \( j < k \) and \( \pi^*_j = cc_{a(j)}^{j-1} \), then \( cc_{a(k)}^{k-1} = 0; \) otherwise \( cc_{a(k)}^{k-1} = c^c_{a(k)} - \sum_{j \in C(a(k)), j<k} \pi^*_j = c^s_j c^s_j. \)

**Proof.** (a) Consider node \( i \) such that there does not exist \( j < k \) and \( \pi^*_j = cp^{j-1}_{m_j} \) and \( i \in \bar{T}(m_j) \). Note that for any \( j < k \), if \( j \in T(i) \), then either \( j \in W^k_i \), or \( a(j) \in V^k_i \), or \( m_j \in U^k_i \), or there exists \( j < l < k \) such that \( \pi^*_j = cp^{l-1}_{m_l} \) and \( m_l \in T(i) \) and \( j \in \bar{T}(m_l) \), or there exists \( j < l < k \) such that \( \pi^*_l = cc_{a(l)}^{l-1} \) and \( a(l) \in T(i) \) and \( j \in C(a(l)) \). Therefore, for node \( i \), we have

\[
cp^{k-1}_i = c^p_i - \sum_{j \in T(i), j<k} \pi^*_j = c^p_i - \sum_{j \in U^k_i} c^p_{m_j} - \sum_{a(j) \in V^k_i} c^c_{a(j)} - \sum_{j \in W^k_i} c^s_j.
\]

The conclusion holds when \( i = m_k \).

(b) Note that \( cc_{a(k)}^{k-1} = c^c_i - \sum_{j \in C(i), j<k} \pi^*_j \) and Algorithm 4 will update \( cc_{a(k)}^{k} \) only if \( \pi^*_j = c^s_j \) or \( \pi^*_k = cc_{a(k)}^{k-1} \). If there exists a node \( j \in C(a(k)) \) such that \( j < k \) and \( \pi^*_j = cc_{a(j)}^{j-1} \), then \( cc_{a(k)}^{j-1} = cc_{a(j)}^{j-1} - \pi^*_j = 0. \) This means that for all nodes \( k > j \), \( cc_{a(k)}^{k-1} = 0. \) If for all \( j \in C(a(k)) \) with \( j < k \), we have \( \pi^*_j = c^s_j \), then \( cc_{a(k)}^{k-1} = c^c_{a(k)} - \sum_{j \in C(a(k)), j<k} \pi^*_j = c^c_{a(k)} - \sum_{j \in C(a(k)), j<k} \pi^*_j c^s_j. \) Therefore the conclusion follows.

We link the primal solutions and dual solutions in Lemma 3.10, 3.11 and 3.12 corresponding to the different sources of capacity in the dual solutions.

**Lemma 3.10.** In the dual algorithm, if \( \pi^*_k = cp^{k-1}_{m_k} \), then:

(a) \( y^*_{a(k)} = z^*_k = 0 \) and \( x^*_m > 0 \); 

(b) \( \sum_{m \in \mathcal{P}(m_k)} x^*_m \geq d_k \);
(c) For all \( i \in \tilde{P}(m_k) \), \( \sum_{m \in P(i)} x^*_m < d_k \).

Proof. (a) Since \( \pi^*_k = cp^{k-1}_{m_k} \), it is required that \( cp^{k-1}_{m_k} \leq cc^{k-1}_{a(k)} \). Also, Proposition 1(a) shows that \( cp^{k-1}_{m_k} = c^p_{m_k} - \sum_{m_j \in U^k_{m_k}} c^j_{m_j} - \sum_{a(j) \in V^k_{m_k}} c^c_{a(j)} - \sum_{j \in W^k_{m_k}} c^s_j \). If in Proposition 1(b), we have \( cc^{k-1}_{a(k)} = c^e_{a(k)} - \sum_{j \in C(a(k)), j < k, \pi^*_j = c^e_j} \), then it holds that \( c^p_{m_k} - \sum_{m_j \in U^k_{m_k}} c^j_{m_j} - \sum_{a(j) \in V^k_{m_k}} c^c_{a(j)} - \sum_{j \in W^k_{m_k}} c^s_j \leq c^e_{a(k)} - \sum_{j \in C(a(k)), j < k, \pi^*_j = c^e_j} \), which implies that \( c^p_{m_k} \leq c^e_{a(k)} + \sum_{m_j \in U^k_{m_k}} c^j_{m_j} + \sum_{a(j) \in V^k_{m_k}} c^c_{a(j)} + \sum_{j \in W^k_{m_k}} c^s_j \). This means that in Algorithm 3 the contract capacity of node \( a(k) \) (if any) will be totally shifted up to node \( m_k \), i.e., \( y^*_a(k) = 0 \). In Proposition 1(b), if we have \( c^e_{a(k)} = 0 \), then it requires that \( \pi^*_k = cp^{k-1}_{m_k} = 0 = cc^{k-1}_{a(k)} \), which also implies the contract capacity of node \( a(k) \) will be totally shifted up to node \( m_k \). On the other hand, \( \pi^*_k = cp^{k-1}_{m_k} \) also requires that \( cp^{k-1}_{m_k} \leq c^e_k \) which means that \( c^p_{m_k} \leq c^e_k + \sum_{m_j \in U^k_{m_k}} c^j_{m_j} + \sum_{a(j) \in V^k_{m_k}} c^c_{a(j)} + \sum_{j \in W^k_{m_k}} c^s_j \). This means that Algorithm 3 will completely shift up the spot market capacity of node \( k \) (if any) to \( m_k \), i.e., \( z^*_k = 0 \).

Next, we need to ensure that the capacity accumulated at node \( m_k \) will not be shifted up completely, i.e., \( x^*_m > 0 \). Note that for all \( i \in \tilde{P}(m_k) \), \( cp^{k-1}_{i} = c^p_i - \sum_{m_j \in U^k_{i}} c^j_{m_j} - \sum_{a(j) \in V^k_{i}} c^c_{a(j)} - \sum_{j \in W^k_{i}} c^s_j \). Since \( cp^{k-1}_{m_k} < cp^{k-1}_{i} \), we have \( c^p_{m_k} - \sum_{m_j \in U^k_{m_k}} c^j_{m_j} - \sum_{a(j) \in V^k_{m_k}} c^c_{a(j)} - \sum_{j \in W^k_{m_k}} c^s_j < c^p_i - \sum_{m_j \in U^k_{m_k}} c^j_{m_j} - \sum_{a(j) \in V^k_{m_k}} c^c_{a(j)} - \sum_{j \in W^k_{m_k}} c^s_j \), which implies that \( c^p_i > c^p_{m_k} + \sum_{m_j \in U^k_{i} \setminus U^k_{m_k}} c^j_{m_j} + \sum_{a(j) \in V^k_{i} \setminus V^k_{m_k}} c^c_{a(j)} + \sum_{j \in W^k_{i} \setminus W^k_{m_k}} c^s_j \) for all \( i \in \tilde{P}(m_k) \). According to Algorithm 3 this means that the capacity in \( m_k \) cannot be shifted up completely anymore. So \( x^*_m > 0 \).

(b) Suppose that \( \sum_{m \in P(m_k)} x^*_m < d_k \). Since \( y^*_a(k) = z^*_k = 0 \), there is a node in \( j \in \tilde{P}(k) \setminus P(m_k) \) with \( x^*_j > 0 \). However, in (a), we have proved that Algorithm 3 will shift up any capacity of nodes in \( \tilde{P}(k) \setminus P(m_k) \) to node \( m_k \). So, for all \( j \in \tilde{P}(k) \setminus P(m_k) \), \( x^*_j \) must be equal to zero, which is a contradiction.
(c) Assume that there exists \( i \in \mathcal{P}(m_k) \) such that \( \sum_{m \in \mathcal{P}(i)} x_m^* \geq d_k \). Without loss of generality, assume that \( i \) is such a node with the largest \( t_i \). Then in the primal algorithm, we must have \( c^p_i \leq \sum_{m_j \in \mathcal{U}_i} c^p_{m_j} + \sum_{a(j) \in \mathcal{V}_i^k} c^c_{a(j)} + \sum_{j \in \mathcal{W}_i^k} c^s_j \). This implies that node \( i = m_k \), which is a contradiction. Therefore, the conclusion holds.

\[ \square \]

Lemma 3.11. In the dual algorithm, if \( \pi^* = cc^{k-1}_{a(k)} \), then:

(a) \( y_{a(k)}^* > 0 \) and \( z_k^* = 0 \);

(b) \( \sum_{m \in \mathcal{P}(k)} x_m^* < d_k \);

(c) \( \sum_{m \in \mathcal{P}(k)} x_m^* + y_{a(k)}^* \geq d_k \).

Proof. (a) Since \( \pi^*_k = cc^{k-1}_{a(k)} \), \( cc^{k-1}_{a(k)} \leq c^*_k \). If in Proposition 1(b), \( cc^{k-1}_{a(k)} = c^c_{a(k)} - \sum_{j \in \mathcal{C}(a(k))} c^s_j \), then we have \( c^c_{a(k)} - \sum_{j \in \mathcal{C}(a(k))} c^s_j < c^s_k \), i.e., \( c^c_{a(k)} < c^s_k + \sum_{j \in \mathcal{C}(a(k))} c^s_j \). This means that the spot market capacity of node \( k \) will be totally shifted up to node \( a(k) \) as contract capacity, i.e., \( z_k^* = 0 \). In Proposition 1(b), if there is a node \( j \in \mathcal{C}(a(k)) \) such that \( j < k \) and \( \pi^*_j = cc^{j-1}_{a(j)} \), then \( cc^{k-1}_{a(k)} = 0 \). Note that \( cc^{j-1}_{a(j)} \leq c_j \). This implies that the spot market capacity of nodes in \( \mathcal{C}(a(j)) \) that is no less than \( d_j \) will be shifted up to node \( a(j) = a(k) \). Since \( d_j > d_k \), \( z_k^* = 0 \).

On the other hand, since \( \pi^*_k = cc^{k-1}_{a(k)} \), \( cc^{k-1}_{a(k)} \leq c^p_{m_k} \), which implies that for all node \( i \in \mathcal{P}(k) \), we have \( cc^{k-1}_{a(k)} < c^p_{m_k} \). According to Proposition 1(a), this can be written as \( cc^{k-1}_{a(k)} < c^p_i - \sum_{m_j \in \mathcal{U}_i} c^p_{m_j} - \sum_{a(j) \in \mathcal{V}_i^k} c^c_{a(j)} - \sum_{j \in \mathcal{W}_i^k} c^s_j \). In Proposition 1(b), if \( cc^{k-1}_{a(k)} = c^c_{a(k)} - \sum_{j \in \mathcal{C}(a(k))} c^s_j \), then \( c^c_{a(k)} - \sum_{j \in \mathcal{C}(a(k))} c^s_j < c^p_i - \sum_{m_j \in \mathcal{U}_i} c^p_{m_j} - \sum_{a(j) \in \mathcal{V}_i^k} c^c_{a(j)} - \sum_{j \in \mathcal{W}_i^k} c^s_j \), i.e., \( c^p_i > c^c_{a(k)} + \sum_{m_j \in \mathcal{U}_i} c^p_{m_j} + \sum_{a(j) \in \mathcal{V}_i^k} c^c_{a(j)} + \sum_{j \in \mathcal{W}_i^k} c^s_j \). This implies that the contract capacity accumulated in node \( a(k) \) will not be shifted up anymore, i.e., \( y_{a(k)}^* > 0 \). In Proposition 1(b), if \( cc^{k-1}_{a(k)} = 0 \,
then $c_i^p = \sum_{m_j \in U_i} c_{m_j}^p + \sum_{a(j) \in V_i^k} c_{a(j)}^c + \sum_{j \in W_i} c_j^s$ which again implies that no contract capacity will be shifted up from node $a(k)$, i.e., $y_{a(k)}^* > 0$.

(b) Suppose $\sum_{m \in \bar{P}(k)} x_m^* \geq d_k$. According to (a), $y_{a(k)}^* > 0$ and we can decrease $y_{a(k)}^*$ to make the constraint tight. This will give us a new feasible solution with decreasing objective value, which is a contradiction of optimality.

(c) The claim is an immediate result of (a) and primal feasibility.

Lemma 3.12. In the dual algorithm, if $\pi_k^* = c_k^s$, then:

(a) $z_k^* > 0$;

(b) $\sum_{m \in \bar{P}(k)} x_m^* + y_{a(k)}^* + z_k^* = d_k$, and $\sum_{m \in \bar{P}(k)} x_m^* + y_{a(k)}^* < d_k$.

Proof. (a) Since $\pi_k^* = c_k^s$, we can conclude that $c_k^s < cc_{a(k)}^{k-1}$, and for all $i \in \bar{P}(k)$, $c_k^s < cp_i^{k-1}$. Now, according to Proposition 1(a), $cp_i^{k-1} = c_i^p - \sum_{m_j \in \bar{U}_i} c_{m_j}^p - \sum_{a(j) \in V_i} c_{a(j)}^c - \sum_{j \in W_i} c_j^s$. So, $c_k^s < c_i^p - \sum_{m_j \in \bar{U}_i} c_{m_j}^p - \sum_{a(j) \in V_i} c_{a(j)}^c - \sum_{j \in W_i} c_j^s$, i.e., $c_i^p > c_k^s + \sum_{m_j \in \bar{U}_i} c_{m_j}^p + \sum_{a(j) \in V_i} c_{a(j)}^c + \sum_{j \in W_i} c_j^s$ which implies that no capacity will be shifted up from node $k$ to nodes $i \in \bar{P}(k)$ as permanent capacity according to Algorithm 3.

In Proposition 1(b), if $cc_{a(k)}^{k-1} = c_{a(k)}^c - \sum_{j \in C(a(k)), j < k, \pi_j^* = c_j^s} c_j^s$, then $c_k^s < c_{a(k)}^c - \sum_{j \in C(a(k)), j < k, \pi_j^* = c_j^s} c_j^s$ or $c_{a(k)}^c > c_k^s + \sum_{j \in C(a(k)), j < k, \pi_j^* = c_j^s} c_j^s$, which implies that no capacity will be shifted up from node $k$ to $a(k)$ as contract capacity. Since the initialization of Algorithm 3 enforces all $z_n$ to be positive, we can conclude that $z_k^* > 0$.

Also, $cc_{a(k)}^{k-1}$ cannot be zero in Proposition 1(b), because then $c_k^s < cc_{a(k)}^{k-1} = 0$ will be a contradiction.

(b) Suppose $\sum_{m \in \bar{P}(k)} x_m^* + y_{a(k)}^* + z_k^* > d_k$. Since $z_k^* > 0$, we can decrease $z_k^*$ to make the constraint tight. This will give us a new feasible solution with less objective value, which is a contradiction of optimality. Then the second half of the claim follows. ⊓⊔
Theorem 3.6. The solution \((x^*, y^*, z^*)\) returned by the primal algorithm and the solution \(\pi^*\) returned by the dual algorithm are optimal.

Proof. Firstly, \((x^*, y^*, z^*)\) and \(\pi^*\) are feasible solutions of primal and dual problems respectively. Indeed, in the primal algorithm, we start with a feasible solution and in each iteration, we preserve feasibility. Therefore, \((x^*, y^*, z^*)\) is feasible. The feasibility of \(\pi^*\) is guaranteed by Lemma 3.7.

Next, we only need to prove the complementary slackness for primal and dual solutions:

\[
\pi^*_n > 0 \implies \sum_{m \in \bar{P}(n)} x^*_m + y^*_a(n) + z^*_n = d_n \quad (3.12)
\]
\[
\sum_{m \in \bar{T}(n)} \pi^*_m < c^p_n \implies x^*_n = 0 \quad (3.13)
\]
\[
\sum_{m \in \bar{C}(n)} \pi^*_m < c^c_n \implies y^*_n = 0 \quad (3.14)
\]
\[
\pi^*_n < c^s_n \implies z^*_n = 0 \quad (3.15)
\]

Assume we are using the dual indexing system. Suppose that \(\pi^*_n > 0\). To prove (3.12), three cases are considered:

Case 1: If \(\pi^*_n = c^s_n\), Lemma 3.12(b) guarantees that \(\sum_{m \in \bar{P}(n)} x^*_m + y^*_a(n) + z^*_n = d_n\).

Case 2: If \(\pi^*_n = c^s_n\), then we assume that \(\sum_{m \in \bar{P}(n)} x^*_m + y^*_a(n) + z^*_n > d_n\). According to Lemma 3.11(a), \(z^*_n = 0\). So, \(\sum_{m \in \bar{P}(n)} x^*_m + y^*_a(n) > d_n\). Since \(y^*_a(n) > 0\), according to Lemma 3.8(b), there is a node \(k \in \bar{C}(a(n))\) such that \(\sum_{m \in \bar{P}(a(n))} x^*_m + y^*_a(n) = d_k\), or (since \(\bar{P}(a(n)) = \bar{P}(n)\)), \(\sum_{m \in \bar{P}(n)} x^*_m + y^*_a(n) = d_k\), which implies that \(d_k > d_n\) or \(k < n\). Now consider the dual variable of node \(k\), i.e., \(\pi^*_k\). If \(\pi^*_k = c^p_k\), according to Lemma 3.12(b), \(\sum_{m \in \bar{P}(k)} x^*_m + y^*_a(k) < d_k\), which is a contradiction with
Lemma 3.9(c) requires that $\pi^*_n$ which is a contradiction. Therefore, (3.12) holds.

Lemma 3.8(a), there is a node $k \in \bar{T}(m_n)$ such that $\sum_{m \in \mathcal{P}(m_n)} x^*_m = d_k$, which implies that $d_k > d_n$ or $n < n$. Now consider the dual variable of node $k$, i.e., $\pi^*_k$. If $\pi^*_k = c_k$, according to Lemma 3.12(b), $\sum_{m \in \mathcal{P}(k)} x^*_m + y_{a(k)} < d_k$ or $\sum_{m \in \bar{\mathcal{P}}(k)} x^*_m < d_k$, which is a contradiction with $\sum_{m \in \mathcal{P}(m_n)} x^*_m = d_k$, since $m_n \in \mathcal{P}(k)$. If $\pi^*_k = cc_a^{k-1}$, Lemma 3.11(b) requires that $\sum_{m \in \mathcal{P}(m_n)} x^*_m < d_k$, which is a contradiction with $\sum_{m \in \mathcal{P}(m_n)} x^*_m = d_k$. Finally, if $\pi^*_k = c_{p_{mk}}^{k-1}$, when $m_k \in \bar{T}(m_n)$, Lemma 3.10(c) requires that $\sum_{m \in \mathcal{P}(m_n)} x^*_m < d_k$ which is a contradiction with $\sum_{m \in \mathcal{P}(m_n)} x^*_m = d_k$; when $m_k \in \mathcal{P}(m_n)$, since $k < n$ and $n \in \bar{T}(m_k)$, Lemma 3.9(a) implies that $\pi^*_n = 0$ which is a contradiction. Therefore, (3.12) holds.

To prove (3.13), we also use contradiction. Assume that $\sum_{m \in \bar{T}(n)} \pi^*_m < c^*_n$ and $x^*_n > 0$ simultaneously. According to Lemma 3.8(a), we can find a $k \in \bar{T}(n)$, such that $\sum_{m \in \mathcal{P}(n)} x^*_m = d_k$. Now, consider the optimal dual value of $k$, i.e., $\pi^*_k$.

Case 1: $\pi^*_k = c_k$. According to Lemma 3.12(b), $\sum_{m \in \mathcal{P}(k)} x^*_m + y_{a(k)} < d_k$ which is a contradiction with $\sum_{m \in \mathcal{P}(n)} x^*_m = d_k$, since $k \in \bar{T}(n)$.

Case 2: $\pi^*_k = cc_a^{k-1}$. According to Lemma 3.11(b), $\sum_{m \in \bar{\mathcal{P}}(k)} x^*_m < d_k$ and since $a(k) \in \mathcal{T}(n)$, it is a contradiction with $\sum_{m \in \mathcal{P}(n)} x^*_m = d_k$.

Case 3: $\pi^*_k = c_{p_{mk}}^{k-1}$. If $m_k \in \bar{T}(n)$, Lemma 3.10(c) implies that $\sum_{m \in \mathcal{P}(i)} x^*_m < d_k$, for all $i \in \bar{\mathcal{P}}(m_k)$. Since $n \in \bar{\mathcal{P}}(m_k)$, we must have $\sum_{m \in \mathcal{P}(n)} x^*_m < d_k$ which is a contradiction with $\sum_{m \in \mathcal{P}(n)} x^*_m = d_k$. If $m_k \in \mathcal{P}(n)$, Lemma 3.10(b) shows that
\[ \sum_{m \in \mathcal{P}(m_n)} x^*_m \geq d_k. \] Since \( n \in \bar{T}(m_k) \) and \( \sum_{m \in \mathcal{P}(n)} x^*_m = d_k \), we can conclude that \( x^*_n = 0 \) which is a contradiction. The only possibility left is \( m_k = n \). In this case, Lemma 3.9(a) requires that \( \sum_{m \in \bar{T}(n)} \pi^*_m = c^p_n \) which is a contradiction with \( \sum_{m \in \bar{T}(n)} \pi^*_m < c^p_n \). Therefore, (3.13) holds.

To prove (3.14), we again use contradiction. Assume that \( \sum_{m \in \mathcal{C}(n)} \pi^*_m < c^s_n \) and \( y^*_n > 0 \) simultaneously. According to Lemma 3.8(b), we can find a node \( k \in \mathcal{C}(n) \) such that \( \sum_{m \in \mathcal{P}(n)} x^*_m + y^*_a(k) = d_k \) (note that \( y^*_a(k) = y^*_n \)). Now consider the dual variable of node \( k \), i.e., \( \pi^*_k \):

**Case 1:** \( \pi^*_k = c^s_k \). According to Lemma 3.12(b), \( \sum_{m \in \mathcal{P}(k)} x^*_m + y^*_a(k) < d_k \) which is a contradiction with \( \sum_{m \in \mathcal{P}(n)} x^*_m + y^*_a(k) = d_k \), since \( \mathcal{P}(k) = \mathcal{P}(n) \).

**Case 2:** \( \pi^*_k = c^{k-1}_{a(k)} \). According to Lemma 3.9(c), \( \sum_{m \in \mathcal{C}(a(k))} \pi^*_m = c^c_{a(k)} \). Since \( a(k) = n \), it is a contradiction with \( \sum_{m \in \mathcal{C}(n)} \pi^*_m < c^c_n \).

**Case 3:** \( \pi^*_k = c^{k-1}_{m_k} \). In this case, \( m_k \in \mathcal{P}(n) \). Then, Lemma 3.10(b) implies that \( \sum_{m \in \mathcal{P}(n)} x^*_m \geq d_k \). This means that \( y^*_a(k) = y^*_n = 0 \), which is a contradiction. Therefore, (3.14) holds.

Finally, when \( \pi^*_n < c^s_n \), we have either \( \pi^*_n = c^{n-1}_{m_n} \) or \( \pi^*_n = c^{n-1}_{a(n)} \). Lemma 3.10(a) and Lemma 3.11(a) show that \( z^*_n = 0 \), respectively. Therefore, (3.15) holds.

### 3.3.4 Complexity

Suppose the scenario tree is a complete tree with \( T \) time levels and \( B \) branches for every non-leaf node. Then the number of nodes in the scenario tree is \( N = \sum_{t=0}^{T-1} B^t = \frac{B^T - 1}{B - 1} \), which implies that \( T \sim \mathcal{O}(\log N) \).

**Theorem 3.7.** The complexity of the primal algorithm is \( \mathcal{O}(N^2) \).

**Proof.** Initialization step needs at most \( N \) operations. Computing \( A(k) \), \( \Delta^1_k \), \( \Delta^2_k \),
$B^1_k$, and $B^2_k$ requires at most $N$ operations. The loop in step 3 will run at most $N$ times. Each iteration of the loop in step 5 will deplete the capacity for one node and the subsequent adjustments will be of complexity $O(N)$. So the complexity of Algorithm 3 is $O(N^2)$.

**Theorem 3.8.** The complexity of the dual algorithm is $O(N \log N)$.

**Proof.** Sorting the demands of $N$ nodes has a complexity of $N \log N$. For each iteration, calculating $\pi^*_k$ involves minimization of at most $T + 1$ values; updating $cp^k_n$ and $cc^k_n$ requires at most $T$ operations. Therefore, the total number of operations is at most $N \log N + 2NT + N$. Since $T \sim O(\log N)$, the complexity of Algorithm 4 is $O(N \log N)$. 

Surprisingly, if we assume the contracts can take arbitrary length, the complexity of the primal algorithm will keep the same, $O(N^2)$. This is due to the fact that the size of $A(k)$ is at most $N$ no matter what are the lengths of the contracts. Similarly, if we assume the contracts can take arbitrary length, the complexity of the dual algorithm will keep the same, $O(N \log N)$. This is due to the fact that there are at most $O(N)$ operations in the loop of Algorithm 4.

### 3.3.5 Experimental Results

In this section, we compare the solution times of the primal and dual algorithm designed to solve $SCE_{THREE}$ with those of CPLEX LP solver. We created 15 instances of $SCE_{THREE}$ with the same sizes created for $SCE_{TWO}$ in Section 3.2.5. We present the results in Table 3.2.

All the codes are written in C++ calling CPLEX 12.6. The experiments are
conducted on a computer with an Intel Core i3-M330 2.13GHz processor and 4.00 GB of RAM running Ubuntu 14.04 LTS.

Table 3.4: Performance of the primal and dual algorithms for $S\mathcal{E}_{THREE}$

<table>
<thead>
<tr>
<th>$T$</th>
<th>$B$</th>
<th>$N$</th>
<th>Time (s)</th>
<th>% of CPLEX Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>CPLEX</td>
<td>Primal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Primal</td>
<td>Dual</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>781</td>
<td>0.015</td>
<td>0.003</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3,280</td>
<td>0.048</td>
<td>0.011</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>4,095</td>
<td>0.058</td>
<td>0.024</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>11,111</td>
<td>0.108</td>
<td>0.034</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>19,531</td>
<td>0.255</td>
<td>0.047</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>32,767</td>
<td>0.657</td>
<td>0.147</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>97,656</td>
<td>0.938</td>
<td>0.309</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>349,525</td>
<td>6.502</td>
<td>1.217</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>488,281</td>
<td>7.345</td>
<td>1.454</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>797,161</td>
<td>22.721</td>
<td>2.771</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>1,048,575</td>
<td>50.323</td>
<td>6.050</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>1,111,111</td>
<td>52.387</td>
<td>6.232</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>2,396,745</td>
<td>72.733</td>
<td>7.241</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>5,592,405</td>
<td>391.762</td>
<td>21.490</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>7,174,453</td>
<td>*</td>
<td>25.133</td>
</tr>
</tbody>
</table>

* For the last instance, CPLEX LP solver encounters an out of memory exception.

Table 3.2 shows that both primal and dual algorithms can outperform CPLEX LP solver in all instances, especially for large-scale ones. Table 3.2 also confirms that the complexity of the dual algorithm is less than the complexity of the primal algorithm.
Chapter 4

Stochastic Network Capacity Expansion Models

4.1 Introduction

In this chapter, we consider multiple resource stochastic capacity expansion models in the context of network flow problems. All of the models that we considered in Chapter 3 were involved with only one single resource, whereas in this chapter, we consider network models that involve multiple resources. More specifically, we consider stochastic network capacity expansion models in the context of a general min-cost network flow problem.

Stochastic network capacity expansion problem can be modeled as a multi-stage stochastic integer problem. A scenario tree can be used to handle data uncertainty of the model. In this problem, the objective is to minimize the expected total capacity acquisition cost over the whole scenario tree. We start with a model that allows two sources of capacity (permanent and spot market) in Section 4.2 and then, we extend
the result to the model that allows three sources of capacity (permanent, spot market, and contract) in Section 4.4

4.2 The Stochastic Network Capacity Expansion Model with Two Sources of Capacity

In this section, we consider a multi-period, multiple resource stochastic capacity expansion model in the context of min-cost network flow problem. This model can be used in a wide range of network applications, where the decision maker has the choice to obtain the capacities from different sources, and is interested in expanding the capacities of both nodes and arcs. In this section, we assume permanent and spot market capacities are available.

Consider an arbitrary network \((N, A)\) with \(|N|\) nodes and \(|A|\) arcs. We will consider capacity expansion of \(|N| + |A|\) resources over \(T\) periods. We assume that there are three types of nodes in the network: origin, destination, and transient. If \(i\) is an origin node, then its demand is negative; if \(i\) is a destination node, its demand is positive; otherwise, for transient nodes, the demand is zero.

In the model notations presented in Table 4.1, we use \(u\) and \(v\) to distinguish parameters and decision variables between arcs and nodes, respectively. In addition, note that index \(n\) refers to a node in the scenario tree \(T\). Furthermore, \(\delta^+(i)\) is the set of arcs in \(A\) emanating from node \(i\), and \(\delta^-(i)\) is the set of arcs in \(A\) entering node \(i\). Also, we assume that the demand in the network is balanced. This assumption requires that the summation of demand for all origin and destination nodes in the network is equal to zero, i.e., for all \(n \in T\), \(\sum_{i:d_{ni} < 0} d_{ni} + \sum_{i:d_{ni} > 0} d_{ni} = 0\).
Table 4.1: Notations of the models $SNCE_{TWO}$

<table>
<thead>
<tr>
<th>Parameters:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{up}^{nij}$ Permanent capacity acquisition cost for arc $(i,j) \in A$ at node $n \in T$</td>
</tr>
<tr>
<td>$c_{vp}^{ni}$ Permanent capacity acquisition cost for node $i \in N$ at node $n \in T$</td>
</tr>
<tr>
<td>$c_{us}^{nij}$ Spot market capacity acquisition cost for arc $(i,j) \in A$ at node $n \in T$</td>
</tr>
<tr>
<td>$c_{vs}^{ni}$ Spot market capacity acquisition cost for node $i \in N$ at node $n \in T$</td>
</tr>
<tr>
<td>$c_{ij}$ Flow cost on arc $(i,j) \in A$</td>
</tr>
<tr>
<td>$C_{ui}^{n}$ Unit capacity of arc $(i,j) \in A$</td>
</tr>
<tr>
<td>$C_{vi}^{n}$ Unit capacity of node $i \in N$</td>
</tr>
<tr>
<td>$d_{ni}$ Random demand for node $i \in N$ at node $n \in T$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision variables:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{nij}$ Flow on arc $(i,j) \in A$ at node $n \in T$</td>
</tr>
<tr>
<td>$u_{nij}^{p}$ Permanent capacity acquisition for arc $(i,j) \in A$ at node $n \in T$</td>
</tr>
<tr>
<td>$v_{ni}^{p}$ Permanent capacity acquisition for node $i \in N$ at node $n \in T$</td>
</tr>
<tr>
<td>$u_{nij}^{s}$ Spot market capacity acquisition for arc $(i,j) \in A$ at node $n \in T$</td>
</tr>
<tr>
<td>$v_{ni}^{s}$ Spot market capacity acquisition for node $i \in N$ at node $n \in T$</td>
</tr>
</tbody>
</table>

The stochastic network capacity expansion problem with permanent and spot market capacity can be formulated as a mixed-integer programming (MIP) problem in (4.1)-(4.7). In this formulation, the objective function (4.1) minimizes the expected total flow costs and capacity acquisition costs related to nodes and arcs. Constraint (4.2) ensures that all demands are satisfied for all nodes in the scenario tree. Constraint (4.3) guarantees that the flow on each arc will not exceed the total permanent and spot market capacity acquired for that arc. Constraint (4.4) ensures that the outgoing flow of each node cannot exceed the total permanent and spot market capacity acquired for that node. Non-negativity and integrality constraints are enforced through (4.5) and (4.7).
Model $\text{SNCE}_{TWO}$:

$$\begin{align*}
\text{Min} & \sum_{n \in T} p_n \left[ \sum_{(i,j) \in A} \left( c_{nij}^u x_{nij} + c_{nij}^{up} u_{nij}^p + c_{nij}^{us} u_{nij}^s \right) + \sum_{i \in N} \left( c_{nmi}^{vp} v_{ni} + c_{nmi}^{vs} v_{ni}^s \right) \right] \\
\text{s.t.} & \sum_{(j,i) \in \delta_i^-} x_{nji} - \sum_{(i,j) \in \delta_i^+} x_{nij} = d_{ni} \quad \forall i \in N, \forall n \in T, \\
x_{nij} & \leq C_{ij}^u \left( \sum_{m \in P(n)} u_{nmi}^p + u_{nmi}^s \right) \quad \forall (i,j) \in A, \forall n \in T, \\
\sum_{(i,j) \in \delta_i^+} x_{nij} & \leq C_i^v \left( \sum_{m \in P(n)} v_{nmi}^p + v_{nmi}^s \right) \quad \forall i \in N, \forall n \in T, \\
x_{nij} & \in \mathbb{R}^+ \quad \forall (i,j) \in A, \forall n \in T, \\
u_{nij}^p, u_{nij}^s & \in \mathbb{Z}^+ \quad \forall (i,j) \in A, \forall n \in T, \\
v_{nmi}^p, v_{nmi}^s & \in \mathbb{Z}^+ \quad \forall i \in N, \forall n \in T.
\end{align*}$$

(4.1)\hspace{1cm}(4.2)\hspace{1cm}(4.3)\hspace{1cm}(4.4)\hspace{1cm}(4.5)\hspace{1cm}(4.6)\hspace{1cm}(4.7)

**Theorem 4.1.** The stochastic program $\text{SNCE}_{TWO}$ and its deterministic counterpart are NP-hard.

**Proof.** We show that any instance of the NP-hard integer knapsack problem ([Garey and Johnson (1979)]) with $|N| + |A|$ items can be polynomially transformed to a single period instance of the deterministic network capacity expansion problem, which is just a single node scenario instance of the stochastic model $\text{SNCE}_{TWO}$. Suppose the scenario tree has one node, so we can drop the index $n$ in the model. Also, let $u_{nij}^p$ and $v_{nmi}^p$ be zero. Now, from (4.2), we have $\sum_{(j,i) \in \delta_i^-} x_{j|i} - d_i = \sum_{(i,j) \in \delta_i^+} x_{i|j}$. If we insert this in (4.4), we will have $\sum_{(j,i) \in \delta_i^-} x_{j|i} - d_i \leq C_i^v v_i^s$, or $C_i^v v_i^s - \sum_{(j,i) \in \delta_i^-} x_{j|i} \geq -d_i$. Also, according to (4.3), we have $x_{i|j} \leq C_{ij}^u u_{ij}^s$ or $\sum_{(i,j) \in \delta_i^+} x_{i|j} \leq \sum_{(i,j) \in \delta_i^-} C_{ij}^u u_{ij}^s$, or $-\sum_{(j,i) \in \delta_i^-} x_{j|i} \leq \sum_{(i,j) \in \delta_i^-} C_{ij}^u u_{ij}^s$. Therefore, $C_i^v v_i^s + \sum_{(i,j) \in \delta_i^-} C_{ij}^u u_{ij}^s \geq -d_i$. Now
assume that in the network, there is only one origin (node 1) and all other nodes are
destinations. So, for all nodes $i$ other than node 1, we have $v_i^s = \lceil \frac{d_i}{C_i} \rceil$, where $\lceil x \rceil$ is
the closest integer value greater than or equal to $x$; and the rest of the problem can
be stated as follows:

$$\begin{align*}
\text{Min} & \quad \sum_{(1,j) \in A} C_{ij}^u u_{1j}^s + C_{1j}^u v_1^s \\
\text{s.t.} & \quad C_v^w v_1^s + \sum_{(1,j) \in \delta_i^-} C_i^{u} u_{ij}^s \geq -d_1 \\
& \quad u_{1j}^s, v_1^s \in \mathbb{Z}^+, \quad \forall j \in \mathcal{N},
\end{align*}$$

which can be seen as the integer knapsack problem presented by Garey and John-
son (1979). Note that minimization knapsack problem can be transferred into an
equivalent maximization knapsack problem in polynomial time (Han and Makino
(2010)).

Theorem 4.1 shows that the problem $\mathcal{SNCETWO}$ is intractable for large-scale in-
stances. Therefore, we will develop a decomposition-based approximation algorithm
in Section 4.3. This approach will decompose the original problem into subpro-
blems of single resources, corresponding to the nodes and arcs of the network. The
approximation algorithm returns near-optimal solutions, and can be proved to be
asymptotically convergent to the optimal solution.
4.3 The Approximation Algorithm

In this section we develop an approximation algorithm for the problem $SNCE_{TWO}$ which returns near optimal solutions, and can be proved to be asymptotically convergent.

The problem $SNCE_{TWO}$ can be decomposed into smaller subproblems, which is the key to our approximation scheme. Ahmed and Sahinidis (2003) and Huang and Ahmed (2009) also explore decomposition structures to solve multi-stage stochastic capacity expansion problems. However, our method is different in that it includes multiple sources of capacity, which makes the analysis relevant to costs of multiple sources and different from previous works.

For simplicity of exposition, let $\mathcal{X} = (x_n)_{n \in T}$ where $x_n = (x_{nij})_{(i,j) \in A}$ and $\mathcal{Y} = (y_n)_{n \in T} = (u^p_n, v^p_n, u^s_n, v^s_n)_{n \in T}$ where $u^p_n = (u^p_{nij})_{(i,j) \in A}$, $v^p_n = (v^p_{ni})_{i \in N}$, $u^s_n = (u^s_{nij})_{(i,j) \in A}$, and $v^s_n = (v^s_{ni})_{i \in N}$.

We start with an illustration of the decomposition structure. Note that the problem $SNCE_{TWO}$ is equivalent to:

$$\begin{align*}
\text{Min} & \quad \sum_{n \in T} p_n \sum_{(i,j) \in A} c_{ij}^u x_{nij} + \sum_{i \in \mathcal{N}} Q^1_i(\mathcal{X}) + \sum_{(i,j) \in A} Q^2_{(i,j)}(\mathcal{X}) \\
\text{s.t.} & \quad \sum_{(j,i) \in \delta_i^-} x_{nji} - \sum_{(i,j) \in \delta_i^+} x_{nij} = d_{ni} \quad \forall i \in \mathcal{N}, \forall n \in \mathcal{T}, \\
& \quad x_{nij} \in \mathbb{R}^+ \quad \forall (i, j) \in \mathcal{A}, \forall n \in \mathcal{T}, \quad (4.8)
\end{align*}$$
where

\[
Q^1_i(\mathcal{X}) = \min \sum_{n \in \mathcal{T}} p_n \left( c_{v_i} v_{ni}^p + c_{v_i} v_{ni}^s \right)
\]
\[
\text{s.t. } \sum_{m \in \mathcal{P}(n)} v_{mi}^p + v_{ni}^s \geq \frac{\sum_{(i,j) \in \delta^+} x_{nij}}{C_i^p} \quad \forall n \in \mathcal{T},
\]
\[
v_{mi}^p, v_{ni}^s \in \mathbb{Z}^+ \quad \forall n \in \mathcal{T},
\]

and

\[
Q^2_{(i,j)}(\mathcal{X}) = \min \sum_{n \in \mathcal{T}} p_n \left( c_{u_{ij}} u_{nij}^p + c_{u_{ij}} u_{nij}^s \right)
\]
\[
\text{s.t. } \sum_{m \in \mathcal{P}(n)} u_{mij}^p + u_{nij}^s \geq \frac{x_{nij}}{C_{ij}^u} \quad \forall n \in \mathcal{T},
\]
\[
u_{mij}^p, u_{nij}^s \in \mathbb{Z}^+ \quad \forall n \in \mathcal{T}.
\]

The problem (4.8) involves the capacity allocation decisions, while (4.9) involves the capacity acquisition for nodes of the network, and (4.10) involves the capacity acquisition for arcs of the network. Note that for a fixed capacity allocation decision \( \mathcal{X} = (x_n)_{n \in \mathcal{T}} \), (4.9) and (4.10) can be seen as the single resource capacity expansion subproblems \( \mathcal{SC}_TWO \) introduced in Section 3.2. More specifically, if we let

\[
\delta^1_n = \left[ \frac{\sum_{(i,j) \in \delta^+} x_{nij}}{C_i^p} \right]_i \quad \text{and} \quad \delta^2_n = \left[ \frac{x_{nij}}{C_{ij}^u} \right]_{(i,j)},
\]
we can see (4.9) and (4.10) as single resource subproblems $\mathcal{SC\epsilon}_{TWO}$:

$$\begin{align*}
\text{Min} & \sum_{n \in \mathcal{T}} p_n \left( c_{n_{mi}} v_{ni}^p + c_{n_{mi}} v_{ni}^s \right) \\
s.t. & \sum_{m \in P(n)} v_{mi}^p + v_{ni}^s \geq \delta_n^1 \quad \forall n \in \mathcal{T}, \quad (4.11) \\
& v_{mi}^p, v_{ni}^s \in \mathbb{Z}^+ \quad \forall n \in \mathcal{T}.
\end{align*}$$

and

$$\begin{align*}
\text{Min} & \sum_{n \in \mathcal{T}} p_n \left( c_{n_{nij}} u_{nij}^p + c_{n_{nij}} u_{nij}^s \right) \\
s.t. & \sum_{m \in P(n)} u_{mij}^p + u_{nij}^s \geq \delta_n^2 \quad \forall n \in \mathcal{T}, \quad (4.12) \\
& u_{mij}^p, u_{nij}^s \in \mathbb{Z}^+ \quad \forall n \in \mathcal{T}.
\end{align*}$$

Both (4.11) and (4.12) can be solved using the polynomial-time primal and dual algorithms developed in Section 3.2.1 and Section 3.2.2.

Having identified the sub-structure of the problem $\mathcal{SN\epsilon\epsilon}_{TWO}$, we propose the approximation algorithm outlined in Algorithm 5. In Step 1, the LP relaxation of $\mathcal{SN\epsilon\epsilon}_{TWO}$ is solved to optimality. This problem is a multi-stage stochastic linear program. Step 2 requires the solution of $|\mathcal{N}| + |\mathcal{A}|$ single resource stochastic capacity expansion subproblems, which are multi-stage stochastic integer programs. It is noteworthy that if we replace the right hand side in constraints of (4.9) by $\left\lceil \frac{\sum_{(i,j) \in \mathcal{E}_i} x_{n_{ij}}}{C_i} \right\rceil$, and the right hand side in constraints of (4.10) by $\left\lceil \frac{x_{n_{ij}}}{C_{ij}} \right\rceil$, then the programs can be solved using the primal and dual algorithms developed in Section 3.2.1 and Section 3.2.2. Finally, Step 3 requires the solution of $N$ (for all nodes in the tree) independent linear capacity allocation problems, which are min-cost flow problems.
Algorithm 5: The Approximation Algorithm for $\text{SNCE}_{\text{TWO}}$

1: Solve the LP relaxation of $\text{SNCE}_{\text{TWO}}$ and let $(\mathcal{X}_{\text{LP}}, \mathcal{Y}_{\text{LP}}) := (\mathcal{X}_{\text{LP}}^n, \mathcal{Y}_{\text{LP}}^n)_{n \in \mathcal{T}}$. If $\mathcal{Y}_{\text{LP}}^n$ is integral for all $n$, stop and return $(\mathcal{X}_{\text{LP}}, \mathcal{Y}_{\text{LP}})$.

2: Fix the capacity allocation decisions $\mathcal{X}_{\text{LP}}$. For each resource, solve the independent single resource capacity expansion problem, i.e., for node $i \in \mathcal{N}$, solve (4.11) with $\delta^1_n = \left\lceil \sum_{(i,j) \in \delta^+} x_{nij}^\text{LP} C_i \right\rceil$, and for arc $(i, j) \in \mathcal{A}$, solve (4.12) with $\delta^2_n = \left\lceil y_{nij}^\text{LP} C_{ij} \right\rceil$. Let $\mathcal{Y}^H = (y_n^H)_{n \in \mathcal{T}} = (u_{nij}^H, v_{nij}^H)_{n \in \mathcal{T}}$ denote the corresponding optimal solution.

3: Fix the capacity allocation decisions $\mathcal{Y}^H$. For each $n \in \mathcal{T}$, solve the independent network flow problem (4.13) and let $x_n^H$ denote the corresponding optimal solution, and $\mathcal{X}^H = (x_n^H)_{n \in \mathcal{T}}$.

\begin{align*}
\text{Min} & \quad \sum_{(i,j) \in \mathcal{A}} c_{ij} x_{nij} \\
\text{s.t.} & \quad \sum_{(j,i) \in \delta^-_i} x_{nji} - \sum_{(i,j) \in \delta^+_i} x_{nij} = d_i \quad \forall i \in \mathcal{N}, \\
& \quad x_{nij} \leq C_{ij}^u \left( \sum_{m \in \mathcal{P}(n)} u_{nmi}^H + u_{nij}^s \right) \quad \forall (i, j) \in \mathcal{A}, \quad (4.13) \\
& \quad \sum_{(i,j) \in \delta^+_i} x_{nij} \leq C_{i}^v \left( \sum_{m \in \mathcal{P}(n)} v_{nmi}^H + v_{nij}^s \right) \quad \forall i \in \mathcal{N}, \\
& \quad x_{nij} \in \mathbb{R}^+ \quad \forall (i, j) \in \mathcal{A}.
\end{align*}

4: Return $(\mathcal{X}^H, \mathcal{Y}^H) := (x_n^H, y_n^H)_{n \in \mathcal{T}}$.

We can prove that the approximation algorithm has an asymptotic convergence property. First, we present an upper bound for the gap between the optimal solution and the solution returned by the approximation algorithm:

**Theorem 4.2.** For a solution $(\mathcal{X}, \mathcal{Y})$, let $f(\mathcal{X}, \mathcal{Y})$ be the objective function. If $(\mathcal{X}^*, \mathcal{Y}^*)$ is the optimal solution of $\text{SNCE}_{\text{TWO}}$ and $(\mathcal{X}^H, \mathcal{Y}^H)$ is the solution returned
by the approximation algorithm, then,

\[ f(\mathcal{X}^H, \mathcal{Y}^H) - f(\mathcal{X}^*, \mathcal{Y}^*) \leq \sum_{(i,j) \in A} (c_{1ij}^{up} + c_{1ij}^{us}) + \sum_{i \in N} (c_{1i}^{vp} + c_{1i}^{vs}). \]

**Proof.** We know that \( f(\mathcal{X}^{LP}, \mathcal{Y}^{LP}) \leq f(\mathcal{X}^*, \mathcal{Y}^*) \). Therefore,

\[
\begin{align*}
    f(\mathcal{X}^H, \mathcal{Y}^H) - f(\mathcal{X}^*, \mathcal{Y}^*) &\leq f(\mathcal{X}^H, \mathcal{Y}^H) - f(\mathcal{X}^{LP}, \mathcal{Y}^{LP}) \\
    &\leq f(\mathcal{X}^H, \mathcal{Y}^H) - f(\mathcal{X}^{LP}, \mathcal{Y}^H) \\
    &\quad + f(\mathcal{X}^{LP}, \mathcal{Y}^H) - f(\mathcal{X}^{LP}, \mathcal{Y}^{LP}) \\
    &\leq f(\mathcal{X}^{LP}, \mathcal{Y}^H) - f(\mathcal{X}^{LP}, \mathcal{Y}^{LP}),
\end{align*}
\]

where the last inequality holds since \( \mathcal{X}^H \) is an optimal capacity allocation corresponding to \( \mathcal{Y}^H \), while \( \mathcal{X}^{LP} \) is just a feasible solution. Therefore, \( f(\mathcal{X}^H, \mathcal{Y}^H) \leq f(\mathcal{X}^{LP}, \mathcal{Y}^H) \).

Now we have:

\[
\begin{align*}
f(\mathcal{X}^{LP}, \mathcal{Y}^H) - f(\mathcal{X}^{LP}, \mathcal{Y}^{LP}) &= \\
    &\sum_{(i,j) \in A} \sum_{n \in T} p_n \left[ c_{nij}^{up} \left( u_{nij}^{pH} - u_{nij}^{pLP} \right) + c_{nij}^{us} \left( u_{nij}^{sH} - u_{nij}^{sLP} \right) \right] \\
    &\quad + \sum_{i \in N} \sum_{n \in T} p_n \left[ c_{ni}^{vp} \left( v_{ni}^{pH} - v_{ni}^{pLP} \right) + c_{ni}^{vs} \left( v_{ni}^{sH} - v_{ni}^{sLP} \right) \right]. \quad (4.14)
\end{align*}
\]

Note that we can analyze the subproblems for nodes and arcs separately. For any
node $i \in \mathcal{N}$,

$$
\sum_{n \in \mathcal{T}} p_n \left( c_{ni}^v v_{ni}^{pH} + c_{ni}^s v_{ni}^{sH} \right)
$$

$$
= \operatorname{Min} \sum_{n \in \mathcal{T}} p_n \left( c_{ni}^v v_{ni}^{p} + c_{ni}^s v_{ni}^{s} \right)
$$

s.t. \quad \sum_{m \in \mathcal{P}(n)} v_{mi}^p + v_{ni}^s \geq \left[ \frac{\sum_{(i,j) \in \delta_i^+} x_{mij}^{LP}}{C_i^v} \right] \quad \forall n \in \mathcal{T}

\quad v_{ni}^p, v_{ni}^s \in \mathbb{R}^+ \quad \forall n \in \mathcal{T} \quad (4.15)

$$
= \operatorname{Max} \sum_{n \in \mathcal{T}} \left[ \frac{\sum_{(i,j) \in \delta_i^+} x_{mij}^{LP}}{C_i^v} \right] \pi_{in}
$$

s.t. \quad \sum_{m \in \mathcal{T}(n)} \pi_{im} \leq p_n c_{ni}^{vp} \quad \forall n \in \mathcal{T}

\quad \pi_{in} \leq p_n c_{ni}^{vs} \quad \forall n \in \mathcal{T}

\quad \pi_{in} \in \mathbb{R}^+ \quad \forall n \in \mathcal{T},

and

$$
\sum_{n \in \mathcal{T}} p_n \left( c_{ni}^v v_{ni}^{pLP} + c_{ni}^s v_{ni}^{sLP} \right)
$$

$$
= \operatorname{Min} \sum_{n \in \mathcal{T}} p_n \left( c_{ni}^v v_{ni}^{p} + c_{ni}^s v_{ni}^{s} \right)
$$

s.t. \quad \sum_{m \in \mathcal{P}(n)} v_{mi}^p + v_{ni}^s \geq \left[ \frac{\sum_{(i,j) \in \delta_i^+} x_{mij}^{LP}}{C_i^v} \right] \quad \forall n \in \mathcal{T}

\quad v_{ni}^p, v_{ni}^s \in \mathbb{R}^+ \quad \forall n \in \mathcal{T} \quad (4.16)

$$
= \operatorname{Max} \sum_{n \in \mathcal{T}} \left[ \frac{\sum_{(i,j) \in \delta_i^+} x_{mij}^{LP}}{C_i^v} \right] \pi_{in}
$$

s.t. \quad \sum_{m \in \mathcal{T}(n)} \pi_{im} \leq p_n c_{ni}^{vp} \quad \forall n \in \mathcal{T}

\quad \pi_{in} \leq p_n c_{ni}^{vs} \quad \forall n \in \mathcal{T}

\quad \pi_{in} \in \mathbb{R}^+ \quad \forall n \in \mathcal{T}.
Therefore,

\[
\sum_{n \in \mathcal{T}} p_n \left[ c_{n_i}^{v_{p}} (v_{p_{n_i}}^{pH} - v_{p_{n_i}}^{pLP}) + c_{n_i}^{v_{s}} (v_{s_{n_i}}^{sH} - v_{s_{n_i}}^{sLP}) \right] \\
\leq \text{Max} \sum_{n \in \mathcal{T}} \left( \frac{\sum_{(i,j) \in \delta^+} x_{n_{ij}}^{\text{LP}}}{c_i^{v}} \right) \pi_{n_{i}}^{s} \\
\text{s.t.} \sum_{m \in \mathcal{T}(n)} \pi_{i_{m}}^{s} \leq p_n c_{n_i}^{v_{p}} \quad \forall n \in \mathcal{T}, \\
\pi_{i_{n}}^{s} \leq p_n c_{n_i}^{v_{p}} \quad \forall n \in \mathcal{T} \\
v_{p_{n_i}}^{p}, v_{s_{n_i}}^{s} \in \mathbb{R}^+ \quad \forall n \in \mathcal{T} \\
\leq \text{Max} \sum_{n \in \mathcal{T}} \pi_{i_{n}}^{s} \\
\text{s.t.} \sum_{m \in \mathcal{T}(n)} \pi_{i_{m}}^{s} \leq p_n c_{n_i}^{v_{p}} \quad \forall n \in \mathcal{T} \\
\pi_{i_{n}}^{s} \leq p_n c_{n_i}^{v_{p}} \quad \forall n \in \mathcal{T} \\
v_{p_{n_i}}^{p}, v_{s_{n_i}}^{s} \in \mathbb{R}^+ \quad \forall n \in \mathcal{T} \\
= \text{Min} \sum_{n \in \mathcal{T}} p_n \left( c_{n_i}^{v_{p}} v_{p_{n_i}}^{p} + c_{n_i}^{v_{s}} v_{s_{n_i}}^{s} \right) \\
\text{s.t.} \sum_{m \in \mathcal{P}(n)} v_{p_{m_{i}}}^{p} + v_{s_{n_i}}^{s} \geq 1 \quad \forall n \in \mathcal{T} \\
v_{p_{n_i}}^{p}, v_{s_{n_i}}^{s} \in \mathbb{R}^+ \quad \forall n \in \mathcal{T} \\
\leq c_{1_{i}}^{v_{p}} + c_{1_{i}}^{v_{s}}
\]

where in (4.17), the first inequality comes from (4.15) and (4.16), the second inequality holds because \( \left\lceil \frac{\sum_{(i,j) \in \delta^+} x_{n_{ij}}^{\text{LP}}}{c_i^{v}} \right\rceil - \frac{\sum_{(i,j) \in \delta^+} x_{n_{ij}}^{\text{LP}}}{c_i^{v}} \leq 1 \), and the equality comes from duality.

Finally, consider the case when the demand is 1 in all nodes of the scenario tree.

Note that a feasible solution is to buy 1 unit of permanent capacity at the root node (which will satisfy the demands for all nodes except for the root node) and 1 unit of spot market capacity to satisfy the demand of the root node. This feasible solution
will provide an upper bound \( c_{vi}^{up} + c_{vi}^{us} \) for the optimal objective value. Therefore, the last inequality holds. We can repeat this reasoning for each arc and show that for all arc \((i, j) \in A\):

\[
\sum_{n \in \mathcal{T}} p_n \left[ c_{nij}^{up} (u_{nij}^{PH} - u_{nij}^{LP}) + c_{nij}^{us} (u_{nij}^{SH} - s_{nij}^{SLP}) \right] \leq c_{1ij}^{up} + c_{1ij}^{us} \tag{4.18}
\]

The result will follow if we incorporate (4.18) and (4.17) into (4.14). \(\square\)

Theorem 4.2 shows that the optimality gap of the solution returned by Algorithm 5 is bounded by the sum of the permanent and spot market capacity acquisition costs of arcs and nodes of the network for the root node in the scenario tree, and is independent of other model parameters such as the number of time periods, the number of branches in the scenario tree, etc. This property enables us to get the following asymptotic convergence result:

**Theorem 4.3.** Assume that:

(i) There exists \( \epsilon_1 > 0 \) such that for all \( n \in \mathcal{T} \), there is at least one node in the network whose demand is at least \( \epsilon_1 \);

(ii) There exists \( \epsilon_2 > 0 \) such that for all \( n \in \mathcal{T} \), and for any arc \((i', j') \in A \) with \( \sum_{(j', j') \in \delta^+} x_{njij'} - \sum_{(i', j') \in \delta^-} x_{ninj'} < 0 \), the total capacity allocation cost \( c_{nij}^{up} + c_{nij}^{us} \geq \epsilon_2 \);

then

\[
\lim_{T \to \infty} \frac{f(X^H, Y^H) - f(X^*, Y^*)}{f(X^*, Y^*)} = 0
\]

for \( \text{SNCE}_{\text{two}} \).
Proof. According to Theorem 4.2, we have:

\[
f(X^H, Y^H) - f(X^*, Y^*) \leq \sum_{(i,j) \in A} (c_{1ij}^{up} + c_{1ij}^{us}) + \sum_{i \in N} (c_{1i}^{vp} + c_{1i}^{vs})
\]

Therefore, we only need to show that \(\lim_{T \to \infty} f(X^*, Y^*) = \infty\). For a fixed \(T\), consider the dual of the linear relaxation of \(\mathcal{NCE}_{TWO}\) with dual variables \(\pi_d^n, \pi_u^{ni}, \pi_v^{ni}\) for (4.2), (4.3), and (4.4), respectively:

Max \(\sum_{n \in T} \pi_d^n d_n\) \\
\text{s.t.} \quad -\pi_d^n + \pi_d^{nj} - \pi_u^{nj} - \pi_v^{nj} \leq p_n c_{ij}^u \quad \forall (i, j) \in A, \forall n \in T, \\
\quad C_i^u \sum_{m \in T(n)} \pi_u^{nj} \leq p_n c_{nj}^{up} \quad \forall (i, j) \in A, \forall n \in T, \\
\quad C_i^v \sum_{m \in T(n)} \pi_v^{nj} \leq p_n c_{nj}^{vp} \quad \forall i \in N, \forall n \in T, \\
\quad C_i^u \pi_u^{nj} \leq p_n c_{nj}^{us} \quad \forall (i, j) \in A, \forall n \in T, \\
\quad C_i^v \pi_v^{nj} \leq p_n c_{nj}^{vs} \quad \forall i \in N, \forall n \in T, \\
\quad \pi_d^n, \pi_u^{nj}, \pi_v^{nj} \in \mathbb{R}^+ \quad \forall (i, j) \in A, \forall n \in T.

Let the vector form of the dual variables be \(\pi_d^n, \pi_u^{ni}, \pi_v^{ni}\). For any dual feasible solution \((\pi_d^n, \pi_u^{ni}, \pi_v^{ni})\), let \(g(\pi_d^n, \pi_u^{ni}, \pi_v^{ni}) = \sum_{n \in T} \pi_d^n d_n\) denote the objective value of the above dual problem. Clearly, weak duality ensures that \(f(X^{LP}, Y^{LP}) \geq g(\pi_d^n, \pi_u^{ni}, \pi_v^{ni})\). Now, we try to find a dual feasible solution \((\pi_d^n, \pi_u^{ni}, \pi_v^{ni})\) such that \(g(\pi_d^n, \pi_u^{ni}, \pi_v^{ni}) \geq T\epsilon\) for some \(\epsilon > 0\). We set \(\pi_u^{ni} = \pi_v^{ni} = 0\) for all \(n \in T\). Assumption (i) requires that there is at least one node \(i' \in N\) such that \(-d_{ni'} \geq \epsilon_1\). So, constraint (4.2) ensures that
there is at least one node \( i' \) such that \( \sum_{(j',j') \in \delta_{i'}} x_{n_i'j'} - \sum_{(i',j') \in \delta_{i}} x_{ni'j'} < 0 \); and we can find at least one emanating arc \((i', j')\) of node \(i'\). Now, if we let \( \bar{\pi}_{ni'} = -p_n(c_{ij'}^u + c_{ji}^v) \) and \( \bar{\pi}_{ni} = 0 \) for all \( i \in \mathcal{N} \setminus \{j'\} \), then \((\bar{\pi}_{ni'}, \bar{\pi}_{ni}, \bar{\pi}_{n})\) is a dual feasible solution. Also, assumption (ii) requires that \( -\bar{\pi}_{ni'} \geq p_n \epsilon_2 \). Therefore, \( g(\bar{\pi}_{n}, \bar{\pi}_{n}, \bar{\pi}_{n}) = \sum_{n \in \mathcal{T}} \bar{\pi}_{ni'}d_{ni'} \geq \sum_{n \in \mathcal{T}} p_n \epsilon_1 \epsilon_2 \). Since the summation of probabilities of each stage in the scenario tree is 1 and we have \( T \) stages, \( \sum_{n \in \mathcal{T}} p_n = T \), which means that \( g(\bar{\pi}_{n}, \bar{\pi}_{n}, \bar{\pi}_{n}) \geq T \epsilon_1 \epsilon_2 \). Using weak duality, we can conclude that \( f(\mathcal{X}^{LP}, \mathcal{Y}^{LP}) \geq T \epsilon_1 \epsilon_2 \). Therefore, \( \lim_{T \to \infty} f(\mathcal{X}^{LP}, \mathcal{Y}^{LP}) = \infty \). \( \square \)

We showed that the approximation scheme will converge to the optimal solution, if we consider a sufficiently large number of periods.

### 4.4 The Stochastic Network Capacity Expansion Model with Three Sources of Capacity

We can extend all the results in Section 4.2 and 4.3 to the situation where three sources of capacity, i.e., permanent, spot market, and contract capacities interact with each other. We assume that the contract capacity will be available in the next period right after signing the contract. Here, we consider the case that the contract length is one period, but our model can capture the case where the contract can be signed for an arbitrary number of periods. In addition to notations introduced in Table 4.1, we need the ones presented in Table 4.2.

The stochastic network capacity expansion model with three sources of capacity can be formulated as follows:
Table 4.2: Additional notations of the model $SNCE_{THREE}$

<table>
<thead>
<tr>
<th>Parameters:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{nij}^{uc}$</td>
<td>Contract capacity acquisition cost for arc $(i, j) \in A$ at node $n \in T$</td>
</tr>
<tr>
<td>$c_{ni}^{vc}$</td>
<td>Contract capacity acquisition cost for node $i \in N$ at node $n \in T$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision variables:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{nij}^c$</td>
<td>Contract capacity acquisition for arc $(i, j) \in A$ at node $n \in T$</td>
</tr>
<tr>
<td>$v_{ni}^c$</td>
<td>Contract capacity acquisition of node $i \in N$ at node $n \in T$</td>
</tr>
</tbody>
</table>

Model $SNCE_{THREE}$:

$$
\text{Min} \sum_{n \in T} p_n \left[ \sum_{(i, j) \in A} \left( c_{nij}^u x_{nij} + c_{nij}^{up} u_{nij}^p + c_{nij}^{us} u_{nij}^s + c_{nij}^{uc} u_{nij}^c \right) + \sum_{i \in N} \left( c_{ni}^{vp} v_{ni}^p + c_{ni}^{vs} v_{ni}^s + c_{ni}^{vc} v_{ni}^c \right) \right]
$$

s.t. \[
\sum_{(j, i) \in \delta_i^-} x_{nji} - \sum_{(i, j) \in \delta_i^+} x_{nij} = d_{ni} \quad \forall i \in N, \forall n \in T,
\]

\[
x_{nij} \leq C_{ij}^u \left( \sum_{m \in \bar{P}(n)} u_{nij}^p + u_{nij}^s + u_{a(n)ij}^c \right) \quad \forall (i, j) \in A, \forall n \in T,
\]

\[
\sum_{(i, j) \in \delta_i^+} x_{nij} \leq C_i^u \left( \sum_{m \in \bar{P}(n)} v_{ni}^p + v_{ni}^s + v_{a(n)i}^c \right) \quad \forall i \in N, \forall n \in T,
\]

\[
x_{nij} \in \mathbb{R}^+ \quad \forall (i, j) \in A, \forall n \in T,
\]

\[
u_{nij}^p, \ u_{nij}^s, \ u_{nij}^c \in \mathbb{Z}^+ \quad \forall (i, j) \in A, \forall n \in T,
\]

\[
v_{ni}^p, \ v_{ni}^s, \ v_{ni}^c \in \mathbb{Z}^+ \quad \forall i \in N, \forall n \in T.
\]

Similar to $SNCE_{TWO}$, it can be proved that $SNCE_{THREE}$ is an NP-hard problem.
The approximation algorithm presented in Section 4.3 can be used to solve this problem, since $\text{SNCE}_{THREE}$ has the same decomposition structure as $\text{SNCE}_{TWO}$, i.e., it can be decomposed into single resource capacity expansion problems corresponding to nodes and arcs. Each subproblem of $\text{SNCE}_{THREE}$, which includes all three kinds of capacity, can be formulated as:

Model $\text{SCE}_{THREE}$:

\[
\begin{align*}
\text{Min} & \quad \sum_{n \in T} p_n (c^p_n x_n + c^s_n z_n + c^c_n y_n) \\
\text{s.t.} & \quad \sum_{m \in \mathcal{P}(n)} x_m + z_n + y_{a(n)} \geq d_n \quad \forall n \in T \\
& \quad x_n, z_n, y_n \in \mathbb{Z}^+ \quad \forall n \in T.
\end{align*}
\]

(4.19)

Therefore, the approximation algorithm can also be applied to $\text{SNCE}_{THREE}$, provided that in step 2, $\text{SCE}_{THREE}$ can be solved efficiently for all nodes and arcs. This can be done by applying polynomial-time algorithms that we designed in Section 3.3.1 and Section 3.3.2.

For $\text{SNCE}_{THREE}$, we define $\mathcal{Y} = (y_n)_{n \in T} = (u^p_n, v^p_n, u^s_n, v^s_n, u^c_n, v^c_n)_{n \in T}$ where $u^p_n = (u^p_{nij})_{(i,j) \in \mathcal{A}}$, $v^p_n = (v^p_{ni})_{i \in \mathcal{N}}$, $u^s_n = (u^s_{nij})_{(i,j) \in \mathcal{A}}$, $v^s_n = (v^s_{ni})_{i \in \mathcal{N}}$, $u^c_n = (u^c_{nij})_{(i,j) \in \mathcal{A}}$, and $v^c_n = (v^c_{ni})_{i \in \mathcal{N}}$. Then the following results hold:

**Theorem 4.4.** For $\text{SNCE}_{THREE}$, given the same assumptions as in Theorem 4.3, we have

\[
\lim_{T \to \infty} \frac{f(X^H, Y^H) - f(X^*, Y^*)}{f(X^*, Y^*)} = 0
\]

The proof of Theorem 4.4 is analogous to that of Theorem 4.3. So we omit it for brevity. Theorem 4.4 shows that the approximation algorithm keeps its asymptotic convergence property when dealing with three sources of capacity.
4.5 Experimental Results

In this section, we report on the experimental results of the approximation algorithm for solving $\mathcal{NCE}_{\text{TWO}}$. We mainly focus on two objectives: (i) to show the performance of the approximation algorithm compared to CPLEX MIP solver, and (ii) to show the asymptotically convergence property of the approximation algorithm proved in Theorem 4.3.

We present the experimental results in two parts: in the first part (Section 4.5.1), we consider small and medium-sized problems that can be solved by CPLEX MIP solver within two hours. Therefore, we can compare the solution time of the approximation algorithm and that of CPLEX. In the second part (Section 4.5.2), we report on the performance of the approximation algorithm on large-scale instances that cannot be solved by CPLEX MIP solver within two hours.

The test problems have been generated as follows: We generate random numbers for costs of the problem. The demand for each node of the scenario tree has been independently generated by multiplying the demand of the root node by a random number generated from a lognormal distribution with mean $\mu$ and standard deviation $\sigma$. For each time period, we increase the mean of the demand by $0.5t_n$ and keep the same standard deviation. This guarantees that we have increasing demand throughout the scenario tree. Note that when we increase the size of the scenario tree, we keep the same structure for the network. This enables us to track the performance of the approximation algorithm for different scenario tree sizes.

All the codes are written in GAMS 24.2.2 calling CPLEX 12.6. The experiments are conducted on a computer with an AMD Opteron 2.79GHz processor and 64 GB of RAM running Microsoft Windows Server 2008 R2.
### Table 4.3: Data for instances of $SNCE_{TWO}$

| $|\mathcal{N}|$ | $|T.N|$ | $|A|$ | $T$ | No. of Variables | No. of Constraints | $N$ |
|---|---|---|---|---|---|---|
|   |   |   |   |   | Real | Integer |
| 3 | 252 | 644 |   | 392 |    | 7 |
| 4 | 540 | 1,380 |   | 840 |    | 15 |
| 10 | 6 | 36 | 5 | 1,116 | 2,852 | 1,736 | 31 |
| 6 | 2,268 | 5,796 |   | 3,528 |    | 63 |
| 7 | 4,572 | 11,684 |   | 7,112 |    | 127 |
| 3 | 588 | 1,386 |   | 798 |    | 7 |
| 4 | 1,260 | 2,970 |   | 1,710 |    | 15 |
| 15 | 9 | 84 | 5 | 2,604 | 6,138 | 3,534 | 31 |
| 6 | 5,292 | 12,474 |   | 7,182 |    | 63 |
| 7 | 10,668 | 25,146 |   | 14,478 |    | 127 |
| 3 | 1,064 | 2,408 |   | 1,344 |    | 7 |
| 4 | 2,280 | 5,160 |   | 2,880 |    | 15 |
| 20 | 12 | 152 | 5 | 4,712 | 10,664 | 5,952 | 31 |
| 6 | 9,576 | 21,672 |   | 12,096 |    | 63 |
| 7 | 19,304 | 43,688 |   | 24,384 |    | 127 |

#### 4.5.1 Comparing CPLEX and the Approximation Algorithm

In the first experiment, we increase the number of nodes in the network ($|\mathcal{N}|$) from 10 to 20, and the number of periods in the scenario tree ($T$) from 3 to 7. The number of branches for each non-leaf node in the scenario tree is 2. The combination of number of branches and different scenario tree periods results in various scenario tree sizes which are presented as $N$. These parameters have been set so that CPLEX MIP solver can solve the model $SNCE_{TWO}$ within two hours.

Table 4.3 shows the data for 15 instances created for this part. To get a sense of the size of these instances, we present the number of constraints and variables, the number of periods in the scenario tree ($T$), and the size of the scenario tree ($N$). We
Table 4.4: Comparison of CPLEX and the approximation algorithm for SNCE\textsubscript{TWO}

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>T</th>
<th>CPLEX</th>
<th>Approx. Alg.</th>
<th>Time (%)</th>
<th>Optimality Gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.42</td>
<td>1.91</td>
<td>454.76</td>
<td>0.3028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.95</td>
<td>1.96</td>
<td>206.31</td>
<td>0.1297</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.64</td>
<td>2.01</td>
<td>55.21</td>
<td>0.0340</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11.42</td>
<td>3.82</td>
<td>33.45</td>
<td>0.0121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>44.27</td>
<td>5.26</td>
<td>11.88</td>
<td>0.0044</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.73</td>
<td>3.75</td>
<td>513.69</td>
<td>0.3447</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>6.51</td>
<td>4.26</td>
<td>65.43</td>
<td>0.0206</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>102.05</td>
<td>5.91</td>
<td>5.79</td>
<td>0.0183</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>187.35</td>
<td>5.37</td>
<td>2.86</td>
<td>0.0179</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>239.01</td>
<td>7.18</td>
<td>3.00</td>
<td>0.0032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.71</td>
<td>5.24</td>
<td>111.25</td>
<td>0.1641</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>11.02</td>
<td>6.49</td>
<td>58.89</td>
<td>0.0499</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>125.08</td>
<td>6.57</td>
<td>5.25</td>
<td>0.0046</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>363.85</td>
<td>7.52</td>
<td>2.06</td>
<td>0.0005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>422.17</td>
<td>9.92</td>
<td>2.34</td>
<td>0.0002</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

also identify the structure of the network by presenting the number of nodes (|\mathcal{V}|), the number of arcs (|\mathcal{A}|), and the number of transient nodes (|T.N|).

In Table 4.4, we compare the solution time by CPLEX and the solution time by the approximation algorithm. Also, we provide the optimality gap between the optimal solution and the solution given by the approximation algorithm. From Time (%) column, we can observe that the approximation algorithm can solve most of instances much faster than CPLEX. The Optimality Gap(%) column shows that as the number of period increases, the gap decreases which is in accordance with the convergence result that we obtained in Theorem 4.3.
Table 4.5: Data for large-scale instances of $SNCE_{TWO}$

| $|N|$ | $|T.N|$ | $|A|$ | $T$ | No. of Variables | No. of Constraints | $N$ |
|-----|-----|-----|-----|-----|----------------|-----------------|-----|
|     |     |     |     |     | Real | Integer |     |
| 3   | 6,860 | 14,420 | 7,560 | 7 |
| 4   | 14,700 | 30,900 | 16,200 | 15 |
| 5   | 30,380 | 63,860 | 33,480 | 31 |
| 6   | 61,740 | 129,780 | 68,040 | 63 |
| 7   | 124,460 | 261,620 | 137,160 | 127 |
| 3   | 27,720 | 56,840 | 29,120 | 7 |
| 4   | 59,400 | 121,800 | 62,400 | 15 |
| 5   | 122,760 | 251,720 | 128,960 | 31 |
| 6   | 249,480 | 511,560 | 262,080 | 63 |
| 7   | 502,920 | 1,031,240 | 528,320 | 127 |
| 3   | 174,300 | 352,100 | 177,800 | 7 |
| 4   | 373,500 | 754,500 | 381,000 | 15 |
| 5   | 771,900 | 1,559,300 | 787,400 | 31 |
| 6   | 1,568,700 | 3,168,900 | 1,600,200 | 63 |
| 7   | 3,162,300 | 6,388,100 | 3,225,800 | 127 |
| 3   | 698,600 | 1,404,200 | 705,600 | 7 |
| 4   | 1,497,000 | 3,009,000 | 1,512,000 | 15 |
| 5   | 3,093,800 | 6,218,600 | 3,124,800 | 31 |
| 6   | 6,287,400 | 12,637,800 | 6,350,400 | 63 |
| 7   | 12,674,600 | 25,476,200 | 12,801,600 | 127 |

4.5.2 Approximation Algorithm’s Performance for Large-scale Instances

For large-scale instances of $SNCE_{TWO}$, CPLEX cannot find the solution in a reasonable time (we stop the solver when it exceeds two hours time limit). We create 20 large-scale instances and present their data in Table 4.5.

Table 4.6 shows the solution time of the approximation algorithm for large-scale
instances. For these instances, since we do not have the optimal solution, we use the optimal objective value of the linear relaxation as the lower bound and report the relative gap between the objective value returned by the approximation algorithm and the lower bound. The reported gap confirms the convergence result of Theorem 4.3.

Table 4.6: Approximation algorithm results for large-scale instances of $\mathcal{SNCE_{TWO}}$

| $|\mathcal{N}|$ | $T$ | Approx. Alg. Time (s) | Gap (%) |
|----------|-----|-----------------------|---------|
| 3        | 5   | 28.02                 | 1.641   |
| 4        | 5   | 29.32                 | 0.807   |
| 50       | 5   | 30.79                 | 0.346   |
| 6        | 5   | 33.20                 | 0.124   |
| 7        | 5   | 40.20                 | 0.037   |
| 3        | 5   | 116.75                | 1.710   |
| 4        | 5   | 117.78                | 0.949   |
| 100      | 5   | 118.18                | 0.380   |
| 6        | 5   | 125.66                | 0.134   |
| 7        | 5   | 141.55                | 0.041   |
| 3        | 5   | 705.81                | 1.587   |
| 4        | 5   | 724.78                | 0.871   |
| 250      | 5   | 730.28                | 0.377   |
| 6        | 5   | 871.54                | 0.138   |
| 7        | 5   | 2841.56               | 0.040   |
| 3        | 5   | 2803.02               | 1.475   |
| 4        | 5   | 2919.53               | 0.823   |
| 500      | 5   | 3488.39               | 0.354   |
| 6        | 5   | 4361.44               | 0.126   |
| 7        | 5   | 21264.61*             | 0.036   |

*The time to solve the linear relaxation is 18,381.57 seconds.
Chapter 5

Decomposition Algorithms for the Stochastic Network Capacity Expansion Problem

In Chapter 4, we designed an approximation algorithm to solve SNCE\textsubscript{TWO} and SNCE\textsubscript{THREE}. We showed that the approximation algorithm solution converges to the optimal solution, as the number of scenario tree periods increases. In this chapter, we consider some decomposition algorithms for the stochastic capacity expansion problem SNCE\textsubscript{TWO}.

5.1 Classical Benders’ Decomposition

In this section, we consider Benders’ decomposition, introduced by Benders (1962), as one of the most used methods to solve stochastic programming problems. The Benders’ decomposition method used to solve two-stage stochastic programming problems
is called \textit{L-shaped method} and was introduced by [Van Slyke and Wets (1969)]. Multi-stage stochastic programming problems can be seen as a nested series of two-stage problems to which Benders’ decomposition can be applied. This method is called \textit{nested L-shaped method} as described in [Birge and Louveaux (2011)].

Based on Theorem 4.1, solving the stochastic network capacity expansion problem $\mathcal{SNCE}_{TWO}$ for large-scale instances could be time consuming. Therefore in this section, we propose a Benders’ decomposition algorithm to solve the model $\mathcal{SNCE}_{TWO}$ to optimality. Then, we discuss some improvements to the algorithm and their limitations in Section 5.2. Finally in Section 5.4 we propose a Benders’ decomposition-based algorithm that can find tight bounds for the model $\mathcal{SNCE}_{TWO}$.

The $\mathcal{SNCE}_{TWO}$ is an MIP model including continuous flow variables and integer capacity acquisition variables. If the capacity acquisition variables are fixed, the problem becomes a network flow problem with real variables. This observation motivates us to design the Benders’ decomposition algorithm by fixing all integer variables for the subproblems, and keeping all integer variables in the master problem. With this setting, in each iteration of the Benders’ decomposition algorithm, we have to solve $N$ subproblems, corresponding to each node in the scenario tree. After solving each subproblem, if it is unbounded, a feasibility cut will be added to the master problem. If all subproblems are optimal, then $N$ optimality cuts will be added to the master problem.

To design the classical Benders’ decomposition algorithm, we keep the capacity acquisition (integer) variables in the master problem and move the flow (real) variables
to the subproblems. Thus, the initial master problem can be modeled as follows:

\[
\begin{align*}
\text{Min} & \quad \sum_{n \in T} \left[ \sum_{(i,j) \in A} (c_{nij}^p u_{nij} + c_{nij}^s u_{nij}^s) + \sum_{i \in N} (c_{nimi}^p + c_{nimi}^s) + \eta_n \right] \\
\text{s.t.} & \quad u_{nij}, u_{nij}^s \in \mathbb{Z}^+ \quad (i,j) \in A, \forall n \in T, \quad (5.1) \\
& \quad v_{ni}, v_{ni}^s \in \mathbb{Z}^+ \quad i \in N, \forall n \in T, \\
& \quad \eta_n \in \mathbb{R}^+ \quad \forall n \in T,
\end{align*}
\]

where \( \eta_n \) is an auxiliary variable that is used to underestimate the flow cost for node \( n \) in the scenario tree. Since the flow costs are non-negative, then for all \( n \in T \), the variable \( \eta_n \) is also non-negative. After each iteration of Benders’ decomposition procedure, optimality or feasibility cuts will be added to the above master problem. Now, we fix the capacity acquisition variables for the subproblems. As before, let \( Y = (y_n)_{n \in T} = (u^p_n, v^p_n, u^s_n, v^s_n)_{n \in T} \) where \( u^p_n = (u^p_{nij})_{(i,j) \in A} \), \( v^p_n = (v^p_{ni})_{i \in N} \), \( u^s_n = (u^s_{nij})_{(i,j) \in A} \), and \( v^s_n = (v^s_{ni})_{i \in N} \). Then for a fixed \( Y \) and for each \( n \in T \), the subproblem of \( \text{SNCE}_{TWO} \) can be formulated as follows:

\[
\begin{align*}
\mathcal{SP}(Y)_n = & \quad \text{Min} \quad \sum_{(i,j) \in A} c_{ij} x_{nij} \\
\text{s.t.} & \quad \sum_{(j,i) \in \delta_i^+} x_{nji} - \sum_{(i,j) \in \delta_i^-} x_{nij} = d_{ni} \quad \forall i \in N, \\
& \quad x_{nij} \leq C_{ij} \left( \sum_{m \in \mathcal{P}(n)} u^p_{nij} + u^s_{nij} \right) \quad \forall (i,j) \in A, \\
& \quad \sum_{(i,j) \in \delta_i^+} x_{nij} \leq C_i \left( \sum_{m \in \mathcal{P}(n)} u^p_{nmi} + u^s_{nmi} \right) \quad \forall i \in N, \\
& \quad x_{nij} \in \mathbb{R}^+ \quad \forall (i,j) \in A.
\end{align*}
\]
Now suppose \( \pi^d_{ni}, \pi^u_{ni}, \) and \( \pi^v_{ni} \) are dual variables corresponding to demand, arc capacity, and node capacity constraints of the above subproblem, respectively. Then the dual of the above subproblem for a fixed \( Y \) and each \( n \in \mathcal{T} \) can be written as follows:

\[
\mathcal{DSP}(Y)_n = \text{Max } \sum_{i \in \mathcal{N}} \left[ \pi^d_{ni} d_{ni} - \pi^v_{ni} C_i \left( \sum_{m \in \mathcal{P}(n)} u^p_{mi} + u^s_{mi} \right) \right] 
- \sum_{(i,j) \in \mathcal{A}} \pi^u_{ni} C_{ij} \left( \sum_{m \in \mathcal{P}(n)} u^p_{mij} + u^s_{mij} \right)
\text{ s.t. } -\pi^d_{ni} + \pi^d_{nj} - \pi^v_{ni} C_i \leq C_{ij} \quad \forall (i,j) \in \mathcal{A},

\pi^u_{ni} \in \mathbb{R}^+ \quad \forall (i,j) \in \mathcal{A},

\pi^d_{ni}, \pi^v_{ni} \in \mathbb{R}^+ \quad \forall i \in \mathcal{N}.
\] (5.2)

If the subproblem \( \mathcal{SP}(Y)_n \) is feasible, solving the dual subproblem \( 5.2 \) will result in optimality cut for the master problem. This cut can be constructed as:

\[
\sum_{i \in \mathcal{N}} \left[ \pi^{d*}_{ni} d_{ni} - \pi^{v*}_{ni} C_i \left( \sum_{m \in \mathcal{P}(n)} u^p_{mi} + u^s_{mi} \right) \right] - \sum_{(i,j) \in \mathcal{A}} \pi^{u*}_{ni} C_{ij} \left( \sum_{m \in \mathcal{P}(n)} u^p_{mij} + u^s_{mij} \right) \leq \eta_n (5.3)
\]

where \( \pi^{d*}_{ni}, \pi^{u*}_{ni}, \) and \( \pi^{v*}_{ni} \) are optimal solutions returned by \( 5.2 \). On the other hand, if the subproblem \( \mathcal{SP}(Y)_n \) is infeasible, its dual will be unbounded and solving it will result in a feasible direction defined by \( \psi^d_{ni}, \psi^u_{ni}, \) and \( \psi^v_{ni} \). Then the feasibility cut can be constructed as:

\[
\sum_{i \in \mathcal{N}} \left[ \psi^d_{ni} d_{ni} - \psi^v_{ni} C_i \left( \sum_{m \in \mathcal{P}(n)} u^p_{mi} + u^s_{mi} \right) \right] - \sum_{(i,j) \in \mathcal{A}} \psi^u_{ni} C_{ij} \left( \sum_{m \in \mathcal{P}(n)} u^p_{mij} + u^s_{mij} \right) \leq 0 (5.4)
\]

Now, let \( Z^*_{\text{master}} \) be the objective function value of the master problem and \( Z^*_n \) be
the objective function value for subproblem associated with node \( n \). The classical
Benders’ decomposition algorithm is presented in Algorithm 6.

**Algorithm 6** Classical Benders’ Decomposition for \( \text{SNCE}_{\text{TWO}} \)

1. Set \( opt = 0 \), \( UB_{\text{tmp}} = 0 \), \( LB = -\infty \) and \( UB = +\infty \).
2. Create master problem (5.1) with no cuts.
3. while \( (UB - LB)/LB > \epsilon \) do
4. Solve master problem (5.1) and obtain the incumbent solution \( Y \).
5. \( LB = Z^*_{\text{master}} \).
6. \( UB_{\text{tmp}} = \sum_{n \in \mathcal{T}} p_n \left[ \sum_{(i,j) \in A} (c_{nij}^p u_{nij}^p + c_{nij}^u u_{nij}^u) + \sum_{i \in \mathcal{N}} (c_{vi}^p v_{ni}^p + c_{vi}^v v_{ni}^v) \right] \)
7. for \( n \in \mathcal{T} \) do
8. Solve dual subproblem (5.2).
9. if dual subproblem is unbounded,
10. Add feasibility cut (5.4) to the master problem.
11. else
12. \( opt = opt + 1 \).
13. end if
14. if \( opt = N \)
15. Add optimality cuts (5.3) to the master problem.
16. \( UB = \min(UB, \sum_{n \in \mathcal{T}} p_n Z^*_n + UB_{\text{tmp}}) \)
17. end if
18. end while

There are several considerations about this classical Benders’ decomposition algo-
rithm. First, in each iteration, an integer program (master problem) must be solved.
Solving this integer program becomes more difficult as the algorithm adds optimality
and feasibility cuts in each iteration. Second, the upper bound updating procedure
does not guarantee that a better upper bound will be found in each iteration. In
order to ease these difficulties, we propose several techniques that can improve the
performance of the classical Benders’ decomposition.
5.2 Improvements to Classical Benders’ Decomposition

In this section, we propose some techniques to improve the performance of the classical Benders’ decomposition for model \(\text{SNCE}_{\text{TWO}}\) depicted in Algorithm 6. In general, there are two types of techniques used to improve the performance of Benders’ decomposition: (i) reducing the number of integer master programs that must be solved, (ii) speeding-up the solution of integer master programs.

5.2.1 Valid Inequalities

Adding valid inequalities to the master problem is a common practice in the literature of Benders’ decomposition method. Valid inequalities will help to speed up the solution of master problem. For our model \(\text{SNCE}_{\text{TWO}}\), we came up with three sets of valid inequalities for the master problem:

**Node Valid Inequalities:** There are three types of nodes in the network of our problem: origin, destination, and transient. Since the network is balanced, all the flow generated in the origin nodes must be able to go out to satisfy the demand of destination nodes. This means that the capacity of origin nodes must be at least equal to the generated flow. This will result in the following valid inequalities for each \(n \in \mathcal{T}\) and for each origin node \(i\) with \(d_{ni} < 0\):

\[-d_{ni} \leq C_i^{w} \left( \sum_{m \in \mathcal{P}(n)} v_{mi}^p + v_{ni}^s \right)\]  

(5.5)
On the other hand, each destination node must be able to absorb enough flow to satisfy its demand. This means that the total capacity of arcs that enter a destination node must be at least equal to the demand of that destination node. Thus, for each \( n \in \mathcal{T} \) and for each destination node \( i \) with \( d_{ni} > 0 \):

\[
d_{ni} \leq \sum_{j} C_{ji}^u \left( \sum_{m \in \mathcal{P}(n)} u_{mji}^p + u_{nji}^s \right)
\] (5.6)

**Arc Valid Inequalities**: Following the above explanation, there must be enough capacity for arcs starting from each origin node to carry the flow from it. This means that the total capacity acquired for arcs emanating from origin nodes must be at least equal to their demand. Thus, for each \( n \in \mathcal{T} \) and for each origin node \( i \) with \( d_{ni} < 0 \):

\[
-d_{ni} \leq \sum_{j} C_{ij}^u \left( \sum_{m \in \mathcal{P}(n)} u_{mij}^p + u_{nij}^s \right)
\] (5.7)

These valid inequalities can improve the performance of Benders’ decomposition by speeding up the solution of integer master problem.

### 5.2.2 LP Relaxation of the Master Problem

Another common practice for Benders’ decomposition is to solve the linear relaxation of the master problem. Proposed by McDaniel and Devine (1977), this method tries to reduce the number of integer problems that must be solved in two phases. In the first phase, the feasibility and optimality cuts are generated using the solutions of the linear relaxation of the master problem. After a specified number of iterations, or reaching a pre-defined gap between lower and upper bound, the integrality constraints
will be introduced to the master problem. In the second phase, the lower bound and upper bounds will be reset and the procedure restarts with integer master problems. All optimality and feasibility cuts generated in phase one are valid for the original MIP problem. Using the previously generated cuts, we hope this method can find the optimal solution in a few iterations of solving MIP master problem in phase two.

5.2.3 Pareto-Optimal Cuts

Another method that focuses on reducing the number of integer programs that must be solved is introduced by Magnanti and Wong (1981). This method tries to select the best optimality cut, if more than one is available. That cut is called Pareto-optimal. Formally, a Pareto-optimal cut is a cut that cannot be dominated by any other cut. Having more than one optimality cut happens when the dual subproblem has multiple optimal solutions. The method proposed by Magnanti and Wong (1981) uses a core point of \( \mathcal{Y} \) to evaluate all optimality cuts associated with the solution of the dual subproblem, and then selects the non-dominant one. Adding this non-dominant (or Pareto-optimal) cut to the master problem can reduce the number of iterations in Benders’ decomposition method.

In order to find the Pareto-optimal cut, a linear program that uses a core point of \( \mathcal{Y} \) must be solved. By definition, \( \mathcal{Y}_0 \) is a core point of \( \mathcal{Y} \), if it is in the relative interior of the convex hull of \( \mathcal{Y} \), i.e., \( \mathcal{Y}_0 \in ri(\mathcal{Y}^c) \). Let \( \mathcal{Y}_0 = (u_{nij}^{p0}, u_{nij}^{s0}, v_{ni}^{p0}, v_{ni}^{s0}) \) be a core point of \( \mathcal{Y} \) and let \( \bar{\pi} \) be the optimal solution of the dual subproblem (5.2) and \( Z(\bar{\pi}) \) be the corresponding objective function value. Then, the solution of the following linear
creates the Pareto-optimal cut. In our Benders’ decomposition implementation, we solve problem (5.8) and add the Pareto-optimal cut to the master problem in step 15 of Algorithm 6.

5.2.4 Maximum Feasible Subsystem Cut Generation (MFS)

This method has been proposed by Saharidis and Ierapetritou (2010) for problems in which more feasibility cuts than optimality cuts is being generated in Benders’ decomposition procedure. The method generates a semi-optimality cut, called MFS cut, for the master problem each time the Benders’ decomposition procedure generates a feasibility cut. The structure of this cut is similar to the feasibility cut, but it involves the decision variable $\eta$. This method tries to identify the maximum feasible
subsystem (Amaldi and Kann (1995)) of the subproblems and to relax the minimum possible number of infeasible constraints to make them feasible.

In order to find the minimum number of infeasible constraints, a 0-1 program must be solved. This problem has a binary variable associated with each constraint of the subproblem, or each real variable of the dual subproblem, i.e., \( w_d^i \), \( w_u^i \), and \( w_v^i \). This binary problem must be solved for each infeasible subproblem associated with node \( n \) in the scenario tree. For node \( n \), this 0-1 program can be formulated as follows:

\[
\mathbf{BMFS}_n = \text{Min} \sum_{i \in \mathcal{N}} (w_d^i + w_v^i) + \sum_{(i,j) \in \mathcal{A}} w_u^i
\]

s.t. \[
\sum_{(j,i) \in \delta_i^-} x_{nji} - \sum_{(i,j) \in \delta_i^+} x_{nij} - M w_d^i = d_{ni} \quad \forall i \in \mathcal{N},
\]

\[
x_{nij} - M w_u^i \leq C_{ij}^u \left( \sum_{m \in \mathcal{P}(n)} u_{mij}^p + u_{mij}^s \right) \quad \forall (i,j) \in \mathcal{A},
\]

\[
\sum_{(i,j) \in \delta_i^+} x_{nij} - M w_v^i \leq C_i^v \left( \sum_{m \in \mathcal{P}(n)} v_{mi}^p + v_{mi}^s \right) \quad \forall i \in \mathcal{N},
\]

\[
w_d^i, w_v^i \in \{0, 1\} \quad \forall i \in \mathcal{N},
\]

\[
x_{nij} \in \mathbb{R}^+, \quad w_u^i \in \{0, 1\} \quad \forall (i,j) \in \mathcal{A}.
\]

where \( M \) is a very big positive number. In the solution of \( \mathbf{BMFS}_n \) problem, a variable \( w \) takes value 1 only if its constraint is infeasible. This guarantees that after solving this problem, we identify the minimum number of constraints that must be relaxed to make the subproblem feasible.

The next step is to add \( M \) to the right hand side of the constraints that have been chosen by solving the \( \mathbf{BMFS}_n \). By doing this, we will have a relaxed subproblem \( \mathbf{RSP}_n \) which is always feasible, and as a result, its dual always generates optimality
cut. This cut is called Maximum Feasibility Subsystem (MFS) cut. Using the optimal solution of $\mathcal{RSP}_n$, i.e., $\phi^d_{ni}$, $\phi^u_{nij}$, and $\phi^v_{ni}$, the MFS cut can be constructed as follows:

$$
\sum_{i \in N} \left[ \phi^d_{ni} d_{ni} - \phi^v_{ni} C_i \left( \sum_{m \in \mathcal{P}(n)} v^p_{mi} + v^s_{ni} \right) \right] - \sum_{(i,j) \in A} \phi^u_{nij} C_{ij} \left( \sum_{m \in \mathcal{P}(n)} u^p_{nij} + u^s_{nij} \right) \leq \eta_n (5.10)
$$

In summary, the MFS method can be incorporated into the Benders’ decomposition algorithm in the following steps: whenever a subproblem is unbounded, (i) add a feasibility cut to the master problem, (ii) solve model $\mathcal{BMFS}_n$ described in (5.9), (iii) solve $\mathcal{RSP}_n$ and generate MFS cut (5.10), (iv) add MFS cut to the master problem.

### 5.3 Computational Results for Classical Benders’ Algorithms

In this section, we present the computational results for $\text{SCETWO}$ that compare the solution time among CPLEX, the classical Benders’ decomposition algorithm, and four improvements that we introduced in Section 5.2.

For this purpose, we created 10 instances called $S01$ to $S10$, and solved them using classical Benders’ decomposition and CPLEX. Then we separately tested all four improvements presented in Section 5.2. Finally, we tested a procedure named all-in-one, which includes all four improvement methods at the same time. To begin with, we present the size of these instances in Table 5.1.

All algorithms have been implemented in C++ using IBM/ILOG CPLEX 12.6
Table 5.1: Data for instances of $SN\mathcal{E}_{TWO}$

| Sample | $|\mathcal{N}|$ | $|T.N|$ | $|\mathcal{A}|$ | No. of Variables | No. of Constraints | $N$ |
|--------|----------------|--------|------------|-----------------|-------------------|-----|
|        |                |        |            | Real            | Integer           |     |
| S01    | 5              | 3      | 8          | 104             | 338               | 234 | 13 |
| S02    | 6              | 3      | 16         | 240             | 660               | 420 | 15 |
| S03    | 4              | 2      | 8          | 320             | 960               | 640 | 40 |
| S04    | 6              | 2      | 18         | 126             | 336               | 210 | 7  |
| S05    | 10             | 6      | 26         | 3,146           | 8,712             | 5566| 121|
| S06    | 3              | 1      | 6          | 1,530           | 4,590             | 3,060|255|
| S07    | 8              | 4      | 18         | 270             | 780               | 510 | 15 |
| S08    | 6              | 2      | 16         | 640             | 1,760             | 1,120|40 |
| S09    | 20             | 9      | 102        | 714             | 1,708             | 994 | 7  |
| S10    | 15             | 8      | 58         | 406             |1,022              | 616 | 7  |

Concert Technology. All experiments were performed on a 2.5GHz Intel Core i5-2520M processor with 8.00 GB of RAM running Microsoft Windows 8.1.

Table 5.2 summarizes the solution time for 10 instances using CPLEX, classical Benders’ method, four improvement methods, and all-in-one method. It can be seen that the improvement methods can enhance the performance of the classical Benders’ decomposition. However, none of them can perform better than CPLEX MIP solver.
Table 5.2: Performance of classical Benders’ algorithms for $SNCE_{TWO}$

<table>
<thead>
<tr>
<th>Sample</th>
<th>CPLEX Time</th>
<th>CB Itr.</th>
<th>CB Time</th>
<th>VIE Itr.</th>
<th>VIE Time</th>
<th>LP Master Itr.</th>
<th>LP Master Time</th>
<th>Pareto Itr.</th>
<th>Pareto Time</th>
<th>MFS Itr.</th>
<th>MFS Time</th>
<th>all-in-one Itr.</th>
<th>all-in-one Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>0.06</td>
<td>6</td>
<td>0.12</td>
<td>3</td>
<td>0.04</td>
<td>7</td>
<td>0.07</td>
<td>6</td>
<td>0.12</td>
<td>5</td>
<td>0.19</td>
<td>4</td>
<td>0.07</td>
</tr>
<tr>
<td>S02</td>
<td>0.09</td>
<td>7</td>
<td>0.19</td>
<td>3</td>
<td>0.07</td>
<td>9</td>
<td>0.18</td>
<td>10</td>
<td>0.29</td>
<td>6</td>
<td>0.15</td>
<td>7</td>
<td>0.18</td>
</tr>
<tr>
<td>S03</td>
<td>0.10</td>
<td>9</td>
<td>0.57</td>
<td>6</td>
<td>0.34</td>
<td>9</td>
<td>0.35</td>
<td>12</td>
<td>0.99</td>
<td>10</td>
<td>0.21</td>
<td>10</td>
<td>0.71</td>
</tr>
<tr>
<td>S04</td>
<td>0.64</td>
<td>34</td>
<td>2.76</td>
<td>24</td>
<td>2.21</td>
<td>36</td>
<td>1.34</td>
<td>32</td>
<td>1.93</td>
<td>18</td>
<td>1.53</td>
<td>24</td>
<td>0.89</td>
</tr>
<tr>
<td>S05</td>
<td>0.29</td>
<td>8</td>
<td>4.62</td>
<td>5</td>
<td>2.14</td>
<td>10</td>
<td>6.71</td>
<td>6</td>
<td>5.23</td>
<td>5</td>
<td>3.74</td>
<td>5</td>
<td>3.36</td>
</tr>
<tr>
<td>S06</td>
<td>0.71</td>
<td>13</td>
<td>12.75</td>
<td>6</td>
<td>3.51</td>
<td>14</td>
<td>13.81</td>
<td>10</td>
<td>10.43</td>
<td>11</td>
<td>10.68</td>
<td>12</td>
<td>7.43</td>
</tr>
<tr>
<td>S07</td>
<td>0.38</td>
<td>52</td>
<td>53.35</td>
<td>41</td>
<td>23.27</td>
<td>44</td>
<td>2.96</td>
<td>66</td>
<td>47.16</td>
<td>49</td>
<td>62.60</td>
<td>51</td>
<td>4.14</td>
</tr>
<tr>
<td>S08</td>
<td>0.29</td>
<td>55</td>
<td>120.98</td>
<td>47</td>
<td>109.41</td>
<td>60</td>
<td>27.02</td>
<td>58</td>
<td>103.56</td>
<td>43</td>
<td>98.23</td>
<td>39</td>
<td>66.96</td>
</tr>
<tr>
<td>S09</td>
<td>0.85</td>
<td>107</td>
<td>314.05</td>
<td>137</td>
<td>334.87</td>
<td>89</td>
<td>19.79</td>
<td>92</td>
<td>225.06</td>
<td>96</td>
<td>352.46</td>
<td>73</td>
<td>286.07</td>
</tr>
<tr>
<td>S10</td>
<td>0.59</td>
<td>84</td>
<td>658.53</td>
<td>73</td>
<td>617.47</td>
<td>79</td>
<td>152.68</td>
<td>68</td>
<td>640.33</td>
<td>81</td>
<td>740.14</td>
<td>52</td>
<td>328.19</td>
</tr>
</tbody>
</table>

All Solution times are in seconds.

**Itr.** Number of iterations

**CB** Classical Benders

**VIE** Valid Inequality

**ALL** Method that uses all 4 improvement simultaneously
Table 5.3 shows the following additional information related to these instances. For all methods, we show the number of feasibility and optimality cuts that have been generated during the Benders’ decomposition procedure. We also present the number of valid inequalities that have been added to the master problem. For methods that solve linear master program (MLP and all-in-one), we present the total number of linear and integer programs solved. Note that for Pareto method, the number of Pareto-optimal cuts is equal to the number of optimality cuts, and for the MFS method, the number of MFS cuts is equal to the number of feasibility cuts.
Table 5.3: Detailed data of classical Benders’ algorithms for instances of $SNCE_{TWO}$

<table>
<thead>
<tr>
<th>Sample</th>
<th>CB</th>
<th>VIE</th>
<th>MLP</th>
<th>Pareto</th>
<th>MFS</th>
<th>all-in-one</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O</td>
<td>F</td>
<td>#V</td>
<td>O</td>
<td>F</td>
<td>LP</td>
</tr>
<tr>
<td>S01</td>
<td>26</td>
<td>49</td>
<td>63</td>
<td>26</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>S02</td>
<td>30</td>
<td>39</td>
<td>44</td>
<td>30</td>
<td>4</td>
<td>35</td>
</tr>
<tr>
<td>S03</td>
<td>120</td>
<td>188</td>
<td>119</td>
<td>120</td>
<td>68</td>
<td>1</td>
</tr>
<tr>
<td>S04</td>
<td>42</td>
<td>106</td>
<td>54</td>
<td>42</td>
<td>57</td>
<td>6</td>
</tr>
<tr>
<td>S05</td>
<td>242</td>
<td>340</td>
<td>362</td>
<td>242</td>
<td>35</td>
<td>2</td>
</tr>
<tr>
<td>S06</td>
<td>1020</td>
<td>1288</td>
<td>1040</td>
<td>1020</td>
<td>328</td>
<td>1</td>
</tr>
<tr>
<td>S07</td>
<td>75</td>
<td>313</td>
<td>59</td>
<td>75</td>
<td>256</td>
<td>10</td>
</tr>
<tr>
<td>S08</td>
<td>280</td>
<td>701</td>
<td>199</td>
<td>280</td>
<td>490</td>
<td>18</td>
</tr>
<tr>
<td>S09</td>
<td>70</td>
<td>309</td>
<td>33</td>
<td>70</td>
<td>337</td>
<td>5</td>
</tr>
<tr>
<td>S10</td>
<td>63</td>
<td>319</td>
<td>47</td>
<td>63</td>
<td>248</td>
<td>10</td>
</tr>
</tbody>
</table>

**CB**  Classical Benders  
**VIE**  Valid Inequality (#V : Number of valid inequalities added)  
**MLP**  Linear Master problem  
**O**  No. of optimality cuts  
**F**  No. of feasibility cuts  
**LP**  No. of linear programs solved  
**MIP**  No. of mixed-integer programs solved  
**ALL**  Method that uses all 4 improvement simultaneously
There are certain reasons why the classical Benders’ decomposition and its improvements cannot outperform CPLEX. In MLP method, after introducing the integrality constraints, the algorithm has to solve an integer program with all feasibility and optimality cuts that have been added to it during the steps in phase one. Solving this integer master program could be time-consuming and may result in a large solution time for Benders’ decomposition compared to CPLEX. In Pareto method, the auxiliary linear program (5.8) must be solved for each feasible node of the scenario tree. The equality constraint of (5.8) can be troublesome for large-scale problems, and may result in large solution times for this method compared to CPLEX. The MFS method seems promising in the sense that it includes variable $\eta_n$ in semi-optimality cuts. However, it comes at the price of solving a 0-1 program and an extra dual subproblem for each infeasible node in the scenario tree. This could be a major drawback of this method.

In the next section, we design a Benders’ decomposition-based algorithm that can perform well in finding tight bounds for the problem $\text{SNCE}_{TWO}$.

### 5.4 New Benders’ Decomposition-based Algorithm

In Section 5.3, we showed that the classical Benders’ decomposition is not efficient for solving the stochastic network capacity expansion problem $\text{SNCE}_{TWO}$. In this section, we design an algorithm based on Benders’ decomposition that can produce tight bounds for models $\text{SNCE}_{TWO}$.

The classical Benders’ decomposition methods used for multi-stage stochastic programming problems decompose the problem by nodes of the scenario tree, as explained in Section 5.1. In the new Benders’ decomposition-based algorithm, we decompose
the problem by each resource, i.e., nodes and arcs of the network. By doing this, the master problem will be a linear program containing flow variables and all subproblems will be integer programs including capacity variables. These integer program subproblems are difficult to solve. However, we exploit the totally unimodular property proved in Theorem 3.1 and Theorem 3.5, and as a result, we solve a linear relaxation of them. In the following, we describe this algorithm for SNCE\textsubscript{TWO}.

Based on the above explanations, the initial master problem can be modeled as follows:

$$
\begin{align*}
\text{Min} & \sum_{n \in T} p_n \sum_{(i,j) \in A} c^u_{ij} x_{nij} + \sum_{(i,j) \in A} \eta_{ij} + \sum_{i \in N} \theta_i \\
\text{s.t.} & \sum_{(j,i) \in \delta^-_i} x_{nji} - \sum_{(i,j) \in \delta^+_i} x_{nij} = d_{ni} \quad \forall i \in N, \forall n \in T, \\
& \theta_i \in \mathbb{R}^+ \quad \forall i \in N, \forall n \in T, \\
& x_{nij}, \eta_{ij} \in \mathbb{R}^+ \quad \forall (i, j) \in A, \forall n \in T.
\end{align*}
$$

where $\eta$ and $\theta$ are auxiliary variables corresponding to arcs and nodes, respectively. We define subproblems for each resource of the network. For each arc $(i, j)$, the subproblem is $\mathcal{SP}_{(i,j)}$:

$$
\mathcal{SP}_{(i,j)}(X) = \text{Min} \sum_{n \in T} p_n (c^u_{nij} u^p_{nij} + c^{us}_{nij} u^s_{nij})
$$

$$
\text{s.t.} \sum_{m \in \mathcal{P}(n)} u^p_{nij} + u^s_{nij} \geq \left[ \frac{x_{nij}}{C^u_{ij}} \right] \quad \forall n \in T,
$$

$$
u^p_{nij}, u^s_{nij} \in \mathbb{R}^+ \quad \forall n \in T,$$
and for each node \(i\), the subproblem is \(\mathcal{SP}_i\):

\[
\mathcal{SP}_i(\mathcal{X}) = \text{Min} \sum_{n \in \mathcal{T}} p_n (c_{ni}^p v_{ni}^p + c_{ni}^s v_{ni}^s)
\]

\[
\text{s.t.} \quad \sum_{m \in \bar{P}(n)} v_{mi}^p + v_{ni}^s \geq \left[ \frac{\sum_{(i,j) \in \delta^+} x_{nij}^a}{C_i^w} \right] \quad \forall n \in \mathcal{T},
\]

\[
v_{ni}^p, v_{ni}^s \in \mathbb{R}^+ \quad \forall n \in \mathcal{T}.
\]

Note that for both arc and node subproblems, the right-hand-side is integer-valued, so we can relax the integrality constraints. Furthermore, for any \(\mathcal{X}\) returned by the master problem, these subproblems are feasible. Therefore, solving these subproblems will always result in optimality cuts for the master problem. These optimality cuts can be derived from solving the dual of these problems. For each arc \((i, j)\), the arc dual subproblem is:

\[
\mathcal{DSP}_{(i,j)}(\mathcal{X}) = \text{Max} \sum_{n \in \mathcal{T}} \left[ \frac{x_{nij}}{C_i^w} \right] \pi_{nij}
\]

\[
\text{s.t.} \quad \sum_{m \in \mathcal{T}(n)} \pi_{mij} \leq p_n c_{nij}^a \quad \forall n \in \mathcal{T},
\]

\[
\pi_{nij} \leq p_n c_{nij}^s \quad \forall n \in \mathcal{T},
\]

\[
\pi_{nij} \in \mathbb{R}^+ \quad \forall n \in \mathcal{T},
\]

(5.11)
and for each node $i$, the node dual subproblem is:

$$
\text{DSP}_i(x) = \max \sum_{n \in T} \left[ \frac{\sum_{(i,j) \in \delta^+} x_{nij}}{C^+_i} \right] \pi_{ni}
$$

s.t. \hspace{1cm} \sum_{m \in \bar{T}(n)} \pi_{mi} \leq p_n c_{ni}^{xp} \hspace{1cm} \forall n \in \mathcal{T},

$$
\pi_{ni} \leq p_n c_{ni}^{us} \hspace{1cm} \forall n \in \mathcal{T},
$$

$$
\pi_{ni} \in \mathbb{R}_+^+ \hspace{1cm} \forall n \in \mathcal{T},
$$

Solving arc dual subproblem (5.11) will yield optimality cut of form

$$
\sum_{n \in T} \left[ \frac{x_{nij}}{C_{ij}^w} \right] \pi_{nij}^* \leq \eta_{ij}
$$

and solving node dual subproblem (5.12) will yield optimality cut of form

$$
\sum_{n \in T} \left[ \frac{\sum_{(i,j) \in \delta^+} x_{nij}}{C_i^w} \right] \pi_{ni}^* \leq \theta_i.
$$

Obviously, both (5.13) and (5.14) are non-linear cuts and cannot be used in Benders’ decomposition procedure. However, by proving the following two theorems, we can modify them to find bounds using Benders’ decomposition procedure.

**Theorem 5.1.** If we use the cuts

$$
\sum_{n \in T} \frac{x_{nij}}{C_{ij}^w} \pi_{nij}^* \leq \eta_{ij}
$$

95
and

$$\sum_{n \in T} \sum_{(i,j) \in \delta_i^+} x_{nij} \pi_{nij}^* \leq \theta_i \quad (5.16)$$

then we will obtain a lower bound of the original master problem.

**Proof.** Since $\pi_{nij}^* \geq 0$ and $\pi_{ni}^* \geq 0$, for all $n \in T$, we have $\left[ \frac{x_{nij}}{C_{ij}} \right] \geq \frac{x_{nij}}{C_{ij}}$ and $\left[ \frac{\sum_{(i,j) \in \delta_i^+} x_{nij}}{C_{ij}} \right] \geq \frac{\sum_{(i,j) \in \delta_i^+} x_{nij}}{C_{ij}}$, which means cut (5.13) dominates cut (5.15) and cut (5.14) dominates cut (5.16). \( \square \)

**Theorem 5.2.** If we use the cuts

$$\sum_{n \in T} \left( \frac{x_{nij}}{C_{ij}} + 1 \right) \pi_{nij}^* \leq \eta_{ij} \quad (5.17)$$

and

$$\sum_{n \in T} \left( \frac{\sum_{(i,j) \in \delta_i^+} x_{nij}}{C_{ij}} + 1 \right) \pi_{ni}^* \leq \theta_i \quad (5.18)$$

then we will obtain an upper bound of the original master problem.

**Proof.** Similar to the proof of Theorem 5.2, cuts (5.17) and (5.18) dominate cuts (5.13) and (5.14), respectively. \( \square \)

It is noteworthy that we need to keep two master problems, corresponding to each set of cuts. At the end of the Benders’ decomposition procedure, the master problem that used cuts (5.15) and (5.16) will generate a lower bound for the problem \( \text{SNCE}_{TWO} \), and the master problem that used cuts (5.17) and (5.18) will generate an upper bound for it. The first master problem, to which cuts (5.15) and (5.16) will
be added is $\text{MASTER}_{\text{LB}}$:

$$\begin{align*}
\text{Min} & \quad \sum_{n \in T} p_n \left( \sum_{(i,j) \in A} c_{ij}^u x_{nij} + \sum_{(i,j) \in A} \eta_{ij} + \sum_{i \in N} \theta_i \right) \\
\text{s.t.} & \quad \sum_{(j,i) \in \delta_i^-} x_{nji} - \sum_{(i,j) \in \delta_i^+} x_{nij} = d_{ni} \quad \forall i \in N, \forall n \in T, \\
& \quad \sum_{n \in T} \frac{x_{nij}}{C_{ij}^w} \pi_{nij}^* \leq \eta_{ij} \quad \forall (i,j) \in A, \\
& \quad \sum_{n \in T} \frac{\sum_{(i,j) \in \delta_i^+} x_{nij}}{C_{ij}^w} \pi_{ni}^* \leq \theta_i \quad \forall i \in N, \\
& \quad \theta_i \in \mathbb{R}^+, \quad \forall i \in N, \\
& \quad \eta_{ij} \in \mathbb{R}^+, \quad \forall (i,j) \in A, \\
& \quad x_{nij} \in \mathbb{R}^+, \quad \forall (i,j) \in A, \forall n \in T.
\end{align*}$$

and the second master problem to which cuts (5.17) and (5.18) will be added is $\text{MASTER}_{\text{UB}}$:

$$\begin{align*}
\text{Min} & \quad \sum_{n \in T} p_n \left( \sum_{(i,j) \in A} c_{ij}^u x_{nij} + \sum_{(i,j) \in A} \eta_{ij} + \sum_{i \in N} \theta_i \right) \\
\text{s.t.} & \quad \sum_{(j,i) \in \delta_i^-} x_{nji} - \sum_{(i,j) \in \delta_i^+} x_{nij} = d_{ni} \quad \forall i \in N, \forall n \in T, \\
& \quad \sum_{n \in T} \left( \frac{x_{nij}}{C_{ij}^w} + 1 \right) \pi_{nij}^* \leq \eta_{ij} \quad \forall (i,j) \in A, \\
& \quad \sum_{n \in T} \left( \frac{\sum_{(i,j) \in \delta_i^+} x_{nij}}{C_{ij}^w} + 1 \right) \pi_{ni}^* \leq \theta_i \quad \forall i \in N, \\
& \quad \theta_i \in \mathbb{R}^+, \quad \forall i \in N, \\
& \quad \eta_{ij} \in \mathbb{R}^+, \quad \forall (i,j) \in A, \\
& \quad x_{nij} \in \mathbb{R}^+, \quad \forall (i,j) \in A, \forall n \in T.
\end{align*}$$
Now, let $Z^*_{LB}$ be the objective function value of the $\text{MASTER}_{LB}$ in each iteration. Also, suppose $Z^L_{ij}$ and $Z^L_i$ are the objective function value of arc $(i, j)$ and node $i$ subproblems solved using the incumbent values returned by $\text{MASTER}_{LB}$. Similarly, $Z^U_{ij}$ and $Z^U_i$ are the objective function value of arc $(i, j)$ and node $i$ subproblems solved using the incumbent values returned by $\text{MASTER}_{UB}$. Given these explanations, we present the new Benders’ decomposition-based algorithm formally in Algorithm 7.

**Algorithm 7** New Benders’ Decomposition-based Algorithm for $\text{SNCE}_{TWO}$

1: Set $UB^{LB}_{\text{tmp}} = UB^{UB}_{\text{tmp}} = 0$, $LB = -\infty$ and $UB = +\infty$.
2: Create $\text{MASTER}_{LB}$ and $\text{MASTER}_{UB}$ with no cuts.
3: repeat
4: Solve $\text{MASTER}_{LB}$ and obtain the incumbent solution $X^L_{LB}$
5: Solve $\text{MASTER}_{UB}$ and obtain the incumbent solution $X^L_{UB}$
6: $LB = Z^L_{LB}$
7: Using $X^L_{LB}$, let $UB^{LB}_{\text{tmp}} = \sum_{n \in T} p_n \sum_{(i, j) \in A} c^u_{ij} x^L_{nij}$
8: Using $X^L_{UB}$, let $UB^{UB}_{\text{tmp}} = \sum_{n \in T} p_n \sum_{(i, j) \in A} c^u_{ij} x^L_{nij}$
9: for $(i, j) \in A$
10: Using $X^L_{LB}$, solve $\text{DSP}_{ij}$ and get $Z^L_{ij}$. Add cut (5.15) to $\text{MASTER}_{LB}$
11: Using $X^L_{UB}$, solve $\text{DSP}_{ij}$ and get $Z^U_{ij}$. Add cut (5.17) to $\text{MASTER}_{UB}$
12: end for
13: for $i \in N$
14: Using $X^L_{LB}$, solve $\text{DSP}_i$ and get $Z^L_i$. Add cut (5.16) to $\text{MASTER}_{LB}$
15: Using $X^L_{UB}$, solve $\text{DSP}_i$ and get $Z^U_i$. Add cut (5.18) to $\text{MASTER}_{UB}$
16: end for
17: $UB = \min \left( UB, \sum_{ij} Z^L_{ij} + \sum_i Z^L_i + UB^{CB}_{\text{tmp}}, \sum_{ij} Z^U_{ij} + \sum_i Z^U_i + UB^{UB}_{\text{tmp}} \right)$
18: Gap = $(UB - LB)/LB$.
19: until Gap < $\epsilon$ or no gap improvement for 3 iterations.
It is important to note that the structure of the node and arc subproblems guarantees that Algorithm 7 will return an integer-valued feasible solution of $\text{SNCE}_{\text{TWO}}$. 

5.5 Experimental Results for the New Benders’ Method

In this section, we present the experimental results related to the New Benders’ method. We compare the solution time of CPLEX MIP solver with that of the new Benders’ decomposition-based algorithm. Also, we test the quality of the gap provided by Algorithm 7 by comparing it to the gap that can be obtained from solving the linear relaxation of the $\text{SNCE}_{\text{TWO}}$ problem. This gap is called the LP gap.

We do these experiments in two parts. In the first part, we select instances that can be solved by CPLEX MIP solver within an hour. As a result, in addition to comparing the new Benders’ decomposition-based algorithm gap and the LP gap, we are able to compare the gap between the solution returned by the new Benders’ decomposition-based algorithm and the optimal solution. In the second part, we select large-scale instances that cannot be solved by CPLEX MIP solver within an hour. Then, we verify the quality of gaps provided by the new Benders’ decomposition-based algorithm by comparing them to the LP gaps.

All algorithms have been implemented in C++ using IBM/ILOG CPLEX 12.6 Concert Technology. All experiments were performed on a 2.5GHz Intel Core i5-2520M processor with 8.00 GB of RAM running Microsoft Windows 8.1.

For the experiments in the first part, we solved 50 small and medium-sized instances. For simplicity of exposition, we present the data for 15 of them. To begin
with, we present the size of the instances that have been created for the first part of the experiments in Table 5.4. Then, we compare the solutions returned by CPLEX with the solutions returned by the new Benders’ decomposition-based algorithm. The gap for the new Benders’ decomposition-based algorithm is returned by Algorithm 7. To obtain the LP gap, we solve the linear relaxation of the problem to get a lower bound, and then round all integer variables up to get a feasible solution. The upper bound is the objective function value for that feasible solution, and the gap is the difference between the lower bound and upper bound. The results are presented in Table 5.5. The last column shows the percentage of gap improvement resulting from using the new Benders’ decomposition-based algorithm over solving the linear

### Table 5.4: Data for small and medium-sized instances of $SNCE_{TWO}$

| Sample | $|\mathcal{N}|$ | $|T.N|$ | $|\mathcal{A}|$ | No. of Variables | No. of Constraints | $N$ |
|--------|----------------|--------|-------------|-----------------|-------------------|-----|
|        |                |        |             | Real            | Integer           |     |
| N01    | 5              | 2      | 8           | 6,248           | 20,306            | 14,058 | 781 |
| N02    | 15             | 8      | 58          | 406             | 1,022             | 616 | 7 |
| N03    | 10             | 5      | 28          | 196             | 532               | 336 | 7 |
| N04    | 5              | 2      | 8           | 74,648          | 242,606           | 167,958 | 9,331 |
| N05    | 4              | 2      | 6           | 117,186         | 390,620           | 273,434 | 19,531 |
| N06    | 20             | 12     | 102         | 612             | 1,464             | 852 | 6 |
| N07    | 25             | 10     | 138         | 966             | 2,282             | 1,316 | 7 |
| N08    | 10             | 6      | 56          | 1,736           | 4,092             | 2,356 | 31 |
| N09    | 30             | 18     | 188         | 2,444           | 5,668             | 3,224 | 13 |
| N10    | 12             | 7      | 92          | 644             | 1,456             | 812 | 7 |
| N11    | 14             | 8      | 172         | 1,204           | 2,604             | 1,400 | 7 |
| N12    | 20             | 10     | 136         | 952             | 2,184             | 1,232 | 7 |
| N13    | 10             | 5      | 68          | 1,020           | 2,340             | 1,320 | 15 |
| N14    | 10             | 4      | 46          | 1,426           | 3,472             | 2,046 | 31 |
| N15    | 35             | 19     | 238         | 1,666           | 3,822             | 2,156 | 7 |
relaxation of the problem $SNCE_{TWO}$. The columns "Dev." show the deviation of the solution provided by two methods, from the optimal solution, in percentage.

Table 5.5: Performance of the new Benders’ decomposition-based algorithm for small and medium-sized instances of $SNCE_{TWO}$

<table>
<thead>
<tr>
<th>Sample</th>
<th>CPLEX Time(s)</th>
<th>LP Time(s)</th>
<th>Gap(%)</th>
<th>Dev(%)</th>
<th>New Benders Itr.</th>
<th>Time(s)</th>
<th>Gap(%)</th>
<th>Dev(%)</th>
<th>Gap(%)</th>
<th>Imp(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N01</td>
<td>0.24</td>
<td>0.16</td>
<td>0.69</td>
<td>0.24</td>
<td>2</td>
<td>1.83</td>
<td>0.44</td>
<td>0.00</td>
<td>56.95</td>
<td></td>
</tr>
<tr>
<td>N02</td>
<td>3.12</td>
<td>0.02</td>
<td>6.26</td>
<td>2.08</td>
<td>11</td>
<td>3.20</td>
<td>4.84</td>
<td>0.63</td>
<td>29.41</td>
<td></td>
</tr>
<tr>
<td>N03</td>
<td>4.14</td>
<td>0.06</td>
<td>3.19</td>
<td>0.75</td>
<td>6</td>
<td>0.56</td>
<td>2.92</td>
<td>0.44</td>
<td>9.36</td>
<td></td>
</tr>
<tr>
<td>N04</td>
<td>4.21</td>
<td>2.19</td>
<td>0.48</td>
<td>0.24</td>
<td>2</td>
<td>122.23</td>
<td>0.25</td>
<td>0.00</td>
<td>96.68</td>
<td></td>
</tr>
<tr>
<td>N05</td>
<td>4.75</td>
<td>2.48</td>
<td>0.13</td>
<td>0.04</td>
<td>2</td>
<td>390.02</td>
<td>0.08</td>
<td>0.00</td>
<td>51.02</td>
<td></td>
</tr>
<tr>
<td>N06</td>
<td>5.06</td>
<td>0.03</td>
<td>9.41</td>
<td>1.15</td>
<td>9</td>
<td>4.39</td>
<td>10.00</td>
<td>1.53</td>
<td>-5.91</td>
<td></td>
</tr>
<tr>
<td>N07</td>
<td>27.19</td>
<td>0.03</td>
<td>8.11</td>
<td>2.47</td>
<td>11</td>
<td>14.91</td>
<td>6.36</td>
<td>0.69</td>
<td>27.45</td>
<td></td>
</tr>
<tr>
<td>N08</td>
<td>49.74</td>
<td>0.05</td>
<td>4.24</td>
<td>0.41</td>
<td>13</td>
<td>12.11</td>
<td>5.07</td>
<td>1.18</td>
<td>-16.38</td>
<td></td>
</tr>
<tr>
<td>N09</td>
<td>85.48</td>
<td>0.06</td>
<td>3.61</td>
<td>1.00</td>
<td>5</td>
<td>12.07</td>
<td>2.93</td>
<td>0.28</td>
<td>23.40</td>
<td></td>
</tr>
<tr>
<td>N10</td>
<td>111.61</td>
<td>0.02</td>
<td>5.89</td>
<td>2.83</td>
<td>10</td>
<td>5.03</td>
<td>5.42</td>
<td>2.32</td>
<td>8.72</td>
<td></td>
</tr>
<tr>
<td>N11</td>
<td>114.70</td>
<td>0.05</td>
<td>9.62</td>
<td>3.50</td>
<td>10</td>
<td>15.98</td>
<td>11.16</td>
<td>4.82</td>
<td>-13.81</td>
<td></td>
</tr>
<tr>
<td>N12</td>
<td>187.22</td>
<td>0.03</td>
<td>4.18</td>
<td>0.99</td>
<td>10</td>
<td>11.42</td>
<td>4.62</td>
<td>1.36</td>
<td>-9.47</td>
<td></td>
</tr>
<tr>
<td>N13</td>
<td>339.71</td>
<td>0.05</td>
<td>4.76</td>
<td>2.45</td>
<td>10</td>
<td>6.88</td>
<td>4.44</td>
<td>1.98</td>
<td>7.19</td>
<td></td>
</tr>
<tr>
<td>N14</td>
<td>1065.32</td>
<td>0.06</td>
<td>8.31</td>
<td>4.82</td>
<td>16</td>
<td>12.94</td>
<td>7.52</td>
<td>3.48</td>
<td>10.54</td>
<td></td>
</tr>
<tr>
<td>N15</td>
<td>1245.19</td>
<td>0.05</td>
<td>5.86</td>
<td>1.73</td>
<td>12</td>
<td>48.61</td>
<td>5.28</td>
<td>1.10</td>
<td>10.94</td>
<td></td>
</tr>
</tbody>
</table>

This result shows that although the new Benders’ method cannot guarantee gap improvement, in 62% of instances (31 out of 50), it could provide gaps tighter than LP gaps. The average gap improvement is 43.05%. Moreover, there are instances for which, the new Benders’ decomposition-based algorithm can provide the optimal solution of the original problem (where Dev. = 0.00).

In second part of our experiments, we consider large-scale instances of $SNCE_{TWO}$. The purpose of these experiment is to check if the gap provided by the new Benders’ method is better than the LP gap, and to observe the time needed to obtain feasible solutions. We present the data related to 12 instances that we created for this part.
in Table 5.6.

Table 5.6: Data for large-scale instances of $\mathcal{SC\xiE_{TWO}}$

| Sample | $|N|$ | $|T.N|$ | $|A|$ | No. of Variables | No. of Constraints | $N$ |
|--------|------|--------|------|-----------------|------------------|----|
|        |      |        |      | Real            | Integer          |     |
| P01    | 7    | 3      | 14   | 8,190           | 24,570           | 16,380 |
| P02    | 10   | 5      | 36   | 36,828          | 94,116           | 57,288 |
| P03    | 10   | 6      | 36   | 39,348          | 100,556          | 61,208 |
| P04    | 16   | 7      | 88   | 10,648          | 25,168           | 14,520 |
| P05    | 25   | 14     | 260  | 203,060         | 445,170          | 242,110 |
| P06    | 25   | 12     | 260  | 8,060           | 17,670           | 9,610  |
| P07    | 30   | 15     | 364  | 145,600         | 315,200          | 169,600 |
| P08    | 30   | 20     | 364  | 5,096           | 11,032           | 5,936  |
| P09    | 40   | 25     | 576  | 23,040          | 49,280           | 26,240 |
| P10    | 50   | 25     | 962  | 6,734           | 14,168           | 7,434  |
| P11    | 50   | 30     | 770  | 11,550          | 24,600           | 13,050 |
| P12    | 100  | 55     | 2,030| 30,450          | 63,900           | 33,450 |

These 12 instances cannot be solved by CPLEX MIP solver within an hour. For some of them, CPLEX even terminates before an hour due to out of memory exception. The results are presented in Table 5.7.

These computational results show that the new benders’ decomposition-based algorithm does not guarantee better gaps compared to LP gaps. However, it can improve the gap in many instances. Moreover, although the LP solution time is always better than that of the new Benders’ decomposition-based algorithm, in some instances, it worth spending more time to find tighter gaps.
Table 5.7: Performance of the new Benders’ decomposition-based algorithm for large-scale instances of $SNCE_{TWO}$

<table>
<thead>
<tr>
<th>Sample</th>
<th>LP Time(s)</th>
<th>Gap(%)</th>
<th>New Benders Itr.</th>
<th>Time(s)</th>
<th>Gap(%)</th>
<th>Imp.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>0.204</td>
<td>2.14</td>
<td>3</td>
<td>4.34</td>
<td>1.60</td>
<td>34.42</td>
</tr>
<tr>
<td>P02</td>
<td>1.094</td>
<td>0.15</td>
<td>3</td>
<td>20.06</td>
<td>0.11</td>
<td>39.09</td>
</tr>
<tr>
<td>P03</td>
<td>1.125</td>
<td>0.12</td>
<td>2</td>
<td>20.05</td>
<td>0.67</td>
<td>-82.77</td>
</tr>
<tr>
<td>P04</td>
<td>1.172</td>
<td>2.07</td>
<td>16</td>
<td>219.13</td>
<td>1.05</td>
<td>97.15</td>
</tr>
<tr>
<td>P05</td>
<td>17.055</td>
<td>0.82</td>
<td>3</td>
<td>417.77</td>
<td>0.31</td>
<td>169.03</td>
</tr>
<tr>
<td>P06</td>
<td>0.219</td>
<td>0.86</td>
<td>3</td>
<td>18.69</td>
<td>0.31</td>
<td>179.15</td>
</tr>
<tr>
<td>P07</td>
<td>12.948</td>
<td>0.82</td>
<td>3</td>
<td>366.77</td>
<td>0.85</td>
<td>-2.76</td>
</tr>
<tr>
<td>P08</td>
<td>0.109</td>
<td>11.77</td>
<td>10</td>
<td>123.02</td>
<td>9.56</td>
<td>23.07</td>
</tr>
<tr>
<td>P09</td>
<td>0.438</td>
<td>1.05</td>
<td>5</td>
<td>247.51</td>
<td>0.59</td>
<td>77.57</td>
</tr>
<tr>
<td>P10</td>
<td>0.11</td>
<td>1.77</td>
<td>3</td>
<td>56.66</td>
<td>0.62</td>
<td>186.41</td>
</tr>
<tr>
<td>P11</td>
<td>0.36</td>
<td>3.93</td>
<td>11</td>
<td>828.75</td>
<td>2.68</td>
<td>46.86</td>
</tr>
<tr>
<td>P12</td>
<td>1.078</td>
<td>0.97</td>
<td>4</td>
<td>876.36</td>
<td>0.68</td>
<td>42.57</td>
</tr>
</tbody>
</table>

5.6 Comparison of the Approximation Algorithm and the New Benders’ decomposition-based Algorithm

In Chapter 4, we developed an asymptotically convergent approximation algorithm to solve $SNCE_{TWO}$. The approximation algorithm provides tight bounds for the original problem. On the other hand, in Section 5.4, we presented a new Benders’ decomposition-based algorithm that provide bounds for $SNCE_{TWO}$, too. In this section, we compare the performance of these two algorithms for $SNCE_{TWO}$.

For this purpose, we test both algorithm on 15 instances. To begin with, we present the size of the instances in Table 5.8.
Table 5.8: Data for instances of $\mathcal{SNCE}_{TWO}$

| Sample | $|\mathcal{N}|$ | $|T.N|$ | $|A|$ | No. of Variables | No. of Constraints | $\mathcal{N}$ |
|--------|--------------|--------|--------|----------------|-------------------|--------|
| I01    | 15           | 8      | 60     | 420, 1,050    | 630               | 7      |
| I02    | 10           | 6      | 36     | 252, 644      | 392               | 7      |
| I03    | 10           | 4      | 36     | 540, 1,380    | 840               | 15     |
| I04    | 5            | 2      | 8      | 680, 2,210    | 1,530             | 85     |
| I05    | 15           | 7      | 96     | 672, 1,554    | 882               | 7      |
| I06    | 8            | 3      | 38     | 266, 644      | 378               | 7      |
| I07    | 20           | 10     | 160    | 1,120, 2,520  | 1,400             | 4      |
| I08    | 30           | 15     | 188    | 2,444, 5,668  | 3,224             | 13     |
| I09    | 25           | 13     | 138    | 5,520, 13,040 | 7,520             | 40     |
| I10    | 25           | 15     | 260    | 5,460, 11,970 | 6,510             | 21     |
| I11    | 30           | 15     | 364    | 5,096, 11,032 | 5,936             | 14     |
| I12    | 10           | 5      | 36     | 3,060, 7,820  | 4,760             | 85     |
| I13    | 10           | 6      | 32     | 2,720, 7,140  | 4,420             | 85     |
| I14    | 4            | 1      | 6      | 1,530, 5,100  | 3,570             | 225    |
| I15    | 12           | 5      | 34     | 8,806, 23,828 | 15,022            | 259    |

For these experiments, we report the solution gap returned by the approximation algorithm. For instances that can be solved by CPLEX MIP solver within an hour, the gap is the difference between the optimal solution and the solution returned by the approximation algorithm. For large-scale instances that cannot be solved by CPLEX MIP solver within an hour, we calculate the gap using the result of Theorem 4.2. We also report the gap provided by the new Benders’ decomposition-based algorithm. When the CPLEX MIP solution is in hand, the gap is the difference between the upper bound returned by the new Benders’ decomposition-based algorithm and the optimal solution. Otherwise, it is the difference between the upper bound and the lower bound, both provided by the new Benders’ decomposition-based algorithm.
Finally, we report the percentage of gap improvement if we use the new Benders’
decomposition-based algorithm over the approximation algorithm. The results are
presented in Table 5.9.

All algorithms have been implemented in C++ using IBM/ILOG CPLEX 12.6
Concert Technology. All experiments were performed on a 2.5GHz Intel Core i5-
2520M processor with 8.00 GB of RAM running Microsoft Windows 8.1.

Table 5.9: Performance comparison for the approximation algorithm and the new
Benders’ decomposition-based algorithm for $SNCE_{TWO}$

<table>
<thead>
<tr>
<th>Sample</th>
<th>Approximation Alg.</th>
<th>New Benders</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time(s)</td>
<td>Gap(%)</td>
<td>Itr.</td>
</tr>
<tr>
<td>I01</td>
<td>0.070</td>
<td>0.263</td>
<td>5</td>
</tr>
<tr>
<td>I02</td>
<td>0.029</td>
<td>4.671</td>
<td>9</td>
</tr>
<tr>
<td>I03</td>
<td>0.063</td>
<td>1.586</td>
<td>8</td>
</tr>
<tr>
<td>I04</td>
<td>0.078</td>
<td>0.000</td>
<td>3</td>
</tr>
<tr>
<td>I05</td>
<td>0.078</td>
<td>2.004</td>
<td>10</td>
</tr>
<tr>
<td>I06</td>
<td>0.047</td>
<td>2.111</td>
<td>7</td>
</tr>
<tr>
<td>I07</td>
<td>0.172</td>
<td>1.039</td>
<td>6</td>
</tr>
<tr>
<td>I08</td>
<td>0.328</td>
<td>0.459</td>
<td>5</td>
</tr>
<tr>
<td>I09</td>
<td>0.578</td>
<td>0.250</td>
<td>4</td>
</tr>
<tr>
<td>I10</td>
<td>0.605</td>
<td>0.822</td>
<td>7</td>
</tr>
<tr>
<td>I11</td>
<td>0.859</td>
<td>5.025</td>
<td>10</td>
</tr>
<tr>
<td>I12</td>
<td>0.328</td>
<td>0.097</td>
<td>5</td>
</tr>
<tr>
<td>I13</td>
<td>0.354</td>
<td>0.015</td>
<td>3</td>
</tr>
<tr>
<td>I14</td>
<td>0.470</td>
<td>0.001</td>
<td>2</td>
</tr>
<tr>
<td>I15</td>
<td>1.676</td>
<td>0.005</td>
<td>2</td>
</tr>
</tbody>
</table>

The result presented in Table 5.9 shows that the new Benders’ decomposition-
based algorithm cannot outperform the approximation algorithm in solution time.
However, it can provide tighter bounds in several cases. It is noteworthy that there is
no analytical result for the performance of the new Benders’ decomposition-based algorithm, while it has been proved that the approximation algorithm is asymptotically convergent. Therefore, for large number of scenario tree periods, the approximation algorithm is likely to outperform the new Benders’ decomposition-based algorithm in all cases (e.g., in I14, $T = 8$). On the other hand, based on our observation during the experiments, it seems that the new Benders’ decomposition-based algorithm is more efficient that the approximation algorithm in memory usage. When the memory is limited, there are cases that can be solved by the new Benders’ decomposition-based algorithm, and cannot be solved by approximation algorithm due to out of memory exception.
Chapter 6

Stochastic Network Capacity Expansion Problem with Budget Constraint

In the stochastic network capacity expansion models $SNCE_{TWO}$ and $SNCE_{THREE}$ presented in Chapter 4, there is no restriction on the budget that the decision maker can spend on expanding the capacity of arcs and nodes. Although the solution of such models give us an estimation on the required budget, in real world problems, decision makers often have to deal with budget limitations. In this chapter, we consider the stochastic network capacity expansion problem with budget restriction.

6.1 The Formulation

In order to formulate the budget version of $SNCE_{TWO}$, we assume that the budget restriction is only applicable to the permanent capacity acquisition, and spot market
capacity acquisition does not have budget restriction. This assumption guarantees that the problem is always feasible. Furthermore, we assume that the imposed budgets are the same for all the nodes in the same period of the scenario tree. Now, let $B_{tn}$ denote the budget for all nodes of the scenario tree which are in the same time period $t_n$. Using the same notations from Section 4.2, we can state the formulation for the network capacity expansion problem with budget constraints as follows:

Model $BSNCE_{TWO}$:

$$\begin{align*}
\text{Min} & \quad \sum_{n \in \mathcal{T}} P_n \left[ \sum_{(i,j) \in \mathcal{A}} (c_{nij}^u x_{nij} + c_{nij}^{up} u_{nij}^p + c_{nij}^{us} u_{nij}^s) + \sum_{i \in \mathcal{N}} (c_{ni}^{vp} v_{ni}^p + c_{ni}^{vs} v_{ni}^s) \right] \\
\text{s.t.} & \quad \sum_{(i,j) \in \mathcal{A}} c_{nij}^{up} u_{nij}^p + \sum_{i \in \mathcal{N}} c_{ni}^{vp} v_{ni}^p \leq B_{tn} \quad \forall n \in \mathcal{T}, \\
& \quad \sum_{(j,i) \in \delta^-} x_{nji} - \sum_{(i,j) \in \delta^+} x_{nij} = d_{ni} \quad \forall i \in \mathcal{N}, \forall n \in \mathcal{T}, \\
& \quad x_{nij} \leq C_{ij}^u \left( \sum_{m \in \mathcal{P}(n)} u_{nij}^p + u_{nij}^s \right) \quad \forall (i,j) \in \mathcal{A}, \forall n \in \mathcal{T}, \\
& \quad \sum_{(i,j) \in \delta^+_i} x_{nij} \leq C_i^u \left( \sum_{m \in \mathcal{P}(n)} v_{mi}^p + v_{mi}^s \right) \quad \forall i \in \mathcal{N}, \forall n \in \mathcal{T}, \\
& \quad x_{nij} \in \mathbb{R}^+ \quad \forall (i,j) \in \mathcal{A}, \forall n \in \mathcal{T}, \\
& \quad u_{nij}^p, u_{nij}^s \in \mathbb{Z}^+ \quad \forall (i,j) \in \mathcal{A}, \forall n \in \mathcal{T}, \\
& \quad v_{ni}^p, v_{ni}^s \in \mathbb{Z}^+ \quad \forall i \in \mathcal{N}, \forall n \in \mathcal{T}.
\end{align*}$$

Similar to $SNCE_{TWO}$, this problem is also an NP-hard problem and the presence of budget constraints will make it even harder to solve. Some preliminary computational results showed that the solution time for $BSNCE_{TWO}$ could be up to 10 times more
than the solution time of $SNCE_{TWO}$ with the same parameters.

The approximation algorithm presented for $SNCE_{TWO}$ in Section 4.3 cannot solve $BSNCE_{TWO}$ because the budget constraint will subvert the decomposable structure of the model $SNCE_{TWO}$. Motivated by this observations, we develop a Lagrangian relaxation method for $BSNCE_{TWO}$ by relaxing the budget constraint.

6.2 Lagrangian Relaxation

Suppose $\lambda_n$ are the Lagrange multipliers for the budget constraints. Then the Lagrangian relaxation subproblem of $BSNCE_{TWO}$ can be written as follows:

Model $BSNCE_{TWO} - LR_{\lambda}$

\[
\begin{align*}
\text{Min} & \quad \sum_{n \in T} p_n \left[ \sum_{(i,j) \in A} \left( c_{nij}^u x_{nij} + c_{nij}^{up} u_{nij}^p + c_{nij}^{us} u_{nij}^s \right) + \sum_{i \in N} \left( c_{ni}^{vp} v_{ni}^p + c_{ni}^{vs} v_{ni}^s \right) \right] \\
& + \sum_n \lambda_n \left( \sum_{(i,j) \in A} c_{nij}^{up} u_{nij}^p + \sum_{i \in N} c_{ni}^{vp} v_{ni}^p - B_{tn} \right) \\
\text{s.t.} & \quad \sum_{(i,j) \in \delta_i^+} x_{nij} - \sum_{(i,j) \in \delta_i^-} x_{nji} = d_{ni} \quad \forall i \in N, \forall n \in T, \\
& \quad x_{nij} \leq C_{ij}^u \left( \sum_{m \in \mathcal{P}(n)} u_{nij}^p + u_{nij}^s \right) \quad \forall ij \in A, \forall n \in T, \\
& \quad \sum_{(i,j) \in \delta_i^+} x_{nij} \leq C_{i}^u \left( \sum_{m \in \mathcal{P}(n)} v_{mi}^p + v_{mi}^s \right) \quad \forall i \in N, \forall n \in T, \\
& \quad x_{nij} \in \mathbb{R}^+ \quad \forall (i,j) \in A, \forall n \in T, \\
& \quad u_{nij}^p, u_{nij}^s \in \mathbb{Z}^+ \quad \forall (i,j) \in A, \forall n \in T, \\
& \quad v_{ni}^p, v_{ni}^s \in \mathbb{Z}^+ \quad \forall i \in N, \forall n \in T.
\end{align*}
\]
A general discussion of Lagrangian relaxation method can be found in Guignard (2003). For brevity of exposition, in the following, we only discuss several key tune-ups that improves the efficiency of the Lagrangian relaxation method.

**Initial Multipliers:** Lagrangian relaxation methods are sensitive to the choice of initial multipliers. We obtained the initial multipliers by solving the linear relaxation of BSNCE and setting the initial multipliers equal to the dual value of the budget constraint.

**Multiplier Updating:** In order to solve the Lagrangian dual problem, we use the well-known sub-gradient method (Fisher (2004)). In each iteration of sub-gradient method, the sub-gradient vector is $\sum_{(i,j) \in A} c^p_{nij} u^p_{nij} + \sum_{i \in N} c^s_{mi} v^s_{ni} - B_{tn}$ and the step size in iteration $k$ is

$$\mu_k = \frac{UB^k - z(\lambda^k)}{\| \sum_{(i,j) \in A} c^p_{nij} u^p_{nij} + \sum_{i \in N} c^s_{mi} v^s_{ni} - B_{tn} \|^2}$$

where $z(\lambda^k)$ is the value of Lagrangian function calculated in iteration $k$, $UB^k$ is the best upper bound found so far for iteration $k$, and $\theta^k$ is a constant in iteration $k$, initialized to 2 and will be divided by 2 if two consecutive iterations cannot improve the lower bound. As a result, the multipliers will be updated as follows:

$$\lambda_{n+1}^k = \max \left\{ \lambda_n^k + \mu_k \left( \sum_{(i,j) \in A} c^p_{nij} u^p_{nij} + \sum_{i \in N} c^s_{mi} v^s_{ni} - B_{tn} \right), 0 \right\}$$

**Initial Upper Bound:** A key for the success of the Lagrangian relaxation method is to find a good upper bound fast. For this purpose, we first solve the minimum cost flow problem without any capacity variable. Then, we use the obtained flow variables to calculate the values of permanent capacity variables $u^p$ and $v^p$. These values
must be rounded up to satisfy integrality constraints. Then, we check the budget constraints with these integer permanent capacity variables. If they are satisfied, we already have a feasible solution and we can calculate the upper bound. If some budget constraints are not satisfied, say for node \( n \), then we reduce the value of permanent capacity variables by the proportion that the budget constraint is violated (if the new permanent capacity variables are not integers, we round them down). This will affect the feasibility of capacity constraints related to all nodes \( m \in \bar{T}(n) \). Therefore, we add the reduced permanent capacity as spot market capacity to all nodes \( m \in \bar{T}(n) \) in order to preserve the feasibility. This procedure is explained in more details in Algorithm 8. Note that the whole procedure performs local operations at each node, and is very efficient.

**Upper Bound Updating:** To update the upper bound in each iteration of the Lagrangian relaxation procedure, we use a method similar to the one that we use to find the initial upper bound. This method checks the budget constraints after each iteration. If they are satisfied, it updates the upper bound if a better upper bound is found. Otherwise, it will reduce permanent capacity variables by the proportion that the budget constraint is violated, and increase the same value in the spot market capacity to preserve the feasibility. This procedure is explained in Algorithm 9.

**Stopping Criteria:** There are several criteria that can be used to terminate the Lagrangian relaxation procedure, such as running a pre-specified number of iterations, reaching a pre-specified minimum, and reaching a predefined gap between lower bound and lower bound. We used the last one in our implementation:

\[
\frac{UB^k - z(\lambda^k)}{z(\lambda^k)} < \gamma.
\]
Algorithm 8 Initial Upper Bound Construction Algorithm for Lagrangian Relaxation

1: Solve the minimum cost flow problem for $x_{nij}$:

$\text{Min} \sum_{n \in T} p_n \sum_{(i,j) \in A} c_{ij}^u x_{nij}$

s.t. $\sum_{(i,j) \in \delta^-} x_{nij} - \sum_{(i,j) \in \delta^+} x_{nij} = d_{ni} \quad \forall i \in N, \forall n \in T,$

$x_{nij} \in \mathbb{R}^+ \quad \forall (i, j) \in A, \forall n \in T.$

2: for $n = 1$ to $N$,

3: Using $x_{nij}$ from step 1, solve the following system of equations to get $u^p$ and $v^p$:

$x_{nij} = C_{ij}^u \sum_{m \in \mathcal{P}(n)} u_{mij}^p \quad \forall (i, j) \in A, \forall n \in T,$

$\sum_{(i,j) \in \delta^i} x_{nij} = C_i^v \sum_{m \in \mathcal{P}(n)} v_{mi}^p \quad \forall i \in N, \forall n \in T.$

4: end for

5: $u_{nij}^p \leftarrow \lceil u_{nij}^p \rceil, \quad v_{ni}^p \leftarrow \lceil v_{ni}^p \rceil, \quad u_{nij}^s \leftarrow 0, \quad v_{ni}^s \leftarrow 0$

6: for $n = 1$ to $N$,

7: $R_n \leftarrow \sum_{(i,j) \in A} c_{nij}^u u_{nij}^p + \sum_{i \in N} c_{ni}^v v_{ni}^p$

8: if $R_n > B_{tn}$

9: $u_{temp} \leftarrow u_{nij}^p, \quad u_{nij}^p \leftarrow \lfloor u_{nij}^p \times B_{tn} / R_n \rfloor$

10: $v_{temp} \leftarrow v_{ni}^p, \quad v_{ni}^p \leftarrow \lfloor v_{ni}^p \times B_{tn} / R_n \rfloor$

11: for $m \in \mathcal{T}(n)$

12: $u_{nij}^s \leftarrow u_{temp} - u_{nij}^p$

13: $v_{ni}^s \leftarrow v_{temp} - v_{ni}^p$

14: end for

15: end if

16: end for

17: $UB \leftarrow \sum_{n \in T} p_n \left[ \sum_{(i,j) \in A} (c_{nij}^{us} u_{nij}^s + c_{ij}^u x_{nij}) + \sum_{i \in N} c_{ni}^{us} v_{ni}^s \right]$
Algorithm 9 Upper Bound Updating Algorithm for Lagrangian Relaxation

1: for \( n = 1 \) to \( N \),
   \( R_n \leftarrow \sum_{(i,j) \in A} c_{nij}^{up} u_{nij} + \sum_{i \in N} c_{ni} v_{ni}^{s} \)
2: if \( R_n > B_{tn} \)
   \( u_{\text{temp}} \leftarrow u_{nij}^{p} \), \( u_{nij}^{p} \leftarrow \lceil u_{nij}^{p} \times B_{tn} / R_n \rceil \)
   \( v_{\text{temp}} \leftarrow v_{ni}^{p} \), \( v_{ni}^{p} \leftarrow \lceil v_{ni}^{p} \times B_{tn} / R_n \rceil \)
3: for \( m \in \mathcal{T}(n) \)
   \( u_{nij}^{s} \leftarrow u_{nij}^{s} + u_{\text{temp}} - u_{nij}^{p} \)
   \( v_{ni}^{s} \leftarrow v_{ni}^{s} + v_{\text{temp}} - v_{ni}^{p} \)
4: end for
5: end if
6: end for
7: UB \leftarrow \sum_{n \in \mathcal{T}} p_n \left[ \sum_{(i,j) \in A} \left( c_{nij}^{us} u_{nij}^{s} + c_{ij}^{u} x_{nij} \right) + \sum_{i \in N} c_{ni} v_{ni}^{s} \right] 

6.3 Experimental Results for the Lagrangian Relaxation

We present the experimental results for the Lagrangian relaxation method designed for \( BSNCE_{TWO} \). We compare the solution time by Lagrangian relaxation method with that of CPLEX MIP solver. We also report the gap between the upper bound and the lower bound given by the Lagrangian relaxation. For these experiments, we set \( \gamma = 0.02 \) and set a limit of an hour for CPLEX running time.

All algorithms have been implemented in GAMS 24.2.2 using IBM/ILOG CPLEX 12.6. All experiments were performed on a 2.79GHz AMD Opteron processor with 64.00 GB of RAM running Microsoft Windows Server 2008 R2.

Table 6.1 presents the data for 10 instances of \( BSNCE_{TWO} \) that have been created for these experiments.
Table 6.1: Data for instances of $BS\text{NC}\epsilon_{TWO}$

| Sample | $|N|$ | $|T.N|$ | $|A|$ | No. of Variables | No. of Transient Constraints | N |
|--------|------|-------|------|----------------|-----------------------------|---|
|        |      |       |      | Real | Integer |                       |    |
| L01    | 10   | 5     | 18   | 126  | 392     | 273                      | 3  |
| L02    | 10   | 4     | 18   | 270  | 840     | 585                      | 6  |
| L03    | 10   | 6     | 27   | 837  | 2,294   | 1,488                    | 4  |
| L04    | 12   | 7     | 27   | 837  | 2,418   | 1,612                    | 10 |
| L05    | 20   | 10    | 76   | 532  | 1,344   | 819                      | 11 |
| L06    | 10   | 5     | 18   | 558  | 1,736   | 1,209                    | 5  |
| L07    | 10   | 6     | 18   | 1,134| 3,528   | 2,457                    | 6  |
| L08    | 20   | 10    | 76   | 1,140| 2,880   | 1,755                    | 12 |
| L09    | 20   | 12    | 76   | 2,356| 5,952   | 3,627                    | 5  |
| L10    | 20   | 8     | 76   | 4,788| 12,096  | 7,371                    | 6  |

The results are summarized in Table 6.2. In this table, ”+3600” means that CPLEX could not solve the problem in an hour. As a result, the percentage of time for S05 to S10 are actually less than the reported number.

Table 6.2: CPLEX and Lagrangian relaxation algorithm comparison for $BS\text{NC}\epsilon_{TWO}$

<table>
<thead>
<tr>
<th>Sample</th>
<th>CPLEX Time(s)</th>
<th>LR Time(s)</th>
<th>% of Time</th>
<th>Gap(%)</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>L01</td>
<td>398.41</td>
<td>48.63</td>
<td>12.21</td>
<td>0.91</td>
<td>41</td>
</tr>
<tr>
<td>L02</td>
<td>545.52</td>
<td>86.23</td>
<td>15.81</td>
<td>0.91</td>
<td>34</td>
</tr>
<tr>
<td>L03</td>
<td>629.35</td>
<td>191.07</td>
<td>30.35</td>
<td>1.98</td>
<td>20</td>
</tr>
<tr>
<td>L04</td>
<td>1,845.07</td>
<td>102.32</td>
<td>5.55</td>
<td>1.94</td>
<td>48</td>
</tr>
<tr>
<td>L05</td>
<td>+3,600.00</td>
<td>145.63</td>
<td>4.05</td>
<td>0.62</td>
<td>23</td>
</tr>
<tr>
<td>L06</td>
<td>+3,600.00</td>
<td>193.98</td>
<td>5.39</td>
<td>1.84</td>
<td>66</td>
</tr>
<tr>
<td>L07</td>
<td>+3,600.00</td>
<td>285.46</td>
<td>7.93</td>
<td>1.92</td>
<td>87</td>
</tr>
<tr>
<td>L08</td>
<td>+3,600.00</td>
<td>456.25</td>
<td>12.67</td>
<td>1.37</td>
<td>44</td>
</tr>
<tr>
<td>L09</td>
<td>+3,600.00</td>
<td>608.53</td>
<td>16.90</td>
<td>2.00</td>
<td>20</td>
</tr>
<tr>
<td>L10</td>
<td>+3,600.00</td>
<td>3,276.42</td>
<td>91.01</td>
<td>1.96</td>
<td>32</td>
</tr>
</tbody>
</table>
Table 6.2 shows that the Lagrangian relaxation is more efficient than the CPLEX MIP solver in solution time and it is capable of providing a feasible solution within 2% of optimality in a reasonable time. One limitation for this algorithm is that as the size of the problem gets very large, a large-scale NP-hard problem must be solved in each iteration of the Lagrangian relaxation algorithm. This issue can be addressed by incorporating that approximation algorithm into the Lagrangian relaxation procedure. This requires some minor changes in the way that the lower bound and the upper bound are updated in each iteration.
Chapter 7

Conclusions and Future Research Directions

In this chapter, we summarize the major contributions of this dissertation and possible future research directions.

7.1 Conclusions

In this dissertation, we studied capacity expansion problem of both single resource and multiple resource models in the presence of permanent, spot market, and contract capacity for acquisition. This problem has applications in areas such as transportation and logistics, telecommunication industry, service industry, water distribution, and manufacturing. A scenario tree approach has been used in order to handle the data uncertainty of the models, and a multi-stage stochastic programming approach has been used to formulate the problems.

To begin with, we presented multi-stage stochastic programming formulation for
two versions of single resource capacity expansion problems with different sources of capacity. We developed polynomial-time primal and dual algorithms that can solve them efficiently. Both algorithms can outperform CPLEX LP solver.

Using the multi-stage stochastic programming approach, we then presented a formulation for stochastic network capacity expansion problem with different sources of capacity. This formulating has been done in the context of a min-cost network flow problem and resulted in a large-scale MIP model which is notoriously difficult to solve. Exploring the decomposable structure of the problem led to identifying the previously studied single resource capacity expansion problems as subproblems of the network capacity expansion problem. These subproblems correspond to each resource (e.g., node, arc) of the network. Exploiting the polynomial-time algorithms developed to solve these subproblems, we designed an approximation algorithm to solve the stochastic network capacity expansion problem. The approximation algorithm was proved to be asymptotically convergent to the optimal solution. The presented experimental results confirmed that the approximation algorithm is efficient compared to CPLEX, and asymptotically convergent to the optimal solution.

Moreover, decomposition algorithms have been developed to solve the stochastic network capacity expansion problem. First, a classical Benders’ decomposition procedure has been presented for the problem. Then, several improvement techniques were introduced to speed up the classical Benders’ decomposition. The experimental results showed that these algorithms cannot outperform CPLEX MIP solver. As a result, a new Benders’ decomposition-based algorithm has been presented. This new method can provide a lower bound for the network capacity expansion problem and use a heuristic method to construct an upper bound. The experiments showed that
the gap provided by this method can be better than the LP gap. The experimental results for both the approximation algorithm and the new Benders’ decomposition-based algorithm confirm that both algorithms can outperform CPLEX MIP solver.

Finally, an extension of network capacity expansion problem with budget restriction imposed on permanent capacity expansion cost has been studied. Introducing the budget constraint to the problem subverts the decomposable structure that had been used to design the approximation algorithm. Therefore, a Lagrangian relaxation method has been designed to solve the stochastic network capacity expansion problem with budget constraint. Computational results showed that the proposed approach is more efficient than CPLEX MIP solver.

7.2 Future Research Directions

Studies in this dissertation lead to several open questions in stochastic capacity expansion context. For all models that we considered in this dissertation, we assumed there is no fixed-charge for buying the capacity. Potentially, a study on the fixed-charge version of our presented model could be done. The designed algorithms will fail for fixed-charge models and new ones must be developed. The stochastic network capacity expansion formulation is defined on a min-cost network flow problem. Alternately, one could study capacity expansion on a multi-commodity flow model which has several applications in areas such as railroad transportation. In this case, the approximation algorithm would fail because multiple MIP subproblems must be solved. Therefore, a different solution methodology must be developed. It would be useful and interesting to study the stochastic capacity expansion in the blocking problem (Barnhart et al. (2000); Ahuja et al. (2007)), and to develop efficient algorithm to
solve such NP-hard problem. For the Lagrangian relaxation algorithm designed for
the stochastic network capacity expansion with budget constraints, one could study
more efficient heuristics to find the initial feasible solution and to update the upper bound in each iteration.
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