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- A method of modelling the mixing phenomenon in
natural streams is presented. A wide range of mixing
situations can be characterized using a lumped parameter
model consisting of a network of ideally mixed components.
The components represent two ideal states of mixing:
complete mixing of the total compenent volume, and the
other extreme where no mixing occurs in the direction of
flow through the component volume. The usebof frequency
response téchniques to match the mathematical model to the
real situation is also discussed. |

Experimental work was carried out on a small natural

stream to illustrate how the method is to be applied. The
frequency response was obtained using sinusoidal, pulse, and
impulse inputs and fluorometric dye tracing techniques. The
non-linear model oparameters were evaluated using the orinciples
of least squares. The mathematical model chosen for this

particular stream illustrates how the phenomenon of stagnant or
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'slow'moving regions can be included. The necessary data
was collected on several days under different flow
conditionslto show how the model can be made a function

of stream flow.
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‘CHAPTER 1
1. INTROUUCTION

l.1 Statement of the fFroblem

0

A river can be regarded as a comolek énd dynamic
system involving the interaction of nhysical, chemical and
biological forces. |

For effective water quality management it is
desirable to be able to predict the extent of a changse in
water quality for a smecific input. In order to do this, a
good description of the system must be available. The way in
which the overall system is formulated will depend on the
water Quality parameter of interest. For example, to predict
the chanege in dissolved oxyzen for an input of an organic
waste, factofs such as ohotosynthesis, bottom denosits, temvera-
ture, the extent of mixing and the biochemical reaction rate,
will need to be included in the formulation. But in the case
of a radioactive waste, if one is only interested in the concen-
tration of that svecific component at a riven noint downstream,
the only factorse that will need to be considered are, the
extent of mixing, the radioactive decay rate, and any lqss to
the stream bed by adsorbtion or deposition. The major factor
common to both of the above examples is the mixing nhenomenon. -

kven for a conserved substance, where no reaction is occurring,
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it is necessary to have an adequate characterization of the
mixing in order to predict the distribution in the water
body. '

A system is usually described with the use of
mathematical models. When several factors are involved,
the system can usually be subdivided. Each subsystem can
then be modeiled separately. The mixing phenomenon is one
of the basic subsystems to all water quality‘systems.

An édequate characterization of this phenomenon should
fulfill the following criteria: |

(a) the method should be flexible in that complex,

-.as well as simple flow regimes that are
éncountered in natural streams c¢an be handled;

(b) the model should be formulated in such a way

that it can be easily coupled with other sub-
systems such as reaction rates and stream flow;

(¢) the model proposed should be as mechanistic

as possible so that conversioh'predictions for
noh-linear reactions will be aécupate; and

(4) "the field data required should be easily

obtainable.

l.2 Objective

The objective of this work will be to describe a
method of modelling mixing that has been used on various
reactors in industry as well as the waste treatment field .

and to demonstrate its application to natural streams.
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It will be shown how the proposed method satisfies all the
criteria mentioned in section 1l.1. |

1.5 General Approach

It is possible to model the mixing phenomena using
either a lumped parameter model or a distributed parameter
model. Within these two broad categories, many different
models could be proposed. |

Any model that defines the extent of mixing conti-
nuously at every location within the fluid isidescribed as
a distributed oarameﬁer model in this work. An example of
this avoroach is the disversion model which has been
extensively’apolied to natural streams. Other examples and
further details»of this method will be given in Chapnter 2
in conjunction witﬁ thevreview of previous work.

in the field of reactor design there are twce ideal
flow reactorsbwhich describe two extreme states of mixing.
For a plug flow, slug flow, or piston flow reactor there may
be lateral mixing of the fluid but there must be no mixing
of the fluid longitudinally along the flow path. A necessary
and sufficient condition for nlug flow is to state that the
residence time in the reactor is the same for-all elements of
the fluid. The reactor will be denoted as PFTR. The other |
extreme is the backmix or completely stirred tank reactor.
The contents of this tank reactor are well stirred and
uniform in composition throughout. Thus the exit stream

from this reacﬁor has the same composition aS'the fluid
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within the reactor. This reactor will be denoted as a CSTR.
A network of these ideal reactors, with varibus intercon-
necting flows can be used to simulate the nonideal flow
occurring in a natural stream. The arrangehent of the
elements can‘be made to approach the actual state of mixing.
This modular approach is what is meant by a lumped parameter
model in this work.

One of the most important criteria to be satisfied
by any model is that rea¢tion conversioﬁ prediction be
simple and}accurate. In the case of a reaction with rate
linear in éonqentration, ji.e. first order kinetics, the
model only has to correctly predict the exit gge distribution
in order fbr the predicted performance to be good. But in
the case of a nonlinear rate equation the prédiction will
only be accurate if the model has a correspondence with
fact. The ability to model a wide variety of complex and
simple mixing situations and at the same timefreflect
reality is a strong feature of the modular approach. No
one distributed parameter model has this flexibility. The
conversion of each reactor in the network can be calculated
individually and this information applied to a succeeding
reactor as one moves through the network, making conversiqn
prediction simple and straightforward.

The lumped parameter approach is choéen as a general

approach to model natural streams. Parameter evaluation
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techniques and details of the field data required will be
discussed in Chapters 3 and 4 after the previous work in

this field has been reviewed.



CHAPTER 2
2. LITERATURE REVIEW
2.1 Introduction

The mathematical modelling of the mixing phenomenon
is not new, especially in the chemical reactor field.
Development of a model involves three different activities.
First, a model or at least a modelling approéch must be
selected. vThevsystem response must be then obtained,

i.e. data must be collected, so that the model can be
compared to the real situation. Lastly, the parameters of
the model must be evaluated. Modelling}attempted in the
past will be reviewed in this chapter uPder the three |
activities described above. Work in tq@ geheral area of
chemical reactor engineering and in thq area of streams and
natural watér bodies will be considere& separately. The
chapter will cbnclude with an evaluation of the previous
work and a brief description of the methods chosen for this
study. i

2.2 Modelling of Mixing in the Chemical Reactor Field

2.2.1 Types of Models
' Numerous models have been proposed for a variety of

situations. Commercial continuously stirred tank reactors
have been the subject of much study_and the models proposed
for them approach the case of perfect mixing. On the other

hand, many'reactors are designed to be as close as possible

6
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tq plug flow; seveml models have been developed to account

for deviations from this extreme mixing condition. However,
some models and modelling approaches are gemeral enough to
describe almost any type of mixing. Types of models pro-
posed for these specific or general situationé, as well as
some other speéial cases, will be briefly discussed in this
section.

_Van De Vusse (116) proposed a three parameter model
for a CSTR invterms of circulation loops around the mixer.
He also showed how his model could be used for batch mixing.
Gibilaro et al (44) showed how the above model could be
formulated usihg probability or statistical methods. A two
tank model, involving the‘evaluation of only ohe parameter,
has been suggested by Esterson (86) and a two tank model
coupled by A region of plug flow was proposed by Dysinger (34).
Corrigan's (22) model for the CSTR involved the interaction
of a stagnant iegion within the tank.

Both distributed and lumped parameter models have
been proposed_to model mixing conditions that approach plug
flow. | .

Thefmast popular distributed parameter model is the
dispersion or diffusion model. In this model the process
that causes‘the deviation from ideal plug flow is considered
to be analogous to molecular diffusion. Taylbr‘(lOG, 107,
108), Hays et al (95) and Aris (6) used this model in their
study of mixing in a pipe. Bischoff and Levenspiel (11)
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discuss how the model can be used to describe both axial
and radial diffusion. They also generalize the model to a
wide variety of boundary conditions. Further discussion on
how to usejthis model is givenbby Clements (20), and Levenspiel
" and Smith (72). | |

There are also many examples of the.modular approach,
i.e. the use of a lumped parametér model, to describe
deviatioms from plug flow. Deans and Lapidus (24) modelled
a fixed bed reactor using a series of CSTRs; This one
dimensional model was expanded to fwo dimensions to include
the effect of radial mixing. They also compare this series
model to the»dispersion model. Whereas the usual tank in
series model-only allows mixing in ome direction, a backflow
cell model has also been studied (94, 102, 61). As Adler
et al (2)vpoints out, this backflow model is equivalent to
thevdispersion model expressed in finite difference terﬁs.
Rippin (93) has proposed another model consisting of a PFTR
with recycle, and shows how one form of it is‘analogous to
a series of CSTRs and to the dispersion model.

The modular approach, using CSTRs and PFTR has been
shown to be flexible enough to handle almost any mixing
situation. 'LevenSpiel (71) and Chollette and Cloutier (17,
18) have presented models and methods to account for short-
circuiting’and staghant regions as well as partial mixing.

A four parameter finite stage model is deaéribed by
Adler et al (2); it has been shown to be flexible enough to
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handle a wide variety of mixing situations énd at the same
time approximate the real system. Clements (19) used this
model in his Studies of an extraction column and found it
far better than the dispersion model. A parallel flow
situation has been studied by Melnyk (75) usihg the mixed
model or modular approach.

Wolf and Resnick (91) present a general function,
rather than a:specific model, to characterize the various
kinds of mixing described above. The recycle model of
Rippin (93) can also be used for any flow situation between
the two extremes of ideal mixing. | |

There are two different ways of treating 'dead space',
‘dead volume', or ‘stagnant zones'. Most workers treat this
region by considering it to have a large residence time
compared to the major bulk of the fluid. The model discussed
by Adler (1) accomplished this with a parallel CSTR having a
slow exchange rate with an in-series CSTR. Levenspiel (71),
on the other hénd, considers this region to be completely
dead or inactive, i.e. no interaction with the active volume.
He feels that this approximation will cause an error of a few
per-cent for most conversion predictions.‘ White (113) points
out the impoftance of distinguishing which'method is being
used. A very general time delay model, to account for
stagnancy, has_been proposed by Buffham and Gibilaro (14).
This model is very flexible and has many other‘delay models

-as subcases. Naor and Shinnar (101) derive a function that
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can be used_to determine if stagnancy or parallel flow is
significant in the system being studied.

Some of the methods and models described above have
been used to characterize a variety of the unit processes
in the saniﬁary engineering field. Sawyef (97, 98) used the
modular apnroach to model a chlorine contact tank. He found
that the mixing could be characterized by é CSTR, a PFTR anc
a comvletely dead region. The hydraulic efficiency of a
sedimentation basin has been studied and modelled by Lebhun
and Argamen (90). The mathematical relationships used by
them to model the mixing are equivalent to the comvonents
used by Sawyer (97). One further example is the application
of the’dispersedlnlug flow model to a spiral flow aerator by
Murohy and Boyko (76).
2.2.2 System Resoonse Determination

The system response c¢an be measured using any one
of many innuts or forcing functions. Most mixing systems
are usually studied in either the time domain, the
frequency domain, or the Laplace domain. (In most scientific
fields, the Laplace domain, s-plane and frequency domain are
considered to be synonomous. Mathematically, the s-plane is
a complex plane with s =¢ + jw (where§ is the real part, w,
the frequency, is the imaginary part, and j = J-1). However,
in this work, to be consistent with the literature reviewed,
use of the rositive imaginary part of the s-plane will be

referred to as the frequency domain and use of the positive
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real part of this plane as the Laplace domaiﬂ. When the term
s-plane is used, it will refer to both domains.) The type of
domain to be used will restrict the allowable‘kinds of inputs.
Rooze (95) discusses the use of these three domains and
others.

Representation of the system response in the time domain
has been the most popular method in the past. When an impulse
(Dirac-delta-function) of a tracer is used as an input, the
concentration-time curve at the output defines the distribution
of ages of fluid molecules in the exit stream. This curve is
called a residence time distribution (RTD). If a step is
used as an input, the resulting response is'a.cumulative RTD
and is sometimés referred to as the transienf-reSponse. These
two response curves are also called C and F curves respectively.
Dankwerts (23) has derived the F and C cur#es for a CSTR and
a BFIR and other workers (91, 90) express their models in terms
of these curves.

The complexity of most models in the time domain has
resulted in a more recent emphasis on the frequency and
Laplace domains.

The frequency response of a system can be defined as
the steady.state response to a beriodic stimulus. This defini-
tion is somewhat misleading since almost any kind of input can
be used. Although sinusoidal inputs have been‘used (98, 75,
63), they have been found to be an inefficient and impractical

method of data collection.
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The use of pulse inputs to obtain the frequency
response has been studied extensively (98; %6, 53, 31, 32,
34). These thorough treatments of the subject study the
effect of pulse shape and width as well as other possible
- sources of error. Thgre are many examples of the pulse
testing procedure being used to model the mi#ing prhenomena
(98, 53, 34). Frequency response techniques, especially
pulse testing, is described in greater detail in a later chépter.

Boﬁh random and step inputs can be used to obtain the
frequency respbnse of a system. The use of steps is dis-
cussed by Schechter and Wissler (100) and Nyguist et al (80).
Random inputs with the correspdnding'outputs can be trans-
formed to the frequency domain through the use of statistical.
correlation techniques (8, 4).

Use of the Laplace domain is somewhat similar to
frequency response techniques in the frequency domain in that
the form of the input is not restricted. Rooze (95), Adler
(1), Clements (19), and Williams et al (119) have shown how
"experimental data can be transformed into this domain. However,
as Clements {19) points out, no investigation has been made
concerning the'propagationvof errors in the transformations.

No matter what domain is used, the model must be
expressed in that domain for the purpose of parameter evalua-
tion. Most modeis are in the form of a differential equation
in the time domain. Analytical solutions for these equations
are usually not possible except for some simple mathematical

definable inputs. This makes comparison of the experimental
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response to model response for an arbitrary input very
difficult. However, when the model differential equation
is transformed into the s-plane, the equation becomes alge-
braic. This function is called the transfer function and is
independent of the type of input. The model can also be
expressed in the frequency domain by merely substituting
jw (where w = frequency, and J =y=1) for the Laplace variable
s. Use ofbfréquency domain or Laplace domain invo1ves the
evaluation of the experimental transfer funétion which is to
be compared to the model transfer function. Wen and Chang
(117) present a dictionary of transfer functions for many
models proposed in the past. Théy also give the time domain
responses of these models for some well defined periodic and
‘non-periodic inputs.

2.2.3 Parameter Evaluation

Some of the main methods that have been used to
evaluate the model parameters will be briéfly discussed in
this section.

Modeis that have been expressed in terms of an F
curve are usually exponential relationships (90, 71, 91).
If the exheriméntélly measured transient reéponse is plotted
on semi-log paper as 1ln (1-F) against t/ (where t is time
and 6 is the average residence time) the points should lie
on a straight line. The parameters can be evaluated from the
slope and intercept of this line. Any deviation from a
straight line relationship will indicate model deficiency.

Use of moments in general and the variance of the

time-concentration curve specifically has been a popular
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method. Otto and Stout (85) have shown how moments calculated
from the model transfer function can be compared to the ratio
of moments of the input and outpuf pulses, The variance of
the RTD, if an inpulse is used for the input, or the variance
of both the input and output curves has been used to evaluate
the coefficient of dispersion (11, 72).

The experimental transfer function in terms of the
frequency résponse can be renresented grabhi¢ally using a dual
‘plot known és a Bode diagram. Sawyer and King (98) describe
the use of a template on a normalized Bode diagram to evaluate
the parameters of their model. |

The use of non—linear least sguares estimation is
becoming more popular. This pnrocedure not only gives the
statistically best parameter values but also indicates how
well the model fits the data. In the time-domain, the'RTD of
the model is fitted to measured concentration—time curve
(20, 1, 95, 52). Hays (51) has shown how the least squares
principle is applied in the frequency domain. Similarly,
Williams ef al (119) has shown how parameters can be estimated
in the Laplace domain using this procedUre..AThey also found
that by choosing certain real positive values of s, the
"method will weight the more accurate portion.of the curve.

Other Qorkers have attempted to evaluate model para-
meters by relating them to hydraulic bropeftiés (107), and to
mixer speeds (116). Proposed models could also be matched to

~experimental data by simulation on an analogue computer (74).



2.3 Modelling of Mixing in Natural Streams and Estuaries
2.3.1 Types of Models | |

In chapter one it was stated that a iiver could be
considered as a water quality system. The major part of
the interest in this system has resulted from a desire to
know the effect of a waste load on the oxygen resources.

Early workers attempted to describe the whole systém
by one equation. The well-known model proposed by Streeter
and Phelps (105) only considered the effects of decaying organic
. material and atmospheric reaeration. Siqce then, their
basic equation has been altered and terms addéd to include the
effects of such things as sedimentation, sludge deposits,
photosynthesis,'waste loads along the stream‘and fluctuating
conditions at the effluent outfall.

While most of these equations do not consider the
mixing phenoména explicitly, a type of mixing is implied.

It can be shown that the stretch of river, for which the

model is being applied, is assumed to be a PFTR. O'Conner

(83, 82) shows how the effect of longitudinal dispersion can
be included in the usual equations, however, he feels that this
phenomeha is only important in an estuary. Dobbins (206)

also feels that dispersion is not an important phenomena

in streams, accounting for only a three perféent efror in

conversion predictions. |
Thomann (114) discusses the systems analysis

approach to the problem. He shows how a complex system
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can be divided into subsystems which can be analysed
sepdrately and later combined to give an overall picture
of the system. Most of the study of the mixihg phenomena
separately (i.e. as a subsystem) has been with’the dis-
persed plug flow model described in section 2.2.1.

This one dimensional dispersion‘model has been
applied to natural streams (35, 40, 39, 46, 64) and to
estuaries (83, 59, 47, 45). Many of the:résearchers (35,
40, 41, 39) have attempted to relate the;dispetsion
coefficient to hydraulic parameters so thatthe effect can be
predicted without being measured using tfacers. Usually
the coefficient is considered to be an a&erage over a
’tidalvcycle,bbut other workers point out:thatvintertidal
effects need more consideration. The effect of a varying
cross-sectional area or width (88, 48), %arying velocity,
as well as a varying dispersion coefficient (45) on the
model as it applies to an estuary has also been studied. Leeds
‘and Bybee (68) studied the effect of the various parameters
using an electrical circuit analogue of the model. Hydraulic
scale models, usually in conjﬁnction with the prototype,
have also been used to study dispersion (66,9).

When an impulse of tracer is applied to a stream,
the resulting response has been observed to deviate from
that predicted by the dispersion model. The most striking

deviation that has been observed (35, 40, 46, 39, 110) is

long tails indicating some kind of time delay mechanism.
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. A model, developed by Hays (52), accounts for this effect
using a ‘'dead zone' concept where there is d_slow rate
interchange between these regions and the main flow.
Thackston and Krenkel (111) studied this 'dead zone'
concept in a laboratory flume using bricks albng the
bottom. They found that this had a significant effect on
the measured dispersion coefficient. Patterson (86)
proposes a model similar to Hays' except the dead volume
is considerédlto be a stationary volume of ion exchange
media.

While the dispersion model, a distributed pafameter
model, has been used so extensively, the lumped parameter
or modular approachAhas only been used recently. Hodver
and Arnoldi (54) divided the river under study into many
sections and cqnsidered each section to bevcompletely
mixed (i.e. a CSTR). They also included an effective
dispersion coefficient to allow mixing between sectionms.
However, they did not experimentally verify the validity of this
approach to the mixing phenomena. Another attempt to use
the modular approach to mixing was carried out by Quirk and
Eder (89) ; relatively slow moving areas were modelled with
a PFTR whereas rapids and flow over dams were considered to
be similar to a CSTR. They too did not verify these assump-
tions.

‘d There are a few examples of other kinds of models
in the literature. Thayer and Krutchkoff (113) used a

probability approach to formulate a stochastic model for
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the biochemical oxygen demand (BOD) and the dissolved
oxygen (DO) in a stream. However, they did not explicitly
consider the mixing phenomena. A slightly different use
of the dispersion approach was proposed by Oriob et al (84);
an estuary is divided into a network of ideal channéls, as
suggested by Shubinski et al (103), and the diffusion
equation is applied to these channels.
2.3.2 Systevaésponse Determination

As méntioned in section 2.2.2, theie are three
usual ways of studying the mixing system: in the time
domain, in the frequency domain using frequéncy response
techniques, and in the Laplace domain. However, most
workers concerned with applying models to the ﬁixing pheno-
mena in natural streams or estuaries have usually employed
some form of a time response. Frequency response techniques
have been used in applying the dispersed plug flow model
to flow in a pipe (53) and in an extraction column (19),
but have not been used to study natural systems. Use'of the
Laplace domain has also been limited to chemical reactor
type systems. |

The time domain résponse has been obtained using
. various kinds 6f inputs. Godfrey and Frederidk (46) used
a simulated plane source in their stﬁdies. A point sourée
was used by,Pafterson and Gloyna (87) to measure both radial
and longitudinal dispersion. There are élso mény examples

(39, 40) of the use of an arbitrary closed pulse of dye as




19

an input for the purpose of measuring dispersion'coefficients.
These inputs have been applied to hydraulic scale models (9,
104, 81) as well as the prototype.

| Cederwall and Hansen (16) have-employed a unique
‘methdd in studying their system. Their input consisted of
two tracers with different decay rates. The tracers weré
continuously pumped into the receiving water:at the effluent.
After allowing steady sfate condition to be reached,
samples were taken at various points in the_bay, From the
relative COhcéﬁtrations of the two dyes, they were able to
calculate the average residence time and the.amount of
dilution. However, this does not determine the amount or
kind of mixing that occurred between the effluent and the
sample point, |

If ﬁhe dispersion model is being'usedy Glenne and
Selleck (45) have«demoﬁstrated that the system may not need
to be tested in the usual way. They suggest that concentra-
tion distributions of certain water quality parameters can
be used to measure dispersion coefflclents.'

As pointed out in the preceeding section (2 3.1),
many workers have attempted to predict dlsper81onkco¢fflclents
rather than méasure them. If this approach is used, the
system response is not obtained, but extensive hydraulic
data, such as velocity profiles, shear velocity and cross-

sectioned area,are still required (35, 40, 39).
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2.3.3 Parameter Evaluation

Since the most widely used model to describe the
mixing phenomena in streams and estuaries_has been the
dispersed plﬁg‘floW'model, methods of evalu#ting the major
parameter of this model (i.e. the dispersion coefficient)
have been studied extensively.

Many attempts have been made to predict this
parameter using either a theoretical formuléfion or some
empirical rélatidnship. Which ever method is used, the
coefficient‘isvrelated to some measurable hydraulic proper-
ties of the system. Fisher (40) and Hays and Krenkel (52)
provide excellent reviews to this approach.

The time domain response has also been widely used
for parameter evaluation. The use of the variance, or
second moment, with respect to time (64, 87, 65) and with
respect to distance (39) has been employed. Fisher (39)
attempts to verify the parametef value chosen by a routing
procedure ; by' application of the dispersion model (i.e. use
of the predicted or measured dispersion coefficient and the
average velocity) to an upstream time-concentration curve,
the observed curve at a downstream point should result.
Godfrey and PFrederick (46) have shown how a Pearson Type III
distribution can be fitted to the observed time-concentration
curve ; the dispersion coefficient is related to the pro-
perties of this type of curve. 'A statistical method based
on the principle of maximum likelihood, involving only the
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use of the first moment, to estimate the pérameters of the
dispersion equation has been suggested by Harris (49). It
should be noted fhat the last two mentioned methods require
that the input be an impulse. Thackston et al (110)
suggests that the use of a non-linear least s@uares technique
is the only feliable and accurate way of determining disper-
sion coefficiénts from time-concentration curves.

Other methods of evaluating the paraméter of the
dispersion model include the use of salinitykprofiles (47)
and otbher water quality déta (82). ».

Hays énd Krenkel (52) suggest the use of the least
squares procedure mentioned above to evaluate the varameter
of the 'dead zone' model. However, in a recent paver,
Thackston and Schnelle (112) describe how they have attempted
to correlate the parameters of this model with the hydrsulic
properties of the natural stream instead of meésuring them.

2.4 HBvaluation of Previous Work

A natural stream can be viewed as a biochemical reactor.
The state of mixing within such a reactor strongly affects
most rate procésses such as mass transfer and chemical reaction.
In order to predict the extent of any chemical reaction, the
mixing phenomenon must be adequately characterized. This has
been long recognized in the chemical reactor engineering field
as evidenced_by the number of models that have been proposed

and studied in an attempt to accurately define this phenomenon.
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In the vast there has been a tendency to use one
analytical equatlon in the time domain to describe or model
a natural stream or estuary. These models are usually
derived to give the dissolved oxygen and biochemical oxygen
demand profiles. In order to treat the complex system in’
such a manner, msny simplifying assumotions,are required.
In some cases it is necessary to use unrealistic parameter
values (i.e. quite different from measured or predicted
values) in order to fit the observed dinsolved oxygen profile.
This would indicate: 1) that the model is incomplete (i.e. all
the important factors have not been included), 2) that some of
the assumptions used in deriving the model are too gross, or
3) that other parsmeter values are incorrect. The first two
of the above three possible reasons for model failures are
due to oversimplification. Most of the models in use today
assume that’the river acts as a plug flow vessel or PFTR.
This may be a reasonable apoproximation in seme cases tut could
lead to gross errors in other situations. It is desirable to
study each factor or nhenomenon Seoarately end then to courle
these together to give an overall model. - The ability to
study complei systems in detail, through the.concept of sub-
division, has come about because of sophisticated numerical
techniques and the availabllity of the high speed computer.

The only model that has been used, to any extent, to
study mixing in nsatural streams is the disoefsion model or

the modified diSpersion model employing the 'dead zone' conceot.
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These distributed rarameter models may be applicable to
many streums‘but are not flexible enough to handle all the
states of mixing that can occur in nature.
. A far more flexible approach would‘be to use a

lumped parémeter model involving a network of CSTRs and
PFTRs (described in section 1.3) to modei the natural system.
These lumped parameter models have been used extensively to
model chemical reactors. They can be used‘to characterize
‘a wide range of mixing states including complete mixing,
plug flow, éhort circuiting and situations where relatively
stagnant regions are significant. Reaction conversion
prediction for any given network is simpie and direct. This
latter feature is not shared by the d?stfibuted parameter
models for any reaction that is other thén first order,

Use of a distributed.parameter model implies that one
can vpredict concentrations at any point Within the system; a
lumped parameter model c2n only be used to predict a concen-
tration at one point in the system (i.e. the output).
However, when a particular section of a stream is being
studied the data for either type of model is collected in
the same manner (i.e. at the upstream and downstream ends
of the section) and represents the overall effect of the
various mixing processes occurring between the two points.
To then use fhe distributed parameter model to predict
anything within the section, between these two points, would

be questidnable. Furthermore, it is often only required to
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know concentrations at svecific points suéh as the nearest
tewn downstream from a particular effluent; a lumped varameter
model provides this kind of information.

The use of frequency response techniques appears to
be the best procedure to use in testing the'System. The major
advantage of this technique is that almost any tyne of invut -
(eg. imoulées, steps, pu]seé, random signals) can be employed.
Many time domain techniques require the use'of ideal inputs
which are difficult to simulate in a natural stream. The
Laplace domain technique also has this sa@e advantage, but,
as pointed out in the literature review, the errors associated
with this technique‘have not been thofqughly investigated.

It also seems clear, that thé non-~linear leést
squares prbéedure, or an eguivalent ootimization procedure
would be best for parameter evaluation. Not:only do these
methods provide the statistically bestjvaiues of the
parameters but also give an indication of héw well the
model fits the data.

To summarize, a review bf the previous work indicates
that mixing is significant, and that the use of the modular
approach, frequency resoonse technigues and least sgquares
parameter estimation appears to be the best way to model

this pnhenomenon.



CHAPTER 3
3. THEORKTICAL BACKGROUND AND METHOD OF ANALYSIS

3,1 Introduction

Mixing, although a subsystem to many ofher more
complex systems, can be studied as a dynamic system in itself.
Experimental procedures for the development of mathematica1
models to charécterize the dynamics are based on the concept

that a system can be described by a differential equation:

.n - |
a a y(t) + eee + algzggl + aoy(t) =
dt

.m . | :
b d_x(t) ¥ oue. + blgﬁiﬁl + box(t) 3,1-1
. dt :

m dtm

where y(t) is the response or output as a function 6f time,
x(t) is the‘foréing function or input as a function of time,
5% is the differential operator and the a's and b's are

system parameters. Equation 3.1-1 can be written in a simpler

form by defining p to be the differential opérator. Thus

y(t) = G(p) x(t) 3.1-2
a P+ ... +a + a
where  G(p) = 2 ~ 1P o
: bmp + ee. + blp + bo
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The system can be experimentally analysed or tested using
either periodic, non-periodic or random inputs, The
theoretical model is then comparedvto the experimental
response and the system parameters are then evaluated.
Thefe are many advantages to be gainedvby model 1ing
in the Laplace or frequency domain as opposéd'to the time
domain. Often the differential equations describing the
syétem cannot be solved analytically in the time domain.
However, recalling that the Laplace transform F(s) of a

function f (t) is defined as

-

F(s) = ‘f;(t)e‘Stdt 3,1-3
(o] .

and assuming all initial conditions of the system to be
zero, equation 3.1-2 can be transformed by substituting the
Laplace variable s for p, Y(s) for y(t) and X(s) for x(t).

Therefore, equation 3.1-2 becomes

Y(s) = G(s) X(s)

Y(s)
X(s)

or G(s) =

5.1=4

Equation 3.1-4 can be used to obtain the fréquency response
by simply substituting jw for s, i.e.
| Y(w)
X(iw)

G(jw) =
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where w is the frequency and j = y=1. G(8) or G(jw) is
called the transfer function of the system. Now the
'describing differential equation has been replaced by an
algebraic equation; this is one of the major~édvantages;
It should aléo be noted that since the transfer functién is
equal to the Laplace transform of the output over the lLaplace
transform of the input (under zero initial conditions),
almost any input, along with its correspondingvoutput, can
be used to describe the system; These advantages make this
approach very attracti§e. |

If the:frequency domain is to be used to fit the
model to the real system, the experimental frequency response
of the system must be obtained. When the input x(t) ié
varied sinusoidally at a frequency w, the output will also
vary sinusoidally at the same frequency if the system is
linear. However, the output may have a different amplitude
and there mayiexist a phase difference between the two
waveforms. This amplitude or magnitude ratio‘ (M.R.) and
phase shift afe measured as a function of frequency. In
order to describe the experimental frequenc& fésponse
adequately, é number of sinusoidal tests musf be performed.
Not only mustvaapure sine wave be generated but each test
must be run until the transient response of the system has
died out and the output is at steady state. This is a

severe disadvantage in most cases.
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Fortunately, the same frequency response can be
obtaiﬁed ffom one test. Theoretically an arbitrary closed
pulse contains.an‘infinite fréquency spectrum, i.e. the pulse
can be represented analytically by a Fourier fransform.

The frequency spectrum of a pulse varies with the shape and
width of the pulse, but if an input pulse is chosen properly
the system wiil be excited well enough at the important
frequencies to.give a good representation of‘the frequency
response.‘ Using similar principles té those employed in-
pulse testing, steps and random inputs can also be used.

The rest of this chapter will discuss in detail
modelling using the modular approach in the frequency domain,
obtaining'thé,experimental frequency response using pulse
testing, and how the model is fitted to the exverimental
response. | |

5.2 The Modular Approach to Modellingin the Frequency Domain

For the modular approach, the real reactor (here a
natural stream) is simulated by a network of ideal flow
regions. The fwo extremes in mixing, the PFTR}and.the CSTR
(és described in the introduction (Chapter i) and in further
detail in Levenspiel (71)) are the ideal flow elements or
mixing modes'uséd. Many models have been propésed to
. approximate physical situations such as parailei flow (75),

- shortcircuiting (17, 71), reflux or backmixing (94, 102, 61),
recycle (93), dead or stagnant regions with interchange with
the main stream (14, 1) and cross flow (71). -Some of these

are illustrated in Figure 3-1.
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Figure 35-1 Model Examples
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Figure 3-1 (Cont.)
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Each element or, in some cases, group of elements
in the network has a transfer function. If the transfer
function is expressed in the Laplace or frequency domain,
the overall t:ansfer function of the network can be found
by a simple combination of the individual functions within
the network as outlined in most texts on control theory (28).
For series networks the system transfer function is simply
the product of fhe individual functions. Melnyk (75)
describes how parallel flow paths are handled.

The transfer function for each element or group of
elements is derived from the deséribing differential eQuation.
The differential equation, on the other hand, is derived by
taking a mass bélance around the element. The transfer functions
for a CSTR, PFTR and the model proposed by Adler and Horvoka (1)

(hereafter called Stagnant Zone Model) are derived in Appendix C.

3.3 Analysis of the Experimental Data in the Frequency Domain

Unless sinusoidal testing is done, thevreSponse of
the system to an arbitrary input must be transformed into the
frequency domain, using a Fourier transform, for comparison
with the model transfer function.

The forcing function for dynamic testihg can be a
step, an arbitrary pulse or a random signal. Methods of
obtaining the Fourier transform of the data for the above
inputs and their corresponding outputs have been outlined by
many in the pést few decades (4, 29, 70, 80, 51, 100, 2, 31,

55, 95). An exéellent review of all the major methods is
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given by Murrell, Pike and Smith (78). Most of the methods
are numerical, i.e. developed for use on a digital computer,
but Teasdale (109) shows how the frequency response can be
obtained graphically if one of three idealvinputs are used,
and Reynolds‘(109) has developed a machine.to perform the
Fourier transform.

A numerical method of obtaining ‘thé frequency
- response from pulse testing wiil be outlined in detail here
since the majof part of the experimental;work émployed this
type of input. Two major studies of pulse testing were
performed by Clements (19) and Dreifke (30). Recalling

section 5.1, the transfer function of a system is, for any
set of input-output rupctions,

- -st
| Y(s) pr(t)e dt
G(s) = — = — | 5.5-1
X(s) j x(t)e‘Stdt

L]

(with zero initial conditions) or in terms of frequency

when jw is substituted for s,

0 -
j-y(t)e—JWtdt
o

G(Jjw) = 3.3%-2

f x(t)e_JWtdt
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If the input and output are measured experimentally
as illustrated in Figure 3-2, the integrals in equation 3%.3%-2
must be evaluated numerically. Applying the identity

o~ d¥t cos(wt) -~ j sin(wt) to the integrals we can write

Ty Ty o
J'y(t)COS(wt)dt -3 }&(t)sin(wt)dt

G(gw) = —om 4
(JV) L x(t)cos(wt)dt - jj;x(t)sin(wt)dt

where the infinite limits have been replaced by the duration
of the closed pulses, i.e. Tx = duration of input pulse, and

Ty =‘duratiqnvof output oulse . - If

1}, B

A = ‘(y(t)cos(wt)dt , E 3, 3=4
A _
Ty «

B = ‘{y(t)sin(wt)dt s  3.3-5
T

C = fx(t)cos(wt)dt , - 3.3-6
To '

and D = jx(t)sin(wt)dt , 5.3%=7

we can write equation %.3%-3 as
A - JB fc + BD AD - BC 5.%-8

G(jw) = = =5 + J 3>
- ¢ - jb C- + D C™ + D
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Therefore,

and

~ where He(w)_

part of the

Re(w)

Im(w)

i

AC + BD

ce + D2

AD - BC

52 + D2

35

30 3-9

3 . 5-10

is the real part and Im(w) is the imaginary

complex number G(jw). It can salso be written

in another complex form as

G(Jjw) = MR(w)e

=dPA(w) o 3.3-11

where MR(w) is called the magnitude ratio and Pa(w) is

callea the phase anzle. Comparing equation 3.3%-11 to

equation 3.3-3 and using the rules of comnlex algebra

and FA(w) = tan”

CMR(w) = JRe2(w) + Ime(w)  3.3-12
1 Im(w) . %.%3.13%
Re(w)

kvaluation of integrals A, B, C, D using ordinary

quadrature formulae such as the trapezoidal rule or Simpson's

rule, breaks down at high frequencies making the calculations

completely useless.

This difficulty has been removed by
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some special approximation methods. A  small portion of
the input or output curve is approximated by some function
and this expression is then multiplied by'sln(wt) or cos(wt).
The resulting -equation is then integrated analytically and
this repreéénts the area under one segment of the product
curve. The total integral is the sum of all:sﬁch Segménts
between the limits of integration. Large values of w do
not introduce error into the quadrature since the trigono-
metric integrafion is done analytically. Several approxima-
tions to the pulse curve are discussed by Cléments (34).

The most populaf method is the one outlined by Filon (42).
; Filon's quadratufé formula fqr the integrals
J’ f(t) sin(wt) and Jff(t) cos(wt) is based on a parabolic
agﬁroximation to segmen;s of the time curve. To apply his
formula the curve is divided into an odd number; 2n +1,
of points at‘intervals At. These points are denoted by
IO’ Il’ 127'. . . I2n where I, = f(a) sin(wa) and I2n
= f(b) sin(wb). Let

ST ®I o+ 12 4 oeee + I2n_2.+ %Ian’) 5.5=-14

5+ e+ Ion g 5.3-15



» 1 sin2b sir?e
= = —_— - 2 z__
e + 262-— 53— b 5.5 17
6 ) [cosze + 1 sin26]
‘_—Bé—-‘— bed 95 b) 5.§“l8
4 I.sine cos@ |
Ve | PL 2 I o 3.5-19
and then
b =
Jf(t)sin(wt)dt < At{o(’_f(a)cos(wa) - f(b)cos(wb_)]
) N
+ B, + S, } . 3.5-20

Now denoting I, by f(a)cos(wa) and I,, by f(b)cos(wb),

b . ,
[f(t)cos(wt)dt{‘At{K[f(a)cos(wa+ﬂ/2) - f(b)cos(wb+’ﬂ'/2)]

+582n + {S2n-l} ¢ 3.3=21

When9 is small (‘<.35 rad.) Taylor series éxpaﬁsion of
equation 3%3.3-=17-%.3-14 must be used to prevént a loss of
significant figures (see Appendix D).

It should be noted that the same technique can be
used when an ideal impulse input is assumed and when a

step (not necessarily ideal) is employed.
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A computer program was written to perform the above
calculations. The program will accept two different time
increments for each pulse; the input can be an assumed
impulse, a step or an arbitrary pulse; the_integrals will
be calculated using both the trapezoidal rulé»and Filon's
method; the prdgram converts the raw data to concentration vs.
-time data before the transformation is caldulated; and the
program output'consists of the magnifude ratio, phase shift
(with and without dead time), real and imaginary parts of
the transfer function, and the frequency content of both the
input and output pulse (defined below), at selected frequencies.
Aldetailed deséription and listing of the program is given in
Appendix D. ‘

Care_must be taken, in going from ohe domain to
another, to minimize those factors which coUld_cause errors
in the transformation. The extent to which a system responds
to a certaiﬁ frequency depends on the frequency content of
the input pulse. The normalized frequency content of a

pulse is defined as

T .

Je(tre™d%Fat o
S,(w) = —= - 3.5-22
ff(t)e—‘](u’dt
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and can be computed numerically by

(J c® + pf ).,
SynW) = 303223
- (C),0
for the input pulse and
(Va2 + 8%
- Sypw) = - 3.3-24
(A)w=0

for the output pulse. The input frequency content depends
on the shape and width of the pulse (19, 30). A pulse should
be chosen so that it has the greatest frequency content
without distqrting the system. On the other hand, the
oﬁtput pulse frequency content indicates the degree to which
 the system resbonded to the input. Hays (51) suggests that
when this vaiue approaches the experimental error, the
reliability of the calculation degeneratés.> The effect of
truncating the .output pulse before it has reachéd zero has
been studied by Hougen and Walsh (55), Dreifke (33) and
Clements (19) and they have found that the error is negli-
gible unless there is severe truncation. Clements (19)

also found that the data from the recorded pulse curves

need only be read to two or .three significantvfigures
without affecting the accuracy of the computations. Details
of how these sources of errors were dealt with in this work

will be discussed later.
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3.4 Graphical Representation of Model and Experimental Data

The system transfer function can be written in

complex number form

G(3w) = Re(w) + JIm(w) , | 3,41

the complex polar form

-JPA(W)

G(jw) = MR(w)e ’ 3,42
or as a polynomial
an(jw)n + an_l(g'w)n-1 LEEERRE W
G(Jw) = 5.5-3

.. \M . aMm=1
bm(gw) + bm_l(Jw) + eeoe + bo

The tfansfer function can also be presented graphically

in three ways:

(a) as a curve on a polar plot on which each point is
represented by a vector whose magnitude is equal
to MR(w) and whose direction»is equal to the phase
angle PA(w). Thié can also be considered as a plot
of Re(w) vs. Im(w),

(b) the magnitude ratio in decibels (20 x'log10 MR(w))
is plotted against the phase angle (PA(w))in degrees,
or,

(e) a Bode plot, where the magnitude ratio (in decibels)

and the phase angle are plotted against frequency.
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The Bode plot has been most popular since it can
sometimes be used to evaluate parameters orlat least give
an indication of the mathematical form of the systemn.

One principle advantage of the Bode.diagram can be
realized when the overall transfer function 6f a system
is the simple product of component transfer functions. The
phase angle vé. frequency plot for the system is just the
sum of the individual phase angle plots since in the multi-
plication of two complex numbers, their associated angles
are simplyAadded together. Since the logarithims of the
magnitude ratios are plotted instead of the ratios themselves,
thé magnitudé'ratios (in decibels) are also additive. These
features can be applied to a series network bf'PFTRs and
CSTRs as described in section 3.2. -

The amplitude ratio curve of a system can be
represented by straight line segments whichvhéve a slope of
an integer nﬁmber times 20 decibels/decade. The numerator
and denominator of the polynomial form of the transfer
function (eduation 3.,4-3%) can be factored. These factors
are called'the zeros and poles respectively. A zero would
be drawn as straight line of slope + 20 decibels/decade
and a pole as a line with a slope of -20 deéibels/decade.
The zeros and poles start at a point on the dee plot
equal to the rbot value of the appropriate factor.

The parameters of complex flow networks cannot

always be evaluated graphically from Bode diagrams.
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However, the magnitude of the slope of the amplitude ratio
vs. frequency plot at high frequencies is always indicative
-of the relative order of the numerator and denominator
polynomials in equation 3.4-3 (i.e._if there are n poles
and m zeros, the slope at high frequencies will be (m =-n ) X
20 decibels/deéade). |

Only features relevant to this work have been
discussed here. A fuller treatment of parametér evaluation
from Bode diégrams is given by Murrill, Pike and Smith (78).

To illustrate some of the points discﬁssed above,
the Bode plots for the two ideai elements, the PFTR and the
CSTR,are shown in Figure 3-3. The tranéfer function of a CSTR
is 1/(l + JwT) where 7 is the residence time. Noting that
there is one pole and no zeros, the amplitude ratio curve can
be represented by two straight line segments, one of zero
slope and the other of slope -~ 20 decibels/decade. The
frequency at which the two lines intersect is called the bfeak
point or break frequency and is equal to the reciprocal of
the residence time. The phase angle curve for fhe CSTR has
an "sS*" shape,_apprOaching -90° at high frequéncies.j The
transfer function of a PFIR is e“jwj;where7:is its residence
time. It can be seen that the magnitude ratio is equal to

one for all frequencies and that the phase angie increases

(negatively)’with frequency.
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3.5 Model Selection and Parameter Evaluation

Modelling involves two steps: fofmulation of a
mathematical description of the system, and the evaluation
of the statistically best values of the parameters of the
mathematical relationship.

The équations describihg the system can also be
derived in two ways. The black box aporoach.ihvolves
fitting the output to the input by some exﬁression, usually
a polynomial, without any reference to what is going on
within the system. On the other hand, where the system
can be examined, the dominant mechanisms causing the
phenomena under study should be identified. Some of the
mechanisms thaf could occur in a natural stream are:

'dead zones' or relatively stagnant regions with a slow
interchange with the main flow, short circuiting, and
parallel flow. Using the modular approach, several possible
models are then synthesized using the basic elements of

a CSTR and a PFTR, combined in such a way as to approximate
the real mixing mechanisms; this has been further described
and illustrated in section 3.2. |

To evaluate the parameters of the proposed models
the theoretical transfer functions are fitted to the
experimental data using the principle of lgast squares.

The sum of the squares of the deviations between the
predicted and‘observed curves is used as a measure of

deviation and is therefore minimized. In the time domain
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this function is written as
17

P = [ Coge) - o) Yar 3.5-1
t. '

where ta to tb is the region of interest of the independent
variable t over which the deviation between yo(t), the
observed resulfs, and yp(t), the predicted results, is to
‘be compared. It has been shown by Hays (51) how to derive
the expression for;fin the fregquency domain. Defining the

deviation to be

A1) = yo(t) = 3,08 | 5.5-2

and assuming d(t) = O for t <ta ana t> %, we can write

- %
%=/< d(t) )2dt =[( d(t) )%dt %.5=3

-‘Parseval's Theorem states that

pv) :
ﬁ a(t) )2dt = %//D(jw)/edw C 3.5-4
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where D(jw) is the Fourier transform of d(t). We can also

write D(jw) as

D(3wW) = Y (3w) = Y (3w) 3.5-5
or D(gw) =((Rey(w) + § Im (w)) = (Re (w) + J Im (w)))
5.5=-6

where Fe(w) and Im(w) are the real and imaginary parts as

before. Substituting equation 3%.5-6 into %.5-4 we have

o>

% = ;T[g(Reo(w) -Rep(w))2 + (Imo(w) - Imp(w))‘?}dw
° | 5.5=7
It can be noted that where the deviation is based on the
square of a scaler in the time domain, it is based on the
square of the vectorial distance between predicted and
observed results in the frequency domain.
Instead of using the integral form ofﬁ as in 3.5-7,
the function<to_be minimized could be weighted to a specific
region by definingy‘to be the summation of vectorial devia-
tion of discrete points and selecting more boints in that
region. This was done in this work as will be described later.
Any non-linear least squares procedure could be used
to minimize ¢. - The general optimization Drocedure outlined

by Rosenbrock (96) was used here.
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After all the proposed models have been fitted to
one set of experimental déta the best model must be chosen
from these. When two proposed models have.fhe same number
of parameters the minimized sum of squares can be compared
directly. The lower the sum of squares the better the model»
fits the data. However, this can only be used as en indica-
tion of a better model and final choiée depends on other
fundamental considerations. For example, if one model is
derived on the_basis of an approximation of the physical
situation and the other is merely a polynomial curve fit,
then the former should be the one chosen even though it
may give a.slightly higher sum of squares.' If two proposed
models have a different number of parameters, an F test can
be used. Although this may not be strictly correct, since

the models are non-linear, it will serve as an indication.



- CHAPTER 4
4. EXPERIMENTATION

4,1 Introduction

This chapter describes the experimentétion undertaken to
illustrate the practical application of this.modelling approach.
Included are adescription of the stream where the work was undertaken,
a section dealing with the tracer selection, a description
of the experiméntal apparatus and details of the actual

tests performed.

4.2 Ancaster Creek

| The experimental aspects of this study were darried
out on a small creek flowing through the West Cgmpus of
McMaster Uni#ersity. This spring fed creek is known by
several namesé Cold Water Creek, Clear Water Creek and the
most common being Ancaster Creek. The creek is a tributary
of Spencer Creek which flows through Coote's Paradise into
Burlington Bay at the west end of Lake Ontario. Figure 4-1
shows the creek with its drainage basin of approximately
nine square miles.

The section where all the dye runs were conducted is
approximately'2,000 feet in length and is shown in detail
in Figure 4-2; The gradient in this reach is about 1 foot
in every 1,200 feet. Through the campus a flood plain has
been constructed to handle 7,200 c.f.s., but the usual flow
ranges from 1 c.f.s. in August to about 50 c.f.s. during

spring runoff. The flow in the stream responds rapidly to

49
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a rainfall, the flow sometimes increasing fourfold. The

| water quality is greatly impaired because of the large

number of storm sewers and septic tanks entering the creek

upstream.

4,3 Selectién,of Tracer

An ideal tracer to be used in this type of investi-
gation would possess the following characteristics:

(a) the tracer should be stable in a natural environment,
i.e. not‘affected by light, bacteria, pH, temperature,
algae, adsorption, or by chemicals such as chlorine
that might be present in the system;

(b) the tracer should be non-toxic at levels employed;

(¢) the tracer should be easily measured in situ, detectable
at low concentrations, and measured accurately over the
whole range used without requiring large quantities;

(d) ‘the tracer should not have a large or variable back-
ground; and

(e) the tracer should be inexpensive, easily handled and
water soluble.

A search of the literature was undertaken to find a tracer

that would satisfy all or most of the above criteria.

There has been an extensive use of tracers in the
field of Sanitary Engineering. They have been employed in
hydrological studies such as time-of-travel measuremehts (13;
121), dispersion studies (25, 40, 46, 56, 81, 99, 104) and
discharge measurements (10, 57, 58, 60). The hydraulic

characteristics of a primary clarifier (3), aeration
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tanks (115, 77, 99), settling basins (79), and chlorine
contact tanks (97) have also been studied using tracers.
Many good reviews of tracers, listing advantages and disad-
vautéges as well as comparison with other tfaCers, are
available in the literature (27, 37, 42, 120, 5).

Of the three generally used, i.e. various salts,
fluorescent dyes, and radioactive tracers, the least
desirable methbd seems to be the use of a salt where the
ionic concehtration is measured by conductivity. The
disadvantage of ﬁhis tracer in a natural system
results from,the need for large quantities of salt solution

.to obtain detectable concentration, large énd possibly
variable background and possible density effects.

Archibald (5) discusses the use of radioactive

tracers for various flow tests. He concludes that the

technique is far superior to any dye or salt techniques.
The superior characteristic of the use of fadiotracers is
the ability to detect minute quantities at a very high
accuracy. However, there is an associated high cost and
possible health hazard. It has been pointed out by
Frederick and Godfrey (43) that unless thefe'are no finité
boundaries within 3 to 4 feet of any side of the crystal
used in radiation detection, the sensing appératus must be
calibrated in situ; this limits their use to large bodies
of water unless relative readings are satisfactory. |
The dye techniques, compared by Archibald (5) to

radiotracefs, have been greatly improved sihce 1949,
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Feuerstein and Sellach (37) have studied three widely used

fluorescent dyes: Rhodamine B, Pontacyl Brilliant Pink B
and fluorescein. The effect of temperature, salinity, pPH
value, backgfound level, and turbidity or suspended solid
concentration,ion the analytical determinatibn of concen-

tration was ascertained. wilson has written a manual on
Fluorometric Procedures for Dye Tracing (120) and includes
in his comparison of dyes, Rhodamine WT, as well as those
mentioned above. A manual on fluorometry published by

C. K. Turner Associates (42) mentions that Rhodamine WT is
favoured over.other fluorescent dyes by those engaged in
water tracing studies in recent years.

Fluorometric techniques have developed to such an
extent in the past ten years that they are nbw more generally
favourable than radioactive techniques. This may not be the
case where there is a need for very accurate measurements
and where calibration can be domne in situ, or where large
bodies of water are being studied. Of all the.fluorescent
dyes available, Rhodanine WT and Pontacyl Briiliant Pink
appear to be the best. The only important difference between
these two is the cost and therefore, Rhodanine WT, being the |
less expensive, was chosen for this study. “

Although the properties of Rhodaminé WT.have not
been formally reported, the information is aﬁailable in
many published reviews of various dye applications (12, 60,
99, 42, 120), The properties of this dye are listed below

in the same order as those for an ideal tracer given at the
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beginning of the section.

(a)

(b)

(e)

(d)

The dye is slightly less adsorbed, on most materials,
than Pontacyl Brilliant Pink and far 1esé than Rhoda-
mine B. It canm be considered negligibie‘in short
reaches of a few miles. The concentration is affected
by sunlight but the decay rate is believed (42) to be
small enough to be ignored for the period the dye was
expased in this study. The concentration has been

found to be independent of pH between the values of

5-10 but is very sensitive to temperature. The

" dependence on temperature has been measured (37, 15)

and one can easily correct for this factor.

The tolerance level for human consumptioh of the dye
has been set at .75 mg/day which is equivalent to

2% qts. at 370 ppb and at that concent?ation the dye
is a brilliant red. ‘

The concentration of the dye can be easily and
continuously measured using a flow-through fluorometer.

It can be detected at concentrations asvlow as 2 ppb
and the fluorescent intensity is linear with concen-
tration in the range employed. .

The background from natural sources was found to be
small and easily corrected for. The indirect form of
backgrdund or interference due to turbidity is appre-
ciable at high concentrations of suspended solids but

can be ignored at the levels found in the stream

studied.



(e) The dye is available as a 20% solution and is

relatively inexpensive; the cost of the dye for
this total project was less than §$5.

It can be seen that Rhodamine WT fulfills many of the
criteria of an ideal tracer for this work.
4.4 Flow Measurement

A Parshall flume was constructed and placed up-

stream of the test section as shown on Figure 4-2. The
purpose of the flume was to give an indication of the

magnitude of the flow during a test run as well as to
indicate the variation occurring during the longer sine

runs. For runs performed on the same day, the flume
readings provided a check on the flow calculations made
by another method to be described later. Th¢ hydraulic
jump at the exit to the flume provided an excellent
location for tracer injection so that the dye wou1d be
uniformly mixed across the cross-section of the creek.
The flume was a standard Parshall flume with a

1.5 ft. throat and was constructed with }/4 inch plywood.
The stream was dammed off by two walls of sand bags,
forcing the flow through the flume. Due to the fact that
the walls were not perfectly water-tight, and that the one
end of the flume tended to settle over time, the readings
could not be}ﬁsed for absolute flow calculations but only

for comparison purposes.
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4.5 Sampling Apparatus

The creek was sampled at two locations downstream
of the flume so that the dye concentration could be conti-

nuously monitored as it passed each site. The location
nearest the flume is considered as the input to the system

and the other as the output. The sample was pumped through
the flow-through door of the fluorometer using a self-

priming pump. In order to.obtain a representative sample

for the whole cross-section, the creek was sampled at four

evenly spaced points. These 1/4 inch I.D. polyethylene
lines were held in place by a framework of aluminum rods

set into the creek bed. _

It is usually suggested, in manuals of fluorometric
procedures, that the sample be drawn through the fluorometer
- as opposed to béing pumped through. This is to prevent
possible interference which can be formed as.the gample
passes through the pump and by bubbles, which can give
erroneous readings. The pumps used did not‘have enough
suction head to do this. However, it was found that if the
flow was limited to about 500 ml./min., by meéns of a valve,
no bubbles were formed. Each of the-four'sample lines'were
also valved to ensure.that each sampled the same amount.

The sampling'apparatus is shown on Figure 4-3.

A detailed 1ist of the tubing, valves, pumpsvetc. used is

given in Appendix A.
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Figure 4-3 Sampling Apparatus
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4.6 Monitoring Apparatus - . 59

‘The unit used to measure the dye concentration was
a Turner III fluorometer equipped with a 5 c.c. flow-through
door. The polyethelene tubing was covered with black tape
for five feet on both sides of the door to ensure no light
entered the fluorometer. The far UV lamp, No. 546 primary
filter and No. 590 secondary filter were used as recommended
for Rhodamine WT.

A Honeywell 10 inch Electronik 19 recorder was used
to continuously monitor the output of the fluorometer. This
recorder features variable chart speed control with 10 speeds
ranging from 1 inch/sec. to 1 inch/5 min. The recorder used
for the input had a 2-position zero while the:output recorder
had an ll-position zero so that small ranges of the output
could be amplified for better accuracy during fhe high
frequency sine runs. |

A 3,000 watt gasoline generator was ﬁSed to supply the
necessary power to the recorder, fluorometer‘and.pump. Ahead
of the fluorometef, a 120 volt—amp constant voltage trans-
former was used to reduce the output voltage fluctuation of
the generator. It was found that this transformer was too
small and one twice the size is recommended for future work.

At first the temperature was Jjust measured periodically
using a standard 0-100°C thermometer but during the later runs,
it was continuously measured with a YSI thermometer.

The tw§ sets of monitoring apparatus were placed on 3

foot x 4 foot plywood platforms that were constructed at both the
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input and output sites. The platform had a framework
above it so that it could be covered with a black
polyethyleﬁe.tarpaulin in case of rain and to shade the
fluorometer from the sun. |

Figure 4-4 illustrates what has been described
above. Appendix A gives a detailed list of.the equipment
used.

4.7 Injecfion Apparatus

Three different kind of tracer ihputs were applied
to the systém:, impulse, arbitrary pulse, and sinusoidal.

An impulse was attempted at the input site by
spreading, és evenly as possible, some concéntrated dye
solution across the stream. Since the creek is only about
eight inches deep at this point this input approximated a
plane source. | _

An arbitrary pulse was formed in two ways. One of
the methods involved pumping the dye solution for one minute,
using a positive displacement peristaltic pump, into the
flow at the fhroat of the flume. The other method involved
an instantaneous injection of 100 ml. of concéntrated.dye
solution at the flume throat. Because of the large amount
of backmixing Jjust downstream of the flume, the dye was
well mixed with the whole stream. The pulse at the input
site from either of these injection methodsvwas sharp
peaked with a duration of about eight minutes as will be

illustrated later.
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The éinusoidal input was induced by varying the
speed of the feed pump inbthe appropriate manner. The
volume output 6f the peristaltic pump is directly propor-
tional to the speed of the DC drive motor. The voltage to
the motor was varied sinusoidally using a mechahical sine
generator described elsewhere (75). Here a gear ratio
of 100:1 was used to accurately vary the frequency in the
range of interést.

The bower source for the sine generator and pump
was a 1,500 watt gasoline generator.

The equipment was placed on a platform at the
flume. A tarpaulin was used, as for the monitoring appara-
tus, for weather protection.

The apparatus is illustratéd in Figure 4-5. A
detailed list of the equipment is given in Appendix A.

4,8 Experimental Procedure for a Pulse Run_

(i) All the necessary equipment is taken to the input site
at the creek ahd set up. After the generator has been
started the pump is started first and each of the four
sampling points are checked to ensure that they are all
functioning properly. The recorder, and then the fluorometer
are turned on. The fluorometer is started iast so that it
will not be damaged by the large voltage fluctuations that

| may occur when fhe other electrical equipment is put into
operation. | |

(ii) The same‘procedure is followed at the output site.

Allow two hours for the fluorometers to warm up.
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(iii) ©Pieces of cardboard are placed in front of both the
primary and secondary filters and the zero adjustment knob of
the fluorometer is adjusted until the recorder reads zero.
This is true zero.

(iv) The sampling rate is adjusted to a flow that
eliminates'bubbles on the discharge side of the pump.

(v) With the cardboard removed, background readings are
taken on eaéh scale. The fluorometer is left on the 3x
aperature opeﬂing.

(vi) The dye solution is injected at the flume.

(vii) The chart speed of the recorder is set’ to 2 min./in.
(viii) A timer is started and the time is marked on the
chart.

(ix) The dye concentration.is monitored as it passes the
input site. The fluorometer is adjusted to a less sensitive
scale as soon as the reading reaches 95% full scale on the
recorder and is still increasing. The scale is changed in
the opposite direction as soon as the reading falls low
enough to be within 90 and 100% full scale of a larger
aperature opening.

(x) Record periodically the temperature of the stream and-
the sample éfter it has passed through the fluorometer.
(xi) fThe time should also be marked on the chért periodi-
cally in order to correct the chart speed and  to relate the

input to the output.
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(xii) Once the reading drops to approximafely the back-
ground concentration, the recorder is put on Standby.
(xiii) Steps (iii) - (xi) are repeated at the output site
except that step (viii)‘is omitted and the fluorometer is
set on the'mést sensitive scale to start. |

(xiv) Once the concentration at the output drops low
enough that it will reach the background level before
another pulse arrives, another run can be'étarted.

(xv) Record the average voltage output of each of the
generators for calibration purposes.

(xvi) Record the flume reading at the beginning and end
-of a run.

4,9 Experimental Procedure of a Sine Run

Much of the procédure for doing sine runs is the
same as for pulse runs. The differences are explained in
the following list.

(1) The dye is injected into the throat of the flume, with
the concentration varying sinusoidally, usihg the apparatus
described préviously. This is done first, before the fluo-
-rometers are started.

(ii) The fluorometers are started as in section 4.8.

(1ii) After‘the two hour warm-up, an appropriate scale is
selected for the input fluorometer such that fluorometer
output signal is displayed over most of the recorder chart.
Because of the amplitude attenuation g the oﬁtput site,

the 11—positi6n zero feature of the recorder may be needed
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to expand the scale about the.average concentfation in
‘?rder to give-an accurate representation of(the output sine
curve. |

(iv) Readings‘are taken until steady-state is reached.
(This usually took about 6 hours). o

(v) The béckground réadings on the scale used can only

be taken after the dye injection has been stbpped and the
system has been flushed.

(vi) Time, femperature, voltages, and flume readings
should be takén and noted as described in section 4.8.

4.10 List of Experimental Runs

Table 4-1 gives a complete list of the experimental

runs performed.

4,11 Calibrations

Some of the factors that could change the

calibration of the fluorometer have been reported (120)

to be: Jjarring during transportation, voltage surges, and
6hanging the lamp or filters. The first two factors could
be important here. The fluorometeré were tgken to and from
the field each day of testing. Care was taken by transpor-
ting them in'the backseat of a car, but some Jérring was
inevitable. Due to the unreliable nature of the generators,
voltage surges could also have occurred. Because of these

factors, the two fluorometers were calibrated three times

on different occasions during the month of testing.
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TABLE 4-1
List of Experimental Runs

No. Date- Type of Input

1 June 30/70 Impulse

2 Jﬁly_l/?O | Pulse- pump for 1 min. at flume
3 July 1/70 Pulse - 100 ml. at flume

4 July 1/70 Pulse - 100 ml. at flume

5 July 3/70 Pulse - (generator.failure)
6 July 3/70 Pulse - 100 ml. at flume

7 July 6/70 Sine - w = .162 rad/min

8 July ?7/70 Pulse - 100 ml. at flume

9 July ?7/70 Sine - w = .28 réd/min

10 Julj 8/70 Sine - w = .225 rad/min

11 July 8/70 Pulse - 100 ml. at flume

12 July 12/70 Pulse = 100 ml. at flume

13 July 13/70 Sine - w = .12 rad/min

14 July 16/70 Pulse - 100 ml. at flume
15 July 16/70 Pulse - 100 ml. at flume

16 July‘16/70 Pulse - 100 ml. at flume
17 - 100 ml. at flume

July,16/70 Pulse
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The effect of temperature on dye fluorescence has
been discussed in-section 4,2, Since the temperature
coefficients reported in the literature are not consistent,
it was deéidéd to carry out another experimental determina-~-
tion of this effect. The calibrations and the temperature
coefficient determination are described in greater detail,

along with the results, in Appendix B.



CHAPTER 5

5. EXPERIMENTAL RESULTS, INTERPRETATION AND DISCUSSION

5.1 Calibrations and Experimental Technigque '

Alfhough the calibratibns aré given in detail in
Appendix B, sbme pertinent points and recommendations
should be included in this chapter. Possible
improvements in the experimental technique are also to be
discussed here. | |

The factors that could cause the calibration of
the fluorometers to change has been discussed in section 4.10.
Three different calibrations were carried ouf over the
period of testing, and each time the resulting relationship
between dye concentration and fluorometer reading was
different. For those runs that were performed on days in-
between calibrations, a decision must be madé as to which
set of calibrétion curves should be used. 'Depending on
'when thevchange occurred, and on how many sméll chénges
ocqurred between calibration days, the concehtration
calibrations would be in error for some runs.' This error
is especially evident when going from readings at one scale
of fluorometer light intensity to another. Figure 5-1
illustrates this problem for Run 15. It can be seen from
the output pulse that there is an unexpected rise in concen-
tration at about fifty-eight minutes. This occurred at a

point of scale change. The Bode plot is also affected by

this error (see Figure‘5-3).
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The importance and the magnitude of the temperature
fluctuation was not fully appreciated at first (see
Appendix B for the effect of temperature on concentration).
Since the flow through the clear polyethylene sample lines
was fairly slow (about a one minute delay between stream
.and fluorometer), the water was heated as much as BCO when
the sun was out. However, when clouds tempbrarily blocked
the direct sunlight, the temperature rise was as little
as 1C°. While for the first half of the runs the temperature
was only measured periodically, it was later monitored
continuously using a YSI continuous reading thermometer.
The use of a larger flow-through door would not only
provide g:eéter sensitivity but a shorter sample delay time
résulting in a more constant temperature.

To summarize, several recommendations‘concerning
experimental technique can be made. The experiments should
be designed so. that only one scale of the fluorometer
would be reqﬁired to monitor the complete range of concen-
trations. This would alleviate the need to calibrate every
scale and eliminate the type of error that occurs at scale
changes. It is important to calibrate the fluorometer
often, at the end of each day of field use'if.possible.

For short runs it is necessary to continuously monitor
the concentration in the field. For these situations, it
would be advisable to use the largest flow-through door,

and to continuously monitor the temperature of the sample
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at the output of the fluorometer. However, for longer

runs, it should be possible to define the-pulses well

enough using discrete samples. In this case, samples could
be taken in the field at a selected time interval and then
the concentration measured later in the lab using a constant
temperature'door on the fluorometer. '

5.2 Flow Rate Calculations

The flume, the pulse data, the sinuséidal data,
and the dead time measurements caﬁ all be’ﬁsgd to either
calculate the stream flow or at least give an indication
of the relative magnitude from one run to the next. The
assigning of a numerical value for the stream flow at each
run’proved‘to be a real exercise in engineering Jjudgment.

The flume used in this study was the type requiring
only one meésurement to calculate the flowrate through it.
However, several factors made the measurements only
useful for comparison purposes. Some of the problems
that occurred were: settling of the upstream end of the
flume over the month of testing, leaks through and around
the sandbag walls used to divert the flow through the flume,
and sedimentation after a storm. Some bf the rain storms
experienced during the month were large enough to increase
the flow in the creek to four times the average magnitude.
It was found that the readings before a particular storm
could not Bé éompared, even on a relative basis, with

readings after the storm.
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It is possible to calculate the flowrate from

pulse data using the following formula:

Q =
where Q = the
Vl = the

Cl = the

~ fcat = the

As will be discussed in

VG,

—f—-é—d;— 5.2-1

fiowrate,

volume of dye used, .

concentration of the dye, and

area under the input or output curves.

section 5.3, the accuracy of the

area calculations is limited by the calibrations. The

concentration of the dye solution used must also have been

" carefully determined.

Data from the sine runs can also be used to calculate

flowrate. The formula used is

Qp = E;g_?;ﬁ  5.2-2
ST
where Qgq = the flowrate in the stream,
Qqy = the flowrate at which the dye solution
is pumped into the stream, ‘
Ciy = the concentration of the dye solution
used, and | |
CST = the steady state concentration in the

stream.
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The positive displaéement kinetic clamp pump, used
to feed the dye solution into the stream, was calibrated
only once. It was discovered, after all the tests had been
run, that the calibration changes each time the‘rubber
tubing is.attached to the pump. Depending on the tubing
and the tightness of the clamp, the flowrate could vary-
as much as thirty percent. This severely limited the trust-
worthiness of the stream flow calculations'using this method.

One further measurement that can belused as an
indication of relative flowrates is the dead time. This is
a measurement of the amount of time that elapées between the
detection of the dye at the input to the detection at the
output. |

The procedure used for the pulse run was to first

calculate thé flow based on the average of the areas under
the input and output curve. This value was then compared
to the flume and dead time measurements fbr;cbnsistency.
For the sine runs, most of the weight was bléced on the
comparisonlwith the pulse runs and flume readings (usually
on the same day) rather than the use of equation 5.2-2.

All the data used for these calculations along with

the chosen flowrates, is Summarized in Table 5-1.



TABLE 5-1

Date Run No. Flume Reading Pulse Calc. S.S. Calec. Dead Time Chosen
(£t.) Eqn. 5.2-1 Eqn. 5.2-2 (min.) Flowrate
(cfs) (cfs) (efs)
June 3%0/70 1 1.04 48,0
July 1/70 2 1.02 338+ .05 o2 4.0
3 1.02 3.94 + .15 554 4.0
4 1.02 4.10 + .17 55,2 4.0
3/70 5 . | | |
6 1.50 7.84 + .14 36.2 7.8
6/70 7 .97 3.42 3.5
/70 8 .95 3.18 + .06 60.0 3.2
9 .93 ' 2.84 2.9
8/70 10 .99 3.32 3.4
o1 1.02 3.55 + .10 - o 3.5
12/70 12 1.035  4.30 & .06 o 49.8 4.3
13/70 13 .93 3.71 4.0
16/70 14 1.21 6.77 + .12 40.2 6.8
15 1.18 6.71 + .32 40.1 6.4
16 1.17 5.99 + .30 40.2 6.2

17 1.14 5.54 + .01 42.6 5.5

* Generator Failure, Run aborted
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The chosen flow rates are considered to be accurate to
approximately five percent. Considering the total range of
flows, this accuracy is sufficient. |

'The accuracy of the flow calculations using pulée or sine
data could possibly be improved to be within‘two percent in
any future work. Calibrations of pumps used in sine runs
are simple and should be made every time. Aiso, recommenda- -
tions made in section 5.1 concerning calibrations and
experimental technique shéuld be followed to improve the
accuracy of thé calculations based on the pulse data.

5.3 Pulse Runs

From each of the eleven pulse runs:obtained at
different stréam flows, a continuous recording of fluorometer
readings versus time was obtained for both the input and the
output. Usingfthé results of the calibration study (Appendix B)
- these curves were transformed into time-concentration plots.
Between fifty ahd eighty points were used to describe each
curve. Some Qf these time histories have been plotted up
"using a Benson-Lehner plotter. This plottef joins given
points by straight lines. It can be seen froﬁ Figures 5-1,
5-4 and 5-7 that enough points have been chosen to give a
sufficiently detailed description of the curves.

Table 5-2 lists the area under both the input and
output curves; as well as the percent recovery for each run.
The areas were used to calculate the stream flow as described

in section 5.2.
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TABLE 5-2
Run %Egit "‘ éﬁ:gut Perée?;)Rgcovery
(ppb - min) (ppb - min)
2 657 653 | 99.3
3 1,247.2 1,290.7  103.5
4 1,268.1 1,171.0 92.3
6 649.2 ‘ 626.7 - 96.5
8 1,592.9 1,547.7 - 97.2
11 1,371.3 1,447.2 ~ 105.5
12 1,147.3 1,179.8 ©102.8
14 725.4 - 751.2 . 103.5
15 707.6 780.9 110.4
16 877.6 791 .4 | 90.2
17 901.7‘ 903.3 ~.100.2

It can be seen from the above table that the percent
recovery rahges from 90.2 to 110.4, but with the majority
within 5% of the theoretically expected 100% recovery. If the
dye had adsorbed into the stream bed, or if the tail of the
output curve was not monitored long enough, thére would be
less than one hundred percent recovery. However, in this
work, this is not believed to be significant since the dye}
is a non-adsorbing type, especially in such avéhort reach,
and the tail would have to be extremely long to account for

an error of only a few percent. Since there are Jjust as many
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calculated recoveries above one hundred as there are below,
the deviation is most likely due to experimental error.

The greatest source of experimental error is in the calibra-
tions as waé described in sectiqn 5.1. This problem was
especially evident'in the two extreme cases, Runs 15 and 16.
Since the shape of the curve rather than thevabsolute
numerical value is important in the frequency response
calculations, an error of five percént in the percent
recovery is considered quite acceptable.

The computer program listed in Appendix D and
described in section 3.% was then used for‘the frequency
response calculations. The Filon and the trapezoidal quadra-
ture formulae gave essentially the same answers. A typical
program output is also listed in Appendix D. The Filon
result was used to construct the Bode plots‘using the Benson-
Lehner plotter. Examples of these plots are shown in Figure 5-2,
5-3, 5-5 and 5-6. |

It has been suggested in the literature (51) that
the calculated response should not be considered reliable
beyond the frequency where the frequency coptent of the
output pulse épproaches the experimental error. In this
study the curves ére truncated at a frequency content of
five percent.'

As a further check on the required accuracy of the
time—concentfation curves, a few program runs were repeated

with the data from the original recorder graphs accurate to
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only two significant figures. It was found,that this had an
insignificant effect on the corresponding Bode plot (not shown).

5.4 Sinusoidal Runs

A series of runs involving a sinusoidal input of dye
at different frequencies was carried out in order to compare
the results with the pulse method of obtaining the frequency
response of the system. This data was also used as. a check
on the numerical method used in the pulse testing procedure.,

Table 5-3 lists these results along with a rough
approximation to the experimental error involved. Appendix E
outlines, as aﬁ example, the calculations in&olved in reducing

the observed results to amplitude ratio and phéée shift data.

TABLE 5-3
Run Amplitude Ratio Phase Shift .~ Stream Flow
(Decibels) (Degrees) (cfs)
7 -12.8 712 732 + 25 3.5
9 -27.5 1373 1,270 + 55 2.9
10 -19.3 913 985 + 25 3.4
13 - 6.94 *+7 524 + 20 4.0

These results are also shown on Figure 5-2 along
with the resultsvof four pulse runs in the same flow range.

The error calculations for the amplitude ratio data
were based on an assumed error of two percent in graph
reading and calibration. It can be seen that the effect on

the reliability of the amplitude ratio at high frequencies is
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quite significant. This is simply due to the fact that the
output amplitude is severely attenuated, and therefore,
difficult to measure at high frequencies. The accuracy of
the time of thé peak concentration for both the input and
output sine curves, used in the calculation of the phase
shift, was estimated for each individual run. ' This error
was found to be less than four percent. |

In spite of the large experimental errors involved,
it can be seen from Figure 5-1, thét the resulfs are in good
agreement with the frequency response calculafed from the
pulse runs.

| One of the purposes of using sinusoidél'inputs was
to compare this method of obtaining the frequéhcy response
to the pulse procedure. The possible accuracy, using the
fluorescent dyé techniqueé outlined in this stﬁdy, limits
the usefulness of the sine approach, especially at high
- frequencies. Not only does each test have to be run for a
considerable length of time until steady staté conditions
are reached; but-one run provides only one point on each of
the Bode plots. In order to sufficiently define the frequency
response curves several sinusoidal runs would be necessary
at each streém flow. It is clear that the pulse testing
method is a more efficient and practical method of obtaining

the frequency response.
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5.5 Reproducibility

Sincevno two runs were performed at exactly the same
flowrate, réproducibility of the Bode plots is difficult to
show. However, two pairs of runs are felt to be at close
enough flowrates to be used as an indication. Runs 3 and 4
-at a flow of 4.0 cfs and Runs 14 and 15 at an average flow
of 6.6 cfs are shown in Figure 5-3. Unfortunately, Run 15
has more error‘associated with it due to the problem described
in section 5.1.

These curves give an indication of the overall
experimental vériability involved in determihing the frequency
response from pulse data. It can be seen that the results
are fairly reproducible, especially for the.phase shift curves.

5.6 Effect of Different Inputs

Three different types of inputs were used for three
consecutive runs to show that the resulting frequency response
does not depend on the input. An impulse (Run 1) was simulated
by dumping the dye as a line source across the creek at the
input site. For Run 2 the dye solutlon was pumped into the
creek at the flume for a period of one minute. ‘The third
type of input (Run 3) was created by dumping'lOO ml. of
concentrated dye solution, in one shot, into the throat of
the flume. |

The concentration-time curves for twb of the inputs
and all three of the outputs are shown in Figuré 5-4. The

impulse input is not shown since it is essentially a delta
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function. Even though all three runs were performed on the
same day, the flume readings indicate that the flow for Run 1
is higher than that for Runs 2 and 3.  This is evidenced in
the output curves (Figure 5-4); the pulse for Run 1 arrived
at the output.site before the other two.

The corresponding Bode plots for these runs are
shown in Figure 5-5. It can be seen that the amplitude
ratio and phase shift curves are very close to each other.
The difference or the variation between them is due to both
experimental error aﬁd the fact that each run is at a slightly
different flowrate. The fact that the flows for Runs 2 and 3
are relatively the same, yet less than that for Run 1, is
clearly illustrated in the phase shift plot. .'

Even though all these inputs gave essentially the
same result, it cannot be concluded that aﬁy input would do so.
Other workers (31, 19, 55) have found that the results are
unreliable for all frequencies greater than that frequency
whose frequency content in the input pulse is less than .2 - .3.
For all three of the inputs used, the inpuﬁ frequency content
was never less than .84. It was, therefore, a matter of
choosing from thése the most convenient input pulse. The
impulse was difficult to simulate and was rejected as a poor
method. Also, use of the pumped input was not chosen because
the resulting’cdnéentrations in the stream were too low to
measure the tail of the output curve accurately. The 100 ml.

'shot' procedure turned out to be the best method. Not only
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is there no extra injection apparatus required, but the
method is easy to reproduce and a reasonable detection of
the tail was possible.

5.7 Mathematical Modelling

5.7.1 Summary of Procedure

The procedure followed to mathematicaily fit a model
to the experimental data has been discussed in detail in
section 5.5 and is summarized here. First, the proposed
model is formﬁlated in terms of a transfer function in the
Laplace domain. The frequency response is obtained by
substitution of jw for s (this is done in the computer program
used to do the fitting). A numerical search technique,
patterned after the Rosenbroch Method (96), is used to

minimize the function

L
5 2
f’{ = Z|(Reg; = Reyy )™ + (Imgy; - Impi)) 271

where Reo and Imoi are the real and imaginary parts

i

of thé_observed complex number for the ith frequency

and Repi and Impi are the real and imaginary parts

of the predicted complex number for the ith frequency.
This function is similar to equation 3.5-7 except that the
frequencies have been selected evenly spaced on the loglow axis.
This is equi%alent to weighting the more acduréte low frequency
data. The computer program used, to carry ouﬁ this search

technique in evaluating the best parameter vélﬁes of the
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proposed model, is described in detail by Melnyk (75).
Not only are the statistically best parameter values found,
but the value of the function f, the residual sum of
squares (RSS), for these values is also evaluated. This RSS
value can be‘uéed ﬁd compare different models for the same
data.
5.7.2 Fitting Models to Run 1
- The fitting of various models to Run 1 will be
explained in detail to illustrate the procedure followed
for an actual case. The input used for this run was
an impulse and, as mentioned in the literature review, the
response to such an input can be used to compare models in
the time domain as well as the frequency domaiﬁ. The various
model paraméters were evaluated using the frequency response
data but the‘predicted models are plotted in the time domain
for a graphical comparison with the time—concéntration curve
for Run 1. The graphical comparison in the frequency domain,
using Bode plots, will be illustrafed in section 5.7.3.
The-diépersion model, since it has been applied to
natural streams in the past, was attempted fipSt. The
transfer function for this model is given ih Appendix C.
The two parameters of the model are the average residence
time and the Peclet number, Pe. The real and imaginary parts
of the experimental response were calculated without the dead
time rémoved. Both the average residence time; t, and Pe

were allowed to vary in the search routine. The best values
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of these two parameters are shown, along with the RSS, in
Table 5-4. The time domain solution (see Appendix C) was
used to plot the predicted model for comparison with Run 1
(see Figure 5-6). It can be seen that the fit is very poor.
The actual response rises more sharply and has a longer tail.

Then, a simple model consisting of N equal sized
CSTR in series with one PFTR was fitted. Sincé the residence
time of the PFTR component is simply the dead time, this
factor was not included in the calculations of the real and
imaginary parts of the experimental frequency response to be
used to evaluate the parameters of the N CSTR part of the model.
The 1>arametérs are the average residence time of one of
the CSTRs and N, the number of CSTRs in series. An initial
estimate of'the,residence times was obtained'by calculating
the time of the centroid of the response curve. Several
values of N were tried and the best was chosen'on the basis
of the lowest RSS (see Table 5-4). The time solution of
this model is well known (see Appendix C) and has been
piotted in Figure 5-6 to compare with Run 1. . Although the
fif is better,'as expected from the lower RSS, it still does
not represent the peak or the tail portion well.

4The iong tail on the time-concentration curve
indicates that stagnancy or the phenomenon of 'dead zones'
may be significant. This was checked by evaluating the

intensity function proposed by Noar and Shinnor (101).
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The function is defined as:

£(t) .
M) = 5.7-2
1 - F(t) '

where f(t) is the residence time distribution (i.e. the
response to a unit impulse) and F(t) is the.cumulative RTD.
For this caléulation it was assumed that ninety-nine percent
of the dye was measured at the output. The calculated
functioh is plotted in Figure 5-7. Stagnanéy‘or parallel
flow is indicated by the fact that the function decreases over
some time interval. It was necessary, therefore, to propose
a model that‘accounts for this factor. '

The model proposed by Adler and Hovorka (1) (discussed
in Appendix C)Can be used to simulate mixing situations
where regions of relatively long residence times are
significant. As before, the total residence‘time of the
PFTR components is equal to the dead time. The centroid was
used as an initial estimate of the total avérage residence
time of the CSTR portion of the model. Iniofder to obtain
an initial éstimate of the other parameters,.a-grid search
was performed. This involved the evaluatioh of the function f
for complete ranges of the three parameters N,lk, F, and the
initial estimate of ¥. The three best sets of the parameters,
where /was a minimum, were used as starting values in the
Rosenbrock program. For each of the three Nfs chosen, the

best values of F, ¥ and k were evaluated. From these sets of



92

3°1 g1 71 2" 1 0° 1 9°

i T L i T L4 T
[~ o

Q

o © °
Q
(] OOQ
[ N-Y X4
(-2 - ]
-~ PR e
o o
LY o
Q
[
o [4 o
©
° 'Y

- ]
-

i 1 i | 1 A

T uny JO; UOTLoULN AGISUBIUL =G ©Jandly

408



TABLE 5-4

MODELS FITTED TO RUN 1

- -2
Model CSTRi NCSTR PFTR F k NAH t re RSS x 10
| Dispersion 69.71 88.06 26,37
N CSTRs + 1 PFTR 5.657 4  48.0 6.18
Stagnant Zone
e 48.0  .799 .0931 6 24.00 .229

¢6
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values, the one with the lowest RSS was chosen (see Table 5-4).
In compariﬁg'RSSs, their model gives a smaller.value and
therefore the fit should be better. The time domain
.solution given by Adler (1) was used to plot the predicted
model in Figure 5-6. The fit of this model is excellent; the
two curves are almost identical. |
5.7.3 Model Parameters as a Function of Streamflow

Various models were fitted to six of_the pulse runs.
The flows for these runs‘cover the domplete'range of stream-
flow studied. Table 5-5 summarizes the parameter values and
the RSS for each of the models fitted to the six runs.

In order to decide whether the addition of one or
more parameters is justified (i.e. if the reduction in the RSS
is significant) an F-test was used. Although this is not
strictly true for this non-linear least squares analysis, it
will serve as an indication of the statistically best model.

The F statistic used here is defined as

RSS, = RSSX

RSS
—

Data™Y

¥pr1,DF2
N

where DF1
DF 2

degrees of freedom of the denominator

Npata™ ¥
residual sum of square for the x

RSS,

degrees of freedom of the numerator =y-x



TABLE 5-5
MODEL SUMMARY

Run Model <jeadi L2 73 Zy  Toprg ofSTR % RSS _,
(min) (min) (min) (min) (min) Nop F k (min) . x10
3 UEC 2.2136 8.622 2,19 8.51 . 55.36 .721
UEC  7.111 - 7.09 6.99 55.36 2.06
EC 7.065 55.36 3 2.06
sz* 55.36 4  .843 .116 21.84 .480 |
6 sz 36.23 4  .718 .517 13.08 .913
EC 4.3550 36.23 3 .719
UEC  4.42 4.31 4.33 36.23 .719
UEC* 5.64 3.85 3.46  .203 36.23 .578
8 Sz* ' 59.98 4 .835 .094 29-95_ 533
EC  9.49 59.98 3 2.69
UEC 8.125 12.58  8.01 59.98 2.49
. UBC 16.60°  4.31 4.37 4,35 59.98 449
12 sz 47.76 829 .112 21.27 .46
SZ 47.76 4  .9h4 .051 20.86  1.64
UEC  7.00 6.97 6.97 47.76 14.7
UEC 9.0l 3.95 3.96  3.96 47.76 1.8
EC___ 5.10 47.76 4 4 .65

$6 -



TABLE 5-5 (Cont.)
MODEL SUMMARY.

Run  Model Leel Lo Ts O Tprm olz\{CSTR T RSS_,
(min) (min) (min) (min) (min) Ny F k (min) x10

14  UEC 4.45 4 4 4.4y 40.19 | 173
UEC® 5.74  2.79 .63k 4.29 40.19 5 | E et 2
sz | - | 40.19 4 .8l4 .238 13.45 .571
EC  4.44 40.19 3 1.73

17 sz 42.60 5 .77 .266 16.74 .608
87 42.60 4 .911 .060 16.75 .40l
EC  4.04 42,60 4 6.40
UEC 5.55  5.52 5.53 42.60 | .858
UEC 7.68 2.61 2.89 3.52 42.60 464

UEC = unequal CSTRs + PFTR model

" EC = equal CSTRs + PFTR model
SZ = Stagnant Zone model

* models chosen

26
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parameter model,
RSS = residual sum of square for the y
parameter model, |

‘and Npata = Dumber of points at which model is

| compared to the data.
This value was compared to the tabulated F at the ninety-five
percent confidence level. The best models are indicéted in
Table 5-5 by an asterisk.

For the runs at the four lowest flows the A~H model
is best, but at the higher flows, a model consisting of four
unequal CSTRs in series with a PFTR is better, This probably
_ihdicates that the stagnant zones are not significant at |
these high flowrates. It would be more convénient, although
not necessary, to use the three equal CSTRs ihvseries with
the PFTR since fhis three parameter model is a sub case of
the Stagnant Zdne model with F = 1.0. The predicted frequency
response of these two models was plotted up and compared
with the observed response for Runs 14 and 6. "Since they
did not differ greatly, the three parameter model was chosen
for the sake of model consistency. |

V The Bode plofs of the six runs with their corres-
~ponding models are shown in Figures 5-8 and 5—9. It can be
seen that, on the whole, the agreement is véryﬂgood. The
greatest deviatibn is at the high freéuenciés. This was to
be expected since the low frequencies were weighted in the

fitting procedure.
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The parameters of the chosen models are plotted aé
a function of streamflow in Figure 5-10. The curves drawn
through the'points were only done by eye to show trends. If
it is desired, for computational purposes, ﬁo describe the
relatlonshlps between the parameters and flowrate mathema-~
tically, curves could be easily fitted to these points using
some numerical 11near regression technique. It appears that
two sets of relationships would be needed for‘three of the
parameters (F, k, N), onevset fof flows iess than 6.3 cfs and
the other for flows greater than this flow.

The best model for Run 12 at 4.3 cfs is inconsistent
(N =_5 instead of N = 4) with the other modelé. A closer
examination of the data for this run revealéd“that the
problem discussed in section 5.1, in connection with Run 15,
is also significant here. This makes the calculated freQuency
response unreliable. Therefore, this model cduld be ignored
in the development of parameter flowrate relationships.

Some general statements can be made ¢oncerning the
»effect of flowrate on model parameters. For flows less than
6.5 cfs the F appears to be fairly constant.' The active
volume accounts for between .8 and .9 of the total volume of
the creek for these flows. For flows greater than 6.3 cfs
the tofal voiume can be considered essentiallj‘éctive with
F = 1.0. Similarly the exchange rate is about .1 of the flow-
through rate for the whole range of lower flows, When F = 1.0,‘

- the parameter k is meaningless. The residence times of both

McmASTERLMWVEK&TYIJBRAR!
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the CSTRs and PFTRs increase with decreasing flowrate as
expected. Since the residence time is defined as '/Q

this observation implies that the volume of the creek
increases more slowly than the flowrate, a property common
to most natural streams.

5.8 Recommendations for Future Work

The methods described in this study could be applied
to a wide range of rivers and streams. Estuaries, however,
require special consideration because of tidai action and
their two dimensional or even three dimensional nature. It
would be both useful and interesting tc extend the modular
approach to this type of mixing situation.

For large rivers and estuaries, rédioactiVe tracer
techniques offer more advantages than the fluorometric
procedures used on the small creek in this work. Although
the initial cost of the equipment would be high, data

collection would be considerably easier for these systems.



CHAPTER ©
©._ SUMMARY AND CONCLUSIONS

Several criteria, necessary to adequately characterize
the mixing phenomena, were listed in the introduction
(Chapter i). All of these criteria have been satisfied by
the modelling approach and techniques described in this
paper.

The modular approach is extremely flexible and can
be used to directly simulate the dominant mechanisms causing
the mixing. The literature review amply illustrated how
various networks of the ideal elements of a CSTR and a PFIR
can be used to model a wide variety of mixing situations.

The procedure outlined is not restricted ﬁo any one model
such as the Stagnant Zone model. The manner in which
stagnant zones were handled in this study (i.e. with the use
of a parallel CSTR) illustrates how the physical situation
can be directly simulated.

The use of frequency response techniques and a non-
linear least squares analysis to evaluate model parameters
is particularly useful. Models consisting of CSTRs and PFTRs
are simnle algebraic equations in the frequency domain as
opposed to complex differential equations in the time domain.
As discussed before, the advantage in using a least squares
analysis is that both the statistically best values of the

parameters and an estimate of model fit, are obtained.
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A further advantage of the modular approach is that
reaction kinetic information can be applied directly to
predict -conversions. In terms of systems and subsystems
discussed in the statement of the problem, the mixing sub-
system can be easily coupled to reaction kinetics subsystems
using well established relations.

Thelfield data required to evaluate these models is
easily obtainable. FPulse techniques using fluorescent
dyes, are extensively used for time-of-travel studies in
natural streams. By employing the fluorometric nrocedures
discussed in earlier chapters, these same tests could be
used to supply all the data necessary to model the mixing.
Not only pulses, but almost any input and the corresponding
output can‘be used.

It has also been shown that the effect of streamflow
can be included in the models. This would be especially
useful in water quality studies where prediction of

conditions at various flows is required.
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APPENDIX A
A__EXPERIMENTAL APPARATUS

A.l Dye Injection Apparatus

1 Sigmamotor kinetic clamp pump, AI4E40

1 Mechanical low frequency sine generator (75)
1 Set of 100:1 gear reducers

1 1,500 watt portable gasoline generator

1 5 gallon polyethylene container
20 ft. of rubber tubing |

A.2 Monitoring Apparatus

2 Turner 111 fluorometers

5 ml. flowthrough doors

Primary filters, narrow pass, color spec. #546
Secondary filters, narrow pass, color spec. #590

Far UV lamps

Lo A O IR A G T A B AV

lO"-Honeywell Electronik 194 single pen recorder,
multi-span, ll-position zero

1 10" Honeywell Electronik 194 single pen recorder,
multi-span 2-position zero

B,OOO.watt portable gasoline generators

Constant voltage transformers, 120VA*, SOLAZ23-22-112
Selfix -6213 voltmeters |

Self-briming pumps, JABSCO -~B3M6

LB A O S A N A O N \V)

YSI-TELE~-Thermometer
10 B-4J NUPRO valves
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50 ft. of polyethylene tubing, .25" I.D.
1 Stop clock
2 1litres of Rhodamine WT, 20% sol.
1 pair of hip waders
Assorted lengths of 1/2" diam. aluminum rods,
with clamps and connectors (sampiing frame)
* Constanf voltage transformer was too‘small. At least
240 VA would be preferable.
A.3 Extra Calibration Equipment

4 1,000 ml. volumetric flasks
2 'Pdwerstat variable transformers
5 Pipettes, 5 ml., 10 ml., 20 ml., 50 ml., and 100 ml.

A.4 Miscellaneous

1 1.5' throat Parshall flume, constructed from 3/4"
plywood and 2" x 2" cedar
200 Sand bags
3 Platforms for injection and monitoring apparatus,
made}from 3/4" plywood and 2" x 2" cedar
5 Black polyethylene tarps to cover platforms



APPENDIX B
B.l FLUOROMETER CALIBRATIONS

B.l.1 Procedure

Since all three scales of light intensity were used,
a wide range of dye concentrations were necessary to give an
adequate calibration of fluorometer reading vs. concentration.
Standard solutions of 2.4 ppb to 800 ppb were made up from a
twenty perceﬁt concentrated dye solution and distilled wéter.
Various pipettes and 1,000 ml. volumetric flasks were used
to carry out the series of dilutions necessary to make up

these solutions. Table B-1l illustrates how this was done.

TABLE B-1

Dilute x ml;'of y solution to z ml.

Solution k y z Final concentration
A* 2.38 x 10° ppb
B** 10 A 595 4.0 x 10° ppb
c 10 B 1,000 4.0 x 10% ppb
D 20 C 1,000 800 ppb
E 15 C 1,000 600 ppb
F 10 C 1,000 400 ppb
G 500 F 1,000 200 ppb
H 250 F 1,000 100 ppb
I 150 F ‘1,000 60 ppb
J 100 F 1,000 40 ppb
K 75 F 1,000 30 ppb
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TABLE B-1 (Continued)

Solution . x y 4 Final concentration
L 50 F 1,000 20 ppb
M 150 I 1,000 9 ppd
N 100 I 1,000 6 ppb
0 40 I 1,000 2.4 ppb

*A Initial solution 20% Rhodamine WT, S.G. 1.19
Initial conc. = 1.19 x .2 = 2.38 x 108 ppb.

**B PFirst dilution

(Va + Vi) Ce = Civi

wheré-Ci= initial concentration
Via initial volume
'C.= desired final concentration

-Va= volume of dilutent
6

Using Vi= 10 ml., Cf= 4,00 x 10° ppdb
V.= 2.38 x 108 x 10 - 10 = 585 ml.
4,0 x 106

Both fluorometer and recorder were allowed to warm
up for two hours in the laboratory. Veriacs were used to
set the line voltage to the output voltage of the generators
in the field. The standard solutions were pumped through
the fluorometér using the same pump and tubing as in the field.
At least 1,000 ml. of each standard solution was required
for each fluorometer. Background readings were taken using

distilled water. For each solution, readings were taken on
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all possible scales. The temperature of the sample after
it has passed through the fluorometer was continuously
monitored.

B. 1.2 Results

Since three different calibrations were undertaken,
the amount of data collected is excessive. Ohly an example
set of results is shown here. Table B-2 gives the results
for the 30x scale of the input fluorometer. It may appear,
from looking at the numbers in this table, that the results
from the various calibrations would probably agree within
experimental error. However, when these results were
plotted, each set was consistently different from the others.
On this basis, it was concluded that the calibration had
changed slightly over the period of testing and that it
would be necessary to use different calibration curves for
different runs.

The fluorometers are designed so that the relationship
between fluorometer reading and concentration is linear.
However, for the older of the two fluorometers, the relation-
ship was found to be non-linear at Very low concentrations.

A standard computer subroutine was used to regress these
calibration curves. A summary of the coefficients of the

regression equations is listed in Table B-3. -



TABLE B~2
Calibration Results for Input Fluorometer, 30x Scale

Calibration #1
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Concentration
of Reading- Reading
Stand. Sol. Reading Background  Temp. (°c)H* 25
Background | o2
2.4 ) 2.8 2.6 29.5 3,00
6.0 9.0 8.8 29.0 10.00
9.0 13.3 13.1 29.0 14.89
12.0 19.0 18.8 29.0 21.38
20.0 31.5 31.3 29.0 35.59
30.0 49.5 49,3 29.0 56.05
40.0 63.0 62.8 29.5 72.53
50.0 79.0 78.8 29.5 91.01
60.0 91.0 90.8 29.0 103.24




TABLE B-2 (Continued)
Calibration Results for Input Fluorometer, 30x Scale
Calibration #2
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Concentration
of Reading- Reading
Stand. Sol. Reading  Background  Temp. (°c)= 25
Background . 2
2.4 2.8 2.6 29.5 2.91
6.0 : 8.2 8.0 50.0. 9.39
9.0 13.4 13.2 30.0 15.5
20.0 30.0 29.8 31.0 54.88
30.0 46,2 46.0 30.5 54.83
40.0 60.2 60.0 30.0 20 44
102.14

60.0 . 87.2 87.0 30.0




TABLE B-2 (Continued)

Calibration Results for Input Fluorometer, 30x Scale

Calibration #3

Concentration ‘ ‘
of Reading- Reading
Stand Sol. Reading  Background  Temp. (%°c)* 25
Background .8
2.4 3.0 2.2 26.7 2.32
6.0 8.2 7.4 26.9 7.87
9.0 15.0 12.2 27.1 13.05
1 20.0 31.2 29.4 27.1 32.53%
30.0 4%.8 43.0 25.9 44,25
40.0 63.0 62.2 27.9 68.23%
60.0 90.0 89.2 28.5 99.81

*Pemperature correction factor discussed in section B.Z2.




TABLE B-3

Calibration Coefficients

Code: A - 30x scale, 0 - intercept," 1 - non-linear
portion
B - 10x scale, l -~ first order term,
’ 2 - linear
C - 3x scale, 2 -~ second order term portion
D - 1x scale
BRx -~ Reading on the x scale above which the relationship
'is linear
Scale A-30x B-10x
Calibration Input Output Input Output Remark
01 «173 1.01 Input and
11 .45 1.70 Output to
21 -1.02E-02 . =2.40E-02| Runs
#3
BR 11.28 5.54 14,15,
01 .611 .685 Input and
11 .895 7.30 Qutput to
21 -2.32E-02 ~1.95 Runs
42 31 143 |8,11,12
BR 15.9 9.91
| 021.0903  3.55 4.19 11.08
12 | .575 « 350 6.50 .801
01 .879 1.18 Input and
11 429 1.21 Output to
.21 Run 6
#1 BR 12.5 15.6
* Input =
02 |.185 l.23 4,08 '7.87 Output to .




TABLE B-3 (Continued)

Calibration Coefficients
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Scale C-3x D-1x
Calibration Input Output Input Output Remark
| 01 Input and
11 OQutput to
#3 21 Runs
BR 14,15,
02 | 13.4 16,17
12 | 22.47
01 Input and
11 OQutput to
21 Runs
#e 31 8,11,12
BR
02 |-11.55
12 | 19.18
01 Input and
11 Output to
#1 21 Run 6
BR Input =
_C2 -3.58 20.43 Output to
12 19.53 8.85 Runs 1-4




126

B.2 TEMPERATURE EFFECT

B.2.1 Procedure

The fluorometer reading is dependent on the temperature
as well as'the concentration of the sample. This effect was
measured over a range of ;OOC - 35°%c. To do this, five
standard solutions were prepared as in seétion B.1l. The
concentrations were selected so that the effect could be
measured on all the scales used on both fluorometers.

The dye solutions were first cooled to about 10°c
using an ice bath. The solution was then recycled through
the fluorometer using the pump as before. This continual
pumping slowly heated the solution up. The temperature was
continually_mohitored at the outlet of the fluorometer.
Periodically, the fluorometer dial reading and the corres-
"ponding temperature were recorded.

B.2.2 Results

A complete list of the experimental results for
these tests is given in Table B-4,

. A base temperature of 25°C was chosen. If the

relationship
Fe . n(4-25)
Fas
where F, = fluorometer reading at t%¢
vF25 = fluorometer reading at 25%
and n =

constant to be evaluated,



TABLE B-4
TEMPERATURE VS. FLUOROMETER READING
(i) Input

Sample Conc. Scale Temp. Read. Read-Back F/Fpg

Background 50x 28.2 1.0
10x 27.9 «5
3x 27.7 .3
50 ppb 30 14.3% 61.0 60.0 1.%6
15.8  57.0 56.0 1.27
17.2 55.0 54.0 1.225
19.6 52.0 51.0 1.16
21.0 50.0 49.0 1.11
23.5 47.0 46.0 1.04
25.9  44.0 43.0 .975
27.5 42,0 41.0 .93
29.3 40.0 39.0 .885
30.9  38.0 37.0 .84
32.0 3%6.0 35.0 . 794
3.1 32.0 31.0 704
400 ppb 10x 15.2 90.0 89.5 ' 1.388
16.5 85.0 84.5 1.%1
18.4 81.0 80.5 1.25

20.2 77.0 76.5 1.19
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1'ABLE B-4 (Continued)
(i) Input (Continued)

Sample Conc. Scale Temp. Read. Read-Back F/F25

400 ppb | 10x 21.3  74.0 73.5 1.14
22.7  71.0 70.5 1.09
24.3  67.0 66.5 1.03
25.0 65.0 64.5 1.0
26.8 62.0 61.5 . -955
28.0 60.0 59.5 .92
29.3  58.0 57.5 .89
30.2  56.0 55.5 .86
32.9 52.0 51.5 .80

500 ppb o 3x 11.5 51.0 50.7 1.51
12.9  49.0 49,7 1.48
15.2  45.0 44,7 1.34
17.2  42.0 41.7 1.24
19.5 40.0 39.7 1.18

800 ppb 3x 22.0 37.0 36.7 1.095
23.9 35.0 34,7 1.035
25.9  33.0 32.7 -975
28.1 31.0 30.7 .916
30.3 29.0 28.7'  .857

2.5 27.0 26.7 797




(ii) Output

TABLE B-4 (Continued)

129

Sample Conc. Scale Temp. Read. Read-Back F/FES
Background 30x | o7
10x o4
20 ppb 30x 15.0 80.0 79.3 1.50
| 4.5 76.0 75.3 1.43
15.9 73.0 72.3 1.37
17.7 69.0 68.3 1.30
19.4 66.0 65.3 l.24
20.9 63.0 62.3 1.18
22.7 58.0 57.3 1.09
25.3 53.0 52.3 .993
26.7 50.0 49.3 .938
27.9 48.0 47.3 .898
50.7 4%3.0 42,3 .805
32.2 41.0 40.% . 765
33.6  39.0 38.3 .728




TABLE B-4 (Continued)

(ii) Output (Continued)

Sample Conc. Scale Temp. Read. Read-Back F/F25

60 ppb 10x 13.9 93 92.6 1.44
15.0 90 89.6 1.395
-16.2 87 86.6 1.35
17.2 84 83.6 1.30
18.3 81 80.6 1.255
19.3 78 77 .6 1.21
20.5 75 74.6v 1.16
21.7 72 71.6 1.12
23.0 69 68.6 1.07
24,2 66 65.6 1.02
25.8 63 62.6 975
27.1 60 59.6 93
28.5 57 56.6 .883
29.9 54 53.6 835
31.5 51 50.6 .788
33,2 48 47.6 <74

40
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is to hold, then a plot of Ft/F25 vs t on Semi-log paper
will be a straight line. The slope of this line would be
equal to n. Figufe B~1 shows such a plot. The cluster of
data definitely indicates a straight line relationship.
The line shown was fitted by eye and has a slope of

n = -.032. This value was used to correct readings for

temperature on all pulse and sine runs.
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Figure B-1 Temverature Calibration
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APPENDIX C

C__MODEL_TRANSFER FUNCTIONS AND TIME DOMAIN SOLUTIONS
C.1 CSTR

C.1.1 Derivation of the Transfer Function of a CSTR

QyC; —> —>- Q’CO

dc |
V2= Q¢ -C) c.1-1
at |

where Vv volume of the reactor,

Q = inlet feed rate,

t = time,

Co = outlet concentration, and
Ci = inlet concentration.

Defining 7, the residence time, as
= V/Q . C.1=2
we can write C.1-1 as

7% . ¢ -c c.1-3
~dt
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Taking the Laplace transform of C.1~3 with initial conditions

zero we obtain

’Zsco = C; -C,

or with rearrangement

o1 C.1-4
Ts + 1

Qf loOl

i
where the bar denotes a transformed quantity. A transfer
function is defined as the Laplace transform of the output
over the Laplace transform of the input. Therefore, the
transfep function of a CSTR, GCSTR(S)’ is

1

“osmr() T FTT ¢-1-2

C.1.2 Time pomain oolution of the CSTR

The time domain solution of the CSTR, for an impulse

input, is
C 1 .
L - - e -t/7 C.1-6
C4 T

This is the solution of the differential equation C.1l-3.
The transfer function could also have been derived by taking

the Laplace transform of C.1-6.

C.2 PFTR

c.2.1 Time Domain Solution of the PFIR

Q€4 (£)—> v > Q,C(t)
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The general solution of a PFTR for any input is

defined in the time domain as

Co(t) = Ci(t-‘T) | C.2-1
C.2.2 Derivation of the Transfer Function of a PFIR
The transfer function is derived by taking the
Laplace transform of equation C.2-1. Employing the prop-

erty of these transforms that L[f(t—cX} = e °SF(s) we can

write T ()
C.(s
ol L ls C.2-2
) Ci(S) '
Therefore, -
_ _~1s

C.3 Stagnant Zone Model

C.3.1 Derivation of the Transfer Function of the Stagnant

Zone Model
B
N b
kQ,Cb i kQ,CO
A ///
FV ¥
Q’Ci —y N CO ’_——"—')QSCO

In the above fipure, the new parameters are:
F = fraction of a single stage volume occupied by

vessel A,
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k = fraction of total flow Q which interchanges
between vessel A and vessel B, and
N = number of units making up the entire system.

The volume of A vessel = FV/N and the volume of B vessel

is (1-F)V/N. A material balance on A gives

FV dCO
E— —g;k = Q(Ci - CO) + kQ(Cb - CO) Ced=~1

A similar balance on B vessel gives

(1-F)V dCb

= kQ(C_ - C,) | C.3-2
N at o b

Introducing a daimensionless time
e = Tt C.3-3

equation C.%~-1 becomes

F dC _ | _
g gg— = Ci bt CO + K(Cb - CO> C.§-4
and equation C.3%-2 becomes
1~F dCy ’ .
[ . = k(CO - Cb) 0'5_>
N d6

Taking the Laplace transform of C.3%-5 and 0.554 with initial

conditions zero we have

1-F.= _ (F -7 -
and *ﬁ—scb = k(co Cb) : C.5 7

Solving equation C.3-6 and equation C.3~7 simultaneously



137

for 50 by eliminating ﬁb and simplfying we obtain

C -8 +1+k - e = C C.3-8
R 1-Fs | x !
. . N i l
Therefore, the transfer function for a single stage is
C, . %ﬁz s +1
= “F(I-F 2
s ‘(Tsz R S AR C.3-9

and for N in series it is

N
1-F
GA.H(S) = EN—- S + 1
F(1-F) 82* k+l1-F s + 1
kN kN

The above derivation is from Clements (19).
Ce3.2 Time Domain Solution of the Stagnant Zone Model

Those interested in the time domain solution for this
model are referred to Adler et al (1, 2).

C.4 Dispefsion Model

C.4.1 Transfer Function for the Dispersion Model

The function has been derived by Clements (19).

GDIs.(S) = exp gﬂ [ 1 - J1 + 43/Pe:] Colt=1

where Pe is the Peclet number. ‘
C.4.2 Time Domain Solution of the Dispersion Model

This solution for an impulse input has been given

by many (53, 110).
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M L N2
Co(t) = 5 J E_E%T x exp[-— Pﬁi};}:/’lf} J C.4=2

-where M = mass of tracer used and the other
parameters are as defined before. |

C.2 Series CSTR + PFIR Model

C.5.1 Tranéfer Function of the Series CSTR + PFTR Model
The transfer function is a combination of the

transfer function of sections C.l1l and C.2.

! v)c: = Zpprg S
T

GSCP(é) = (fis 1 I)(?és 1 f) \Tys + C.5-1

where Tl’ 2'2 ZN are the residence times of the
first, second, and Nth CSTR in series, andz?PFTR is the
residence time of the PFTR in series.
C.5.2 Time Domain Solution of the Series CSTR + PFTR Model
The solution for an impulse input for.equal sized

CSTRs in series is

t, 7 \N-1
M 1 NC/SN) -Nt . -

(parameters are all defined above)



APPENDIX D
D. COMPUTER PROGRAM FRRED

D.1 Description of Program

This program was used to do the bulk of the pulse
data analysis. The general purpose is to calculate the
experimental frequency response and transfer function from
raw data. Any one of three types of inputs, an impulse,

a pulse or stép, could be used to collect'the data. Points
are taken directly from the graphs at two different time
intervals. Smaller intérvals can be used.for'quickly
changing portions of the pulse and a largé interval for
slowly changing sections. The program converts the readings
to temperature corrected dye concentration ﬁsing read-in
calibration édefficients. The required integrals can be
evaluated using either the trapezoidal rule or Filon's
quadrature.. Included in the output are: the calculated
frequency résponsé (phase shift is calculated with and
without the dead time), the frequency content of both the
input and output pulses, the real and imaginary parts of the
experimentai transfer function, the areas under the pulses,
the percent recovery, and the average residence time calcu-
lated from the first moments. Data can be'punched for
plotting or for curve fitting purposes; The program was

used on a CDC 6400 machine.

139
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D.2 Program Input

Each line is a different data card unless otherwise

noted. _
1. TITLE -Identification information - 80 spaces.
2. IN -Type of input, Il1, IN=1 if step input used
IN=2 if impulse input used
IN=3 if pulsé input used
5. JOB, M JOB = No. of sets of data being processed
M = No. of frequencies at which output is
N required. I2, 8X, I3
4. NRS, NPD, NCFD If NRS =1 -omit trapezbidal rule
| if NPD = 1 -plot data desired
if NCFD = 1 -curve fit data desired.
511
5. W(J), J=1, M -~Frequencies at which output is required
8F10.5
6. DTIME -Time before any output pulse is detected
(cbnsistent time units) F10.5
7. SUBINT -No. of subdivisions used for each time interval
in trapezoidal method. F10.5
8. NX1, NX2, NY1l, NY2 -No. of data pointé

NX1, NY1l must be o0dd numbers
" NX2, NY2 must be even numbers
I3, 7X, I3, 7X, 13, 7%, I3
Only NY1, NY2 required if impulSe data.
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9, XINT1, XINT2, YINT1, YINT2 - time-interVal'between
data poihts
4F10.5
Only YINT1, YINT2 required if impulse data.
10. ’XBACK(I), I =1, 4 <Background readings for scale I, input
l - 30x, 2 - 10x, 3 - 3x, 4 - 1x ‘
4F16.5, (Omit for impulse data)
11. YBACK(I), I= 1, 4 -As above for output
12. X(I), XNSC(I), XTEMP(I), I = 1, NX -input data
| X(I) Read directly from recorder chart
(span 0-100) |
XNSC(I) -scale being used
XTEMP(I) -temperature in °¢c
NX = NX1 + NX2
F10.5, 10X, I1, 10X, F10.5
Omit for impulse data
13, Y(I), ¥YNsC(I), YTEMP(I), I = 1, NY -output data as above
14. AOl, All, A21, A3l -calibrate constants for input
4(E15.8) : |
-15, AO02, Al2 . | " "o " "
l6. BOl1l, Bll, B2l, B3l " " " "
17. BO2, Bl2 " " _ " "
18, Col, Cl1, C21, C31 " " ’ " "
19. co2, c12 " meoooom
20. DO1, D11, D21, D31 " o -
21. D02, D12 " oo
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BR30, BR10, BR3, BR1l as described in Appendix B -4F10.4
Repeat 14 - 22 for output |

Only ohe set required for impulse input

I = Integer format, F = Floating point format,

E = Exponential format, X = Spéce
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DEOGRAM FRPEEN(TINPHT 4OUTDHToPINCH,TAPFSE=TNDUT 4 TAPFA=NTHIIT,
1 TAPF7=PHNCH) '

FRENUFMOY DESGPONSE NDATA TS NRTATNFEND FROM STFP DATA. TMDULSFs NR PHL &F
' DATA
COMMON W{INN ) gMR 4GRIR,CGT T 4S0NP 488NT :

COMMON ARNUT ¢ ARTNGPRFC 4 SHRINT

COMMON DT IMF g TRAR

DIMENSTION. ST(1INN)4SO(1IC0) s TRFFR(100),

IPHASE(1NNN) 4GATINM{INN) yGATIND(1NN) s TRFFI(1N0)

DIMENMSTIAN TTTLF(R) 4PHASP(10N)

TITIF TS AN Al PHAMIIMERTC ARPAY WITH TDCNTTFI(ATION INFNARMATION

INTFGRALS APFE FVAL UATED USTING TRAPFZOINAL RULF IF MR =

INTEGRAP S ADE FYALHATED e InNG FTEON NNADPATHRE TF MNP = D

ONLY FTEOM ONADRATIHRE JISED TF MRS=1

1TF NPD=1 PINTTIMNG DATA Wl L RFE PHUNCHFD -

IF NMCFP=1 CHUPVYF FITTING DATA WItL RF DPUNCHFED

COMMAN TNPUT DATA ~
TYPF OF INPUTs IN=1 FOR STFP. INPUHTe IN=2 FOR .IMPIUILSF ITNDIIT, AND TM=2
PLLSF TMPUIT (T13)

MO NAF SFTE AF NDATA, NO OF OMFGA VALIIFS, T2, BX, 172

AMESA YA IR, F1N,

PEAD TIME F10,6

NTIME IS THF TIMF REFORF ANY OUTPUT PHLSF TS anF(TrD—ucr CONSTETFNT
READ(S41A1) TITLF URITS
TWRITF(A«1A1) TITLF

RFAD(EL,110) TN

PEAN(R JINN) AR 4M

PEAN(E 4170} NRGGNPDGZNCED

PEAN(S4TNT) (w(J)s ) = 14M)
PFEAN(5,1NT) NTIMF

NOC OO M = 1, J0R

MR=D

CONT INUF

NO o = 1 M

IF(TNeD2) 2NN 42NT 42N

FAL FDEED ()

oo OTO 2N2

CALY. FRFIP(J)

GNTH N2

CALl. FRFPR(.}))

CONT TMIIT

CALCULATION OF TRANSFER FUNCTION FOR GIVEN OMFGA
TRFEFR T¢ TRANCFEFFER FIHNCTTION RPFAL PART
TREFET T TRAMCFFR FIINCTTIONM TMAARTMARY. DART

TREFR(J) = (SSNAR % SC[R 4+ €anl * S&TT) / (SSJR * <eIP + ol *
155T1) - |

TREFT(J) = (ST % S&OR - &cNT * SSIR) / (SGIR * S&IR 4+ G&T[ *
1earT)

CALCUATTION OF MAGNT TR PATTN
AATAMM (1) = €ART(TRIFP(J) * TRFFR(J) + TRFFET(J) * TREFT()))

MAGNTTUNFE RATIN TN NDFECIRFLS
GATMD (J) = 2040 % ALOGID(GATMM(J))

CALCU ATTION N PHACE GQHMITFT
fnu)h(d)— 57.29578 * (ATAN(TRIII(I) / ThbnR(J)))
IF (TRE] (J)) 11, 14,17




11 IF (TRFFI(JY) 129 139 12 144

12 TAN = PHASE({J) = 18040

GO TO 20
13 TAN = -18040

GO TO 20
14 IF (TRFFI(J)) 15 219 16
15 TAN = -90.0

GO TO 20
16 TAN = =270.0

GO TO 20

17 IF (TRFFI(JY)Y 21s 219 18
18 TAN=PHASE(J) - 360,

20 PHASE(J)Y = TAN

21 PHASP(J)=PHASE(J)

THE EFFECT OF DEAD TIMF ON PHASE ANGLE IS SUBTRACTED OUT
PHASE (J)=PHASE(J)=DTIME*W(J)*57,29578

CALCULATION OF FREQUENCY CONTENT(SO(J)) OF OUTPUT PULSE
IF(INeEQsl) GO TO 22
SO({J)=SQRT(SSOR*¥SSOR+S5SOI*SSOI)/ARIN
IF(JeEQel) SO(1) = 160
27 IF(IN=2) 80158015800
) CALCULATION OF FRFEQUENCY CONTENT{(SI(J)}) OF INPUT PULSE
800 SI(J)=SQRT(SSIR*¥SSIR+SSIT*SSI11)/ARIN
' [IF(JeEQel) SI(1l) = 160
801 CONTINUE
IF(JsEQe36) GO TO 24
IF(JeEQe76) GO TO 24
- IF{JeGTe1l) GO TO 26
: IF(IN=2) 400494015402
400 WRITE(6+120)
GO TO 403 :
401 WRITE(6+121)
GO TO 403
402 WRITE(65106)
403 CONTINUE '
IF(NR.EQs2) GO TO 25
23 WRITE(6+107)
GO TO 24
25 WRITE(6+108)
24 TFUIN=2) 24149242240
242 WRITE(6s134)
GO TO 26
240 WRITE(6+109)
GO TO 26 .
241 WRITE(64+129)
26 R=J '
R1=RB/540
J1=J/5
B2=J1
IF(B1=-B2) 2742827
27 IFUIN=2) 272427045271
271 WRITE(6+110) GAINM(J) 9 PHASF (J) sPHASP(JYsGAINDIJ) sW{J) oST(J)sS0(J)
“1J '
GO TO 98 '
277 WRITE(69130) GAINM(J) sPHASE (J) oPHASP (J) s GAIND(J) sW(J) oJ
GO TO 98 ,
270 WRITE(69122) GAINM(J) sPHASE(J)sPHASP(J)sCAIND(J) sW(J)sSO(J)sJ
GO TO 98


http:IF(J.GT.ll
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282 WRITE(65131) GAINM(J) sPHASE (J) sPHASP(J) sGATND(J) sW(J) »J
GO TO 98
281 WRITE(65111) GAINM(J) sPHASE(J) sPHASP(J) sGAIND(J) sW(J) sSTI(J) sSO(J) s
14
GO TO 98 | »
280 WRITE(63133) GAINM(J) sPHASE (J) sPHASP (J) sGAIND(J) sW(J)»SO(J) »J
98 CONTINUE
WRITE(65117) '
WRITE(65113) (TRFFR(J)sTRFFI(J) sW(J)sJsd=1sM)
WRITE(65162) DTIMEsTRAR
IF(IN=2) 50551552
51 WRITE(6+125) AROUT
GO TO 50 o
52 WRITE(65s116) ARINsAROUTsPREC
50 CONTINUE
IF(NR<EQel) GO TO 99
IF(NCFDeNEo1) GO TO 93
DO 90 =2 sM |
90 WRITE(75160) W(I)sTRFFR(I)sTRFFI(I)
93 IF(NPD.NE.1) GO TO 91
DO 92 1=1sM
92 WRITE(75163) W(I)sGAIND(I)sPHASE (1) sPHASP(I)
91 CONTINUE
IF(NRS<EQe1) GO TO 99
NR=1
GO TO 30
99 CONTINUE
100 FORMAT(1258Xs13)
101 FORMAT(8F1045)
102 FORMAT (4(13s7X))
104 FORMAT(8F1044) '
106 FORMAT(1H1s15X»27HFREQUENCY RESPONSE RESULTS »14HFOR PULSE TEST)
107 FORMAT(16Xs23HUSING TRAPEZOIDAL RULFE //)
108 FORMAT (16Xs23HUSING FILON QUADRATURE //)
109 FORMAT(//9X s 9HMAGNITUDE s5X s 1 1HPHASE ANGLEs5Xs11HPHASE ANGLE s7X s
14HGAINSOXs - ) : o
2 9HFREQUENCY »6X s 17THINPUT FREQe CONTes6X»18HOUTPUT FREQe CONTes/
311XsSHRATIO»8X» 1OHWITH DTIME+4Xs 13HWITHOUT DTIMES
4 4X»BHDECIBELS+6X s 11HRADIANS/MIN, 7X+13HDIMFNSIONLESS+10Xs
513HDIMENSIONLESS/)
110 FORMAT(7XsF9ebsF16e23F16e2sF1bebsF154459XsF11ebs12XsF11abs12Xs13)
111 FORMAT(TXsF94412F16029F14043F150459XsF1104s12XsF1104512Xs13//)
113 FORMAT(3F1545s40Xs13)
114 FORMAT (1H1 s (4(F1045+10X»13))
115 FORMAT(10Xs13+2F1546)
116 FORMAT(///310Xs5HARTIN=3E1244510Xs6HAROUT=sE1244310X s
1 17HPERCENT RECOVERY=+F8e1)
117 FORMAT(1H1)
119 FORMAT(311)
127 FORMAT(1H1s15Xs27HFREQUENCY RESPONSE RESULTS s13HFOR STEP TEST//)
121 FORMAT(1H1s15Xs27HFREQUENCY RESPONSE RESULTS »16HFOR IMPULSE TEST/
1/) '
125 FORMAT(///+13Xs6HAROUT=E12 ¢4 )
129 FORMAT(//9Xs9HMAGNITUDE »5X s 11HPHASE ANGLE»5Xs11HPHASE ANGLE »7Xs
1 4HGATNs9Xs
2 9HFREQUENCY »9X /11X s5HRATIO»8Xs 10HWITH DTIME »&4X s 13HWITHOUT OTIME
3 4XsBHDECIBFLSs6Xs11HRADIANS/MIN/)
130 FORMAT (7TXsF 9ol s2F16029F1b el sF15e4912Xs13)
131 FORMAT(7XsFOets2F16e29F1betsF1l544512Xs13//)
132 FORMAT(7XsFOe4s2F16629F1bebsF154499XsF11lets12Xs13)
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133 FORMAT(7X9F9eb s2F16e29F14eb49F154499XsF1lebs12Xs13/7)
134 FORMATI(//9XsSHMAGNITUDE ¢5Xs11HPHASE ANGLE s5Xs11HPHASE ANGLE s7Xs
1 4HGAINIO9X,
2 9HFRFQUENCY,6XQI7HOUTPUT FREQe CONT9/11Xs5HRATIOs8Xs10HWITH DTIME
F94X 9 13HWITHOUT DTIME s
5 4Xe8HDECIRFLS9s6Xs11HRADIANS/MINs 7X913HDIMFNSTIONLESS/)
160 FORMAT(3E15.8)
161 FORMAT(8A10)
162 FORMAT(// 910X s6HDTIME=9F1066920X95HTBAR=sF10, 6)
163 FORMAT(4FE15.8)
STOP
END
SUBROUTINF FRFPRI(J)
SURROUTINFE CALCULATES NECESSARY INTEGRALS FOR PULSE INPUTS AND
CORRESPONDING OUTPUTS.
COMMON W(100)3sNRsSSIRsSSTII #SSOR$SSOI
COMMON AROUT sARINsPRECsSUBINT
COMMON DTIME sTRAR
DIMENSION X(600)sY(600)sPIN(600)sPOUT(600)
NIMENSTON NSCX(6OO)9N%CY(6OO)9XTFMP(600)0YTFMP(600)
DIMENSTON YBACK(4) s XBACK (4)
IF(JeGTal) GO TO 6
IF(NREQel) GO TO 6
NUMBER OF SUBDIVISIONS PFR TIME INTERVAL Fl0.5
NUMBER OF DATA POINTSs NX1s NX2s NY1ls NY2s {I397Xel397XeI3e7XsI3)
TIME INTERVAL BETWEEN DATA POINTSs XINT1ls XINT2s YINT1s YINT2, 4F1

XINT1 IS THE TIMF INTERVAL FOR NX1 POINTS
XINT2 IS THE TIME INTERVAL FOR NX2 POINTS
YINT1 IS THE TIME INTERVAL FOR NY1 POINTS
YINT2 IS THE TIME INTERVAL FOR NY2 POINTS
NX2s NY2 MUST BE EVEN NUMBERS

NX1s NY1 MUST BE ODD NUMBERS b
TOTAL NUMBER OF INPUT DATA POINTS IS NX=NX1+NX2 ( INCLUDING ZERO
TOTAL NUMBER OF OUTPUT DATA POINTS IS NY=NY1+NY2 ( INCLUDING ZERO
SUBINT IS THE NUMBER OF SUBDIVISIONS PER TIME INTERVAL

XBACK(1)s YBACK(1) ARE THE BACKGROUND CHART READINGS FOR SCALE (1)
INPUT AND OUTPUT RESP. (4F1045)
NSC(I) SIGNIFIES ON WHICH SCALE THE READING WAS TAKEN (11)

1 - 30X SCALE

2 - 10X SCALE

3 - 3X SCALE

4 - 1X SCALE j :
TEMP(1) IS THF TEMPERATURE IN DEGe C AT WHICH THE READING WAS TAKE
FORMAT FOR DATAs NSCs TEMP IS F1045911510XsF10e5 W

RFAND(5,101) SUBRINT

READ(55102) NX1sNX2sNY1sNY2

READ(59101) XINTLIsXINT2eYINTLsYINT2

NX= NX1 + NX2

NY= NY1 + NY?

READ(594137) (XRACK(I)sI=194)

READ(59137) (YBACK(1)sI=194)

READ(55140) (X(I)sNSCX(I)sXTEMP(I)sI=1aNX)
- READ(59140)Y(Y(I)sNSCY(T)sYTEMP(I)sI=1sNY)

DATA IS CONVERTED TO CONCe AFTER TEMP. ADJUSTMENT IN SUBR. CALIB.
CALL CALIB(XoaNSCXsXTEMP+sXBACKsNX)

CALL CALIB(Y»NQCY;YTFMP;YBACK NY)

DO 3 I=1sNY

PIN(T)=X(I)

Oe5

1115 )

END

pFAP

OF

N

10,1
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FINAL DATA TO BE ANALYSED IS PRINTED OUT
WRITE(6+114) XINTloNXIyXINTZoNXZ:YINTloNYl’YINT2¢NY2
WRITE(6+141) (XBACK(I)sI=1s4)

WRITE(65141) (YBACK(I)sI=1e4)

WRITE(695142) (X(T)sNSCX(I)sXTEMP(I)sI=19NX)
WRITE(69142) (Y(I)sNSCY(I)sYTEMP(I)sI=1sNY)

SFRIES SUMMATION
INDEX J CHANGES OMEGA
INDFX I CONTROLS THE DATA POINT LOCATION

6 OMEGA = W(J)
EVALUATION OF INPUT INTEGRALS

INTEGRATION UP TO NX1
TIST = 0,0 :
IFINR.EQe2) GO TO 500
CALL TRAP(Js1sNX1sXINT1sOMEGASPINSTISTsSSIR1SSITL)
GO TO 501

500 CALL FILON(J91sNX1sXINT19sOMEGASPINSTISTsSSIR1sSS1T1)
INTEGRATION UP TO NX FROM NX1

501 RNX1=FLOAT(NXL)
TIST = (RNX1-1.)%XINT1
IF(NREQe2) GO :TO 502
CALL  TRAP(JasNX1sNXsXINT2sOMEGASPINsTIST»SSTR29SS112)
GO TO 5013 :

502 CALL FILON(JSNXIsNXsXINT29OMEGASPINS TIST’SSIRZQSSIIZ)
INTEGRALS FOR TWO DIFFERENT REGIONS ARE SUMMED

503 SSIR SSIR1 “+ SSIR2
SSI11 SSII1 + SS112

it 4

EVALUATION OF OUTPUT PRODUCT INTEGRAL

INTEGRATION UP TO NY1
TIST = 060
IF(NR.EQes2) GO TO 504
CALL TRAP (Jsl,NY19YINT190MEGA9POUT9TIST’SSORI’SSOII)
GO TO 505
504 CALL FILON (Jsly NYl9YINT19OMEGA9POUT0TISTg§SORl’SSOII)
INTEGRATION UP TO NY FORM NY1
505 RNY1 = FLOAT(NY1)
TIST = (RNY1=1ls)%*YINT]
IF(NR«FQs2) GO TO 506
CALL TRAP(J;NYI,NY’YINTZ’OMEGA9POUT’TISTQSQORZQSSOIZ)
GO T0 507
506 CALL FILON(JsNY1sNYsYINT29OMEGAsPOUT»TISTsSSOR2+55012)
INTEGRALS FOR TWO DIFFERENT REGIONS ARF SUMMED
507 SSOR = SSOR1 + SSOR2
SS0I = SS0I1 + 55012
IF{JeGTel) GO TO 450
AREA UNDER INPUT AND OUTPUT PULSES ARE CALCULATED FOR FREQUENCY CONTENT
CALCULATION AND FOR TRACER RECOVERY CHECK
ARIN = SSIR
AROUT = SSOR
PREC = (AROUT/ARIN)*#100.0
CALCULATION OF 'THE MEAN AVERAGE RESIDENCE TIME FOR THE CSTR COMPONENTS
FIRST THE MEAN AVGe RESe TIME FOR INPUT PULSE TS CALC AND THEN Eg% THE
VUTPUT
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FOR FACH PULSF THERE ARE RESIDENCE TIMES FOR EACH TIME INTERVAL
N1=NX1-1
TXNUM1=0,0
DO 200 N= 1.N1
RN=N
TXNUMI=TXNUM1+(RN¥XINT1-XINT1/26)*%(PIN(N)+PIN(N+1))/2
SFX:[:O.O
DO 201 N=1sNX1
SFX1=SFX1+PIN(N)
TX1=TXNUM1/SFX1
TXNUM2=0,0
DO 202 N=1sNX2
RN=N
TXNUM2=TXNUM2+ (RN®XINT2-XINT2/2s )% (PIN(NX1+N=1)+PIN(NX1+N)) /2,
SFEFX2=040 ’
DO 203 N=NX1sNX
SFX2=SFX2+PIN(N)
TX2=TXNUM2/SFX2
TX=((TX1*#SSIRII+((NX1-1)*XINT1+TX2)*SSIR2)/§SIR
N1=NY1l-1
TYNUM1=0,0
DO 300 N=1,N1
RN=N
TYNUM1=TYNUM14 (RN¥YINT1=-YINT1/2,)%(POUT(N)+POUT(N+1))/2,
SFY1=0,0
DO 301 N=1sNY1
SFY1=SFY1+POUT(N)
TY1=TYNUM1/SFY1
TYNUM2=0,0
DO 302 N=1sNY2
RN=N :
TYNUM2=TYNUM24 (RN*YINT2~YINT2/2¢)*(POUT (NY14+N=1)+POUT(NY1+N)) /2,
SFY2=0,0
DO 303 N=NY1sNY
SFY2=SFY2+POUT(N)
TY2=TYNUM2/SFY?2
TY=((TY1*SSOR1)+((NY1~- 1)*YINT1+TY2)*SSOR?)/QSOR
TRAR=TY-TX

WRITE(69103)  TXNUMI ¢ TXNUM2 s TX
WRITE(65103) TYNUMIsTYNUM2,TY
WRITE(65103) SSIR1+sS5SSIR2+SSIR
WRTITE(65103)  SSOR1+SSOR29SSOR

OUTPUT DATA IS ALTERED SO THAT PERCENT RECOVERY = 100
DO 10 1=1sNY

POUT(T)Y = POUT(I)I*ARIN/AROUT
SS0R=1,

SSTIR=1,

CONTINUE

FORMAT(8F1045)

FORMAT (4 (137X ))
FORMAT(3(E15.8510X))
FOPMAT(1HOs (4 (F1065410Xs13))
FORMAT(4F1045)
FORMAT(F10e53s10Xs11s10XsF1045)
FORMAT (1H=98(5XsF10e5)//)
FORMATI(IH sF10e65920X311920XsF1045)
RFTURN ‘

END

)URPOUTINF FRFIR(J)
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SUBROUTINE - CALCULATES NECESSARY INTEGRALS FOR TMPULSE [INPUTS AND
CORRESPONDING OUTPUTS ‘
COMMON W(100)sNRsSSIRsSSII4SSORsSSOI
COMMON AROUT s ARINs PRECsSUBINT
DIMENSION Y(6C0)sPOUT(600)
DIMENSION NSCY(600)sYTEMP(600)sYBACK(4)
IF(JeGTel) GO TO 6
IF(NR.EQel) GO TO 6

NUMBER OF SUBDIVISIONS PER TIME INTERVAL F10.5
NUMBER OF DATA POINTSs NYls NY2s (I397Xs13)
TIME INTERVAL BETWEEN DATA POINTSs YINT1sYINT2s2F1045

- YINT1 1S THE TIME INTERVAL FOR NY1 POINTS

YINT2 1S THE TIME INTERVAL FOR NY2 POINTS
NX2s NY2 MUST BE EVEN NUMBERS
NX1s NY1 MUST BF ODD NUMBERS
TOTAL NUMBER OF OUTPUT DATA POINTS IS NY=NY1+NY2 ( INCLUDING ZERO EN
SUBINT IS THE NUMBER OF SUBDIVISIONS PER TIME INTERVAL ~ FTS
YRACK(I) 1S THFE BACKGROUND CHART READING FOR SCALE 1 OF OUTPUT 4F10.5
NSC(I) SIGNIFIES ON WHICH SCALE THE READING WAS TAKEN (I1)

1 - 30X SCALE ‘

2 -~ 10X SCALE

3 - 3X SCALE

4 - 1X SCALE
TEMP(I) IS THF TEMPERATURE IN DEGe C AT WHICH THE READING WAS TAKEN
FORMAT FOR DATAs NSCs TEMP IS F10e5911910X9F10e5 F10.5

READ(545101) SUBINT

READ (5+102) NY1sNY2

READ(55101) YINT1sYINT2

NY= NY1 + NY2.

READ(55143) (YBACK(I)sl=1s4)

READ (551401 (Y{T)sNSCY(I) s YTEMP(I)sI=19NY)

DATA IS CONVERTED TO CONCe AFTER TEMPe. ADJUSTMENT IN SUBRe CALIBs
CALL CALIB(YsNSCYsYTEMPsYBACKsNY)

FINAL DATA TO BE ANALYSED IS PRINTED OUuT

WRITE(69114) YINT14NY1sYINT2,NY2

WRITE(65144) (YBACK(I)sI=1s4)

WRITE(692142) (Y(I)sNSCY({I)9YTEMP(I)sI=15NY)

FRFQUFNCY CONTENT OF IMPULSE = 1.0 FOR ALL FREQUENCYS
NYD=110

PO 1 T=14NYD
POUT(1)=040

PO 3 T=14NY
POUT(I+110)=Y(1)
NY1=NY1+NYD
NY=NY1+NY?

INPUT INTEGRALS ARE DEFINED AS FOLLOWS
SSIR=140

QSII=OQO

ARIN = 1.0

INDEX J CHANGES OMEGA

INDFX I CONTROLS THE DATA POINT LOCATION
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EVALUATION OF OUTPUT PRODUCT INTEGRAL

INTFGRATION UP TO NY1

OMFGA = W(J)

TIST = 0.0

IF(NR.FQ.2) GO TO 504

CALL TRAP (Js1sNY1sYINT1sOMEGAsPOUTsTISTsSSOR1sSSOIT)
GO TO 505 |

CALL FILON (Js1sNY1sYINT1sOMEGAsPOUTsTIST»SSOR1+SSOI1)
INTEGRATION UP TO NY FORM NY1

RNY1 = FLOAT(NY1)

TIST = (RNY1-1e)%YINT1

IF(NReFQs2) GO TO 506

CALL TRAP(JsNY1sNYsYINT2sOMEGAsPOUT s TISTsSSOR25SSO12)
GO TO 507

CALL FILON(JsNY1sNY,YINT2sOMEGAsPOUTsTISTsSS0R2+SS012)
INTEGRALS FOR TWO DIFFERENT REGIONS ARE SUMMED

SSOR = SSOR1 + SSOR2

SSOI = SSOI1 + SSOI2

IF(JeGTel) GO TO 460

TX=040

N1=NY1-1

TYNUM1=0,0

DO 300 N=1sN1

RN=N
TYNUM1=TYNUMT+(RN¥YINT1=YINT1/24) % (POUT(N)+POUT(N+1)) /2.
SFY1=0.0

DO 301 N=1sNY1

SFY1=SFY1+POUT (N)

TY1=TYNUM1/SFY1

TYNUM2=0,0

DO 302 N=1sNY2

RN=N

TYNUM2=TYNUM24 (RN¥YINT2=Y INT2/20) % (POUT (NY1+N=1) +POUT (NY1+N)) /2.
SFY220,0

DO 303 N=NY1,NY

SFY2=SFY2+POUT(N)

TY2=TYNUM2/SFY2
TY=((TY1*SSOR1)+((NY1-1)*YINT1+TY2)*SSOR2)/SSOR
TBAR=TY=-TX

WRITE(651C3) TYNUMLsTYNUM2,TY

WRITE(65103) SSOR1sSSOR2sSSOR

THE OUTPUT DATA IS5 NORMALIZED SO THAT AREA UNDER OUTPUT PULSE=1,0
AROUT=SSOR

H

SSOR=1.0

DO 450 TI=1sNY

POUTI(T) = POUT(1)/AROUT
CONTINUE

FORMAT(8F1045)

FORMAT (2(13,7X))
FORMAT(3(E15484+10X))
FORMAT(TIH1 s (2(F104%410Xs13))
FORMAT(F10e5910X911910XsF10e5)
FORMAT(1H sF10, S’ZOX,119?0X’F10 5)
FORMAT (4F1045)

FORMAT (1H-+4(F1045910X)/7)
RETURN

END :

SUBROUTINF FRFSR(U)

SUBROUTINE CALCULATES NECESSARY INTEGRALS FOR STEP INPUT AND CORRES =
OUTPUT, | | PONDING
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COMMON W(100) 9NR3SSIRsSS5TT+550R»SS0O1

COMMON AROUT »ARINSPREC s SUBINT

DIMENSION X(600)sY(600)sPIN(600)sPOUT(600)

IF(JeGTel) GO TO 6

IF(NR«.EQes1) GO TO 6 ,

NUMBER OF SUBDIVISIONS PER TIME INTERVAL F10e5

NUMBER OF DATA POINTSs NX1s NX2s NYls NY2s (I397XsT397XeI397Xs13)
TIME INTERVAL BETWEEN DATA POINTSs XINT1ls XINT2s YINT1s YINT2s 4F10e5

XINT1 IS THE TIME INTERVAL FOR NX1 POINTS
XINT2 IS THE TIME INTERVAL FOR NX2 POINTS
YINT1 IS THE TIME INTERVAL FOR NY1 POINTS
YINT2 1S THE TIME INTERVAL FOR NY2 POINTS
NX2s NY2 MUST RF FVEN NUMBERS
NX1s NY1 MUST RE ODD NUMBERS 7))
TOTAL NUMBER OF INPUT DATA POINTS IS NX=NX1+4NX2 ( INCLUDING ZERO END
TOTAL NUMBER OF OUTPUT DATA POINTS IS NY=NY1+NY2 ( INCLUDING ZERO END
SUBINT IS THE NUMBER OF SUBDIVISIONS PER TIME INTERVAL PT)
XBACK(I)s YBACK(I) ARE THE BACKGROUND CHART READINGS FOR SCALE(I) OF
INPUT AND OUTPUT RESPe (4F10e5)
NSC(I) SIGNIFIES ON WHICH SCALE THE READING WAS TAKEN (I1)

1 - 30X .SCALF

2 - 10X SCALF

3 - 13X SCALE.

4 - 1X SCALE" : _
TEMP(I) IS THE TEMPERATURE IN DEGe C AT WHICH THE READING WAS TAKEN
FORMAT FOR DATAs NSCs TEMP IS F1045s11510XsF10e5 F10.5

READ(5,101) SURINT

READ(55102) NX19NX2sNYL1sNY2

READ(545101) XINTL1+XINT2sYINT1sYINT2

NX= NX1 + NX2

NY= NY1 + NY2

READ(545137) (XBACK(I}sI=1s4)

READ(54137) (YBACK(I)sI=1s4)

READ(5+140) (X(I),NSCX(I)oXTEMP(I)9I“1’NX)
READ(S55140)(Y(I)sNSCY(T)oYTEMP(I)sI=1sNY)

DATA 1S CONVERTED TO CONCe AFTER TEMP. ADJUSTMENT IN SUBR. CALIB.
CALL CALIB(XsNSCX9sXTEMPsXBACKsNX) '

CALL CALIB(YsSNSCYsYTEMPsYBACKsNY)

DO 3 I=1sNY

PIN(I)=X(TI)

POUT(I) = Y(I)

FINAL DATA TO BF ANALYSED IS PRINTED OUT
WRITE(6+114) XINTloNXl9XINT29NX29YINT19NY1’YINT29NY2
WRITE(69141) (XBACK(I)sI=1s4)

WRITE(69141) (YBACK(I)eI=1s4)

WRITE(69142) (X{T)sNSCX(T)sXTEMP(I)sI=1sNX)
WRITE(6+142) (Y(I1)eNSCY(T)sYTEMP(I I= sNY)

STEP INPUT "AND OUTPUT MODIFIED TO USE REGULAR PRODUCT INTEGRALS
AMM, AKK ARE THF STEP HEIGHTS OF INPUT AND OUTPUT RESPECTIVELY

AMM=PIN(NX)
AKK=POUT(NY)
DO S5 TI=1sNY
PIN(I) = AMM=PIN(1)

5 POUT(I)=AKK=-POUT(I)
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FINAL DATA TO BE ANALYSED IS PRINTED OUT TO BE CHECKED

WRITE(69114) XINT1aNXToXINT2sNX2Z9sYINTL1sNYLoYINT29NY2
WRITE(65115) (Js PIN(J)sPOUT(J)sJ=1sNY)

SERIES SUMMATION
INDEX J CHANGES OMEGA
INDEX I CONTROLS THE DATA POINT LOCATION

OMEGA = W(J)
EVALUATION OF INPUT INTEGRALS

INTEGRATION UP TO NX1

TIST = 0,0

IF(NR«EQe2) GO TO 500

CALL TRAP(Js1sNX1eXINT1sOMEGAS PINoTI%To%SIRloSSIIl)
GO TO 501

CALL FILON(J919NX1oXINTl9OMEGA9PIN9TIST’SSIR19SSIIl)
INTEGRATION UP TO NX FROM NX1

RNX1=FLOAT(NX1)

TIST = (RNX1-14)%XINTI1

IF(NR.EQe2) GO TO 502

CALL  TRAP(JsNX1sNXsXINT2sOMEGASPINSTIST9sSSTIR2s55112)
GO TO 503

CALL FILON(JsNX1aNXsXINT29sOMEGAsPINSsTISTsSSIR2sSS112)
INTEGRALS FOR TWO DIFFERENT REGIONS ARE SUMMED

SSIR SSTR1 + SSIR?2

SSI1 SSII1 + SSTI2

W n

EVALUATION OF OUTPUT PRODUCT INTEGRAL

INTFGRATION UP TO NY1

TIST = 040

IF(NR«EQe2) GO TO 504 »

CALL TRAP (Js1sNY1sYINT1sOMEGAsPOUTsTIST»SSOR1+5S5011)
GO TO 505

CALL FILON (JslsNYLsYINT19OMEGASPOUTsTISTsSSOR1+SS0OI1)
INTEGRATION UP TO NY FORM NY1

RNY1 = FLOAT(NY1)

TIST = (RNY1-1e)*%YINT1

IF(MR«EQe2) GO TO 506

CALL TRAP(JsNY1sNYsYINT29sOMEGAsPOUTsTIST9»SSOR2+55012)
GO TO 507

CALL FILON(CJsNY1sNYsYINT2sOMEGAsPOUTsTIST9SSOR2955012)
INTEGRALS FOR TWO DIFFERENT REGIONS ARE SUMMED

SSOR = SSOR1 + SSOR?2

SSOI = 55011 + SSO1?2

USUAL PRODUCT INTEGRALS MODIFIED FOR STEP FUNCTIONS

SSOI=AKK-W(J) %5501
S50R==W(J)*SSOR
SSTT=AMM=-W(J)*SS11

SSIR==W({ JI*SSIR
FORMAT(BF10657
FORMAT (4 (13497X))
FORMAT(1H1 9 (4(F10e5910Xs13))
FORMAT(4F1045)
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140 FORMAT(F10¢5510XsI11510XsF10e5) 155
141 FORMAT(1H=98(5XsF10e5)//) : ’
142 FORMAT(1H sF10¢5920Xs11520XsF1045)
RETURN
END
SUBROUTINE TRAP(JsNSTsNFINsTINTsOMEGAsFUNsTISTsPICOSsPISIN)
SUBROUTINE CALCULATES TRIGNOMETRIC INTEGRALS USING TRAPEZOIDAL RULE
PDIMENSTON FUN(600)
COMMON W(100) sNR»SSIR»SSIT+SSORsSSOI
COMMON AROUT s ARTNsPREC s SUBINT

SSR =040
SS1 =040
A=0e0

NEND=NFIN-1
TINC=TINT/SUBINT
DO 10 I=NSTsNFND
DELI=(FUN(I+1)-FUN(TI))/SUBINT
DELI1 = FUN(TI)
IT=SUBINT
DO 9 K=1,1IT
DELI2 = DFLI1 + DELI
FUNTI = (DELI1 + DELI2)/2.
A = A+10
T=({TIST+(2e %A~ 1.)/2.*TINC)*OMEGA
SSR = SSR + FUNTI*COS(T)
SSI = SST + FUNTI#*SINI(T)

9 DELI1=DELI2

10 CONTINUE '
PICOS = TINC#*SSR
PISIN = TINC*5S]I
RETURN
END
SUBROUTINE FILON(JsNSTsNFINsTINTsOMEGASFUNSTIST9PICOSsPISIN)
SUBROUTINE CALCULATES TRIGNOMETRIC INTEGRALS USING FILONS QUADRATURE
DIMENSTION FUN(600)
NN=(NFIN-1)/2+1

NO=NN-=1

TSEV = 0,0
TSODD= 0,0
TCEV = 0,0
TCODD= 0,0

NFS=(NST+1)/2
R=TINT*OMEGA
NO 420 T=NFSsNN
K=2%1-1 :
IT=(1+1=-NFS)
XI=FLOAT(IT) :
TEV =(TIST+2¢*(XI-14)*TINT) *OMEGA
SFV =FUN(K) % SIN(TEV)
TSEV=TSFEV+SEYV
CEV = FUNI(K) ‘* COS(TEV)
TCEV = TCEV + CFV
420 CONTINUE
DO 440 I=NFSsNO
L=2*%]
ITI=2%(1+1~-NFS)
XL=FLOAT(III)
TODD=(TIST+(Xl.~1e ) *TINT) *OMEGA
SODD = FUNIL) * SIN(TODD)
TS50DD = TSODD + 50D



aNaNa NaNaNa!

NN NNN

. A.L'*_
CODD = FUN(L) * COS(TOPD) 15

TCODD= TCOND + CODD
440 CONTINUFE :
TSFV=TSEV-¢5*% (FUN(NST)*SIN(OMEGA*TIST) + FUN(NFIN)*SIN(TEV))
TCEV=TCEV=¢5%# (FUN(NST)*#COS(OMEGA*TIST) + FUNINFIN)*COS(TEV))
CONSTANTS ARE FVALUATED IN SUBROUTINE CONST
CALL CONST(RsALPHASBETASGAMMA)
PISIN=TINT*(ALPHA¥ (FUN(NST)*COS(OMEGA*¥TIST) —-FUN(NFIN)*COS(TEV )).
1+BETA*¥TSEV + GAMMA®*TSODD)
PICOS= TINT*(ALPHA* (FUN(NFIN)*SIN(TEV)-FUN(NST)*SIN(OMEGA*TIST))
1+BETAXTCEV + GAMMA*TCODD)
RFTURN
END
SUBROUTINF CONST(RsALPHASsBETAsGAMMA)
SURROUTINF EVALUATED CONSTANTS USED IN THE INTEGRATION
IF(ReLT«0e35) GO TO 405
R2=R+R
RR=R*R
RRR=R¥R*R
SR=SIN(R)
CR=COS(R)
SR2=SIN(R2)
ALPHA=1e/R + SR2/(RR+RR) = 2.*SR#SR/RRR
RETA=24%((1e+CR*¥CR)/RR-SR2/RRR) .
GAMMA = 4 4% (SR/RRR~CR/RR)
RETURN
405 CONTINUE
EVALUATION OF CONSTANTS IF R IS SMALL
ALPHA = 2¢%R%¥%3/45, — 2.%R*¥%5/315, + 2¥R*%*7/4725,
BETA = 2e¢/3e + 24%R¥R/154~ 4o¥R¥%4/105¢ + 2¢*RA*%6/56T 4~
1 4,%R%*¥%8/22275.,
GAMMA = 44/3¢ = 2¢%¥R*¥R/15¢ + R¥%4/210e¢ — R¥%#6/11340+R%%¥8/997920
RETURN ' :
FND
SUBROUTINF CALIR(PTsNSCsTEMP+sBACKGN)
SUBROUTINF PFRFORMS THE FOLLOWING FUNCTIONS
le READS IN THE NECESSARY CALIBRATION COFFFICIENTS FOR FACH SCALE
AND FOR EACH PORTION OF THE CALIBRATION CURVE- LINEAR AND NON-
2« BACKGROUND IS SURTRACTFD FROM DATA LINE:/R
3. TEMPERATURF CORRECTION TO 25 C IS MADF -
4. CORRECTED SCALE READING IS CONVERTED TO CONCe IN PPB
DIMENSION PT(600)sNSC(600)s TEMP(600)sBACKG(4)

THE FOLLOWING CODE IS USED FOR CALI RATION COEFFSe.

A - 30X 0 - INTERCEPT 1 — NON LINEAR PORTION
B - 10X : 1 - LINEAR TERM . 2 = LINEAR PORTION

c - 13X _ 2 - QUADRATIC TERM ’

D - 1X 3 - CUBIC TERM

READ(5+136) AQ1sA11+A214A31

READ(5+136) A024.A12

READ(55136) RO1,8B11,821,R321

READ(54136) B0O?2,4s8B12 '

READ(54136) CO1sC11+C219C31

RFAD(54136) C0O2+C12

REFAD(55136) DO1sD11eD21+D31

RFAD(55136) D0?sD12

BR30sRBR10s ETCe ARE THE READINGS AT WHICH THE CALIBRATTON CURVE CHANGES

READ(5+137) BR30sBR10sBR3sBR1


http:IF<R.LT.0.35

10.

136
137

DO 2 I=1.N . . i 7
NNN=NSCI(T) 155
GO TO (3+4+596) NNN

PT(1)Y = (PT(I)-BACKG(1))*EXP(+4032%¥(TEMP(1)~254))
IFIPT{1)eGT«RR30) GO TO 7

PTEI) = AOL + ALL*¥PT(T) + A21%PT(T)%%2 + A31*PT([)**3
GO 10O 2

PT(I) = AO2 + Al12%PT(1)

GO TO 2 .

PT(I) = (PT(I)-BACKG(2))*FEXP(+s032%(TEMP(1)~2541))

IF(PT(T)YeGT«BR10) GO TO 8

PT(I) = BO1 + RI1I*¥PT(I) + B21*¥PT(I)%%2 + B31*¥PT(])*x3
GO TO 2 ‘ :

PT(I) = B0O2 + Bl2*PT(1)

GO TO 2 :

PT(I) = (PT(I)-BACKG(3))*EXP(+e032*(TEMP(1)-254))

IF(PT(I).GT«BR3) GO TO 9

PT(I) = CO1 + CI1¥PT(I) + C21*PT(1)%%2 + C31¥PT(1)%*%3
GO TO 2 .

PT(I) = CO02 + C12%#PT(1)

GO TO 2 :

PT(I) = (PT(I)-BACKG(4))*EXP(+e032%(TEMP(1)~254))

IF(PT{1)4GT«RBRY) GO TO 10
PT(I) = DO1 + D11¥PT(T) + D21¥PT(I)*%2 + D31*¥PT(I)**3
GO TO 2 '
PT(I) = D02 + D12#PT(I)
CONTINUF
FORMAT(5E15.8) .
FORMAT (4F10e5)
RETURN
END
6400 END OF RECORD

CcDh TOT7 0759
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RUN 8
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temperature correction

after calibration and
has been applied
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time without Dead Time)
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ARIN=

ARIN = area under imput pulse

ARQUT = area under output pulse
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ULTS FOR PULSE TEST
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APPENDIX E
E. SAMPLE CALCULATION OF FREQUENCY RESPONSE FROM SINE RUN DATA

E.l1 Amplitude Ratio Calculation

Input Maximum Reading 85.0
Background 5
Temperature 26;800

Corrected Reading -25°C 89.49 Concentration =
|  51.42 + 1.03% ppb

Minimum Reading 52.5
Background . S
vTemperature : H 26.700
- Corrected Reading 7.92 Concentration =

5.8 ¥ .1

Amplitude  45.59 + 1.13
= 45.59 + 2.5%

Output Maximum Reading 79:5
- Background : 5
' Temperature - 28.0%

Corrected Reading -25°c 86.9 Concentrétion =

 33.92 + .68
Minimuh Reading 52;5
Background . 5
~ Temperature 28.0%C
Corrected Reading ‘57.2 Concentration =
| 23.54 & .47

Amplitude 10.38 +1.15
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Amplitude Ratio = F3'gs = .228 1 13.5%

= -12.85 } 1:12 decibels

E.2 Frequency and Period

FreQuency of sine input = .174 rad/min.
Period = 36.2 min.
E.3 Phase Shift

Input minimum at 98.9 + 1.0 min.
Correspbnding Output
minimum at 172.5 + 1.5 min.
Difference = 73.6 + 2.5 min.

Phase Shift = %é%% X 360 = 732 25 degrees
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