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ABSTRACT 

This thesis reports on the investigation of damage 

production in GaAs at low temperature using the channeling­

backscattering technique. 

The study has been divided into two parts; first, 

the investigation of damage produced by 2 MeV helium ions 

in unimplanted and previously implanted samples with varied 

doses of 40 keV nitrogen and bismuth. The helium beam da­

mage has been found to depend on the initial state of damage 

of the samples. In the second part the damage production 

due to 40 keV N+, As+, Sb+ and Bi+ ion implantation has been 

investigated. A comparison with damage production due to 

the corresponding 80 keV diatomic implants has also been car­

ried out. No enhancement in the damage production was 

noticed due to the molecular implants. 
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CHAPTER I 


INTRODUCTION 

Ion implantation is now a standard technique for doping 

semiconductors(l). 

This technique has several advantages; the doping level 

can be more accurately controlled than the thermal diffusion 

technique, especially when very low doping is required. Also, 

the penetrating depth of the dopants can be controlled accurate­

ly and depth profiles can be tailored simply by varying the ener-­

gy and dose of the ions. 

An important advantage is that, in principle, any ele­

ment can be implanted. Also, ion implantation may represent an 

ideal technique for doping compound semiconductors where the 

problem of surface decomposition needs to be faced. A disad­

vantage of ion implantation occurs as a result of the dissipa­

tion of energy to the crystal lattice as the ion slows down. 

This process produces damage( 2 ). Annealing treatments are usual­

ly necessary to remove the lattice disorder and to attain the 

required electrical characteristics< 3 , 4 ). 

It is ironic that the first reported(S) use of ion im­

planation to improve the characteristics of a semiconductor de­

vice was based on introducing surface damage rather than chemi­

cal doping. 

1 
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Since the important role that the damage plays was 

realized, the investigations of radiation damage have been 

carried out as a function of all combinations of implantation 

conditions; i.e. ion species, energy, implantation temperature, 

does, beam current and the properties of the semiconductor it­

self. Si and Ge have been extensively studied and their be­

havior is basically understood. Currently, GaAs is receiving 

much attention( 6 ). 

In order to study the damage as produced, measurements 

have to be carried out at temperatures low enough to inhibit 

or at least minimize the annealing of damage. At higher tempe­

ratures, implantation dose-rate effects also appear(?,S). 

A widely used technique for analysing the damage is 

Rutherford backscattering combined with the channeling tech­

nique (9). However, it has been noted(lO) that this technique 

may contribute significantly to the damage production especial­

1013ly for very low implant doses (< cm-2 ). 

This thesis reports on the investigations of damage 

4 . 1 b h 1 . + bproduced in GaAs at ow temperatures y t e ana ysing He earn 

probe under different levels of prior ion implantation damage. 

It also reports on the damage produced by heavy ions in GaAs 

at low temperatures. · 



CHAPTER II 


GaAs REVIEW 

2-1 Introduction 

GaAs is an attractive material from the point of view 

of device fabrication. Since it has high mobility {four to 

six times than that of Si), it is applicable for high speed 

devices{ll). Also, GaAs can operate in a higher temperature 

environment and can tolerate the higher temperatures produced 

during high speed operation without excessive leakage cur­

rents {12). Due to the particular nature of the GaAs band 

structure, its bulk properties can be used to produce micro­

wave oscillations under certain biasing conditions{l 3 ). It 

also has applications in optoelectronic devices which include; 

. (14) (15) (16)infrared sources , lasers , detectors and solar cells . 

Unfortunately, technological difficulties have slowed 

the development of GaAs devices. The difficulty of doping GaAs 

may be solved by ion implantation. Another difficulty has been 

the production of high quality GaAs crystals, this problem is 

under active investigation and the growth of high purity semi-

insulating GaAs crystals suitable for ion implantation has been 

recently reported(l?,lS). 

In the following sections some of the most important f ea­

tures of GaAs will be discussed. 

3 
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2-2 Crystal structure 

The crystal structure of GaAs is of the zinc-blende 

(19)
t ype . Zincblende structure is basically a diamond struc­

ture, where each atom lies in the center of a tetrahedron 

formed by four nearest neighbours, however, nearest neighbour 

points are occupied by different elements, namely, Ga and As. 

Fig. (2-1) shows schematically the side and top view 

of GaAs structure (100). (110) and (111) surfaces( 20). It is 

apparent that identical hexagonal rings are stacked upon each 

other in the <100> direction. Every atom in the (100) sur­

3face is bound by two of its sp -bonds to atoms of the layer 

lying just below. The other two bonds are dangling. The 

structure is independent of whether the topmost layer is formed 

by Ga or As atoms. The (110)-surface contains an equal nurn­

ber of Ga and As atoms. Every atom is connected by one bond 

with the next lower-lying layer. Two bonds extend in the sur­

face plane to the two next-nearest neighbours, and the fourth 

bond is dangling. For (111)-surfaces the topmost atomic plane 

contains only Ga atoms or only As atoms. Either of these can 

be connected by three bonds with three atoms of the next lower-

lying layer, with one dangling bond remaining. 

Referring to the side view given in Fig. (2-1); the 

distancesbetween the outermost layers are( 2 0); 

~ a for (100) face 

l/[2/2)]a for (110) face 

and (/3/4)a for the (111) face 



5 

{100) {110) (111) 

SIDE 
VIEW 

TOP 
VIEW 

Fig. (2-1) The side and top views of GaAs crystal. 
(Ref. 20) 
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where a is the lattice parameter; its value at room tempera­
0 

ture is 5.675 A. 

2-3 Binding 

The bonding of GaAs is a mixture of ionic and covalent 

bonding(l9 ). The wave function of the bond is built up with 

the wave functions of the two extreme cases of pure covalent 

binding and ionic binding; 

~ = (l-A)l/2 ~ + Al/2 ~· (2-1)cov ion 

A being a measure of the ionicity of the bond, its value for 

GaAs is 1/4 and this corresponds to neutral binding (l_9). 

The "heat of atomization" or the "cohesive energy" 

can be used as a measure of the binding strength. For GaAs, 

cohesive energy is 76 Kcal/mole of compound( 2l), while it is 

89 Kcal/mole for Ge( 22 ). Therefore, GaAs is less strongly bound 

than Ge. 

2-4 Threshold displacement energy, Ed 

The thresholddisplacement energy is one of the impor­

tant parameters in the study of radiation damage. It may be 

defined as the minimum kinetic energy that must be transferred 

to a lattice atom for it to leave its lattice site and form 

a stable interstitial. This energy is not only needed to over­

come the binding energy but also to move the atom beyond the 

resulting strain field associated with the vacancy produced to 

form a stable displaced atom. 
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Table 2.1 

Material E..d (eV) Reference 

GaAs 

Ga displacements 

As displacements 

Average 

Ge 

Si 

9.0 

9.4 

9.2 

13 

12.9 

23 

23 

24 

25 

It is worth mentioning that the experimental technique 

to evaluate Ed depends, in general, on observation of damage 

produced by electron bombardment of variable energy( 2 G). The 

choice of this technique arises since the electrons penetrate 

the target deeply and produce uniforrn damage which may be ob­

served as property changes of the target such as resistivity 

and minority carrier lifetimes. Also, since electrons have a 

light mass, simple defects will be produced and hence the pro­

perty .changes can be related directly to the displaced atoms. 

Table 2.1 gives values of Ed for Si, Ge and GaAs. 

Other values have also been reported (2 7 ) . A possible reason 

for the spread in the values reported for Ed may arise from the 

fact that Ed is a directional quantity and the reported va­

lues are averages, the averaging may depend on the particul­

arities of each experiment. 
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2-5 Band structure 

Fig. (2-2) shows a simple energy band structure of 

GaAs, Ge and Si( 29 ). The main features of GaAs band structure 

can be summarized as follows. 

The lowest minimum of the conduction band lies in the 

center of the zone. There are also subsidiary minima· that 

lie away from the zone center. The valence band is similar 

to that of Ge, with a heavy-hole band and a light hole band. 

The band is split off by spin-orbit interaction, but this is 

not shown in Fig. (2-2). 

The energy gap of GaAs at room temperature is 1.43 eV 

which is greater than both Ge (0.66 eV) and Si (1.12 eV). 
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Fig. (2-2) 	 A simple energy band structure of 
GaAs; Ge and Si. (Ref. 29) 



CHAPTER III 


ION IMPLANTATION DAMAGE PRODUCTION 

3-1 Introduction 

An ion implanted into a target loses energy mainly 

in the excitation of electrons and displacing atoms from their 

lattice sites. Any displaced atom can, if it has enough ener­

gy, produce further displacements leading to a cascade of 

moving atoms which, when they come to rest, result in a zone 

of lattice disorder. 

A theoretical treatment of elastic and inelastic scat­

tering, cascade production, the number of displaced atoms, 

and the damage cascade dimensions will be discussed in the 

following sections. 

3-2 Collision Theory 

The rigorous. description of a "collision" between atoms 

should be in terms of the superposition of the wave functions 

of the "colliding" atoms. However, classical mechanics can 

be used to describe any system if the smallest physical dimen­

sion in the system is much larger than the effective wave­

length. 

In a collision problem, the smallest dimension will 

be the distance of closest approach in a head on encounter. 

For mutual Coulomb repulsion, this distance is given classical­

ly by; 

10 
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{3-1) 


where, z z are the atomic numbers of the interacting par­
1 2 

ticles, 

E 
1 

is the energy of the incident particle in COM sys-

tern. 

The effective wave length, A, may be given by, 

{3-2) 

where, M and M are the masses of the incident and target1 2 

atoms respectively. 

v is the velocity of the incident particle. 

An estimation of order of magnitudes for ion implantation sys-

tern gives 

-10b ~ 10 m. 

and 

Hence, we may conclude that it is adequate to use classical 

mechanics for the present purposes. 

There are other assumptions involved in the collision 

theory: the collision is assumed to be binary, and the struck 

atom is assumed to be stationary before the collision. Also, 

it is assumed that the incident ion loses its energy through 

two mechanisms; elastic and inelastic scattering. The two 

mechanisms are assumed to be independent< 3o). 
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3-2-1 Elastic scattering 

Fig. (3.1) shows the main features of elastic scatte­

ring in both lab and center of mass coordinate systems. 

The scattering angle is given by( 3 l); 

u
0 du8 = TI-2p (3.4) 

J [1-V (u) /E '- p 2 u 2 ] l/2 

0 

where, p = the impact parameter 

E' = M
2
E/ (Ml+M2 ) 

u = l/r, uo = l/r0 


ro = distance of closest approach 


\l (u) = the interaction potential 


E = the incident particle energy. 


In order to evaluate the scattering angle, and hence energy 

transfers, the interaction potential V(u) has to be specified. 

Eq. (3.4) has been evaluated in closed form only for 

few distinct forms of interaction potentials, for example; 

i) 	 Bohr( 32 ) and Rutherford( 33 > considered the Coulomb 


potential V(r) = z z2e 2/r.
1

ii) The inverse square potential V(r) = c/r2 was considered 

by Lindhard< 34 >. 

iii) Hard sphere potential 

V(r) = 0 for r>R 

V(r) = oo for r<R 

R = sphere radius 
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System. 



14 


was also considered< 35 ). 

However, in order to evaluate the form of the scat­

tering law, which is essential for ion bornbardment problems, 

it is necessary to evaluate equation (3.4) for a "realistic" 

interatomic potential. 

3-2-2 The interatomic potential 

The interaction between the incident ion and target 

atom is not of pure Coulombic nature because the electrons 

around the nuclei screen their charges to an extent that de­

pends on the distance of approach. 

A number of approximate potentials have been suggested 

to treat a particular range of approach distance r. For 

r < d, the Born-Mayer potential( 3 G) can be used. lt has the 

form, 

V(r) -Br= A e (3-5) 

where A and B are constants. 

For r << d, potentials due to Bohr< 32 >, Oen< 37 >, Mo­

liere(3S), Abrahamson< 39- 4l) and Lindhard< 42 > have been pro­

posed. Firsov< 43 
> has suggested one convenient potential ha­

ving a sufficient range of validity to describe the interaction 

appropriate to ion implantation; it has the form 

(3-6) 

where, ¢ is the Thomas-Fermi function which has been calculated 

by Gombas< 44 
> 

and a is the Thomas-Fermi screening length; 
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0 

-1/3a= 0.8853 a z (3-7)
0 2 

a being the first Bohr orbital radius for the hydrogen atom. 

Eq. (3-4) has been solved by perturbation for small angle 

scattering and the results extrapolated to large scattering 

angles( 4 S). 

Accordingly, the scattering cross-section can be ex­

pressed for all combinations of ion and target atoms by( 45 >, 

(3-8) 

where, the parameter t is given by 

(3-9) 

£ being a dimensionless parameter known as the reduced energy 

and is defined by 

£ = a/b (3-10) 

T is the recoiling atom energy and T is the maximum recoilingm 

atom energy. 

The function, f (t1 / 2 ), is a universal screening func­

tion, which can be calculated numerically using the Thomas­

Fermi treatment~ A convenient approximation to f (t1 / 2 ) is 

known as' the power cross~sectionapproximation and is expressed 

( 45)
as ; 

f(tl/2) = A tl/2-m (3-11)
m 

where O<m<l. 
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The values of rn for best approximation are chosen ac­

cording to the value of s; 

For s > 10, rn = 1, A = 0.5, this corresponds to Coulornbic rn 

scattering. 

1For 0.1 < s < 2, rn = 2' Arn = 0.328, this corresponds to 

inverse square potential. 

For s < .2, rn = 3
1 , Arn= 1.309, this corresponds to an in­

verse cube potential. 

For s << 0.01, rn = O, A = 24, this approximates the Born­
rn 


Mayer potential. 


dEThe stopping power due to nuclear scattering, (dx) , can then be 
n 

found as follows: 

E = - N6x fTrn Tdo 
av 

0 

where E = the average energy loss per collision av 

and N is the atomic density of the target. 

dEAs 6x + O, we get the stopping power dx ; 

(dE) fTm= - N Tdo 
dx n 


0 


Tia2dt 
= - N f£ T f (tl/2) 

2t3/2 
0 
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Hence, 

= (3-12) 

0 

It was found useful to define a dimensionless range parameter, 

( 4 6)
p ; 

(3-13) 

R being the range of the incident ion in the target material. 


Then, a universal nuclear stopping cross-section, s(E), re­

sults; 


sn(s) = - (~~)n = ! J' f(tl/2)d(tl/2) (3-14) 

0 

·For the power cross-section approximation, eqn. (3-14) becomes; 

1
S ( E) = A. t - 2m/2 (1-m) . (3-15)n m 

1For m = 1, S ( E) = tn(l.294e)
n 2E 


1
for m = S ( E) = 0.3272' n 


1 1/3
for m S ( E) 0.981 and= 3' n = E ' 


for m = 24, S ( E) = 12 E. 
n 

3-2-3 Inelastic Scattering 

In this type of scattering the loss of energy from the 

incident atom to the target atoms is due to excitation and io­

nization of the struck atom. This interaction 

is dependent on the projectile velocity relative to v z
1 

, v
0 0 
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being the orbital velocity of hydrogen atom electrons. 

In this range, the electronic stopping power is given 

(47)
b y i 

(dE)
dx (3-16) 


e 

and 

ii) At low velocities v << v z
1 0 1 

Lindhard( 4 S) and his colleagues have derived an ex­

pression for inelastic energy loss where they treated the in­

cident particle as a positive charge z
1

e which loses energy 

by close collisions with electrons and by collective electron 

plasma resonance processes in the free electron gas for more 

distant collisions. 

This treatment gives; 

z1z21 dE 2 v= S (E) = t,:e 8ne ao (3-17)
N dx z VQ 

where, z2/3 = 
zl
·2/3 

+ z2/3 
2 

zl/6and t,:e "' 1 

In dimensionless parameters, eq. (3-17) becomes 
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- (ds) = s(s) = Ksl/2 (3-18)dp 

where 
112 z ) 312o 0793 z 112 (M +M . 1 2 1 2 

K = ~e 

Since K = K(M
1 

,M2 ,z 1 
,z

2 
), there is no universal curve for s(s). 

Fig. (3-2) shows s (s)e for selected values of K. 

An alternative derivation of the inelastic energy loss 

was developed by Firsov< 49 ) who assumed that electrons from 

the moving atom lose momentum by transferring to the initial­

ly stationary target atom and those from the struck atom gain 

momentum when transferred to the initially moving particle. 

These momentum exchange processes occur at the expense of ener­

gy loss from the incident particle. The expression he ob­

tained is; 

1 dE 
N dx = S(E) (3-19) 

The difference between the Firsov and Lindhard results 

is not more than about a factor of two. It is important to note 

that both Firsov and Lindhard treatments predict a monotonic 

dependence of the energy loss rate upon the atomic number of 

the incident particle. However, experimental results(SO,Sl) 

do not support these predictions. The inelastic energy loss 

of ions in several target materials has shown a periodic de­

pendence on the atomic number of the ion. The monotonic de­

pendence of <~!) on z
1 

arises due to the fact that the atomic 
e 
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Fig. (3-2) 	 Nuclear and electronic stopping 
powers in reduced units. (Ref. 48) 
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charge distributions and potentials are smoothed as a function 

. d' h . (52-54) f . 1 .o f atomic ra ius. More recent t eories o ine astic 

energy loss have treated the atoms in terms of their more pre­

cise radial electron density wave functions, and these lead to 

qualitative agreement with the experimental data. The position 

of the maxima and minima of energy loss oscillation as function 

of atomic number are reproduced( 54 
> but the magnitudes are 

not in agreement with the experimental data. 

In spite of the oscillatory behaviour, Lindhard's theo­

ry is adequate as a first order approximation. 

Now we can evaluate the total stopping power (~~) from; 

(3-20) 

At low energies, as shown in fig. (3-2) , the nuclear stopping 

dE
will dominate. The effect of (dx) 

e 
on the total (dE)

dx 
will be 

negligible. For compound targets, such as GaAs, Bragg and 

Kleeman postulated that( 5S) 

(3-21) 

where p/q is the ratio of type (1) to type (2) atoms. ·Hence, 

pSl (E)+qS (E)2 (3-22)S(E)atom = p+q 
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3-3 The number of displaced atoms 

One of the most important parameters in the study of 

ion implantation is the number of displaced atoms that results 

from the collision cascade. A simple model has been proposed 

by Kinchin and Pease< 56 ), who treated the collision as a two 

body event and assumed a threshold displacement energy Ed such 

that, if an atom receives energy less than Ed it will not be 

permanently displaced. This model gives the number of dis­

placed atoms as; 

for E > Ed (3-23) 

where E is the incident ion energy. An upper energy, EA, for 

the validity of this approximation can be found from the condi­

tion that the projectile and the target nuclei are separated 

by the sum of the radii of their screening clouds. This gives; 

This model has been modified by Robinson(S?,SS). He 

generalized the assumptions to allow for inelastic and elastic 

collisions with screened Coulomb potential. So eq. (2-23) be­

comes; 

N = ~(m)v•E/2Ed (3-24) 

where~ v is the fraction of energy deposited into elastic col­

lision events. 



23 


The fraction of energy loss into inelastic events is given as 

n, where v+n = 1, and 

~(m) = 2(2
m

-1)/[w<1>-w<1-m)l 

~d 

dw(x) = dx tnr(x) 

Sigmund< 59 > has suggested that m= 0 approximation should be 

used since it is the number of near threshold collisions (E ~ 

2 Ed) of the higher generation of recoil atoms, which primarily 

determines N(E) and hence m. This leads to; 

E
N(E) v • U in(l+U/Ed) (3-25) 

where, U is the binding energy. Forsemiconductors, the dis­

placement energy will be approximately four times the bond 

energy, and accordingly, for U = E ;
d 

N(E) = 0.42 v•E/Ed (3-26) 

This equation is similar to eq. <3-23) and referred to as the 

modified Kinchin Pease equation. 

3-4 Cascade dimensions 

The cascade dimensions depend on the spatial distribu­

tion of the elastic energy deposition. In order to find the 

· · h d · · <46 ) 'onequation governing t e energy eposition , we assume an i 

with velocity v striking the target surface at r= O. The ener­

gy deposited in a volume d 3r at r is given by F(r,v)d3r. 
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The probability for a collision to occur when particle moves 

a distance oR is NoR do, where do is the scattering cross-

section and N is the atomic density, the corresponding de­

posited energy will be 

- - - - - 3N oR do[F(r,v')+F(r,v")]d r 

v', v" being the velocities of ion and recoil. The probabi­

lity for collision not to occur is (1-NoR do), leading to 

deposited energy; (1-NoR do)F{r-6R,v~3 r. Hence, the total 

energy deposited F{r,v) is 

Fer,;;, = [NOR J do lF er,;;· l + Fer,;;.. l 

+ el-NOR J do)Fer-QR,V)J 

This leads to; 

v a F(r,v> =NJ do[F(r,v")+F(r,v'>v ar 

- F{r,v>1 {3-27) 

This is the basic integrodifferential equation for the spatial 

distribution of _energy deposition in its simplest form. 

It is impossible to determine analytically the exact 

form of the deposited energy spatial distribution function. 

However, multiplication of eq. {3-27) by rn and integration by 

parts leads to a recursive expansion for the spatial mo­

(46,60) h bl h b f .ment s . T e pro em t en ecomes one o constructing 

the distribution from a finite number of generated moments 
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using truncated statistical methods. 

The Edgeworth expansion, (61162 ) is used for this pur­

pose. It has the. advantage of having a simple form and being 

a weighted-Gaussian function. For incidence normal to the 

target surface, the longitudinal distribution may be expres­

sed in terms of Edgeworth expansion, for the first four moments, 

as; 

2 
F(Z,E) = g exp(- ~)f (t,;) (3-28) 

/2TI ;µ;­
µ3 	 3

where, f (s) = 1 - ( 312 ) • <3s-s ) 
6µ2 

+ 	 214 (3-6s2+s4><µi - 3) • 
µ2 

Z-<Z>and s = 1/2
µ2 

<(Z-<Z>)n>µn = 

g 	 = 1 for range 


= v·E for damage 


= nE for ionization 


Examples of distributions obtained for heavy and light ions in­

cident on Ge (the elemental counter part of GaAs) are shown 
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in Fig. (3.3). From this figure, light ions penetrate deeper 

than heavy ions. The damage profile is similar to the range 

profile but with the peak at less depth. 

3-5 Discussion of the cascade theory 

One of the major assumptions of the theory is that the 

collision occurs between isolated atoms. However, as the col­

lision density becomes higher, atoms interact collectively ra­

ther than discretely. Experimental evidence for collective 

atomic interactions in dense cascades has been reported in 

studies of sputtering by heavy ions( 63164 ) and studies of da­

mage production in heavy ion bombarded semiconductors(G5-?0). 

The other basic assumption is that the deposited ener­

gy can be divided into two components; elastic and inelastic. 

The first component is responsible for displacing atoms while 

the second does not generally contribute to damage production. 

However, the discrepancy between the theoretically predicted 

number of displaced atoms and the number obtained experimental­

ly by bombarding semiconductors (and insulators) with energetic 

light ions, has led to the development of models for defect 

creation by ionization. However, for heavy incident ions with 

energies up to a few hundred keV (as used in ion implantation) 

the fraction of energy into ionization effects is typically 

20-50%. This leads to the conclusion that inclusion of the 

inelastic energy loss could not account for the discrepancies 

between measured and calculated damage levels. As a result of 

this discrepancy, spike mechanisms have been proposed. 
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3-5-1 Defect production by ionization 

Before discussing any model for damage production due 

to the inelastic energy deposition, the physical feasibility 

of ionization contribution to the displacement process has 

to be checked. 

It is known that any initial non-equilibrium distribu­

tion of charge produced by non-ohmic forces, such as radia­

tion, must decay to zero with time constant given by L = E/o, 

where E and a are the permittivity and conductivity of the ma­

terial respectively. The minority carrier life time, Lt' is 

given by: 

L = (3-29)t 

where n is the concentration of whichever carrier is involved,c 

ot the trapping cross-section for this carrier and vth is its 

effective thermal velocity. 

17 3 16 2 -8
For nc equal to 10 cm- and ot equal to lo- cm , L 

t 
:::: 10 

sec which is a long time (compared to lattice vibrations) . 

Hence, it is reasonable to consider models for ionization me­

chamisms contributing to atomic displacements. Such models 

will not be applicable to metals nor to heavily doped semicon­

ductors. 

Models for ionization-assisted defect production have 

been discussed by several authors(?l-73 ). The basic ideals are; 

a) ionizing the outer-shell electrons will weaken the bond and 

hence reduce Ed. This will result in an increased number 

of displaced atoms. 
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b) 	 inner-shell (plus outer-shell) ionization can also contri­

bute to displacement process either alone or in conjunction 

with elastic energy transfer, by modifying the interaction 

potential to be more repulsive. 

c) 	 a model was suggested that derives its displacement ener­

gies from the contribution of the elastic strain surroun­

ding a vacancy created by a standard elastic collision and 

the ionization of the neighbouring atoms. 

d) 	 for high rates of ionization losses, neighbouring atoms 

will be in mutually repulsive states in which the Coulom­

bic repulsive force may be sufficient to overcome the dis­

placement energy. 

3-5-2 Spike mechanism 

A) Displacement spike. 

Brinkman(? 4 ,?S) proposed that when the mean free path 

between displacement collisions approaches the interatomic spa­

cing of the target, a violently disturbed region will be crea­

ted. In this region, the displaced atoms move outward from 

the center, and because their energies are low, come to rest 

at small distances from this center. Hence a vacancy rich 

core will be created with a surrounding region containing an ex­

cess of interstitial atoms. 

Heavy ions (M : 100) with energies in the range1 

~ 10 to 60 keV would typically result in a displacement spike 

extending over essentially the total cascade dimensions(? 5 ). 
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Fig. (3-4) shows a schematic representation of the 

proposed displacement spike. 

Since this region of the lattice is greatly disordered, 

with resulting strains, it may be anticipated that many of the 

defects produced in the spike will migrate to take up a more 

energetically favourable configuration. Nevertheless, a cer­

tain degree of disorder will persist. 

The high concentration of defects may lead to either 

a thermal collapse of the lattice into an amorphous state or to 

a thermal spike. 

B) Thermal spike 

When the primary atom energy degrades to : Ed it will 

not be able to produce further displacements, but in order to 

achieve thermal equilibrium with the lattice, it must dissi­

pate most of this excess kinetic energy as heat or lattice vi­

brations. This type of dissipation is termed thermal spike(??). 

The time required for 10-100 keV ions to come to rest is ~ 

lo-13 sec. If the number of atoms involved in the cascade vo­

4 76lume is large enough, typically~ 10 -10 5 atoms( ), their 

energy distribution can be described by Maxwell-Boltzmann sta­

tistics, i.e. after lo-12 sec. The concept of local tempera­

74ture and heating becomes practical. Brinkman< ) has pointed 

out that the thermal spike could occur after the propagation 

of the displacement spike. 
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Fig. (3-4) 	 Schematic representation 
of the displacement spike. 
(Ref. 7 4) 
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(77-80) .
Several workers . have treated the evolution of 

a thermal spike theoretically. The conunon assumption in all 

models is the applicability of the normal heat transport equa­

tion; 

where, K is the thermal diffusivity. 

A difficulty appears in determining the appropriate va­

lue of K. The normal thermal conductivity consists of two 

7parts due to lattice and electronic contribution. It was shown( S), 

however, that the coupling between the lattice and electrons is 

not sufficiently strong to permit appreciable exchange of ener­

gy in times of the order of l0-12 sec. Since the times in­

volved in energy spikes are of this magnitude or less, energy 

given to an atom will be dissipated in the lattice only, i.e., 

the effective thermal conductivity is the lattice conductivity. 

Another model for calculating K has also been sugges­

ted, e.g., Sigmund(Sg) has calculated K from kinetic gas theo­

ry assuming that the spike region can be treated as a high pres­

sure gas. 

Once a value is assigned to K, the temperature-time 

evolution of the spike can.be determined and the resulting 

effects, such as defect migration, annealing, etc., can then, 

in principle, be determined. 
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CHAPTER IV 


RBS-CHANNELING TECHNIQUE AND INSTRUMEN~ATION 


4-1 Introduction 

Many techniques have been developed to study the de­

fects introduced in a material as a result of ion bombard­

ment. They can be generally divided into two categories; 

direct and indirect techniques. Transmission electron micro­

scope (Bl) and Rutherfo.r d backscattering combined with chan­

neling(82) are examples of direct techniques of damage measure­

ment. Optical reflectivity(S 3 ), optical absorption, electri­

cal conductivity, electron spin resonance, etc. are examples 

of indirect techniques. 

Each of these techniques yields information about dif­

ferent aspects of disorder. For example, optical absorption 

and.ESR(S 4 ) measurements give microscopic information about 

specific defects that must be located in essentially crystal­

line regions for identification. Optical reflectivity can be 

used to evaluate the information of the amorphous layer. Elec­

tron microscopy gives information about the presence of dis­

ordered regions and the growth of dislocations(SS). Channe­

ling effect measurements detect disorder and its depth distri­

bution but do not give information about the microscopic na­

ture of the defects. It is widely used, with regard to ion 
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implantation of semiconductors, to give a quantitative mea­

sure of the damage and damage depth distribution produced. 

4.2 Rutherford backscattering-channeling 

4-2-1 Rutherford backscattering 

When a beam of "monoenergetic" particles strikes the 

surface of a target, some of the incident particles will be 

scattered. The likelihood of occurence of a scattering event 

with an angle e w.r.t. the incident beam for ion-target 

system having sT/T > 100 is given in COM by(BG); 
m ­

(do/dQ) (4-1)c 

where (do) is the differential scattering cross-section 
dQ c 


e scattering angle

c 


E the energy of the incident particle.
c 

Eq. (4-1) can be expressed in the lab frame of reference as (B?); 

do + ••• ] (4-2)dQ 

The energy of the scattered particles E is related to the in­
1 

cident energy E by 

K is called the kinematic factor which expresses the energy 

lost in the collision process. It can be evaluated by making 

use of conservation of energy and momentum principles. Then, 



35 

we get; 

(4-3) 

As the particle penetrates the surface and subsequent­

ly backscatters at depth, t, it will lose energy before and 

after scattering. A continuous spectrum of backscattered par­

ticles will result for E < E where;
1 

t/cose rO1 

E (t) = K (E - S (E) dt) - J S(E)dt.


J 
O t/cose 2 

~KE - t[KS(E)+S(E )/jcos8IJ (4-5)
1

where S (E) is assumed constant over the limits of integration. 

The correspondence between incremental energy 6E and incremen­

tal depth 6t will then be, 

6t = 6E/[KS(E)+S(E )/icos8IJ = 6E/S • (4-6)
1 av 

4-2-2 Channeling 

The backscattering from a single crystal is a direction 

dependent phenomenon. If the direction of a particle incident 

upon the surface of a crystal lies close to a major crystal 

direction, it will suffer a series of correlated, small angle 

deflections as it passes by neighbouring atoms in the same row. 

The ion is said to be channeled and a reduction in the back­
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scatter occurs. In general, for a particle incicent with an 

angle ¢ to the major axis, there will be three distinct tra­

jectories that the incident particle may have<S 9 ); 

a) For ¢ < ~ , the ion follows a channeled trajectory. ~ 
- c 


is a critical angle given by; 


(4-7) 

where d is the distance between adjacent atoms along the cho­

sen atomic row. 

b) For ¢ >> ~ , the correlated small angle scattering can not c 

occur, and the ion will follow trajectory c (in fig. 4-1-a). 

This trajectory is referred to as random, although the use of 

the term in connection with a crystal may be vague. 

c) For ¢ only slightly greater than ~ ,the ion spends more c 

time near the lattice row with the consequence of enhanced 

probability of collisions. The ion is then said to be quasi-

channeled. 

Fig. (4-1-a) shows the three basic trajectories and 

fig. (4-1-b) shows the correspondence between the backscatter 

yield and the angle of incidence. The angular yield can be 

'b d . 1 b 't' <32 ) h l' d ..descri e main y y two qu~nti ies ; t e norma ize minimum 

yield, x . , which is the ratio between the aligned yield andmin 

the unaligned (random) yield near the surface, and the half­

width, ~ which is taken at ~(l + Xmin). These two quan­112 , 
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Fig. (4-1) (a) 	 Ion trajectories for three 
typical values of the angle, 
¢, between the incident beam 
and the lattice row. 

(b) 	 The relation between the back­
scatter yield and the angle ¢. 

(Ref. 89) 
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tities can be estimated from values of the Thomas-Fermi scree­

ning radius, thermal vibrational amplitude and other crystal 

parameters. Differences between theoretical and experimental 

Xmin appear due to the influence of factors like contamination, 

lattice strain, beam divergence, etc. 

Fig. (4-2) shows backscattering spectrum of 1 MeV 4He+ 

from Si target for aligned and non-aligned incidence of he­

lium ions. Also, the corresponding angular scan is shown. 

The 	main features of the non-aligned spectrum are; 

a) 	 Sharp edge corresponding to K .E.
Si 

b) - Increase in the yield as the energy decreases because 

2of the increase of the scattering cross-section <~ E- ). 

The main features of the aligned spectrum are; 

a) 	 A decrease in the yield. However, it does not go to 

zero because there is no complete shadowing of atoms in 

a row. At lower temperatures atomic vibration will be 

less and hence a lower yield may be obtained. 

b) 	 A peak appears that corresponds to scattering from the 

surface of the crystal partly because surface atoms are 

not shadowed and partly because of crystal surface im­

perfections. 

c) 	 Increase in the yield as the energy decreases which is 

a result of the beam being dechanneled as it penetrates 

deeper in the crystal and because of the increase in the 

scattering cross-section. 



39 


z 
::J 
0 
u 

10 5 ~~~~~~~~~~~~~~~~-,-~~~~~~~~~~~~~--, 

a) b) 

10 4 

o­

.; '-'z 

0.2 04 

ENERGY (1,1 e VJ 

1.2 

1.0 
0 
..J 
w 

.8 >­
0 
w 
N 

.6 :::; 
<( 
:::;: 
a: 

.4 ~ 

.2 

0 

. 	 4 +
Fig. (4-2) 	 The backscatti:~r spectrum of 1 Mev He from 

Si target for aligned and non aligned in­
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4-3 Analysis of Damage by RBS-channeling 

When the crystal is irradiated, a number of lattice 

atoms will be displaced from their sites, and act as scattering 

centers. This will lead to an increase in the surface peak of 

the backscatter spectrum. The yield behind the surface peak 

will also be higher because on passing through a damaged layer, 

a larger fraction of the He beam becomes dechanneled due to 

scattering of the He ions by the lattice atoms. 

Fig. (4.3) shows the backscatter spectra due to aligned 

beam incident on an undamaged and damaged (irradiated) crys­

tals. Also the spectrum due to non-aligned incidence is shown. 

The analytical procedure by which the backscatter peak 

is related to the damage is based on the assumption that at 

some depth, t, below the crystal surface, the incident aligned 

beam consists of an aligned and a random component. This leads 

to the relation( 82 ); 

y'(t) = yR(t)[{l-x'(t)} N' 
N 

{t) + X' (t)] (4-8) 

where, y• (t) is the backscattered yield from depth t, yR is 

the yield with the beam incident in a non-aligned direction, 

x' is the non-aligned fraction of the analysing beam N' (t} is 

the density of displaced atoms at depth t, and N is the atomic 

density of the crystal. 
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The first term on the right is due to the scattering of chan­

neled ions from scattering centers and the second is due to 

the scattering of the non-aligned portion of the beam. This 

equation neglects the possible difference in the scattering 

cross-section for the aligned and random beams at a given 

depth. Eq. (4-8) can be solved for N' (t) to give; 

{ [y' (t)/yR(t)-x' (t)} 
N' (t) (4-9)= N {1-x'(t)} 

If we divide the energy scale in channels of width 6E, there 

will be correspondence between depth, t, and channel, i, 

eq. (4-9) can then be written as 

{ [y' (i)/yR(i) ]-X' (i)} 
N' (i) ( 4-10)= N (1-x' (i)) 

The total number of displaced atoms, ND, will be given 

by summation over the surface peak width. In order to do 

that X' (i) (or equivalently X' (tl)has to be defined. This 

dechanneling function has to satisfy the following conditions; 

a) the damage returns to zero beyond the damage layer 

b) it should merge smoothly with the dechanneling beyond 

the damage layer 

c) the dechanneling at the surface should be zero. 

Different models< 9o, 9l) have been proposed for dechanneling 

that satisfy the above conditions. 

Linear dechanneling, as shown in fig. (4-3), is a simple 
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Fig.(4-3) 	 Schematics of non-aligned, 
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damaged backscatter spectra. 



43 


and widely accepted model, however it does not satisfy condi­

tion (b) in general. The difference of results obtained using 

this model agree within 5% of the results obtained using more 

complicated models which involve calculating the dechanneling 

based on single or multiple scattering processes. Accordingly 

eq. (4-10) gives; 

c 1 	 c 1 
N6E{ L: y(k) (b-a+l)y(a)-[L: y (k) - (y (d}•(b-d+l)]

2 	 d v 2 vk=aN = 
D 

(4-15) 

where, 	points a, b and c are as defined in Fig. (4-3), 

y is the undamaged yield
v 


SAV is defined by eq. (4-6). 


4-4 Discussion of the technique 

One of the major advantages of RBS technique using 

light ions (e.g. H+, He+) at MeV energies is that, the cross 

sections are accurately predictable and thus calibration proce­

dures are not necessary(SS). Also, it provides depth informa­

tion {< 1 µm) without destruction of the sample as some other 

methods do, e.g., the radiotracer method. 

However; this technique has its limitations. It re­

quires a well-resolved backscatter peak for the analysis des­

cribed in the previous section to be possible. For metals, 

there is no damage peak< 92 
> and even in semiconductors there 

is a lower limit on the amount of disorder that can be mea­

sured which is determined by the quality of the crystal as re­
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vealed by x . and the rate of dechanneling. The sensitivitymin 


can be increased by double alignment of the crystal. This 


requires both the incident and detected beams to be aligned 


simultaneously with major crystal axes, or planes(S 9 ). 


In a comment on measurement of radiation damage by 


. .. .. ( 93 ) 1 . d h h. h . 1
RBS experiments, Quere has exp aine t at at ig imp an­

ted ion doses, the technique indicates only the relative lat­

tice disorder and one should be careful in interpreting the 

values of N quantitatively.0 

A potentially important factor that has to be fully 

understood, is the influence of the probing beam on the mea­

sured damage because it does and can under certain circumstan­

ces cause annealing of damage. In the previous section it 

was implicitly assumed that the channeled beam is uniformly 

d . t "bu t d over th c h 1 , h i"t has been shown( 94 , 95is ri e e anne owever, > 

that in a well-ordered crystal, the channeled beam is rather 

focussed near the middle of the channel. Accordingly, an 

enhancement in the backscatter yield from an interstitial near 

'the middle of the channel is expected. However, flux peaking is 

not expected to affect the measurements of randomly distributed 

atoms in the channel. On the other hand, flux peaking should be 

less pronounced as the number of scattering centers increase, i.e. 

the presence of defects works to destroy flux peaking. It is also 
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important to note that; in order to accommodate the radiation 
0 

induced defects, lattice atoms may relax > 0.1 A into the 

channel with the consequence of an increase in the dechanne­

ling. Also, direct backscattering can occur when the relaxa­

tions are large enough. 

4-5 Instrumentation 

In this section a short description of the experimen­

tal apparatus and procedures will be outlined. This includes, 

the description of a coupled accelerator system, which enables 

in situ measurement of damage, data handling, and the major 

factors considered for selecting the various experimental para­

meters. 

4-5-1 Accelerator, Beam Transport and Sample Manipulation 

A coupled accelerator system has been used for implan­

tation and analysis; it is shown schematically in Fig. (4-4). 

It consists mainly of; a 150 kV-ion accelerator using a 

DANFYSIK 911 A "universal" ion source suitable for producing 

ions from gas and solid sources, and a 3.5 MeV Van de Graff 

accelerator used to obtain the analysing He-beam. This beam 

is collimated to 0.037° half angular divergence using two 

0.75 mm diameter apertures. The beam from either accelerator 

may be directed onto the target via a common analysing magnet. 

A.feedback circuitry is used for stabilizing the energy of 

the beam. 

During implantation, the ion is swept vertically and 
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horizontally to ensure the uniformity of the implantations. 

Also, the beam defining apertures are adjusted to 2 mm and 4 

mm. The 2 mm is placed usually .off axis vertically so that 

there is no direct path from the magnet to the target. Elec­

trostatic deflecting plates are then employed to direct the 

beam to the target. This ensures that ions neutralized 

between the magnet and beam sweep will not strike the target. 

The target is mounted on a goniometer that has two 

degrees of rotation so that the target can be rotated and 

tilted w.r.t. the incident beam. The goniometer is placed 

-6in a vacuum chamber with base pressure of ~ 10 Torr. A 

cryocooler is attached to the target via a flexible copper 

braid to the target mount which is surrounded by a copper 

shield that is also attached to the cryocooler. This target-

shield arrangement acts as a Faraday cup for beam current 

measurements. The target mount is thermally isolated using 

a thin wall stainless steel tube. The target temperature can 

be .lowered to ~ 40 K. A gold (doped with 0.07 % Fe) ­

chromel thermocouple is fixed to the copper target mount to 

measure the target temperature. A radiation shield in the 

chamber surrounds the cryocooler to minimize the radiative 

heat load. Another radiation shield, directly cooled by a flow 

of liquid nitrogen, encloses the greater part of the inner 

shield. A schematic diagram of the chamber is shown in fig. 

4-5. The target mount is thermally isolated using a thin 

wall stainless steel tube. 
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A radiation fh~d in the chamber surrounds the cryo­

cooler to minimize t~e;:tadiative heat load. Another radia­
\ 

tion shield, direct.1Y ~oled by a flow of liquid nitrogen, 

.. "" encloses the greater part~f the inner shield. 

5-4-2 Data Handling 

The implant dose is determined by measuring the inte­

grated .charge at the target over the period of the implant. 

To ensure accurate measurement of current, the target mount 

and the copper shield are electrically isolated from the 

cryocooler by a 10 µ Mylar film and from the goniometer by a 

Teflon washer. Secondary electrons are suppressed by applying 

-100 v to suppression rings which are placed at the shield 

where the beam enters. 

The backscattered He particles are detected by a 

silicon surface barrier detector (FWHM ~ 15 kev) which is 

mounted at an angle 150°. The detector solid angle is .0375 

str. 

A PDP 11/0.5 minicomputer is incorporated to perform 

pulse-height analysis and data processing. 

A current digitizer (Ortec model 439) measures the 

beam current at the target or Faraday cup. This digitizer 

can feed an Ortec model 771 timer/scaler which also acts as a 

control unit for data acquisition. 

http:direct.1Y
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5-4-3 Experimental Parameters 

The shape of the backscattering spectrum depends on 

the choice of beam parameters. Since the scattering cross-

section is inversely proportional to the square of the energy, 

better statistics are expected at lower energies. However, the 

cross-section of damage production by the analysing beam has 

similar energy dependence, so a lower energy helium-beam in­

duces more damage. Another factor considered for selecting 

beam energy is the mass. resolution. However, since Ga and As 

have masses that have value near each other, unconvoluted 

peaks will not be obtainable for energies typical to RBS 

analysis due to the limited resolution of the detector. 

The beam energy used throughout all the experiments 

reported here is 2 MeV. 

2A beam current of ~ 10 nA/rnrn was used, so that the 

"deadtime" (difference between the actual counts and the 

number counted by the analyser) was not more than~ 1%. The 

integrated beam currents were typically 2 µC, this value 

represents a compromise between good statistics and beam 

induced damage effects. 



CHAPTER V 

DAMAGE PRODUCTION BY 2 MeV 4He+ IN 
GaAs AT 40 K 

5-1 Introduction 

In chapter IV, the RBS-channeling technique was pre­

sented and it was indicated that helium beam probe could have 

an influence on the measured damage. In general, He-beam 

produces damage. This damage is frozen-in and observable at 

l_ow temperature, while at room temperature, the observed da­

maging effect will be less due to the existence of annealing. 

However, if the beam current is high enough, it can produce 

local heating with the consequence of annealing the original 

damage. This may occur, even in a low temperature experi­

ment. This chapter reports on the investigation of damage 

induced by 2 MeV helium in GaAs and its dependence on previous 

heavy ion damage. 

The problem of introducing damage by helium beam born­

bardment in Si has been investigated by a number of workers. 

Pabst et al. (9 G) have reported. on the damage introduced in un­

4 +implanted Si crystals by non-channeled 275 keV He irradiation 

at 300 K. Also, the damage produced by 100 keV and 200 keV 

4He+ bombardment has been reported( 97 , 99 >. In all these cases 

the damage produced was in excess of the theoretical predic­

51 
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tions. The dependence of disorder production rate on tempe­

rature and alignment has been studied by Thompson et al. (lO) 

4where 1 MeV He+ has been used to bombard unimplanted Si 

crystals in aligned and non-aligned directions at 40 K and 

300 K. The disorder production rate was found to be weakly 

dependent on temperature and alignment. 

The effect of helium beam on implanted Si has also 

been investigated; Haskell et al. (99 ) have reported on the 

4effect of 1.8 MeV He+ bombardment of As-implanted Si. The 

initial displacement rate of As was found to be independent of 

As concentration. They concluded that the displacement can 

not be due to direct impact of the impinging beam particles 

on the impurities but must be attributed to the interaction of 

the impurity atoms and primary defects produced by the beam 

particles. Kool et al. (lOl) have investigated the bulk and 

+surface damage produced by 200 keV He beam bombardment of 

both unimplanted and As-doped Si samples. They concluded that 

the damage production cross-section is at least five times that 

expected from theory. Eisen et al. (lOO) have studied the ef­

4fect of 400 keV He+ on As-implanted Si and suggested that 

the movement of As off lattice sites is caused by the produc­

tion of defects which are able to diffuse over larger dis­

tances towards the surface region. 

The temperature dependence of the displacement of As 

atoms in Si at temperatures in the r:ange 40-720 K due to 1-2 
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MeV He+ bombardment has been reported by Swanson et al. (l0 2 ). 

They found that the initial displacement rate as well as the 

saturation value increased gradually at higher temperatures 

until 423 K after which there was a decrease in displacement 

rate. 

More recently, Wiggers et al. (l0 3 ) have studied the 

displacement of group III,IV,V, & VI elements in Si by 2 MeV 

He+ beam. The crystals were damaged by irradiating in a non­

aligned direction. The bombardment was interrupted at certain 

intervals to analyze the introduced displacement effects by 

channeling along the <110> direction. They found that group 

IV elements are hardly displaced by the.beam particles where­

as the displacement rates for other elements are large. They 

explained the results by assuming a Coulomb attraction between 

charged point defects and impurity atoms. Negatively charged 

vacancies in n-type Si are trapped by group V and VI atoms 

which can be considered as positively charged in the lattice. 

In p-type Si, the positively charged vacancies are trapped by 

the negatively charged acceptor atoms. For group IV elements 

no Coulomb interaction is expected since the impurity atom is 

uncharged. 

From the previous discussion we may conclude; 

a) At least for energies in the range 100 keV to 2 MeV 

4He+ bombardment of Si produces surface and bulk 

damage, rather than annealing, both at room tempera­

ture and low temperature. (For current densities 

~ lµA/cm 2 ) . 
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b) 	 Surface damage exceeds the theoretical prediction. 

c) Temperature and incidence direction (i.e. channeled 


4 + 
or non-channeled) of He beam affect the surface 

rather weakly. 


4
d) 	 Bulk (and surface) damage due to He+ beam is not the 

same for implanted and unimplanted Si. 

5-2 Formulation of the problem and method of solution 

As far as RBS-channeling is concerned, the important 

implication is the damage production due to MeV 4He+ and how 

it depends on the initial state of damage and whether it is 

simply additive or not. 

For this purpose the investigations were carried out 

at 40 K, with 2 MeV 4He+ beam incident in the <100> direction 

of undamaged and initially damaged GaAs crystals. The initial 

damage was introduced by implanting the samples with various 

doses of 40 keV N+, 40 keV Bi+ and 80 keV N;. This makes the 

comparison of the effect of 4He+ beam under different levels 

and distributions of damage possible. For purpose of comparison, 

damage produced was normalized to a saturation damage level 

which corresponds to complete amorphization. 

5-3 Experimental results 

a) Determination of damage saturation levels 

In order to determine the damage saturation levels; 

damage vs. implantation flux was plotted for 40 keV N+ and Bi+ 
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implantations as shown in fig. (5-1). The values indicated 

were taken to represent the saturation levels for the nitrogen 

and bismuth implantations respectively. 

b) The unimplanted samples 

Fig. (5-2) shows an example of RBS spectra obtained 

for unimplanted sample. The technique used to collect the 

spectra is slightly different from that described before. Here, 

4the spectrum obtained due to an analysis (with 2 µC of He+) 

is accumulated over the previous spectrum and so on. This me­

thod was found to give more reproducible results(l0 4). 

In Fig. (5-3), the number of displaced atoms, N
0 

, is 

plotted versus the 4He+ dose. The figure shows the results 

of three <100> aligned 2 MeV 4He+ bombardment on unimplanted 

samples. It also shows the results of two experiments in 

which samples were previously damaged up to about 15% of satu­

ration damage level by 40 keV N+ bombardment and then subjec­

4ted to a series of channeling-RBS analyses using 2 MeV He+ 

ions. The reproducibility displayed is quite good even though 

the statistical errors are about ± 15% .. Assuming linear de­

pendence, the best fitting lines were found by least squares 

method. The average slope is found to be 0.3 for the un­

damaged sample and 2.4 for the nitrogen implanted sample. The 

damage cross-section can be found by assuming that the incident 

beam is.composed of two components; aligned and random. The 

aligned will interact with the scattering centers with 100% 
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probability while the random will interact with all the 

available atoms with probability oD. This leads to; 

(5-1) 

where, Nsc is the number of scattering centers as determined 

from the peak of the backscatter spectrum, N is the atomic 

density and R is the ion range, and ND* is the number of dis­

placed atoms per incident ion . 

. -17 2 . 
Accordingly, o :::::: 1. SxlO cm for the unimplanted (Xmin = 0 

20 in eq. (5-1)) and oD::::: 2x10-17 cm for the nitrogen implanted 
sample. 

c) 40 keV N+ implanted samples 

Fig. (5-4) shows a series of RBS spectra for a sample 

+previously implanted at 40 K with 40 keV N to a dose of 

2 xlo l3 cm-2 By comparison to fig. (5-2), a faster build up 

of the damage peak in the implanted sample and a wider peak 

are observed. The number of displaced atoms is extracted from 

the spectra and plotted versus the 4He+ ion dose in fig. (5-5). 

The figure shows the results for GaAs samples initially im­

planted from about 2% up to about 46% of damage saturation 

level with 40 keV N+. Results for initially unimplanted 

sample are also shown for .comparison. Assuming a linear 

relation, the best fit to the experimental data was determined 

by the lea st squares method. The slope of the lines is 

given in table 5-1. 
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Table (5-1) 

17-2 16 17N (cm ) l.8xlo 16 l.2xlo 3.7xlo7.5xlo0 

Approx. damage 15 46 
level % 

Slope (atoms/ 

2 9 

• 6 2.4• 7 7ion) 

1- . dND/d¢ 2xlo-173.3xlo-17 l.9xlo-179.3xlo-18 
ND 

d) 80 keV N+ 
2 imElanted sample 

A sample implanted up to about 6% of damage saturation 

level was subjected to 2 MeV 4He+ bombardment to compare with 

+a sample initially implanted with 40 keV N up to a similar le­

vel. Fig. (5-6) shows the results. A comparable slope for 

the two cases is observed. 

e) 40 keV Bi+ implanted samples 

Fig. (5-7) shows the results for samples initially im­
. + 

planted with 40 keV Bi to levels up to about 8%, 28%, and 56% 

of damage saturation level. Table (5-2) gives the slope of 

the lines. 

Table (5-2) 

ND (cm-2 ) 2xlo 16 7xlo16 l.6xlo 17 

Approx. damage 
level % 8 28 56 

Slope (atoms/ 
ions) 0.5 1 2 

1 dN0 /d¢ND. 
-172.5xl0 

1 

-17 1. 4xlo-17 
1. 4xl0 I 
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5-4 Discussion 

5-4-1 General 

Directly from the results presented in section (5-3), 

it can be concluded that the channeled 4He+ ions produce da­

mage in both unimplanted and implanted samples with the pro­

duction rate being higher for the implanted ones. This rate 

is dependent on the initial state of damage. The questions 

that may arise are; 

a) Why the damage production rate increases, in general, 

with the initial implant dose. 

b) How the results compare with theory. 

c) How the results compare with the results for Si dis­

cussed in the introduction. 

5-4-2 Physical Interpretations 

From the experimental results presented in the pre­

vious section, o was calculated for the unimplanted sample,
0 

by assuming that the surface peak in the backscatter spectrum 

represents the number of scattering centers, and was found to 

. -17 2
be about l.8x10 cm . The theoretical prediction for o

0 

depends on the way of calculation, varied formulas have been 

used by different workers. 

(101) .
Kool et al. used for their calculations on Si; 

OD = (5-2) 
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where ER is the Rydberg energy = 13.6 eV. 


This equation is based on Kinchin-Pease mode1< 56 ). Palmer< > 


used a formula that can be reduced to eq. (5-1) multiplied by 


a factor of 0.8. It is based on the modified Kinchin-Pease 


model< 59 >, but using the total energy not the elastic energy 


deposited. 


Thompson et al. (lO) used for their calculation an equa­

tion based on the modified Kinchin-Pease model; 

do-•T•v(T)dT (5-3)dT 

where, Tis the recoil energy and v(T) is the fraction of T 

that is deposited into elastic collision.v(T) is approximated 

(105)b y ; 

1v(T) = (5-4)
KLg+l 

where; KL = 0.133745 z21 3/Ml/Z
2 2 

116 3 4 
g = 3.4008 (...'!'._) + 0.40244 (...'!'._) / + (_.'!'._) 

EL EL EL 

EL = 86~931 Z~/3 • 

This approach is more realistic than the previous ones; 

the elastic energy deposition by the recoils as a function of 

their energy is used. Eq. (5-4) is an approximation appli­

cable for the case where M = M
2 

.
1 
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Estimating oD according to eq. (5-3) gives; oD ~ 

23xlo-18 cm which is less by more than a factor of six than 

the experimental value given in section (5-2). 

To interpret this result, the ideas discussed in chap­

ter III concerning the limitations of the cascade theory may 

be recalled. For damage produced by MeV light ions, the con­

tribution from spike mechanisms should be minimum, suggesting 

that the major contribution to damage increase could come from 

the inelastic part of the deposited energy. In section 3-5 

the feasibility of this process in GaAs was discussed from the 

point of view of times involved. It is also interesting to 

note that the reported(lOG,lO?) upper limits of lifetimes of 

electrons and holes are large relative to times discussed in 

section 3-5 (electrons inn-type material, 6xl0- 5 sec., 

-8 -10holes 5xlO sec; electrons in p-type material, 10 sec, 

holes l.5xlo- 4 sec.) The process is also feasible from the 

point of view of energy. The ionization energy required, 

EI' i.e., energy required to create an electron-hole pair can 

be estimated for GaAs to be about 4.3 eV(lOS). 

The role of the inelastic deposited energy has been 

investigated by comparing the damage produced by .5 MeV he­

lium beam to that produced by 2 MeV. For this purpose a sample 

implanted with 40 keV N+ up to about 46% of damaged saturation 

level was subjected to .5 MeV He beam bombardment. The value 

* + .of ND' the number of displaced atoms per incident He ion, 
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was found to be about 30. This number is about 4 times higher 

than the number given in table (5-1) for the case of 2 MeV 

bombardment of a sample initially implanted 40 keV N+ up to 

ab out 47% of damage saturation level. Since the increase in 

(dE) for .5 MeV over that for 2 MeV He in GaAs is about 10%,
dx e 


(dE)
while is increased by a factor of about 3, it may be in­dx n 
f erred that· the inelastic energy does not play a major role in 

damage production, other mechanisms are responsible for the 

increase in damage production as will be discussed later in this 

section. 

The results of section 5-2 show also that the damage 

production rate for the implanted samples (up to levels ~ 50% 

of complete amorphization) is higher than the unimplanted ones. 

Comparable damage production rate was found for low dose bis­

muth and nitrogen implanted samples when comparable number of 

displaced atoms was produced. But at higher doses, higher rates 

were found for nitrogen implanted samples. This is shown in 

fig. (5-8). A possible explanation will be discussed here. 

As the ions penetrate into the crystal two effects 

take place; foreign atoms are introduced and damage is pro­

duced. Both processes create strain field(s) in the crystal. 

Since the damage concentration is much higher than the concen­

tration of foreign atoms (e.g. 1 Bi ion produces ~ 8xl0 4 dis­

placed atoms) , we may neglect the effect of foreign atom 

strain fields for the present purpose. 

A possible consequence of strain field creation is the 

reduction of the energy required to displace atoms from their 
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lattice sites. As a first approximation we may assume that 

the strain field(s) is directly proportional to the increase in 

damage. However, we have also to consider the distribution of 

the strain field(s) which is certainly related to the damage 

distribution. Fig. (5-9) shows the cascades of 40 keV N+ 

and 40 keV Bi+ on GaAs as simulated by Monte Carlo method(l0 9 ) 

using the code developed by Walker(llO}. From this figure we 

may infer that; for nitrogen implanted samples, there will be 

a zone of relatively low defect concentration and hence the 

created strain fields will affect many atoms that are still in 

lattice sites. While for the Bi-implanted sample, there is 

a high defect density. The atoms that will be affected, as 

far as displacing from lattice site-s is concerned, are those 

at the boundaries of the cascade. This can account for the 

difference in the damage production rates in N- and Bi-implan­

ted samples at relatively higher damage levels. 

It is also important to note that Fig. (5-8) shows 
dN

that the damage production rate 0 increases more rapidlydcp , 

at a damage level of about 15% of saturation, suggesting that 

automatic collapse to amorphous state may be occuring around 

that level of damage. 
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CHAPTER VI 


HEAVY ION IMPLANTATION DAMAGE IN GaAs AT 40 K 


6-1 Introduction 

In chapter II, it was stated that damage produced in 

semiconductors by implantation doping plays an important role 

in the final characteristics of the implanted material. This 

is the reason for the interest in studying damage production 

as function of the implanted ion fluence. 

d . (111 ,112) . . h dEar1y stu ies in Si at room temperature s owe 

that the disorder increases monotonically with ion fluence 

until a saturation level is approached. The general behaviour 

appeared to be independent of ion species, but the saturation 

level was lower for heavier ion implants. Plotting log (dis­

order) vs. log (fluence) showed almost unity slope in the pre­

saturation portion. However, subsequent detailed studies(ll3 ,ll4 ) 

revealed that in the presaturation region, the log(ND) vs. 

·log(¢) function had a slope greater than unity for relatively 

light ion implanted Si at room temperature. Also, it was.ob­

served(ll3,ll4) that the damage production is dependent on ion 

flux density. These .observations gave rise to the sugges­

. (115,116)
tion that low mass projectiles produce simple point 

defects that may migrate, at room temperature, and form clus­

ters. When the local density of point defects reaches a suf­
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ficiently high level, catastrophic collapse to an amorphous zone 

results. Swanson et al. (ll 7 ) have considered this transfer­

mation in Ge. They estimated that; Ge crystal containing 

defects of . 02 - • 04 atomic fraction collapses to amorphous 

state; and they suggest similar results should apply to Si. 

Lower values may be expected for GaAs since it has weaker bon­

ding. The critical defect concentration computed by Swanson 

et al. was suggested(llS) to be taken as the lower limit at 

which the crystalline-to-amorphous transition might occur, 

since the derivation assumes that thermodynamic equilibrium 

has been achieved. An estimation which is an order of magni­

tude higher has even been proposed(ll 9 ). However, the com­

prehensive damage-f luence investigations at low temperature by 

120Thompson et al. ( ) suggest that the automatic collapse process 
I\\ 

occurs for defect fractions in the range .02 - .18. This rather 

supports the predictions of Swanson et al. 

On the other hand, the log(ND) vs. log(<j>) plots for 

heavy ions implanted into Si show unity slope in the presa­

turation region. This together with no ion flux density de­

pendence and TEM studies(121 ) suggests that heavy ions create 

direct impact amorphization of small zones. 

122 ) 123Baranova et al. < and Sobolev et al. < > have 

argued that both simple defect formation and direct impact 

amorphisation can occur under all impact conditions, the re­

lative magnitude of each depends on the energy deposition 

density in the cascades and the subcascades produced by each 

projectile. 
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In order to investigate the effect of varying the ener­

gy density associated with a single cascade without varying 

any of the implant parameters, one can use diatomic ions having 

the same energy per atom as the corresponding monatomic ions. 

As the diatomic molecule hits the target surface, it disso­

ciates into two ions, each producing damage cascade. The de­

gree of overlapping of the two cascades determines the enhance­

ment in the energy density. For complete overlap, the energy 

density will be doubled. The energy spike becomes more signi­

ficant as the energy density increases. Such investigations 

have been carried out( 1241125 ) in Si and Ge both at 300 K and 

50 K for various ions in the energy range 10 - 60 keV per atom. 

These investigations have shown that the enhancement in damage 

due to diatomic implants, as expressed by ND* (mol. )/2. N* (atom),0 

increases monotonically with the projectile mass and decreases 

with the increase of projectile energy. These findings will be 

discussed in more detail in section (6-3). 

Similar investigations have been carried out( 65 > in 

GaAs at room temperature for arsenic ions having 20 keV per 

atom. The damage due to diatomic implants was found to be 

two to three t;i..mes larger than that due to monatomic implants. 

This chapter reports on a systematic investigation ?f 

damage-fluence behavior for 40 keV N+, Sb+, As+ and Bi+ ions. 

Comparison with the corresponding diatomic implants at 80 keV 

is also reported. The investigation has been carried out at 

40 K to minimize the annealing effects. 
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6-2 Experimental results 

Figures (6-1) to (6-4) show the variation in the mea­

sured total number of displaced atoms, ND' as a function of 

the implantation dose ¢, for 40 keV monatomic and 80 keV 

diatomic implantations with nitrogen, arsenic, an.timony, and 

bismuth into GaAs. In all the figures ND is plotted vs. ¢ on: 

a) linear-linear and b) log-log graphs. The linear-linear 

graph facilitates the comparison between the molecular and 

atomic implants while the log-log graph shows the overall 

behaviour of ND vs. ¢. 

The main features of these graphs are: 

a) 	 The monatomic and diatomic implants with the same 

species have the same saturation level. This is 

important to note because it ensures ·that the im­

plants are the molecular and atomic ions of the same 

ion species with the same energy per atom. 

b) The saturation levels decrease with increasing ion 

mass as expected from range consideration. 

c) The presaturation portions show linear behaviours 

within the experimental error. 

d) The ratio ND* (mol)/2 ND* (atom) is almost unity for 

all the implants. 

Table (6-1) summarizes the main features of the graphs and 

gives a comparison between the experimental number of dis­
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placed atoms per ion, N* , and the value predicted by Kinchin­
0 

Pease equation, NK-P. It can be seen that the experimental 

values are higher than the theoretical predictions. Moreover, 

the higher the mass of the incident ion, the higher the de­

viation from the theoretical predictions. 

Table (6-1) 

N* (mol.)N N* (atom) 0 **Energy sat.Ion ND/NK-PNK-P2N (atom)0 
x10- 4 

0(xlo-17 cm-2 > 

2.81.08±.l 819
N 40 
 7.3 .23 


80 
 7.3 . 5 
N2 
I ­

1272 
I 

6.2 


I 

• 8 
 1.1 ±.1As 40 
 2.8 

1. 8
80 
 2.8As 2 I 

I 

I 


1.01±.140 
 1319 ! 7.52 
I 

1
Sb 
! 

i 

i
80 
 2.022
Sb2 I 


I 

1.07±.1 1357 
 7.81.07Bi 40 
 1.8 

Bi 80 
 1.8 2.32 


Since the purpose of diatomic implants was to change the ener­

gy density within the cascade, it is important to calculate the 

energy density, e\I ev/atom. This can be calculated as fol­

(109)
l ows i 
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a) for monatomic implants, Sv = O • 2 v ( E) E t /N • V a om case R 
v 

b) for diatomic implants, e = 0.2 v(E)E /N.V. R (2-R)v mo1 case v v 

. . 1 1where E = energy o f monatomic imp ants = 2 Emol'atom 

N = atomic density 

v = is the average cascade volume calculated from case 

the second order moments, i.e. 

1/ 2 2 1/ 2V = ! TI <6x2 > <y >, where <6x2> corres­casc 3 

ponds to the longitudinal deposited energy strag­

2 1/2 . .
gling, and < y > is the corresponding trans­

verse straggling and <x> is the mean depth of 

energy deposition, 

and R defines the fraction o~ the statistical cascade vo­v 

lume fitted on average by an individual cascade as de­

termined from Monte Carlo calculations. For 50 cascades 

the statistical uncertainty in R is rv 10 - 20%. 
v 

Table (6-2) gives the above parameters as calculated for 

(127) +G A s • For dilute cascades, e.g. for 40 keV N , the calcu­a 

lated S 
\) 

in table (5-2) is overestimated. For denser cascades, 


it becomes more reliable. 


6-3 Discussion 


To des·cribe the damage-fluence function analytically <127 ) , 

it is assumed that each projectile displaces N* (x)dx lattice
0 

atoms in a depth interval dx. The increase in the total number 

of displaced atoms, dN (x)dx, due to incremental increase in d¢
0 

in the fluence of the projectile will be; 
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Table (6-2) 

Ion Energy 
(keV) 

v • E 
(keV) 

<x> 
0 

(A) 

<t.x2>1/2 
0 

(A) 

<y2>1/2 
0 

(A) 

v case 
(Ao 3) 

R v 
e 

\) 

(ev/ 
atom) 

N 40 17.94 535. 2 352 303.7 l.36xl0 8 
0.00128 0.47 

N2 80 35.90 0.00256 0.47 

As 40 27.87 140.4 85.8 58.8 l.24xl0 6 0.202 0.5 

As 2 80 55.70 0.363 0.56 

Sb 40 28.91 109.4 66.2 43.9 5.34xl0 5 0.397 0.62 

Sb 2 80 57.8 0.636 0.77 

Bi 40 29.73 89.51 53.3 34.5 2.66Xl0 5 0.546 0.93 

Bi 2 80 59.50 0.794 1. 28 
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* 	 N0 (x)
dN (x)dx = N (x)dx[l - N ]d¢ 	 (6-1)0	 0 sat. 

N t represents the number of displaced atoms at saturation sa . 

and hence [1-ND(x)/N t ] represents the number of atoms avai­sa . 

lable for displacement. 

Solution of eq. (6-1), for small values of ¢, gives; 

(6-2) 

Eq. (6-2) predicts that the presaturation portion of 

log(N )-log(¢) curve is linear and has unity slope. This is
0 

consistent with the results of section (6-1) that shows unity 

slope behavior for heavier ions (As+, Sb+ and Bi+) and low of 

implant doses (~ 10% of saturation) for N+. If there were 

disorder zone overlap the log ND/log ¢ plot would exhibit super­

1 . 	 "t (127,128) .inear1 y . 

From table (6-1), it can be seen that the measured 

N* exceeds the theoretical predictions as reported previously
0 

for Si(l20). The enhancementof the damage may be attributed 

to the formation of small damage clusters with amorphous struc­

ture. The local transformation to amorphousness may be due to 

an energy spike. The spike may initiate the process by at 

. (110)1east 	two mechanisms ; 

a) 	 Local heating of the lattice that is associated with 

the energy spike can destroy the long-range order 

within the heated region. 
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b) 	 Accompanying the thermal activation of the lattice atoms due 

to the energy spike is an increased lattice instability. 

The unstable lattice may then collapse athermally into 

amorphous structure. 

. (llO) h d d . . d fAssuming that t e measure amage is comprise o 

two 	components; Nkp' due to the collision cascade and N due to s 

the 	energy spike, ND* becomes; 

ND * = Nkp + NS. (6-3) 

This concept has led to the derivation of semi-empirical formu­

*las for ND; 

3/4 v•E
251M1 [1-exp(- 3 0(keV))]+0.032 v·E in Si (6-4) 

and 

* 	 · 3 1/2 . v•E .
ND= 9.lXlQ Ml [1-exp(- 270(keV))]+0.032 v·E J.n Ge ( 6-5) 

Eq. (6-5) seems to be applicable for GaAs as shown in fig. (6-5). 

However, two points should be noted; 

a) The assumption that ND* is comprised of two independent 

components; Nkp and Ns' is not physically justified since 

Ns is dependent on Nkp" 

b) The athermal collapse of the lattice occurs when the de­

feet density reaches its critical value and this does not 

have to come after the thermal spike. It can be reached 

by overlapping of cascades< 129). 

In section (6-2), it was reported that; the damage en­

* *hancement factor, ND(mol)/2ND(atom), is unity within the ex­

perimental errors. In other words, there is no observable en­
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hancement in damage production due to diatomic ~mplantations. 

This does not contradict the results reported by Moore et 

al. (l 2 S) for atomic and molecular implants into GaAs because 

it was carried out at different experimental conditions; 

a) room temperature implantation 

b) lower energy, i.e., 20 keV/atom not 40 keV/atom. 

At room temperature, it is expected that the damage enhance­

ment will be greater than at 40 K because in the former case 

two competing processes exist, namely, energy spike and annea­

ling effects. The enhancement at room temperature has been 

The enhancement factor, N (mol)/2N (atomic), is func­

observed also in Si and Ge. The factor N* (300K)/N* (35K)
0 0 

is 

reported to increase towards unity as e 
\) 

increases. 

* * a
0 0 

tion of the implant ion energy. As the ion energy increases, 

the energy-spike becomes of decreasing significance and hence 

the enhancement factor approaches unity. This energy depen­

dence has been reported for Si(llO), fig. (6-6) shows 

[N* (mol)/2N* (atomic)] as function of ion energy for arsenic
0 0 

implants. This figure shows that at energies of about 40 keV 

per atom and higher, the enhancement factor approaches unity 

within the experimental error. 

The third parameter that affects the enhancement factor 

is the ion mass. For ligbt ion masses, discrete and isolated 

subcascades develop within the cascade envelope. Hence the 

probability of overlap of the branches of cascades of indivi­

dual atoms of th.e molecular ions is lower for light ions, i.e. 
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the local energy density associated with these cascades will 

not be increased significantly. 



CHAPTER VII 


SUMMARY 


The conclusions that have been drawn from the 

work discussed in the previous chapters may be summarized 

as follows: 

1. 	 Damage production exceeds, in general, the theoretical 

prediction by factors of 3-8. 

2. 	 The rate of damage production by 2 MeV He ions is 

dependent on the state of initial state of damage and 

increases, in general, with the increase of the initial 

damage. 

3. 	 The inelastic depos~ted energy has no major contribution 

in damage production. 

4. 	 Heavier ions (40 keV As+, Sb+ and Bi+), may produce 

amorphous zones directly within the individual collision 

cascades. 

90 
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5. 	 No enhancement in damage production due to 

molecular implants was noticed in consitence 

with the results for Si at the same energy used. 
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