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ABSTRACT 

In power systems, dynamic stability analysis is an important 

field of interest for both design and operation studies. This stability 

analysis requires the formulation of the linearized power system equations 

in the state-space form. 

In this thesis, the state-space matrices of multi-machine systems 

are constructed by implementing two matrix formulation techniques, the 

"PQR" and the direct elimination "ELIM" methods. Two computer 

programs have been devised to apply these formulation techniques. The 

programs are capable of handling systems up to a maximum order of 70, with 

available central memory of about 49,000 words (decimal). Another 

feature of these programs is their capability of accommodating generating 

units with different degrees of complexity, by allowing a variety of 

models for the sub-system components. Both programs have been applied to 

two test examples to illustrate their validity. 

The two formulation technique programs were compared from the 

point of view of computational time, storage requirements and eigenvalue 

sensitivity evaluation. 
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EIGENVALUES AND 
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MISCELLANEOUS 

t 

-1 

0 

s 

Units: 

Direct and quadrature axis components of an infinite 
bus referred to the network reference 

EIGENVALUE SENSITIVITIES 

System eigenvalue 

Estimated eigenvalues 

First-order eigenvalue sensitivity 
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CHAPTER 1 

INTRODUCTION 

1.1 Power System Stability 

One of the important considerations in the design and operation 

of a power system is the-stability of the system. The stability problem 

is concerned with the behaviour of synchronous machines after they have 

been perturbed. If the perturbation does not involve any net change 

in power, the machines should return to their original state. If an un­

balance between the supply and demand is created as a result of a change 

in load, in generation or in network conditions, a new operating con­

dition should be achieved through different controllers of the system. 

In any case, all interconnected synchronous machines should remain in 

synchronism if the system is stable; (i.e., they should all remain oper­

ating in parallel and at the same speed). 

Perturbations may be observed in different forms; one is a major 

disturbance such as the loss of a generator, a fault or the loss of a 

line, or a combination of these disturbances. A second form is a small 

disturbance such as a random or small load change occurring under normal 

operating conditions. Stability depends strongly upon the magnitude and 

location of the disturbance, and to a lesser extent on the initial operating 

condition of the system. 

1 
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There are two main categories of power system stability. These 

are transient and dynamic stability. Transient stability is concerned 

with the behaviour of the system following a "major" or large disturbance 

which can arise as a result of an abnormal condition. Immediate loss of 

synchronism is generally of major concern affecting stability. The 

differential equations describing the dynamic performance of the system 

are nonlinear due mainly to the sinusoidal nature of the torque-load 

angle relationships. Saturation in the exciter, prime mover response 

and magnetic saturation are also significant factors in the nonlinearities 

[19]. The system behaviour after a "major" disturbance is a function of 

the nature of the fault and the system properties. 

Dynamic stability is concerned with the behaviour of the system 

following a "small" disturbance around a steady-state operating condition. 

For a sufficiently small disturbance, linearized differential equations 

may be used to describe the system dynamics. These equations are derived 

by perturbing the nonlinear equations of the system around the equilibrium 

operating point. This admits the use of modern control theory concepts. 

The dominant theme of this thesis is dynamic stability analysis. 

1. 2 Dynamic Stability Evaluation 

A power system is a nonlinear system. However, for the purpose 

of investigating the "small signal 11 behaviour, the system equations may 

be linearized and analyzed by any of several methods applicable for 

linear systems. Methods used in conventional linear control theory, 

such as a Routh or Nyquist criteria for evaluating dynamic stability of 
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power systems are restricted to the analysis of small systems such 

as a single machine infinite bus system. They are also of limited 

value in the analysis of systems having a wide range in frequency of 

oscillations [19]. However, the techniques of modern control theory 

have now removed this difficulty, subject to the requirement that the 

system can be described by a set of differential equations in the state 

space form. 

The differential and algebraic equations describing the per­

formance of a power system are basically nonlinear. System performance 

can be described by a set of first-order differential equations and 

associated algebraic relationship [7], [11], as shown in (1.1). 

x f (x) + g (u) 

(1.1) 

y h (x) + k (u) 

where, the x, u and y are vectors of state, input and algebraic var­

iables of order n, m and r, respectively; the f, g, h and k are vector 

functions [24], i.e., 

f (x) 

When dealing with small disturbance stability of a system, 

equation (1.1) can be expressed in terms of deviations from the equi­
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librium point. If the disturbance is small enough, second-order and 

higher-order terms are negligible in a Taylor series expansion. There­

fore, the equations will be described by the following linear form: 

. 
6x [A] 6x + [B] 6u 

6y [c] 6x + [D] 6u 

(1.2) 

which is the standard state-space equation representation. [A], [B], 

[c] and [D] are real constant matrices with appropriate dimensions. 

The entries of these matrices depend on the system parameter values 

and also on the steady-state operating conditions. 

The matrix [A] is called the coefficient or the state matrix 

and its elements a .. are given by equation (1.3) which is evaluated
lJ 

at the equilibrium condition prior to the disturbance. 

af af
1 1 

ax~l n 
~,A (1.3)ax 

x af af-o n n 
~-

ax1 dX 
n 

The stability of the system is determined by computing the 

eigenvalues of the state matrix. The eigenvalues correspond to the 

natural modes of the system response and may be either complex or 

real [19]. A real eigenvalue is associated with a non-oscillatory 

mode. Complex eigenvalues always occur as conjugate pairs and each 



5 

pair is associated with an oscillatory mode. The imaginary part of 

each pair represents the natural angular frequency of oscillation and 

the real part represents the amount of damping associated with the mode. 

A negative real part of a complex pair is an indication of a damped 

oscillatory mode, whereas a positive real part indicates instability 

through oscillations of increasing amplitude. 

1.3 Formulation Approaches 

For dynamic stability studies, the differential and algebraic 

equation sets of the system are manipulated into the state-space form 

(1.2). Then the state matrix [A] may be examined for stability using 

eigenvalue analysis. Different methods have been proposed for forming 

the [A] matrix. 

Laughton [4] proposed a method of forming the [AJ matrix for a 

multimachine power system by using a'~irect elimination''technique to 

extract [A] from the complete differential and algebraic equations of 

the whole system, this name will be used for this general method. 

Undrill [7] extended Laughton's method with more accurate gener­

ator, governor and exciter representation. His approach depends on 

building up the matrix [A] of the multi-machine power system from sub­

ma trices representing system segments and thus large blocks of null 

elements can be avoided. 

Anderson [11], [14] extended the approach of Enns et al [2] 

and represented the differential and algebraic equations of the system 

in a linearized form, as shown in (1.4) and termed by him the "PQR" method. 
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. 
8.x 

[P] [Q] /',x + [R] 8.u (1.4) 

8.y 

where, 8.x, 8.y and /',u are the state, algebraic and input vectors of 

perturbations from the steady-state equilibrium point and are of the 

same dimensions as those of equation (1.2). [P], [Q] and [R]-are real 

constant matrices of compatible dimensions with 8.x, 8.y and /',u vectors. 

The state-space form could be obtained from equation (1.4) using a matrix 

inv~rsion routine, it. will be discussed in Chapter 3. 

Alden and Zein El-Din [28] combined the simplicity of the PQR 

technique with the efficiency of the submatrix build-up technique while 

retaining the identity between submatrices and system components. 

1.4 Arrangement of the Material 

In Chapter 2, a representation of the nonlinear equations and the 

linearized state-space equations of one model for each subsystem will 

be introduced as an example. 

In Chapter 3, the details of a computer program are pre­

sented. It is used in building up the coefficient matrices A, B and C 

for multimachine dynamic stability studies taking into account several 

models for each subsystem. This program is based on the basic idea of 

using the combined PQR and submatrix build up technique. 

A second computer program is presented in Chapter 4 to 

form the matrix [A], based on the "direct elimination" technique. 
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In Chapter 5, both of these computer programs have been 

applied to two test examples to illustrate their validity. Detailed 

comparison between these two programs and extensive analysis of both 

algorithms have been done from the point of view of computational time, 

storage requirements and eigenvalue sensitivity evaluation. In Chapter 

6, the main conclusions of the thesis are summarized. 



CHAPTER 2 

SUBSYSTEM MODELLING 

2.1 Introduction 

The power system, shown in Figure 2.1, consists of two 

major subsystems. The first one is the electric network which 

can be divided into two sections: the transmission or bulk power 

system, and the distribution system. The second major subsystem 

comprises mutually uncoupled generating units. The input to this 

subsystem is the vector of stator voltages, and the output is the 

vector of stator currents. Each generating unit consists of four 

elements, as shown in Figure 2.1: generator, mechanical shaft, 

turbine-governor and exciter-stabilizer. By appropriate choice of 

generating unit subsystems, a wide variety of model types and com­

plexities may be considered. Table 2.1 shows the different sub­

system models used in this thesis. In this chapter, one model for 

each element will be discussed and the other models are presented in 

Appendix A. . 

8 
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Table 2.1 Subsystem Models 

Element Type Classification Order 

G 
0 

classical model 0 

Gl one rotor circuit (no damper windings) 1 
Generator 

G2 three rotor circuits (two damper windings) 3 

G3 three rotor circuits (two damper windings 
+ stator transient included) 

5 

System Shaft 
s1 

s2 

s3 

lumped mass 

two mass model 

five mass model 

2 

4 

10 

Turbine-
Governor 

T 
0 

Tl 

T2 

no turbine (constant mechanical power) 

steam turbine 

hydraulic turbine 

0 

2 

3 

E 
0 

no exciter (constant field voltage) 0 

System El simple exciter 1 

Exciter E2 static exciter 2 

E3 static exciter with speed-stabilizer 4 
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2.2 Synchronous Machine Model 

Nonlinear Model Including Stator Transients 

This model is used in the case studies where the effects of the 

d.c. offset in the stator circuits are important, hence, the stator 

transients must be retained [19]. The equation set no. (2.1) are based 

on Park's transformations describing the nonlinear performance of a 

synchronous machine in a reference frame rotating with the rotor. The 

equivalent circuit representing this model is shown in Figure (2.2a). 

Stator Equations: 

. w 
1/ld w 

0 
(Vd +-iµ + r 

s id)
WO q 

(2. la) 

. w 
w (V i )ipq l}Jd + r 

0 q w s q
0 

Rotor Equations: 

. 
l}Jfd = WO (Vfd - rfd ifd) 

. 
. 1/Jkd = - w 

0 (2.lb) 
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The stator and rotor current components used in equation (2.1) 

are presented in equation set no. (2.2) in terms of the flux linkages. 

l/lmd -	 l/ld l/lmq - l/lq
iid qLs£ 	 Ls£ 

l/lfd -	 l/lmd l/lkd - l/lmd 
(2.2)ifd 	 ikdLfQ, 	 1

kd 

1/1 -	 1/1kq 	 mg 
ikq 

Lkq 

The air-gap flux linkages are given by: 

1/1 1/1 1/1
(~+_Ji+ _Ei_)

l/lmd 	 kl 
Ls Q, LfQ, Lkd£ 

(2.3) 

1/1 	 1/1
(-q + 	_:_kg_)

l/lmq 	 k2 L L
s£ kqQ, 

where: l/ld 	 xmd if xd id + xmd ikd 


-x i + x
l/lq q q mq ikq 


l/lfd = xf ifd xmd id + xmd ikd (2.4) 


l/lkd = 	xmd if - xmd id+ ikd~ 

l/lkq 	 -x mq 
i 

q + ~q ikq 
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1 1 1 1 1--+--+--+-­
L L L Lkl s£ md f£ kd£ 

1 1 1-- + -- + -­
L L L

s£ mq kq£ 

The state variables in equations (2.1 - 2.4) are the flux 

linkages. The flux linkage state-space model is convenient for studying 

the effect of magnetic saturation causing nonlinearity,as all the terms 

of the model equations are linear except for the magnetizing flux link­

ages ~md and ~mq" These flux linkages are affected by saturation of 

the mutual inductances Lmd and Lmq and only these terms need to be 

corrected for saturation. This can be done by computing a saturation 

function to adjust (2.3) at all times to reflect the state of the mutual 

inductances [31]. Practically, the q-axis inductance 1 seldom satur­
mq 

ates, so it is usually necessary to adjust only Lmd for saturation using 

the saturation curve shown in Figure (2.3). 

Figure 2.3 Saturation Curve for ~md 
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The procedure for including the magnetic circuit saturation 

for salient pole machines is as follows: 

(a) 	 From the saturation curve, the threshold flux linkage (before 

saturation), ~mdT' which corresponds to a magnetizing current 

iMI' is determined. 

(b) 	 For a given ~md' the unsaturated magnetizing current iMo' corres­

ponding to L d is determined. 
m o 

(c) 	 For a flux linkage greater than ~mdT' the current increment iMl> 

is calculated. 

= A 	 exp [B
s s 

where, A and B are constants to be determined from the generator
s s 


saturation curve. 


(d) 	 The saturated current iMs can be evaluated as follows: 

(e) 	 The saturated value of the magnetizing inductance Lmd will be: 

L 	 = K L
md s mdo 


where: 


K (saturation function)
s 

Other forms of nonlinearities beside the magnetic saturation 

are the product nonlinearities and trigonometric functions 

[31]. 
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Product Nonlinearities 

Considering the state variables X. and X. having the initial 
l J 

values xio and xjo' and xi6, xj6 are the small changes of these var­

iables. 

The new value of their product will be: 

(X. + x.A) (X. + x.A)
10 1LI J 0 J LI 

It is seen from this equation that the last term, xi xj 6 , causes non­6 

linearity. Since this term is very small, so it could be neglected. 

Thus, for a first-orderapproximation, the change in the product (X.X.) 
1 J 

is given by: 

(X1.0 + XJ.A) (X. + x.A) - x. x. X. 
LI JO JLI 10 JO 10 

where, X. and X. are known quantities and treated as coefficients, 
10 JO 

while Xi!;. and Xjl;. are "increment" variables. 

The Trigonometric Nonlinearities 

This type of nonlinearity is treated in a form where the 

expansion of the function is used, as follows: 

cos (o + 0 ) cos o cos 0 - sin o sin o 
0 6 0 6 0 6 

with cos of;. ~ 1 and sin 0 ~ 0 • Therefore,
6 6 
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The increment change in cos 	o is then (-sin o )o , the incre­
o !::. 

mental variable is of::. and its coefficient is (-sin 0 ). Similarly,
0 

for the incremental change 	in the term (sin o) is given by: 

sin o cos of::. + cos o sin of::. 
0 	 0 

or, sin 	 sin o 
0 

Linearized Equations 

The different techniques adopted for developing the linearized 

state-space equations in all approaches are basically similar. The 

nonlinear differential and algebraic equations of each subsystem model 

are linearized around an operating condition, then the overall system 

equations are formulated. The steady-state equilibrium condition of 

the overall system is usually obtained using a load flow program [35]. 

The linearized equations of the differential equations (2.1) and the 

algebraic equations (2.4) are: 

Stator Equations 

(2. 5) 

w !::.V + w !::.r !::.i - ~ • !::.w - w · !::.~ 
0 q 0 s q do o d 

Rotor Equations 

. 
!::.~fd (JJ 

0 
• !::.Vfd - worfd 	

. 
!::.ifd 

. 
= 	 (2.6)6~kd -workd !::.ikd 

. .-w 
0 

r 
kq!::.~kq 	 !::.ikq 
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Algebraic Equations 

= 

6~ 	 -X 6i + X 6ik q 	 q q mq q 

(2.7) 

The linearized state-space form is represented in Figure (2.2b). 

2.3 	 Mechanical System Model 

Nonlinear Model Including the Effects of Torsional 

Vibrations of the Mechanical System 

The effects of turbine-generator torsional vibration effects 

are considered in power system analyses and design. One of the possibil­

ities to have torsional oscillations is when a feed back of rotor speed 

to the excitation system is used for damping power angle oscillations. 

Another possibility causing the occurrence of such a problem is when 

series capacitors are used to compensate long-distance high-voltage 

transmission lines; this could introduce potential modes of dynamic 

instability and may include interactions with turbo-alternator shaft 

oscillations. Analytical methods used to predict torsional instability 

require the modelling of the mechanical system dynamics. The following 
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equation set no. (2.8) describes the dynamic performance of the turbo-

alternator mechanical system which considers the shaft system as a 

five-mass system [18], [19],as shown in Figure (2.4a). 

Generator: 

T 
e 

LPB: 

82 w2 - w 
0 

w2 
823 
M2 

0
3 

-
(S23 + 812) 

M2 
02 

8
12+-­

M2 01 -
D2 
-w
M2 2 

+ 1 
M2 

p
LP 

(2. 8) 

63 + SM233 62 - D3 w + _1_ p
M 3 M LP

3 3 

IP: 

w 
0 

64 + SM344 63 - D 4 w + _!_ p
M 4 M IP4 4 
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H.P.: 

wcSS ws 0 
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= 0 - - 0 +­ws M 4 MS 5 M ws MS PHP 
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where, 

T 
e 

The linearized state-space equations of this model are shown in Figure 

(2.4b). 

The above model is used for thermal generating units where the 

generator rotor and each turbine stage is represented by one equivalent 

rotating mass [18]. Such representation is sufficiently accurate for 

the prediction of the lower shaft natural frequencies (below 60 hertz) 

at which torsional sub-synchronous resonance occurs. For hydraulic 

turbines (shown in Appendix A), a two-mass equivalent system is con­

sidered adequate, one mass corresponding to the rotor inertia and the 

other representing the turbine inertia. 

A single-mass equivalent may be employed in applications 

involving many stability predictions in which the stability of a 

specific shaft mode is required to be analyzed. This model is shown 

in Appendix A•. 
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2.4 	 Turbine/Governor Model 

Nonlinear Model for Hydraulic Systems 

In this section, a simplified model for a hydro turbine-

governor subsystem is described [18]. Another model which is shown 

in Appendix A represents a simplified model for steam units [18]. The 

turbine-governor model for the steam unit is recommended also for 

nuclear units. 

The dynamic model for a hydro turbine-governor subsystem is 

shown in Figure (2.Sa). The turbine representation in Figure (2.Sa) 

is an equivalent for the block diagram description in Figure (2.Sb). 

The governor model includes two different transfer functions represent­

ing the speed relay and servo motor. The nonlinear differential and 

algebraic equations representing this model are as follows: 

Differential Equations 

k 
-1 g + _g w 

1'1 	 '1 

(2.9) 

Algebraic Equation: 

p 	 g - 2 (P - g ) (2.10)m 	 3 ref 2 
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2.5 Excitation System Model 

Static Exciter with Speed Stabilizer Model 

In this section, the static exciter with speed stabilizer model 

is presented. Another model which is a simple exciter is presented in 

Appendix A. The static exciter has a very powerful capability which 

can be used very effectively to control power system swings [16]. It 

has also the advantage that there is no exciter saturation as in rotating 

exciters. This saturation is a result of the nonlinear relation between 

the exciter field voltage and the exciter field current in rotating ex­

citers. To correct for nonlinearity in rotating exciters, a similar 

approach to that used in overcoming the magnetic saturation nonlinearities 

in a generator is used. A device for producing a signal proportional to 

small changes in generator speed has been developed by Ontario Fydro. 

It has been found that a stabilizing signal based on direct measurement 

of shaft speed has the advantage of being virtually independent of 

system configuration and operating procedures [15]. This will provide 

satisfactory damping of the generator oscillations. 

In Figure (2.6a), a block diagram description for the static 

exciter-speed stabilizer, using a signal derived from machine rotor 

speed, is shown. This model is used by Ontario Hydro [15]. In this 

model, the exciter is represented by a single time constant transfer 

function, the inputs are the stabilizing signal (v ) and the difference 
s 

(v - v ) between the reference voltage (v ) and the signal corres­r v r 
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ponding to the machine terminal voltage (v ). The washout circuit v 

eliminates any steady-state offset of the speed signal into the exciter 

input. The compensator is used for cancellation of phase lag contributed 

by the machine and exciter. The differential equations describing the 

performance of this model are shown in (2.11). 

1 1 v -v -v 
v T t T v v v 

KK T K K T 
e 

= ~ (~ + 1) w - v _l_v + ~ (~ + 1) v +vfd w T T T v T fd T T x 
0 e x e e e x 

K K 
e v +~ v 

T y T r 
e e 

(2.11) 

-K 
__g__ 1 v w - v 

x w T T x 
0 q q 

-T K T. a q a 1 v w - v v y 2 2 x T y
W T T x 

0 x x 

where, 

T a v v vby a T x 

The linearized state-space equations are presented in Figure (2.6b) 



CHAPTER 3 

"PQR" FORMULATION 

3.1 Matrix Formulation 

In dynamic stability (small signal) studies of power systems, 

it is useful to manipulate the linearized differential and algebraic 

equation sets describing the performance of the system into the state­

space linear form, equation (3.1). 

~~ [A] ~x + [B] ~u 

(3.1) 

~Y [c] ~x + [D] ~u 

where ~x, ~u, and ~y are vectors of state, input, and algebraic var­

iables of order n, m, and r, respectively. These vectors are con­

sidered the vectors of perturbation from steady-state equilibrium 

point. The matrices, A, B, and C are real constant matrices with 

appropriate dimensions. The entries of these matrices are functions 

of all the system parameters. The state-space form, equation (3.1), 

is convenient for the applications of modern control theory. 

For a small problem such as a single machine-infinite bus, the 

number of the differential and algebraic equations describing the system 

performance is relatively small. The reduction of these equations into 

state-space form is simple. However, for interconnected systems, it is 

28 
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difficult and a systematic reduction technique should be used. 

Enns et al, [2], suggested a systematic formulation technique 

which has been extended by Anderson [11] and [14], where the method was 

termed by him the PQR method. The linearized differential and algebraic 

equations of the system are formulated in the following form: 

[Q] /':,x + [R] /':;u (3.2)[P] 

/':,y 

The matrices P, Q, and Rare real constant matrices of compat­

ible dimensions with the vectors /':;x, /':;u, and /':;y. These matrices are 

functions of the system structure and the steady-state operating con­

ditions. These matrices are formed within the digital computer. 

Equation (3.2) is then premultiplied by the inverse of the matrix [P] 

to give: 

[P]-l [Q] t:,x + [P]-l [R] /':,u (3.3) 

t:,y 

If the matrices [P-l Q] and [P-l R] in equation (3.3) are con­

formably partitioned [28],then the system equations are obtained in 

the state-space form (3.1). For a large system, the inversion time is 

relatively long and has to be performed every time a parameter setting 

is changed. 

Undrill [7],recommended a procedure for computing a multi­

machine model which represented each generator with order 5 and 

required a matrix inversion of order lln, where n is the number 
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of machines. On the other hand, the formulation recommended by 

Anderson [14] required the inversion of n matrices of order 15 to 

produce the same model. He used a modular approach which replaces 

the inversion of one large matrix by the inversion of a number of a 

lower order. 

The approach suggested by Alden and Zein El-Din [28], avoided 

the inversion of a large matrix by ordering the state, algebraic and 

output variables of each individual machine in such a way as to set 

up the [P] matrix in a quasi-block diagonal form. The procedure developed 

requires the inversion of n machine reactance matrices of order 5 and the 

second one is the real network admittance matrix, of order 2n. If the 

network impedance matrix is developed instead of the admittance matrix, 

no inversion is needed for the last matrix. 

In the last approach [28] equation (3.2) is rewritten after 

partitioning the matrices P, Q and R, as follows: 

I 

I I PA 


I 

+-­

0 	 I PB 
I 
I 

. 
~x QA RA 

~x + ~u 	 (3.4) 

QB RB~y 

The state-space form (3.1) can be obtained by matrix mani­

pulation described in section ~3.5) using inversion by parts to invert 

the matrix [PB]. 

A computer program which is a part of the interactive McMaster 

University Multi-Machine Analysis System (MUMMAS) package has been 

produced for building up the coefficient matrices A, B and C for multi-

machine dynamic stability studies taking into account several models 

for each subsystem. This program is based on the basic idea of using 
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the combined PQR and sub-matrix build-up technique [28]. 

3.2 	 Network Formulation 

The network can be described by the nodal admittance matrix 

equation [l]: 

iDl 

iQl 

iD2 

iQ2 

iDn 

iQn 

= 


r I 
gll -bll gl2 -bl2 I g1n 

-b
lnI 

bll gll bl2 g12 I · · · · 1 b m gm 

- -	 -i--t-­T 	 -bgl2 -bl2 g22 -b22 · • • · I g2n 2n
I I 

b21 	 g21 I b22 g22 I · · · · I b2n g2n 
- -- -. -, .--:-: :t -:-­

I 	 I . . ... 	I .--t--­+­
gnl -b gn2 -b 2 I .... I g -b

nl 	 n nn nnI 
I I 	bbnl 	 gnl I bn2 gn2 I .... I nn gnn

I 

Equation (3.5) is the result of expanding a set of n 

taneous complex equations into a set of 2n real equations. 

This equation can be written symbolically as: 

VDl 

VQl 

VD2 

VQ2 

(3. 5) 

vDn 

VQn 

simul­

(3.6) 

Each load is represented in this approach as a linear static 

load. Hence, they are combined in the bus admittance matrix as a 

constant admittance. This is achieved [35] by eliminating all non-

generator buses which are connected only to a linear static load. 
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The components of the terminal voltage of a synchronous machine 

with respect to its direct and quadrature (d, q) reference axes (which 

rotate in synchronism with the machine rotor) are related to the com­

ponents in the D, Q reference frame of the network (which rotates at 

the angular frequency of the steady-state network current), as shown 

in Figure (3.1). 

Q 

------­
-­ ­-­--

D 

Figure 3.1 Angular Relationships Between Network and Synchronous 
Machine Reference Axes 

This relationship can be expressed by the following equation: 

cos 0. sin 0.vdi VDil l 

(3. 7) 
-sin 0. cos 0.vqi VQil l 

or, v_m [T] ~N 



33 

Considering n generating units are connected to the network, equation 

(3.7) will be as follows: 

vv (3. 8)
_N_m 

0 0 T 
nn 

For small disturbances in the system, equation (3.8) can be linearized 

around the operating condition. This yields: 

f':.y
m [T]o f':.vN + 

vql 

-vdl 

0 

0 

0 

0 

vq2 

-vd2 

0 

0 

Ml 

M2 

(3. 9) 

0 

0 

0 

0 

v 
qn 

--V
dn 

M 
n 

Similarly, the machine and network current vectors are related by: 

(3.10)~N 
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where [T]t is the transpose of the transformation matrix [T]. From 

equations (3.6) and (3.10), it can be proved that: 

(3.11) 

For small perturbations, equation (3.11) can be linearized as follows: 

iQl' 0 0 Ml 

-iDl 0 0 M2 

0 iQ2 0 

0 -iD2 0 

[Tf ,i',.i 
0 _m [YNNJ t,.~N + (3.12) 

0 

0 -i M
Dn n 

3.3 Inclusion of an Infinite Bus 

An infinite bus is considered to be rated at constant frequency 

and voltage (both in magnitude and angle). A very large capacity bus com­

pared to the rating of the machine and connected in the power system is 

considered as an infinite bus. In the case of existence of an infinite 

bus, equation (3.6) is re-formulated as follows: 

I 
YII I 

y v
_I 

- --1 ­
~I IN 

(3 .13) 
I vYNI YNN _N~N 
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where, vI and iI are voltage and current vectors of the infinite 

bus. If small perturbation occurs in the system, equation (3.13) can 

be linearized. This yields: 

(3.14) 

Since the infinite bus voltage 	is constant, hence: 

0 (3.15) 

As a result, the linearized equation (3.13) will be: 

6~I YNI 

6~N (3.16) 

6~N YNN 

Using the same procedure adopted in the last section (3.3) to 

refer the individual machine currents to the general reference frame, 

equation (3.16) can be replaced by the following form: 
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0 0 0 Ml 

0 0 0 M2 

0 0iQl 

-iDl 0 0 

0 0iQ2 

0 0-iD2/'iV (3.17)+~ 0 ]rJ ~~0 [T)t 	/'i~m _N 
0 

0 

0 

0 0 iQn 

0 0 -i M
Dn 	 n 

If there is no infinite bus included in the system, it is 

assumed [7] that the network frequency is always identical to that of one 

arbitrarily chosen machine so that the axes (D, Q) rotate in synchron­

ism with the axes (d, q) of that machine. This implies that the rotor 

angle deviation, f'io, of the chosen machine is always zero. 

As a result, one angle, and hence one state, is eliminated, and 

equation (3.12) replaces equation (3.17). 

3.4 	 Ordering of the System Vectors 

There are two approaches for grouping the state variables: 

(a) 	 Type Grouping 

In which all the state variables associated with the same 

process in each machine are grouped together, e.g., the 
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grouping of rotor angles of all machines, rotor speeds of 

all machines, etc. 

(b) 	 Generator Grouping 

In which all the. state variables associated with a partic­

ular generating unit are grouped together. 

The first approach has been adopted in [4], [7] and [22]; whereas 

the second approach has been used in [14], [25] and [28]. The second 

approach is simpler than the first, especially for the general case 

with different degrees of subsystem modelling, and also for system up­

dating. The generator approach has been used in the work presented in 

this thesis. 

The 	state variable vector, ~X., for each individual machine, is 
-1. 

constructed from the perturbed values of the rotor angle, rotor speed, 

internal flux linkages, governor and exciter state variables. The choice 

of the flux linkages as state variables instead of the machine currents 

is preferred as it is considered more convenient for studying the effect 

of a magnetic saturation in the synchronous machine, as mentioned in 

section (2.2). The state variable vector for the ith generating unit 

is constructed as follows: 

(3.18) 
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The state variable vector 6~ of the whole system is then con­

structed from all the individual vectors ~X~ of each machine, as 
-i 

follows: 
t t 

(3.19)6X = [6~1· 6~2' 

The algebraic vector of the whole system is constructed from 

the algebraic variables of each individual machine, as shown in equation 

(3.20). 

To avoid inversion of a large matrix, the algebraic vector of 

the whole system is constructed from the algebraic variables of each 

individual machine, each group of variables being placed alternately, as 

shown in equation (3.20). 

.t .t t t t 
~y ~[itl' ... ' v ... ' v ' v v ... ' v 

-m :m2' l-mn ' _ml' ~m2' -mn tl' t2' tn' 

t 
(3.20)p p pT T ... ' T ... iDI' iQI' '!~]el' e2' en' ol, o2' on' 

The input vector is constructed from the input vectors of each 

machine, as follows: 

(3. 21)~u ... ' 

3.5 State-Space Formulation 

In this section, the [P], [Q] and [R] matrices of equation (3.2) 

will be constructed in detail based on the formulation proposed in 

reference [14]. The [P] matrix is partitioned, as follows: 

ns 
(3. 22)[P] I-i ~Aj 

0 I PB nv 
I 

where ns and nv are the total number of state and algebraic variables, 

respectively. [I] is an identity matrix, [O] is a null matrix. Since we 
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want to reformulate equation (3.2) to be in the state-space form, 

equation (3.1), the matrix [P] should be inverted, as shown in equation 

(3.23): 

I 1J-[PA] [PBr_I - - - - (3.23)[Pr1 


I [PBr1 


I 


The [PA] and [PB] matrices are partitioned as shown in equation 

(3.24): 

nv nx nv-nx 
m m 

PA ns DX : 0 J[PA] 1 1 
and [PB] = - ,- - nxm (3.24) 

PA ns PC PD nv-nxm
2 2 1 

I 

PA ns 
n n 

where ns
1

, ns2 , ... nsn are the number of state variables of machine 

1, 2' ... ' n,respectively and nx is the total number of state variables 
m 

associated with the synchronous generator (flux linkages), i.e., 
n 

nx I: nx .. 
m l

i=l 

The matrix [PB] is of particular interest since it has to be 

inverted, using inversion by parts as: 

(3.25) 

From ~quation (3.25), it is noticed that the matrices [PX] and [PD] 

should be inverted. Hence, further partitioning is done to reduce the 

inversion computation time, as follows: 
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I I I 
I I 0 I 0 I -[PT] 

[PS] I~ -t -;;--- ,- ~ nv2-r-+-1-­and [PD] (3. 26)[PX] 
0-i ~ j_I _J_ -[PI] 

0 	 I 0 I 0 I -[PN] 
I I I 

where, nv1 and nv equals2xn, nv equals 3xn and nv equals 2 if the
4 2 3 

system includes an infinite bus, and equals zero if it is not included. 

The matrix [PX] is a block diagonal and includes all the reactance 

matrices, one block per machine and the matrix [PD] can be inverted 

using inversion by parts as follows: 

(3.27) 


where, the matrix [PN] is the real network admittance matrix [Y J and 
nn 

the matrix [PI] is the real infinite bus admittance matrix [YNIJ. The 

form of one block of the matrix [PX] considering the 5th order generation 

model will be as shown in Figure (3.2). 

-x 	d. x d.m l m l 


x d. -xdi x d.
m i 	 m i I 0 
i 1, ... ' n 

x d. -x d. xkdi Im i m l[PX.]
l 

n = number of machines------L --­
I -x x

qi mqi
0 I -xmqi ~qiI 

Figure (3. 2) [PX] Matrix for One Machine (Order 5) 
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The matrices [PS], 	 [PT], [PC], [PA.], [QA.], [QB] and [RA.] are shown 
l l 	 l 

in Figure (3.3) - Figure (3.9) in full detail representing a three 

machine system, the order of each machine is thirteen. The subsystem 

models are chosen, as follows: 

a) Mechanical shaft - Type 1 (order 2) 


b) Synchronous generator - Type 3 (order 5) 


c) Turbine/governor - Type 1 (order 2) 


d) Exciter/stabilizer - Type 3 (order 4) 


where, nx 	 , nx , nx and nx are the number of the states associated 
s m g e 

with mechanical shaft, generator, turbine/governor and exciter/stabil­

izer, respectively. 

To obtain the coefficient matrices A, B, C and D, the following 

procedure may be followed: 

Recalling 	equation (3.4), 

t
 (3.28) 

1_LPAjf6~1 t~j + f~j 6u= 6x
0 I PB 6y QB - RB 

I ­

or, 6x + 	[PA] 6y [QA] 6x + [RA] 6u (3. 29) 

[PB] 6y [QB] 6x + [RB] 6u (3.30) 

Equation (3.30) can 	be re-written as follows: 

[PB]-l [QB] 6x + [PB]-l [RB] 6u (3. 31) 
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Substituting equation (3.31) into equation (3.29), leads to: 

/::,.x 
. {[QA] - [PA] [C]} t:,.x + [RA] /::,.u (3.32) 

Comparing the equation set (3.1) with equations (3.31) and (3.32), we 

can conclude: 

[A] [QA] tPA] [CJ 

[BJ [RA] 
(3. 33) 

[PBr1 [QB][c] 


[DJ [PBrl [RB] 


In power system configurations, [RB] and consequently [D] are 

zero matrices. The program package description, user guide and program 

listing have been presented in detail in a McMaster internal report [34]. 

The flow chart of this program is presented in Figure (3.10). The program 

is capable of representing a synchronous machine, either in detail or 

by a classical model (fixed voltage behind transient reactance). 

Detailed model representation is used for machines close to the point 

of interest (study system) and the less detailed model representation 

is used for the rest of the machines (external system). Using different 

subsystem models is very important, as it facilitates representing the 

system dynamics in different degrees of complexity. The different types 

of mechanical shaft, governor/turbine and exciters shown· in Table (2.1), 

have been utilized in this program. The program is capable of handling 

systems up to seventy states in an interactive mode. 
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3.6 Eigenvalue Sensitivity 

The eigenvalues of the system state matrix [A] indicate system 

dynamic stability. These eigenvalues are, in general, functions of all 

control and design parameters in the system. A change in any of these 

parameters affects the system performance, and a shift in the whole eigen­

value pattern may occur. 

If a change /':.[, in a certain parameter [, occurs, an estimate 

A., can be obtained using Taylor series expansion around a base value 
l 

A. , as follows [32],
10 

ClA. 
A + __1A. (3. 34)

l io Cl[, 

In equation (3.34), the term: 

is defined as the first-order sensitivity coefficient of the eigenvalue 

A. with respect to the parameter at the original parameter value [, . If 
l 0 

only the first term of the Taylor series expansion is taken into consider­

ation, the estimation is called a first-order eigenvalue sensitivity. The 

second-order partial derivative in equation (3.34) 

is called the second-order sensitivity coefficient of the eigenvalue A. 

with respect to the system parameter [,. Eigenvalue first and second­

l 



52 

order sensitivity analysis has been applied in references [3], [26] and 

[27]. Higher order eigenvalue sensitivities were computed in reference 

[33] for determining the changes in the eigenvalues for a large change 

in system parameters to obtain a more accurate estimate of the new eigen­

value location. The expressions for first and second-order sensitivity 

coefficients with respect to different control parameters, are given in 

equations (3.35) and (3.36). These expressions are taken directly from 

reference [32]. 

{3[A]3A. Yi}l 3t; Hi 
(3.35)

3t; 
(V. W~)
-i -i 

2 ns 
[a [A] v.w.J + 2 [(3[A] l: a .. v.) w.] 

3t;2 -l-l 3t; lJ - J -i
2 j=la >c. 

l "#i 
(3. 36) 

3 t; 2 (V. W.)
-l -l 

where: 

A. ith eigenvalue
l 

v. eigenvector of [A] corresponding to ith eigenvalue
-l 

w. eigenvector of [A]t corresponding to ith eigenvalue
-l 

system parameter of interest 


state matrix partial derivatives with respect to parameter t; 


a .. 
lJ 
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From equations (3.35) and (3.36), it is seen that to find the 

sensitivity of the eigenvalues to a system parameter, it is necessary 

to compute: 

1. 	 The partial derivative of the state matrix [A] with respect to 

that parameter. 

2. 	 The system eigenvalues, the normal and transpose eigenvectors of 

the matrix [A]. 

Nolan et al, [21] and [27], proved that the state matrix first-

order derivatives with respect to a variable parameter, ~' using the 

"PQR" matrix formulation, is as follows: 

[I O] 3[S] (3.37)
d~ 

or, 

(3.38) 

where 

-1 A[s] [PJ · [QJ = Ec-J, 	 (3 .39) 

and 	[I] is the unit matrix of order ns. 

The "PQR" technique, described in the reference [32], formulates 

the [A] matrix from the addition of two matrices. One of them, [QA], 

contains most of the control and design parameters in the system as simple 

explicit functions. Consequently, for most variable parameters and specif­

ically all control parameters (control gains, time constants, etc.), 

C![P] 	 - [OJ, hence,
d~ 	 ­
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a[A] = [I o] a[Q] = a[QA] (3.40)as as as 

and the second-order derivatives of the system state matrix [A] are 

given by: 

(3.41) 


On the other hand, if it is required to compute eigenvalue 

sensitivities with respect to parameters that appear in the matrix [P], 

a[Q]
as 

= [OJ 
' 

and hence, 

(3.42) 


The approach used by Nolan et al for calculating matrix first-order 

derivatives is extended by Zein El-Din, [32], to calculate the second-

order derivatives as follows: 

(3.43) 



CHAPTER 4 

"DIRECT ELIMINATION" FORMULATION 

4.1 Introduction 

The dynamic system is represented by the state matrix [A] 

which is based directly on the algebraic and first-order differ­

ential equations, or indirectly on the equations and block diagrams 

representing the system performance. 

Laughton [ 4] used the "direct elimination" technique to obtain 

the state matrix [A] from the complete algebraic and differential 

equations of the whole system. He formulated the general nonlinear 

equations describing the performance of a single machine without assoc­

iated excitation or prime-mover control, when connected to an equi­

valent transmission system and linearized these equations by consider­

ing the first terms only of a Taylor series expansion of the equations 

around any operating point. He initially constructed the operating 

matrix equation which summarizes the relationships between all machine 

and system variables, keeping the variables of particular interest. 

The system input variables (6Vfd and 6Tm)' the controlled machine 

variables (66, 6Vt and 6I), and all time-derivative quantities, are in 

the first equations. The variables not of interest may be eliminated 

by matrix reduction. This method is of great significance, because it 

is a practical method for obtaining the required differential equations. 

55 
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But, the reduction of the operating matrix by hand manipulation of the 

system equations, may lead to errors in the calculations. 

Van Ness [3] and Muir [30] used the general block diagram 

technique instead of direct representation of the controller equations. 

For each block, the name of the output variable, the parameters (gains 

and time constants), and the input variables must be provided on the 

input cards. The input variable may include a plus or minus sign to 

indicate the sign of the input. The system equations are formulated 

in the program according to these informations. This facilitates addition 

of voltage regulators, different types of governors~ and other control 

equipment to study their effect on systems dynamics. The interactions 

between blocks are identified by integers, certain integers being 

reserved to connect the controller to the controlled device. Each block 

is given a name that is used to refer to a state, input or output var­

iable. The method described by Muir [30] used the elimination method 

described by Laughton [4]. He formed the state matrix [A] by forming 

and storing the network equations first, then the equations of one 

machine with its exciter/governor were formed and reduced until only 

the differential equations of that machine and the algebraic equations 

of the network were left. Then the two network equations for that node 

could be eliminated. The same procedure is repeated for each machine 

until the full state matrix of the system is formed. This method is 

more flexible as it allows for future modifications such as the addi­

tion of control equipment. But, the application of this method is 

restricted to high standard users because any mistake in entering the 
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data (the parameters, input and output variable names) of each block 

diagram may give misleading results, as the input data are supplied 

in a transfer function form. 

This chapter describes another computer program package 

which forms the state matrix and computes the eigenvalues for deter­

mining the stability of the system. This program is based on both 

ideas, direct elimination [4], and reduction of the machine shaft, 

governor and exciter equations to state format, machine by machine, 

starting with the interconnection between the machine and the network 

at the beginning [30]. The matrices are constructed directly from the 

linearized equations representing the different subsystems. The user 

communicates with the program through a series of questions, which en­

ables him to select different models for each subsystem. 

4.2 Matrix Formulation 

The linearized differential and algebraic equations describing 

the performance of a single synchronous machine without associated 

excitation or prime-mover control, when connected to an equivalent 

transmission system, are summarized in reference [4]. These equations 

can be written in matrix form as shown in equation (4.1): 
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I 
Mf'IT 

m I 
If'IVfd 
 L'lij; fd 


I0 f'IVtzl ZzI 
f'II0 

--TI 
0 f'IVd 

I 
f'IV 

qI 
f'lifd 

Md 

f'liz3 Z4 q 

f'lij; d 

0 f'lij; 
q 

variables of 
interest 

(4 .1) 

variables not 
of interest 

Equation (4.1) can be written in a symbolic form as follows: 

(4. 2) 

where, [z ] is an operational matrix. 
p 

This equation describes one machine connected to an infinite bus and 

summarizes the relationships between all machine and system variables, 

where the variables of particular interest (the forcing functions f'IVfd 

and f'IT representing system inputs through the excitation system or 
m 

prime mover, the controlled machine variables f'lo, f'IVt and f'II, and all 

time derivative quantities) are in the first equations. The variables not 

of interest (f'IVd to f'lij;q' equation (4.1)) may be eliminated by matrix 

reduction. This leads to the following equation: 



6.T 
m 

6.Vfd 

0 

0 

-1z - z z z
1 2 4 3 
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M 

6.ijJ f d 
(4 .3) 

6.Vt 

6.I 

The system represented by equation (4.2) can be formulated 

the following state-space equations (4.4) and (4.S) . 

in 

. 
6.x [A] 6.x + [BJ 6.u (4.4) 

[c] 6.x (4.5) 

This can be done through a few substitutions [4]. Assuming that: 

= 6.w, x = 6.wfd' and for the control input variables,x1 3 

6.T . Thus, equation (4.4) becomes: 
m 

[A] (4. 6)6.w + [BJ 

The output variables may be represented also in matrix form 

as a function of the system variables, which in the case of equation 

(4.5) can be expanded by substituting: y = 6.Vt' y = 6.I; this yields,
1 2 

(4. 7)[cJ 
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Applying this approach [4] for the multimachine dynamic stability 

problem, the matrix equation (4.2) may be rewritten as follows: 

ns 

(4. 8) 

nv 

where, ns and nv are the total number of the state variables and 

algebraic variables of the first machine [Zdl] and [z ] are constant
1 

real matrices, [zd J is a diagonal matrix and [z J can be partitioned,
1 1 

as follows: 

ns nv 

ns 
(4. 9) 

nv 

The differential and algebraic equations representing one 

machine of order six are shown in equations (4.10) and (4.11). 

The chosen subsystem models are as follows: 

a) Mechanical shaft - Type 1 (2nd order) 

b) Synchronous machine - Type 2 (3rd order) 

c) Governor/Turbine - Type 0 (constant mech. power) 

d) Exciter/Stabilizer - Type 1 (1st order) 
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The procedure used is based on the idea in reference [30]. 

The steps of this procedure can be summarized as follows: 

1) The 2n real admittance matrix, [YNNJ' which is formed 

in the load-flow program, is stored first. 

2) 	 The equations of the first machine with its exciter and 

governor are fo~med according to the user choice for the 

subsystem models. 

Nonlinear Differential Equations 

. 

0 0 - w + w ·o 

2H D.

T 	 w +-w + T 

m w 
0 

w 
0 

e 

. 
0 lj!fd - w 

0 vfd + w 
0 rfd ifd 

. (4.10) 

0 lj!kd + w 
0 rkd ikd 

. 

0 = + wlj!kq 0 rkq ikq 

T . 

vref = k 

e 
vfd +Vt - k

1 
Vfd 

e 	 e 
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Nonlinear Algebraic Equations 

0 i)!fd - xfd ifd + xmd i 
d 

- xmd ikd 

0 i)!kd - x
md ifd + xmd id - xkd ikd 

0 i)!kq + x mq 
i 

q - ~q ikq 

0 r 
s 

i 
q + v q - wi)!d 

0 

0 

r 
s 

v2 
t 

id + vd + wi)!q 

- v2 - v2 
d q 

(4.11) 

0 p 
0 vd i 

d 
- v 

q 
i 

q 

0 T 
e 

- 1)! d i q + i)!q id 

0 vd - cos 01 v -
D 

sin o1 VQ 

0 v q + sin o1 VD - cos o1 VQ 

3) 

4) 

5) 

The matrix [z ], which includes all the network algebraic
n 

equations, the differential and algebraic equations of 

the first machine, is reduced until only the differential 

equations of that machine and the algebraic equations of 

the network are left. 

The two real network equations for that node connected to 

the first machine are eliminated. 

The next machine then is added and reduced and so on until 

the full sta_te matrix of the whole system is formed. 
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4.3 	 Formulation of Network Equations 

The formulation of the network equations is similar to that 

in Chapter 3. The linearized equation (3.7) of the machine voltage 

referred to the general reference frame for one machine can be form­

ulated as follows: 

M. 0 	 (4.12)J:::,v • 	 [T .. J _nu 	 11 1 
0 

i 1, 2, ... , n number of machines 

Also, the linearized equation (3.11) of the machine currents referred 

to the general reference frame for one machine will be shown in 

equation (4.13): 

t::,i • - [YNN] t::,v M. 0-~iQi]
_mi 	 N . 1 (4.13)
Cl.Di 

where, 

cos 0. sin 
10 10][T .. J 	 o. 

11 	 (4.14) 
0 -sin 0. cos 0.[ 10 10 

o. is the rotor angle of machine i referred to the network reference 
10 

frame at steady-state, t::,v . and t::,i . are the voltage and current vectors_mi _mi 

of machine i, iDi and iQi are the components of the nodal current which 

can be represented in terms of the components of the machine currents 

by the following relation: 
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(4.15) 

-sin 

<\J [~di]cos 8. l . 
l qi 

and the matrix [YNNJ is the real nodal admittance matrix. 

4.4 Inclusion of an Inf'inite Bus 

The infinite bus absence assumption is similar to what was 

mentioned in the previous chapter by selecting a machine having a 

reference axes (d , q ) rotating in synchronism with the network r r 

reference frame axes (D, Q), i.e. rotate with synchronous angular 

frequency as shown in Figure (4.1). 

d. 
l 

D, d 
r 

Figure 4.1 Absence of an Infinite Bus 

This means that the rotor angle of that chosen machine and con­

sequently the corresponding state should be eliminated. 
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If the system includes an infinite bus, equation (4.16) 

replaces equation (4.13). 

I 

[T .. Jt I 0 
 iQlLU YNIll mi 

0 I -i 
M 0 (4.16)/J.v Dl1­ _N i 

/J.i. .0 I I 0YNNIll
I 0 
I 

4.5 State-Space Formation 

To clarify how to get the state matrix from equation (4.8) 

the matrix [z
1

J can be constructed from the 2n real network equations, 

the differential and algebraic equations of the first machine and 

partitioning of this matrix,as shown in equations (4.17) and (4.18). 

Figure (4.2) shows the matrix [z 1] in detail after adding the first 

machine to the network, where, 

This example is based on 

network 
equations 

inf. bus equations 

Differential equations 
of machine 1 

Algebraic equations of 
machine 1 

the system equations (4.10) 

2n 2 

YN 
I 
I 
+-­

I 
0 I 

--1 -- -,-­
I

h3 
I H31 I H41 

I 

ns
1 

nv
1 

I 
hl I h2 

---l-­

IHll H21
I 


and (4.11). 

2n 

2 
(4.17) 

ns1 

nv
1 
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The matrix [2
1

] is partitioned as shown in equation (4.18) to eliminate 

the algebraic equations of the first machine. 

I 
211 I 2

21 
na1 

I -­-;­-­ ( 4 .18) 
2

31 
r 2

41I 
nv

1 

I 

where, na 2n + 2 + ns
1 1 

ns number of state variables of machine 1
1 

nv number of algebraic variables of machine 1
1 

Using matrix reduction for equation (4.18) to keep the algebraic 

network equations and the differential equations of machine 1, leads 

to: 

(4.19) 


The reduced matrix [MR1 j is partitioned to eliminate the two real 

network equations of the node connected to machine l,as follows: 

2 (na -2)
1

2
R41 

[~l] = 

2R21 

I 2z_R31I-,-- ---­

I 
(na -2)

1 (4.20)I 2
Rll 

I 

I 

I 

I 
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Using matrix reduction for equation (4.20) leads to: 

(4.21) 


Then the differential and algebraic equations of the second machine 

will be added to the matrix [ZRl] as shown in equation (4. 22): 

2n network equations + 
diff. equations of machine 1 

Diff. 	equations of machine 2 

Algebraic equations of 
machine 2 

na -2
1 

0 

I 

Hi:_ l H22 


H I fl 

32 I 42 

I 

na -2
1 

(4.22)ns2 

nv2 

then the whole matrix will be partitioned, as shown in equation (4.23): 

na
2 

2n network equations+ diff. 
equations of machine 1 + diff. 
equations of machine 2 

Algebraic equations of 
machine 2 

I 
2 I12 

I 
(4.23) 

--- .l 
2 I 

32 	 I 

I 


Using matrix elimination for .equation (4.23) to retain the 

remaining algebraic network equations and the differential equations of 

machines 1 and 2 leads to: 

(4.24) 


The reduced matrix [MR
2
J is partitioned to eliminate the two real net­
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work equations of the node connected to machine 2, as follows: 

2 

[~2] 

I2
R421 

2
R32,----­

' 
2 

(4.25) 

2R22II 
2Rl2 

.I 
I 

Using matrix reduction for equation (4.25) leads to: 

(4.26) 

Then the differential and algebraic equations of the third machine will 

be added to the matrix [ZR2J and the same steps will be repeated. 

Finally, the last reduced matrix [ZRn]' which is shown in equation 

(4.27), will be formed after the elimination of the two real network 

equations of the node connected to the last machine and the two real 

equations of the network connected to an infinite bus. 

I 
Hl I fl2 I I fln 

- - - - T - -T - - ­
f21 I Hz I ··· l f2n 

(4. 27)---L----r--r---­
1 · · · I · · . I ... 

- - T - - -,- - T - - ­
nsf nl I f n2 I . . . I H n n 

It is noted that at each step a machine is introduced to the matrix 

formulation, two submatrices should be inverted. The first matrix 

is [H iJ, where i is the machine number, this matrix may be inverted
4

by parts to reduce the computation time. This can be done by partit­

ioning the matrix, as follows: 
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I 

z
xi I 0 


__ J_ __ 
(4.28)[H4i] 

I 

z I 2

ci Di 

and hence the inversion of this matrix will be: 

I 

-1 
 I oz . 
Xl I 


--- -1­ (4.29) 

-1 I -1 

z .• Z . I ZD1·
Cl Xl 

I 
and the second matrix which should be inverted is [zR4iJ matrix. 

The coefficient matrices [A], [B] and [C] can be obtained from 

equations (4.8) and (4.9) as follows: 

(4.30) 


(4.31) 


From equation (4.31), 

[~~] = -[Z4]
-1 

[z3] (4.32) 

By substitution from equation (4.32) into equation (4.30), we obtain, 

(4.33) 

or, (4.34) 

Comparing equations (4.4) and (4.34), we get: 

[A] (4.35) 
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or, [A] (4.36) 

T 1[BJ [z (4.37)
dn 

where, the matrix[Zd ] is a block diagonal matrix, one block per
n 

machine, and each block is a diagonal matrix. Equation (4.38) shows 

the matrix [Zdn] and the first· block [Z dll]of the first machine based 

on the equations (4.10) and (4.11). 

z I I I 
- dll I I I 

-- ..L. --r 
I 2

d22 I (4 .38a)-------+-­
1 I --- I 

--,--+- r-­
1 l ! Zdnn 


1 I I 
~ +-2Hl I --t-1 

I ~I I 
J_ _o___ +--f 
I I 1 I (4.38b)-- -,---I­
I I i 
t- -t--T-L-f 
I I I I el 


I I I I k~l 

I I t 

Since [Zdn] is a diagonal matrix, there is no need for using matrix 

inversion routine and the inversion can be done direclty by storing the 

inverse of the non-unity entries. 
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Since the algebraic variable equations are eliminated in 

sequence, the output matrix, [C], could be formed as a diagonal matrix, 

one block per machine, as follows: 

[CJ 


where, C. 
l 

I 
cl I I I 
-1--r-+­

1 c2 I I
-T--r--­... I 
-+--J.- -r­

1 I I c 
I I I n 

(4.39) 


i is the machine number 

The program package description, user guide and program listing 

have been presented in detail in another internal report [36]. The flow 

chart of this program is presented in Figure (4.3). Some of subsystem 

models, which are shown in Table (2.1), have been utilized in this pro­
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4.6 Eigenvalue Sensitivity 

The sensitivity of the system eigenvalues with respect to control 

parameters can be expressed in terms of the derivatives of the system 

state matrix [A] with respect to any of these parameters and the normal 

and the transposed eigenvectors. Following the same expressions used 

in Chapter 3, for first and second-order sensitivities, 

{Cl[A] V }
a; -i bfi 

t 
(V. W.)
-l -l 

(V. W.)
-l -J 

An expression has been derived for the [A] matrix first-order 

derivatives with respect to a system control parameter, ~. using the 

"DIRECT ELIMINATION" technique, as follows: 

a[z J-1 
_ { dn } [Z J (4. 39) 

a~ Rn 

A detailed derivation of this expression is given in Appendix B. 

The system control parameters 'ch (steam turbine chest time con­

stant) and T (exciter time constant) exist in the matrix [Zdn]' hence 
e 

a[zRn] 
and for these parameters,

0 


T 1

3[Z 

-{ dn }[Z J (4.40)
3~ Rn 

a .. V.) w.]
lJ -J -i 
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The exciter gain, k , exists in both the matrices [Zd J and [Z ]. Con­
e n ~ 

sequently for this control parameter, the expression in equation (4.39) 

is used. 

The other control parameters, like stabilizer gain, stabilizer 

time constant, voltage sensor time constant, etc., exist in the [Z ].
Rn3[Zdn]-l 

matrix only. Hence, Cls = 0 and for these parameters, 

3[ZR ]
-[z ]-1 { n } (4.41)

dn 3s 

where, 

the matrix [Zdn] is a block diagonal matrix, each block is a diagonal 

matrix, most of its entries are unity, and the matrix [ZRn] is as shown 

in equation (4.42), 

(4.42) 

n 
sn 

The off-diagonal matrices, [f .. ] ' do not include the system control para­
lJ 

meters. The diagonal matrices, [H.] = [H .(s) - h .. J, which means that 
l 1 l ll 

the system control parameters exist only in the matrices [Hli (S)], hence, 

3[f .. J 
l] 

0 i' j 1, 2, ... , n (4.43) 

and, 
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a[H.]
]_ 

i 1, 2, ... , n (4.44) 

From equations [(4.42) - (4.44)], the partial derivatives of the matrix 

[ZRn]with respect to system control parameter, s, could be obtained as 

follows: 

a[Hli (s)J 

diag { ai; } (4.45) 


Substituting from equation (4.45) into equation (4.39), yields., 


a[H1;(!;)] a[z J-1 
a[A] _ -1 _._ dn ] 

ai; - -[Zdn] diag { ai; } - { ai; }[ZRn (4 .46) 



CHAPTER 5 

VALIDATION AND COMPARISON 

5.1 Program Validation 

The computer programs developed have been successfully tested. 

The stability of a synchronous machine connected to an infinite bus 

through a transmission line has been chosen as the test problem to 

illustrate the validity of these programs. Two specific examples have 

been considered, namely, a simplified second-order system (classical 

generator model) and a seventh-order system (detailed generator model). 

The results obtained in both examples are presented and compared with 

other results in the literature. 

5.1.1 The Simplified Second-Order System Example 

In this example, a 2-axis machine representation is considered 

with the field circuit in the direct-axis. The damper effect is neglected. 

Both the flux linkages and the input mechanical power are assumed constant, 

i.e., no excitation and governor controls are represented. Hence, the 

system can be easily described by a constant voltage behind transient 

reactance (classical model) as shown in Fig. (5.1). The parameters and 

the operating point are listed in Table (5.1). 

The system equations (5.1), also given in Appendix A, are linear­

ized around a steady-state operating condition, and have been developed in 

78 




79 

the state-space form using the techniques described in Chapters 3 and 

4. These techniques were programmed on McMaster University CYBER 170/ 

730 computer. 

. 
M. 

l 
t:,w. 

l 

(5 .1) 

. -D' WO 
/:,w.

l 2Hi 
t:,w.

l 
- 2H 

i 
kl .. M . 

lJ l 

where 

n 

kl .. l: EiO EJ.O yiJ. sin (e. ·o - o.o + o.o)
lJ lJ l Jj=l 

j#i 

Yij,eij =negative of the transfer admittance between 

nodes i + j 

The computed eigenvalues of this system using the developed 

computer programs are: 

-0.0714 ± j 12.3326 (5. 2) 

The stability of the torque-angle loop of this system, i.e., the 

behaviour of the rotor angle and speed, following a small disturbance 

has been analysed by deMello and Concordia [12]. They have shown that 

the characteristic equation of this system is as follows: 

0 (5. 3) 
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Fig. (5.1): 	 Equivalent Circuit of One Machine Connected to an Infinite 
Bus Through a Transmission Line 

H 3.5 sec. D 1. 0 

X' 0.235 r 0.005 x 0.133
d e 	 e 

0.5 	 0.1 (lag) 

Table (5.1): Data for Classical Model System 
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The roots of this equation are: 

2 1/2 
_D_J (5.4)2
16H

where D is the damping coefficient, M is the inertia coefficient, H is 

the inertia constant and w is the synchronous speed. k .is the synchron­
0 1 

izing power coefficient which is computed as follows: 

sin 

(5. 5) 

where 

2A [r + (X + Xd') (X + X )] ,e e q e 

E~ is the voltage proportional to the direct-axis flux linkages, VB is 

the infinite bus voltage, r is the transmission line resistance, X 
e e 

is the transmission line reactance, Xd is the direct-axis transient 

reactance, Xd is the direct-axis synchronous reactance, Xq is the quadra­

ture-axis synchronous reactance and o is the angle between quadrature axis 

and the finite bus. 

The system eigenvalues are computed by substituting the parameter 

values of Table (5.1) in equations (5.4 - 5.5),as shown in (5.6), 

-0.0714 ± j 12.3329 (5.6) 

Comparing the eigenvalues in (5.2) and (5.6), it could be seen 

that they are the same which consequently proves the validity of the 
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devised programs. 

5.1. 2 The Seventh-Order System Example 

In this 7th order example, a detailed generator model (5th order), 

is chosen where the synchronous machine is represented with one field 

winding and one damper winding in the direct-axis, and one damper winding 

in the quadrature-axis. The stator transient is included and the mechan­

ical shaft system_is represented by one rotating mass, (2nd order model), 

corresponding to the generator rotor. 

A single line diagram of the generator connected to an infinite 

bus through an external reactance is shown in Fig. (5.2). The system 

parameter values and the machine working point are given in Table (5.2), 

this data is taken directly from reference [37]. The system state 

variables are: 6. 0' 6.w' and 


The system initial conditions are as follows: 


v 1.0 0.652 v 0.758vdoto qo 


i 1. 0 0.917 i 0.398 

0 ido qo 

0.7590 -0.630 p 0.901i)ido i)!qo mo 


0 
 64.25 (deg.) 0.001 1.496vfd ifo 

Assuming that the generator is working under both constant field voltage 

and constant mechanical power imput, the system computed eigenvalues are 

shown in (5.7), 
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Synchronous 
Machine 

Transmission Line 

Infinite 
Bus 

Fig. (5.2) System Line Diagram 

xd 1. 7 xf 1.65 2\:d 1.605 

xmd 

xkq 

rkd 

FB 

1.55 

1. 526 

0.0131 

50 Hz 

x q 

r s 

rkq 

H 

1. 64 

O.OOll 

0.054 

2.37 

x mq 

rf 

x e 

D 

1.49 

0.00074 

0.4 

0.0 

p 
go 0.9 Qgo 0.436 (lag) v to 

1.0 

Table (5.2) Data for Single Machine Infinite Bus 
System (7th order) 
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Al -34. 7922 + j 992.0015 

A2 -34.7922 - j 992.0015 

A3 -0.4814 + j 8. 7725 

A4 -0.4814 j 8. 7725 (5. 7) 

AS -38.4784 

A6 -31. 25S2 

A7 -0.1638 

The evaluation of the 7th-order system eigenvalues using the 

method described in reference [37], under the same initial conditions, 

had led to the following values (5.8) 

-29.50 + j 314.2Al 

-29.50 j 314.2A2 

-0.4464 + j 8. 777A3 

-0.4464 j 8. 777A4 

-39. 71AS 

-31. 91A6 

-0.1639A7 

Comparing the obtained eigenvalues in (5.7 - 5.8) showed that 

the first two eigenvalues, which are corresponding to the stator trans­

ient mode, are different and that is due to the absence of the network 

transients in the studied techniques, "PQR" and "ELIM". Comparing the 

other five eigenvalues showed that they are close to each other within 

an average tolerance of (about 3.2%). 
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5.2 Comparison between the "PQR" and "ELIM" Techniques 

In this section, a comparison between the "PQR" and the direct 

elimination "ELIM" matrix formulation techniques is presented from the 

point of view of required core storage and computation time and the 

effect upon eigenvalue sensitivity computation. 

5.2.1 Matrix Formulation Comparison 

A. "PQR" Matrix Formulation 

The differential and algebraic equations of all machines in 

the system are formed and stored once at the beginning of the PQR 

method, as shown in equation (5.9). P, Q and Rare constant real 

matrices associated with the state variable vector ~x, the algebraic 

variable vector ~y, and the control variable vector ~u. 

[
~x] [Q] ~x + [R] ~u (5. 9)
[P] ~~ 

To avoid inversion of the whole matrix [P], which may be large, the 

P, Q and R matrices are partitioned (equation 5.10) as illustrated in 

Chapter 3. 

ns 
(5.10) 

nv 

As a result of this partitioning, only matrix [PB], of order nv, is 

inverted, where nv is the total number of the algebraic variables in 

the system. For further simplification, the inversion of the whole 
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matrix [PB] is avoided by arranging the system algebraic variables 

in a certain manner. The approach of Zein El-Din shown in equation 

(5.11), 

ti tt:,y t:,[i lt, i 2t, ... ' ... ' vtl, v t21, ... ' _m _m _mn ' v 
_mn ' 

(5 .11) 

Matrix [PB] has the form shown in equation (5.12) for a 5th order gen­

erator model. The partitioning of the matrix [PB] in this case shows 

that we have to deal only with the inversion of two sub-matrices [PX] 

and [PN]. Sub-matrix [PX] is a block diagonal which includes all the 

machine reactances, two blocks per machine, the first one of order 3 

and the second of order 2. 

Sn 7n+2 

tPX: PEj[PB] = - ,- = 
PC I PD 

I . 

I 
xxx I 
xxx IO I 
x~x.l_ ~ 0

lxx I0 lxx 
1 

J__r-11-T 
LI l I l PT 

-i'-t--+-­
lps I I I IPC I I1--..L.-r-r-­

I
I I f I I PI 
t- - T - ~ -f- ­
I I I I PN 
I I I I 

T 
l 
Sn 

(S.12)
2n 

+ 
3n 
+­

+ 
2 

2n 
J_ 



87 

The second sub.-matrix [PN] to be inverted represents the reduced real 

network admittance of order 2n, where n is the number of generators in 

the system. Sub-matrix [PI], of order 2, only exists if there is an 

infinite bus. 

When applying this partitioning to 3rd-order and/or 1st-order 

generator models, the rnatrix,[PE] which was originally null in the 5th 

order case is no longer null, as shown in Figure (5.3). This will affect 

the efficient procedure used for finding the matrix inverse, which is 

shown in (S.13), 

xxx I I 
xxx I 0 1CD 
xxx I 

I 
- -t- ­
o I xx I Q;) 

xx I
_J_i_ T-­

® ® ® 
© I ®'®---1-r-­

I I 
PC I I PD 

I I 

I

Sn 

t 

9n+2 

l 

(a) 3rd-order generator model 

Fig. (S. 3) 

-1 -1 -1-PD ·PC(PX-PE·PD ·PC) 

xx I 
xx 11 I 


Ix <Di
-a;@: ® 

®- j_~Q2_ ­
I 

I 


PC PDI 

I 


T 

Sn 

7n+2 

l 

(b) 1st-order generator model 

Matrix [PB] 

I 
I -PX-1 -PE(PD-PC·Px-1 ·PE)-l 

(S.13)-+ 
I -1 -1

(PD-PC·PX ·PE) 
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It is clear that this partitioning is very efficient only when applied 

to a system where all the machines are represented by a 5th-order 

generator model. 

The partitioning approach developed in this thesis which ensures 

the existence of a null matrix irrespective of the generator model 

order used is shown in equation (5.15). This has been achieved after 

reordering the system algebraic variables, as shown in equation (5.14), 

t t t t t
l'!.y ... ' i 	 ... ' v :'N ' v tl' v t2' ' .. ' _mn ' :'ml :'m2 ' _mn 

(5.14) 

T 
!l 

[PB] (5 .15)t 
3n+2 

..L 

This partitioning requires the inversion of only one matrix, [PY] of 

order !l which is equal to (Sm+ 7k + 4n), where mis the number of 

generators represented by a 1st or 5th-order model and k is the number 

of generators represented by a 3rd order model. The order of the matrix 

[PY] is larger than in the previous case, but this partitioning method 

is applicable to all generator models. 

B. 	 "ELIM" Matrix Formulation 

In the "ELIM" matrix formulation technique, the linearized 2n 

equations relating the machine currents and network nodal voltages are 

formed and stored first, then the differential and algebraic equations 
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of the first machine are constructed and stored in the matrix form 

shown in equations (5.16) and (5.17), where most entries of the input 

vector (6u ) are zero.
1

2n 0- 0 6~N 

ns
1 6~1 [zdl] 6~1 + [zlJ 6?51 (5.16) 

nv
1 

0 0 6~1 

or, 

0 

61!1 

0­

I 
0 0 J_ 0.L 
0 I oI zd11+ - t­
0 I O O 

I 

0-
6~1 
0 

+ 


I l 
YN hl I h2 

...!- -­
0 I Hll I H12
-1-:.J­
h3 I H31 I H41 

I I 

6':N 

(5 .17)~l 

6~1 

where [YN] is the real network admittance matrix and [zd J is a diagonal11

matrix with most of its entries equal to one. After the addition of 

machine i, two successive matrix eliminations are done as illustrated in 

Chapter 4. The first elimination is to remove the algebraic equations of 

the added machine which requires the inversion of the matrix [H iJ of
4

order nvi (number of machine i algebraic variables). The matrix [H iJ
4

is partitioned as shown in equation (5.18) to facilitate a quick inversion 

for different generator model orders. 

H I 0 rj T[ I 
[H4i]= ~-t- + (5.18)

H I I 3Lc I J_ 

r is equal to 7 when the generator is represented by a 1st or 5th order 

model and is equal to 9 when the generator is represented by a 3rd order 
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model. It is clear from equation (5.18) that only the matrix [H ] of 
x 

order r has to be inverted each time a generating unit is added. 

This matrix formulation approach compared with the "PQR" 

approach is more economical in the computer storage because the 

matrices are stored for each machine separately, in sequence, to build 

up the system coefficient ~atrices. For example, for n, 5th order 

machines, the storage capacity of the matrix [PB] using the "PQR" 

technique, (which includes the machine algebraic equations and the 

network equations), requires the storage of a matrix of order 12n 

2(number of machine algebraic variables are 12) which means that 144n

entries are stored, while using the "ELIM" technique, the corresponding 

matrices to be stored are [H
4
J of order 10 and [YN] of order 2n which 

2 
means that (4n + 100) entries are stored. Another advantage of the 

"ELIM" Matrix formulation approach is the reduction of the matrix 

inversion time, that is because the elimination of the algebraic net­

work equations are not performed once as in the "PQR" technique, but 

it is performed successively two by two. Both the storage and time 

requirements of the two methods will now be studied in detail. 
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5.2.2 Computation Time Comparison 

For both the "PQR" and "ELIM" techniques, the state matrix and 

eigenvalue computation times were obtained for different cases, where 

the system had different orders ranging from 2 up to 39,as shown in 

Table (5.3). Both techniques were implemented on the CYBER 170/730 

McMaster University Computer; 

For both the "PQR" and "ELIM" programs, the eigenvalue computation 

time is the same, as the same eigenvalue evaluation subroutine was used 

and the two techniques produce identical state matrices. On the other 

hand, the state matrix computation time is different. It was found that 

this time using the "ELIM" approach is less than that of the "PQR". The 

average ratio between the "PQR" and "ELIM" times was found to be around 

2.2 for the range of system orders studied, (Table 5.3). 

Since the ~amputation time is a function of the number of arithmetic 

operations (multiplication, addition and subtraction), an estimate of 

these operations has been done in terms of number of machines (n), number 

of state variables (ns) and number of algebraic variables (nv), as follows: 

For 	the "PQR" Method: 

3 2 2
The number of multiplication operations 	= 24n + 162n + [2 x ns x (nv) ] 

3 2 2The number of addition operations = 243n + 35n - 18n + [2 x ns x (nv - nv)] 

2The number of subtraction operations = (ns) 

For the "ELIM" Method: 

The number of multiplication operations 
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n 	 i 
2

+ I [{[NT - 2(i -1)] + I ns.} x nv.J 
Ji=2 	 j=l l 

n 	 k 
+ 	 I {[NT - 2xk) + I ns.]2 

x 2} 

k=l j=l J 


The number of addition operations = [(NT+ ns ) x nv J 2 x (nv -1)
1 1 1 

n 	 i 
2+ I {[NT - 2 ( i - 1)] + I ns.} x (nv.-1)

J li=2 	 j=l 

n 	 k 
2+ I [(NT - 2xk) + I ns.]

Jk=l 	 j=l 

where NT is the order of the real network admittance matrix 2n+ 2 

(if there is an infinite bus). 

To compare between the number of arithmetic operations for both 

the "PQR" and "ELIM" techniques, a 2-machine infinite bus system example 

is presented in this section, where the selected number of state var­

iables is 13 and the algebraic variables are 12 for each machine, i.e., 

2 x 13 = 26 state variablesns(tot) 

& (2 x 12) + 2 26 algebraic variablesnv(tot) 

The total number of arithmetic operations are calculated for both techniques 

and listed in Table (5.4). From this table, it can be seen that the number 

of multiplication operations using the "PQR" approach is almost twice that 

using the "ELIM" approach and the number of addition and subtraction opera­

tions using the "PQR" is about double that using the "ELIM" method. This 

is because the formulation of the state matrices requires constructing the 
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TABLE (5.3) State Matrix and Eigenvalue Computation Time Comparison 

System 
Order 

Eigenvalue 
Computation 

Time (sec) 

State Matrix Computation Time 

"PQR" "ELIM" 

Observed Estimated Observed Estimated 

2 

7 

10 

13 

18 

24 

29 

34 

39 

0.30 

0.44 

0.65 

0.96 

1. 40 

3.20 

5.00 

8.00 

11.00 

0.46 

o. 72 

0.81 

0.94 

1.67 

2.58 

3.28 

3.89 

4.58 

0.41 

o. 71 

0.91 

1.16 

1. 7 

2.46 

3.15 

3.87 

4.7 

--­

0.33 

0.36 

0.42 

0. 77 

1.18 

1.52 

1. 78 

2.14 

--­

0.28 

0.38 

0.52 

0.78 

1.14 

1.46 

1. 79 

2.16 

140 --­ --­ 36.7 --­ 15.8 

Note: Computation time includes any necessary inversion. 


Table (5.4) Number of Arithmetic Operations for both "PQR" and "ELIM" 


Method PQR ELIM 

No. 

No. 

of multiplication operations 

of addition and subtraction 
operations 

37,744 

36,924 

20,288 

17,500 



94 


P, Q and R matrices. Since these matrices are large, successive opera­

tions on them require a longer time. In the "ELIM" formulation, the 

state matrices are formulated by the elimination of variables taken one 

machine at a time. 

From the observations of computation times for both techniques, 

an estimation equation was derived using the Least Mean Square method. 

It was found that the optimum equations to predict time as a function of 

system order are as follows: 

T(PQR) 
2 = 0.2 + 0.05N + 0.0015(N) (5.19) 

T(ELIM) 
2 = -0.04 + 0.04N + 0.0005(N) (5.20) 

The estimated results are shown in Table (5.3) beside the observed 

values and in Figure (5.4) to demonstrate that the error is very small. 

Additionally, the estimation equations are used to predict the computation 

time required for a system of order 140. This larger system is discussed 

in section (5.2.4) where storage requirements are computed. To place the 

matrix computation time in perspective, the eigenvalue computation times 

are also listed in Table (5.3). 

5.2.3 Matrix Inversion Time Comparison 

Since the matrix inversion time is relatively long for a large 

power system and has to be performed every time as a parameter setting 

is changed, an analytical comparison has been done between the two methods 

to choose the most economical method for dynamic stability analysis of 

large power system. The matrix inversion time is a function of the number 



Time (sec.) 

5 

0 
0 Exact 

A Approximated 
4 

3 

2 

O.__~...._~___..~~.._~_._~___.~~-'-~_._~__....._~....._~__..~~-'-~-'-~---''--~...._~___._~~.._~_._~__.~~-'-~-' 

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 

System Order 

Figure (5.4) State Matrix Computation Time Comparison 

V1 '° 
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of arithmetic operations (division, multiplication and addition), 

which are necessary to carry out a solution of fl equations. 

For a Gauss-elimination method, which is used for matrix in­

version in both programs, it is possible to estimate the numbers of 

these operations as a function of the matrix order. It is found [10] 

that the number of arithmetic operations of an (!l x !l) matrix are as 

follows: 

- The number of division operations = fl 

- The number of multiplication operations = !l3 - 1 (5.21) 

!l 3The number of addition operations = - 2!l2 + fl 

Hence, 

Inversion time 	 time of one division x fl + 

time of one multiplication x (fl3 - 1) + (5.22) 

time of one addition x (fl3 - 2Q,2 + fl) 

For a CYBER 170/730 computer, it is known [20] that: 

- Time of one division = 5.6 µs 

- Time of one multiplication = 1.0 µs (5.23) 

- Time of one addition = 0.3 µs 

In Chapter 3, it is shown that, to produce the state matrix, 

matrix manipulation using the "PQR" technique requires the inversion of 

n machine reactance matrices of order 5 (stator transients are in~luded), 

and the real network matrix of order 2n. So, the time required for 

inversion as a function of machine number could be formulated using 

equations (5.21), (5.22) and (5.23), as follows: 
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3 2
1.3,Q, -0.6,Q, + 5.9,Q, -1 (5.24) 

Applying equation (5.24) to the "PQR" approach, the inversion time, T
1 

, 

will be: 

3 2 3
T =1.3 (2n) - 0.6 (2n) + 5.9 (2n) - 1 +n[l.3 (5) ­

1 

2
0.6 (5) + 5.9 (5) - 1 (5.25) 

3 210.4 n - 2.4 n + 187.8n 

From Chapter 4, it can be found that matrix manipulation to produce the 

state matrix, using the "ELIM" technique, for the same machine model, 

requires the inversion of n matrices of order 10 and n matrices of order 

2. Applying equation (5.24) to the "ELIM" approach, the inversion time, 

T
2

, could be formulated as follows: 

2T n [1.3 (2) 3 - 0.6 (2) + 5.9 (2) - l] + n [1.3 (10) 3 ­2 


2

0.6 (10) + 5.9 (10) - l] 

(5.26)1316. 8 n 

Equating equations (5.25) and (5.26), we get: 

n "' 11 

From Figure (5.5), we can see that when the number of machines in the 

system equals fifty, the matrix inversion time using the "PQR" technique 

will be about twenty times that using the "ELIM" technique. 
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Figure 5. 5 Comparison of ~·Iatrix Inversion Time 
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From the previous analysis, we could conclude that the matrix 

inversion time using the "PQR" approach is less than that using the 

"ELIM" approach for a system including number of machines less than 

eleven, but for a larger system (greater than eleven machines), the 

matrix inversion time using the "ELIM" technique will be less, and 

consequently, this matrix formulation method will be more economical 

than the "PQR" matrix formulation method. 

5.2.4 	 Storage Requirement Comparison 

Two examples are presented in this section to compare between 

the required core storage for both the "PQR" and "ELIM" techniques. 

The first example is a 3 machine infinite bus system (System 

I) where the selected order of each machine is 13, as shown in Table 

(5.5). The second example is a 20 machine infinite bus system (System 

II), where the first five machines are represented by a 13-order model 

and the rest of the machines are represented by a 5-order model (less 

detailed model). For each machine in both examples, the algebraic 

variables are 12, so the total system algebraic variables, taking into 

account the infinite bus, will be (12n + 2). 

SYSTEM I SYSTEM II 

No. of 
Machines 

Subsystem 
Model Order 

Machine 
Order 

Total 
Order 

No. of 
Machines 

Subsystem 
Model Order 

Machine 
Order 

Total 
Order 

G s E T G s E T 

13 653 5 2 4 2 13 39 5 5 2 4 2 

- - - - - -­ -­ 15 1 2 2 - 5 75 

SYSTEM ORDER = 39 SYSTEM ORDER = 140 

TABLE (5.5) System Orders 
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A. "PQR" Core Storage 

Using the matrix formulation approach illustrated in equation 

(5.9), where the whole matrices P, Q and Rare stored completely, it 

is found that for the 3 machine infinite bus system a (12,397) entries 

need to be stored and for the 20 machine infinite bus system, the 

number of entries to be stored are (268,164). 

By using the matrix formulation approach illustrated in equation 

(5.10) where the matrices P, Q and Rare partitioned, it is found that 

for the 3 machine infinite bus system, the number of entries to be stored 

are (4,524) entries and for the 20 machine infinite bus system, we need 

to store (126,464) entries. 

It could be seen that the saving in the required core storage 

using the partitioned "PQR" formulation is about 63% for System I and 

53% for System II. 

B. "ELIM" Core Storage 

Using the "ELIM" matrix formulation approach, which is shown in 

equation (5.16), it is found that for the 3-machine infinite bus system 

the total number of entries to be stored are (3,922) and for the 20­

machines infinite bus system, the number of stored entries are (51,760). 

Now, by comparing the required storage for both the partitioned 

"PQR" and "ELIM" techniques, it can be seen that there will be quite a 

saving in the required storage when using the second technique. This 

saving is about 13% for System I (3 machines), while for System II 

(20 machines), which is larger, this saving has increased to about 59%. 



101 

The "PQR" and "ELIM" programs are capable of handling systems 

with up to about 70 state variables with available central memory of 

49.2 k in time sharing mode. Computer memory requirements for both 

programs are shown in Table (5.6). K denotes thousands of words. 

Table (5. 6) CDC Memory Requirements 

Function PQR ELIM 

Data Storage 26.1 k 24.3 k 

Programming 15.9 k 11. 2 k* 

System Executive 6.8 k 6.8 k 

TOTAL 48.8 k 42.3 k 

Available Space 49.2 k 49.2 k 

Unused Space 0.4 k 6.9 k 

* "ELIM" program not as comprehensive as "PQR" 

The criterion of the "PQR" formulation requires the storage 

of the whole system state and algebraic variables all at once. The 

number of the system variables (NST) is flexible according to subsystem 

models required complexity, while the number of the system algebraic 

variables (NVT) does not have a wide range of choices, it depends on 

the generator model only which could be represented by 7 or 12 or 14 

algebraic variables. This could be followed from Figure 5.6(a) where 

four working arrays are used (Wl, W2, WJ and W4) the size of which is 

(70 x 70) which allows to a general utilizing process. In the case of 
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low-order machine models, the NST value could be small, hence in the 

special case this allows us to increase the number of the algebraic 

variables (NVT), which requires a change in the dimensioning of the 

working arrays of the main program. Hence, in the "PQR" method, the 

maximum number of machines to be considered is governed by both the 

maximum number of algebraic variables (this number is governed by the 

available computer storage) and the number of algebraic variables asso­

ciated with each machine. 

An appropriate manipulation of the relative sizes of the working 

arrays as shown in Figure 5.6(b) will improve the storage efficiency of 

the "ELIM" formulation method. It is shown from Figure 5.6(b) that the 

total number of state variables (NST) is equal to 124, which is greater 

than that of the "PQR" formulation method, that is because in the "ELIM" 

method one machine is considered at a time. As a result, the number of 

algebraic variables to be stored is equal to 12 which represents the 

largest number of algebraic variables for one machine. Hence, in the 

"ELIM" program the maximum number of machines to be considered is governed 

by the maximum number of state variables and the number of state variables 

associated with each machine. This indicates that the "ELIM" program has 

a higher degree of freedom regarding the maximum number of machines to 

be chosen. 
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NST NVT NST + 4 12 

NST 

NST +4 

NVT 

12 

(a) Partitioning for the "PQR (b) Partitioning for the "ELIM" 

Figure 5.6 Dimension of Working Arrays 

5.2.5 Storage Comparison Using Sparse Technique 

To apply both methods, the "PQR" and "ELIM" to a large power 

system, the implementation of sparse matrix techniques is needed. The 

matrices involved in both methods are quite sparse. Sparse matrix 

techniques enable us to store only the non-zero elements. So, a saving 
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in memory and computation is usually achieved. 

In both methods, the inversion of a given matrix is required. 

Instead of finding the matrix inverse which is usually full, we find a 

factorization of the matrix inverse (Bi-Factorization), [38]. Before 

performing the factorization process, a re-ordering of the matrix is 

needed. This re-ordering minimizes the number of newly generated elements 

(fill-ins) during the factorization process. A simulation of the needed 

computations (matrix inversion, matrix multiplication and row/column 

elimination) gives an accurate estimation of the needed storage. 

A. "PQR" Core Storage 

Util,izing the sparse techniques in the "PQR" matrix formulation 

of the 20 machine system (System II) requires the storage of (21342) 

non-zero entries. This number is obtained after a complete simulation of 

the required computations. On the other hand, the required full storage 

of all matrices involved in the "PQR" formulation is (126464) entries 

as calculated in section (5.2.4). It can be seen that the saving in the 

required core storage using sparse technique is about 83%. 

B. "ELIM" Core Storage 

Utilizing the sparse techniques in the "ELIM" matrix formulation 

of the same system (System II), requires the storage of (4390) non-zero 

entries. In section (5.2.4) the required full storage of all matrices 

involved in the "ELIM" formulation was found to be (51760) entries. This 

shows that utilizing sparse techniques results in a core storage saving 

of about 91%. 
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5.2.6 Eigenvalue Sensitivity Computation Comparison 

From section (3.6), it is seen that to compute the eigenvalue 

sensitivity with respect to a system parameter, ~. the state matrix 

derivatives with respect to that parameter are computed. 

A. State Matrix Derivatives Using "PQR" Technique 

Using the "PQR" matrix formulation approach [32], the [A] matrix 

is formulated from the addition of two matrices, 

[A] = [QA] - [PA] [PB]-l [QB] (5. 27) 

One of these matrices, [QA], contains most of the control and design 

parameters (control gains, time constants, damping coefficient and 

inertia constant). The other matrix is the product of the three matrices: 

[PA], [PB]-l and [QB] as shown in equation (5.27). The matrix [PA] 

includes resistances of all the machines. The matrix [PB] includes: 

machine reactances, bus admittance matrix and other parameters depending 

on the operating condition as machine currents, voltages, flux linkages 

and rotor angles. The matrix [QB] cont~ins machine currents, voltages 

and rotor angles. 

All the system parameters exist in the matrices [P] and [Q] as 

simple explicit functions. This facilitates the direct calculation of 

the [A] matrix derivatives, and a general expression has been developed 

[27],as follows: 

3[A] = [I: O] [P]-1 I__? [Q] - { d [P] } csJl (5.28)at,: , L a~ at,: ~ 

where, 
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[SJ = [P]-l [Q] = [~] 

or, 

For all control parameters, 3 ~~] = [OJ, also the matrix [QB] 

3[QB]
does not contain any control parameter, hence, a.; = [O]. Based on 

the previous two considerations, equation (5.28) will be as follows: 

a[AJ = a[QA] (5 . 29 )
a.; a.; 

Computing the state matrix derivatives w.r.t. matrix [P] para­

meters only hence, a~iJ, =[OJ, and the state matrix derivatives will be 

as follows: 

a[A] = - la[PA] - {[PA] [PB]-1} a[PBJl [CJ (5.30)
a.; L=" a.; a.; ~ 

Computing the state matrix derivatives w.r.t. the machine 

resistances· on1y hence, a;~B] -- [OJ and the state matrix derivatives will 

be simpler than that of equation (5.16) as shown below: 

a[A] {a[PA]} [CJ (5. 31)~ = - a.; 

Computing the state matrix derivatives w.r.t. the machine 

reactances only hence, a~~A] = [OJ, and equation (5.16) will have the 

following form: 

(5.32) 
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B. State Matrix Derivatives Using "ELIM" Technique 

Using the "ELIM" matrix formulation approach, [4] and [30], 

the system state matrix is formulated from the multiplication of two 

matrices, 

[A] (5.33) 


The first matrix, [Zdn] of order ns, is a block diagonal matrix where 

each block is a diagonal matrix and includes some of the control para­

meters as: steam turbine chest time constant (Tch)' exciter time con­

stant (T) and exciter gain (k ). The second matrix, [ZRn] of order ns,
e e 

includes machine damping coefficient (D) and inertia constant (H), control 

gains and time constants of voltage sensor, static exciter (except T ),
e 

speed stabilizer and governor. The other parameters as machine resistances 

and reactances and the parameters depending on the operating condition 

do not exist explicitly as in the "PQR" matrix formulation approach due 

to the successive matrix elimination operations which are carried out 

whenever a machine is added to the system. 

A general expression for the [A] matrix derivatives has been 

derived in section (4.6), as follows: 

a[z J a[zdn]-1 
[ z ]-1 { Rn } _ { } [ 2 ] (5.34) t

dn a~ a~ Rn 

If it is required to compute the state matrix derivatives with 

respect to the control parameters Tch or Te which exist only in the 
CJ[ZRn] 

matrix [Zdn]' hence ai: = [OJ, and equation (5.34) is rewritten as 

follows: 
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(5.35) 

and for the exciter gain (ke) which exists in both the two matrixes: 

[Zdn] and [ZRn]' the general expression in equation (5.34) is used. 

For the other control parameters, machine damping coefficient 

and inertia constant, which exist only in the matrix [ZR ], the [A] 
a[zd J-1 n 

matrix derivatives are computed by considering aI' = [OJ, hence 

equation (5.34) is rewritten in this case as follows: 

a[zRn]
T 1 - [z (5.36)dn { ar;, } 

Since the control parameters exist only in the block diagonal 

matrices [Hi]' of the matrix [ZRn]' as shown in equation (B.18). So, 

the derivatives of the off-diagonal matrices, [f .. ], with respect to
lJ 

these parameters equal zero, where, i, j=l, 2, ... , n, and hence, 

a[z J 3[H.]
Rn l

diag { ar;, } (5.37)ar;, 

where, 

Since the control parameters exist specifically in the matrices [H i(F;,)],
1

hence equation (5.37) is rewritten as follows: 

3[Hli (F;,)] 
diag { at; } (5. 38) 
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From what have been mentioned above, it is concluded that all 

system parameters exist explicitly in the "PQR" matrix formulation 

approach which is an advantage, and this facilitates the direct calcul­

ation of the system state matrix derivatives w.r.t. any system parameter. 

On the other hand, when using the "ELIM" matrix formulation 

approach, it is found from the derivation in Appendix B, that only 

the control parameters, damping coefficient and inertia constant exist 

explicitly in the matrices [H1i(~)] and [Zdn]' while the other system 

parameters do not appear due to the successive matrix eliminations to 

build up the system state matrix. 

The state matrix derivatives w.r.t. the control parameters using 

the "PQR" technique requires computing the derivatives of the ns-top 

rows of the [Q] matrix w.r.t. these parameters, as shown in equation 

(5.29), while using the "ELIM" technique requires computing the deriv­

atives of the two matrices [Zdn] and [ZRn]' of order ns, as shown in 

equation (5.34). 

Hence, we could conclude that from the eigenvalue sensitivity 

computation point of view, both the "PQR" and "ELIM" formulation tech­

niques are at the same level of adequacy as the most system control 

parameters are generally available in both formulation methods. 



CHAPTER 6 

CONCLUSIONS 

The dynamic stability analysis of power systems requires the 

formulation of the linearized power system equations in the state-space 

form. In this thesis, two matrix formulation techniques have been 

implemented by constructing two computer programs, which have been verified 

and applied to a test system of two different orders. The two programs 

were documented and compared. 

The first matrix formulation technique is the "PQR" method, which 

is based on grouping the states of each individual machine together and 

ordering the system algebraic variables in a certain manner to reduce 

the matrix inversion time. A computer program has been developed to 

construct the power system state matrices using the "PQR" method for multi­

machine systems. A variety of models are included for the system components; 

the synchronous machine, exciter and governor control systems; this facili­

tates the representation of generating units with different degrees of 

complexity. The sys tern algebraic variables are re-ordered .to adapt the 

different generator models. 

The second matrix formulation approach is the direct elimination 

"ELIM" method which is based on the addition of one complete generating 

unit equations to the network at a time and reduction until only the 

differential equations of that unit and the algebraic equations of the 

llO 
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network are left. Then, the two network equations for that unit node 

are eliminated. The next generating unit is then added and reduced 

and so on until the full system state matrix is formed. A computer 

program has been produced to construct the state matrix for multi­

machine systems. Both of these computer programs are capable of 

handling systems up to about 70 state variables with the available central 

memory of about 49,000 words (decimal) on the CDC CYBER 170/730 

McMaster University computer. The two programs are generalized by using 

variable dimensions. 

To illustrate the validity of the computer programs, an example 

of a synchronous machine connected to an infinite bus through a trans­

mission line is chosen as a test problem. Two specific examples, second 

and seventh-order systems, have been considered. When applying the two 

programs to these examples, the achieved results were found to be in agree­

ment with the corresponding results in the literature. 

A comparison between the two computer program computation times 

has been done in Chapter 5 for different system orders and it was found 

that the computation time of the "PQR" program is higher than that of 

"ELIM" program. Also based on these computation times, a prediction 

equation has been developed to predict the computation time for a large 

power system (20 machine system, 140 state variables). To verify and 

extend the computation time comparison, analytical expressions have been 

constructed. These analytical expressions were based on the number of 

arithmetic operations performed in terms of the number of machines, number 

of state variables and number of algebraic variables. Based on the above 
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comparison, it was found that the computation time using the "PQR" 

program is almost twice that of the "ELIM" program. 

Since a matrix inversion is required for both methods and it 

is a relatively long process for a large power system and has to be 

performed whenever a parameter setting changes, an analytical inversion 

time comparison has been done between the two approaches. It is found 

that the matrix inversion time using the "PQR" approach is less than 

that using the "ELIM" approach for a system including number of machines 

less than eleven, while by increasing the number of machines in the system 

(greater than eleven) the matrix inversion time using the "ELIM" approach 

will be less than that when using the "PQR" approach. This shows that 

the "ELIM" technique is more economical than the "PQR" technique for 

larger systems. 

The storage requirement for both the "PQR11 and "ELIM" programs 

is compared in Chapter 5 and it was found that the storage required for 

the "ELIM" program is less than that required for the "PQR11 program. As 

documented in Chapter 5, appropriate manipulation of the relative sizes 

of the working arrays will increase the advantage of the "ELIM" method, 

in addition to improving the storage efficiency of both methods. Also, 

an estimate of the storage requirements for both matrix formulations 

utilizing sparse techniques (only non-zero elements to be stored) has 

been done for a 20 machine system (140 state variables). The analytical 

comparison proved that there is quite a saving using sparse techniques 

for both formulation methods and the saving is larger for the "ELIM" 

formulation method. 
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Eigenvalue sensitivity evaluation with respect to a system 

parameter requires the computation of the state matrix derivatives with 

respect to that parameter. A comparison between state matrix derivative 

computation using the "PQR" and "ELIM" matrix formulation approaches 

has also been done in Chapter 5. It was found that the system control 

parameters in both formulation methods are generally available. The 

formulation of specific derivative expressions with respect to a system 

control parameter was developed for the "PQR" method by Zein El-Din, 

while in this thesis these derivatives have been developed for the "ELIM" 

method. The applicability of utilizing a similar eigenvalue sensivitity 

approach for the "ELIM" method has been proven in Chapter 5 and Appendix 

B, this adds to the advantages and flexibility of using the "ELIM" formula­

tion technique. 

Finally, the specific contributions of the study in this thesis 

are summarized as follows: 

(1) 	 Two state matrix formulation programs have been developed and 

implemented on the University CDC CYBER computer. Detailed docu­

mentation has been presented in two internal reports. The validity 

of these programs has been established by comparing with other 

published material. 

(2) 	 Detailed comparison between these two programs and extensive analysis 

of both algorithms has led to the conclusion that the direct elimina­

tion method requires considerably less storage and less running time 

than the "PQR" method when full advantage is taken of the implicit 

data structure in both methods. 
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(3) 	 The advantage of direct eigenvalue sensitivity computation 

in the "PQR" method has been extended in this thesis to the 

direct elimination method. 
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APPENDIX A 

SUBSYSTEM MODELS 

In this Appendix, the nonlinear equations and the linearized 

state-space equations which describe the performance of each sub­_,. 

system model will be presented. The models in this Appendix and in 

Chapter 2 are taken directly from the appropriate references. 

A.l Synchronous Machines 

The modelling of a synchronous machine in state-space form 

has been considered in many references. Two different approaches 

have been adopted in choosing the states of the model. The stator 

and rotor currents (referred to the machine rotor frame) were used 

as states in Reference 11. Alternatively, the stator and rotor fluxes 

(referred to the machine rotor frame) were used as states in References 

7 and 32. The choice of this second approach is followed in this thesis. 

Four models are used for the synchronous machine as shown in Table (2.1), 

Chapter 2: The classical model (G ), one rotor circuit (no damper wind­
o 

ings), model (G ), three rotor circuits (two damper windings), model1

(G ) and three rotor circuits (two damper windings + stator transient
2

included), model (G ). The last model, G , has been discussed in Chap­
3 3

ter 2, and the other models will be discussed in this section. 
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Nonlinear Model (G1l 

In this model, the stator transients and damper winding effects 

are eliminated which means that only the field circuit effect is includ­

ed. The nonlinear differential and algebraic equation are shown in 

(A.la) and (A.lb). The equations of a model based on a linear approx­

imation around an appropriate operating copdition for a synchronous 

machine are presented in matrix form in Figure (A.l). This model is of 

first order. 

(A. la) 

ljJfd xfd ifd - xmd id 

0 r id + vd + wljJ (A.lb)
s q 

0 = r i + v - wiµ
s q q d 

= 

6vd - [6v] 

ljJdor 1 6vs q w 
0 

-r ~E.M -1s q w 
0 

Figure (A.l); The Linearized State and Algebraic Equations for a 
Synchronous Machine (Model G )1
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Nonlinear Model (G 2l 

In this model, the stator transients are eliminated, while the 

damper winding and field winding effects are included. The nonlinear 

differential and algebraic equations are shown in (A.2a) and (A.2b). 

The linearized state and algebraic equations in matrix form are shown 

in Figure (A.2). This model is of third order . 

. 
ljJfd (J) 

0 
(vfd - rfd ifd) 

. 
-w (A. 2a)ljJkd 0 (rkd ikd) 

. 
ljJkq -w 

0 (rkq ikq) 

- xljJfd xfd ifd md id + xmd ikd 

ljJkd xmd ifd - xmd id + xkd ikd 

-X i (A.2b)ljJkq mq q + ~q ikq 

0 r id + v + wl/Js d q 

0 r i + v - WljJ
s q q d 
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liij; fd -w r 
0 f liifd 

liij;kd -workd liikd 

liij;kq -w r 
0 kq liikq 

liijJ fd xfd -x
md xmd 

liij;kd xmd -xmd ~d 

liij;kq -X mq xkq 

liij; d r 
s 

liij;
q 

-r 
s 

+ Lw
0 

liij; fd 

liij;kd 

liij;kq 

liijJ d 

liiJ; q 

J li wfd 

+ 


1 

-1 

[liw]li vd 

li v q 

ij;do 

WO 

~ 
WO 

Figure (A.2): The Linearized State and Algebraic Equations for a 
Synchronous Machine (Model G )2

Classical Model (G ) 

In this model, the generating unit is represented by a classical 

model which means that the generator is described by a constant voltage 

behind transient reactance as shown in Figure (A.3). The nonlinear motion 

equations are shown in (A.3a) and the linearized equations in (A.3b). 

I~ 

X I 

d+ 
E~ v/o 

Figure (A.3): Classical Model Representation 
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. 
0. w. w 

1 1 0 

(A.3a) 

2H. 
1 

WO 

D.. +~
wi w 

0 

w, 
1 

p 
mi 

- [E~
1 

G .. 
11 

+ 
n 
L: E. 

1
j=l 

E. 
J 

Y •• 
1] 

cos (8 .. 
1] 

0. 
1 

+ oj) J 

j#i 

. 

M. !'!.w. 

1 1 

(A.3b) 
D. w. 1

6w. 6w. 2:. klijMi1 2H. 1 
1 1 

where: 

n 
kl .. L: E. E. Y .. sin ( 8 .. - 8. + o. )

1] 1 JO 1]0 1] 0 10 J 0 
j=l 
j#i 

A.2 Mechanical Shaft Systems 

For the analysis of shaft torsional effects in power system 

stability studies, the shaft system is represented by a number of con­

centrated rotating masses connected by weightless springs [25]. In 

Chapter 2, the shaft is represented by five equivalent rotating masses, 

one equivalent rotating mass corresponding to each turbine stage and one 

equivalent mass representing the generator rotor. In this section, the 

shaft system will be represented by two additional models: a single 

equivalent mass model (S ) and two equivalent mass models (S ).
1 2

Nonlinear Model (S
1
l 

In this model, the mechanical shaft system is represented by 
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a single equivalent rotating mass which corresponds to the generator 

rotor. This model is represented by two states: rotor angle and 

rotor speed. Equation (A.4a) describes the dynamic performance of 

the mechanical shaft system and equation (A.4b) represents the linear­

ized equation . 

. 
0 = w - w 

0 
(A.4a) 

w w 
D w---2.T +op 

w 2H 2H eu 2H mu 

. 
M liw 

(A.4b) 
D+P w. -D mu) 0

l:iw l:iT - ( 6w 6 p+ 2H2H eu 2H mu 

Nonlinear Model (S 2l 

In this model, the mechanical shaft system is represented by 

two equivalent rotating masses which correspond to the turbine and the 

generator rotor. This model is of fourth order. Equation (A.5) des­

cribes the dynamic performance of the turboalternator mechanical 

system. The linearized equations in matrix form are shown in figure 

(A.4). 

w 
0 

. 
02 w - w2 0 

(A.5)
-D w w 

2H: wl - 2H
0 812 (ol - 02) - 2: Teu 
1 1 

-D w w2 0 0 
12H ll2 2H \z (o2 - 01) + 2H PLP 

2 2 2 
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ll<\ 

M2 

tiw
1 

tiw
2 

0 

0 

-wosl2 

2H
1 

wos12 

2H
2 

0 1 0 

0 0 1 

--- -+ -D 
­

wosl2 0 
2H I 2Hl 

1 1 
-D-woS12 20

2H 2H
2 2 

Ml 

M2 

tiw
1 

tiw
2 

-
 0 

0 

(lJ 

0 

2H
1 

0 

[ti T J + 0 [L1PLPJeu 


0 


0 


w 
0 

2H
2 

Figure (A.4): The Linearized State Equations for a Mechanical 

Shaft System (Model s )


2

A.3 Excitation Systems 

The static exciter with speed stabilizer has been discussed in 

Chapter 2. In this section, two models of the exciter are presented. 

Nonlinear Model (E12 

The exciter in this model is represented by a single time con­

stant transfer function. The input is the difference between the 

terminal voltage and the reference voltage, as shown from the block 

diagram, Figure (A.5). The differential equation and the linearized 

equation are shown in (A.6a) and (A.6b). 

vref 

tiv 
 kt e 

1 +ST 
e 

Exciter 

Figure (A.5): Simple Exciter Block Diagram 
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-ke 1 
(A.6a)v ­

T t T 
e e 

-k k 
e t,v _ 1 + e (A.6b)

T t ~ livfd ~ vref 
e e e 

Nonlinear Model (E
2
l 

The exciter in this case is represented by two transfer func­

tions. As shown in Figure (A.6), one represents the voltage sensor and 

the other represents the exciter. There is no stabilizer in this model, 

and it is of order 2. The differential equations are shown in (A.7) 

and the linearized equations are in matrix form, Figure (A. 7). 

Figure 

6v v 

lwfd 

1 
1 + ST 

v 

Sensor 

(A. 6): Block Diagram of 

1 1 
vv Vt - vvT T 

v v 

-ke 1 
vfd T vv T vfde e 

-1 1 
T 

/jV
v T 

v v 
+ 

-ke -1 
T T t,vfd 

e e 

1 
1 + S-r e 

Exciter 

!iv
fd 

Second Order Exciter 

ke 
+ :r v fe re 

6v 
t vref 

+ 
ke 
T 

e 

(A. 7) 

Figure (A.7): The Linearized State Equations for a Second Order Exciter 
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A.4 Turbine-Governor (Model T1l 

In Chapter 2, a third-order turbine-governor model for a hydro 

unit has been presented. In this section, a second-order turbine-

governor model for steam and nuclear units will be presented. These 

two models are taken directly from reference [18]. The turbine-

governor model for steam and nuclear units is shown in Figure (A.8). 

The turbine is modelled by a single-time constant transfer function. 

The input is the difference between the reference power (P f) and the 
re 

feedback signal through the governor. The governor is also described 

by a single-time constant transfer function. The differential equations 

representing the model are given in (A.8) and the linearized equations 

in matrix form are given in Figure (A.9). 

k 
g 

1 + Sc
3 

p
ref 

1 
llP 

m 

Governor Turbine 

Figure (A.8): Block Diagram of Turbine-Governor Model 
for Steam Unit 

p 
m 

-1 -p 

'ch m 
1 

'ch g 
+-1- p 

'ch ref 

g 
k 

__g_ 

WoT3 
w -

1 

'3 
g 

(A.8) 
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1-1 -1 p l:iwfl.Pfl.P refmm 'ch 'ch 'ch 

++ 
k

1 __g__
gg 

wo'3'3 

Figure (A.9): The Linearized State Equations for Turbine-Governor 
(Model T )

1



APPENDIX B 

STATE MATRIX PARTIAL DERIVATIVES 


USING THE "ELIM" APPROACH 


Referring to equation (4.7) in Chapter 4, it is seen that the 

system differential and algebraic equations could be written in the 

following matrix form [4], 

(B. l) 

where [Z ] is an operational matrix. 
p 

Addition of Machine 1 to the Network 

Applying the approach adopted by Muir [30], the n bus network 

equations are formed and stored first and then the differential and 

algebraic equations of one machine are formed and added to the network 

equations (in matrix form) as shown in equation (B.2), assuming that the 

number of buses equals the number of machines (non-generator buses having 

been previously eliminated), 

0 

£1~1 

0 

o I o Io 
-'- _L 

0 I zd 1011
-1- -+­

o I 0 ,a 
I I 

0 

-;­

£1~1 

0 

+ 


I I 
YN I hl I h2 -r- --­
0 tt1 1_~) ltt

12_L _ 4 -­
h3 I H31 lH41 

I I 

L1~N 


£1~1 


£1~1 


2n 

ns (B. 2)1 

nv
1 

129 
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Equation (B.2) can be rewritten as follows: 

2n00 6~N 

6x• 6x2 ns	 (B.3)+ zl6~1 d1 1 11 

0 nv0 6~1 1 

where [zd
1
J 	 is a constant real diagonal matrix for machine 1 and the 

network, 

is a constant real matrix for machine 1 and the network, 

6~1 , 6: are dimensioned ns (the number of state variables of
1 1 


machine 1), 


6~1 is dimensioned nv (the number of algebraic variables
1 

associated with machine 1), 

6~N is dimensioned 2n (the number of algebraic variables 

associated with the network) 

Looking at the different submatrices of the matrix [z J,
1

is the bus admittance matrix in 2n real equation form 1 

includes the initial value of the network nodal current 

components (iD' iQ) which depends on the operating point. 

[h ],[h ] include the relationship between the machine quantities and2 3

the network components of nodal voltage (vD, vQ) which depends 

on the initial condition of the rotor angle (o). 

[H11 (s)J includes most of the control parameters (gains and time 

constants) of interest for the governor and excitation 

systems, inertia constant and damping coefficient 
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includes the machine resistances and the sensor voltage 

time constant (T ) in the excitation system
v 

includes machine currents and voltage components which 

depend on the operating point 

includes the machine reactances, currents, voltages and 

flux linkages which again depend on the operating point 

Thus, it can be concluded that most of the significant system control 

parameters exist in the submatrix [H (~)].
11 

To eliminate the algebraic equations of the first machine from 

· (B.2), the matrix [z
1
J is partitioned as follows: 

2n ns nv
1 1 

network equations 

differential equations 
of machine 1 

algebraic equations 
of machine 1 

y I hlNI 
-r ­
0 jHll (0 

h31 H31 
I 

h2 
2

11 
2

21 
2n +ns

1 

H21 (B.4) 

H41 

2
31 

2
41 

nv
1 

Using matrix elimination for equation (B. 4), 


[~l] = [Zll - 221 2
41 

-1 231] (B.5) 


where, 

I 
YN I hl 

~l I0 I Hll co 
I 

I 
h4 hsI-,­
h6 h7I 


I 


- I 
2nhl I h2 

(B.6)_-r-­
nsh3 I Hll (0 _: h7 1

I 
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To eliminate the two real network equations of the node 

connected to the first machine, the matrix [~1] could be partitioned 

as follows: 

2 2n-2 ns 2 (2n-2)+ns
1 1 

2 2t Itl rl R41 R312 2 

2 2t;L t±.1_ 0 R21 Rll (2n-2)+ns (B. 7) [~l] 1 
0 IHll (0-h7r2 

I 
Using matrix elimination for equation (B.7), 

where, 

t I 0
4-!.
[ZRl] 

0 IH11 C0-h7 

I 

r3 

rs 

r 
_4_ 

r6 

(B. 8) 

_I 
2n-2rll _ _ r2 _ 

(B. 9)-1 nsr 3 Hll (0-hll 1 
I 

Substituting the reduced matrix of [z
1
J 

2n-2 

(B .10) 

Addition of the Second Machine 

Adding the second machine to the network and first machine 

differential equations, 
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Io2n-2 0 0 00 0 I-- 1­
ns 0 2L\~l d11 

ns 0 I 0L\~22 

oT 0nv 02 I 

Equation (B.11) can be re-written as 

02n-2 0 .. 
ns L\~l L\:11 

2 += .d2 ns 2 L\~2 L\:2 

nv 0 01 

where, 

+ 


- I 
Isr1 I r2 

r~f~1~c0"-h11 
0 0_I ___ -

I 0s 3 
I 

follows: 

L\:'N 

L\:1 
z2 

L\:2 

L\'!.2 

2n-2 

ns1 

ns 2 

nv2 

r- 1 r2 I s1	 1+- - +- - ­
0r 31 Hll (t)-hlll 

1------­
0 0 IH12(1:) 

0s3I I H32 
I I 

s2 

0 2
12 

H22 

H42 2
32 

Using matrix elimination for equation (B.13), 

sl .J. 2 

0 I 0 

Hl2 (01 H22 

H32 	 I H42 
I 

To eliminate the algebraic equations of the second machine 

equation (B.12), the matrix [z2J could be partitioned as follows: 

I I 
1 o I s 5s 4-1--­

0 1 o I o 
I-+--­


s6 I 0 I s7 
I I 

z22 

2
42 

2n-2 
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Li~N 

L\:1 


L\:2 


L\'!.2 

(B.11) 

(B.12) 

from 

(B.13) 

(B.14) 

(B.15) 
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To eliminate the two real network equations of the node 

connected to the second machine, the matrix [~2] could be partitioned 

as follows: 

t6 r7 rsts I 
I 0 l 0t7 

-
ts 
-,- - - .-+­

r9 
[~2] 

rlO IHll (t;;)-h11 1 0 

--,---L
rl2 O !Hl2(~)-s7rll 

I I 

2 2
R42 

2
R32 

2n-4 

ns1 
2

R22 
2

Rl2 

(B.16) 

ns
2 

Using the matrix elimination for equation (B.16), 

(B.17) 


where, 

and the elements in [k ] corresponding to the control parameters in
5

[H (~)] are zeros, also the elements in [k ] corresponding to the control11 9

parameters in [H12 C~)] are zeros. This shows that the control parameters 

do not change during matrix manip~lation and appear explicitly in the 

submatrices [H1i(~)], where i is the machine number. 

Substituting the reduced matrix of [z2J, [zR
2
J, in (B.11), 
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o 1 o I o2n-4 0 _I__J-_ 
o lzd111 o 
_I_ -1­

o 	I o 1zd22 
I I 

0 

. 
/J.~l + /J.x (B.19) 

Addition of the nth Machin~ 

The same procedure is followed when adding the next machine. 

After the addition of the nth machine, the following matrix form is 

obtained: 

2 

ns 
n 

nv 
n 

0 0 

+ z (B.20)
n . 

/J.u /J.x /':,x 

0 0 /J.y
n 

After the elimination of the nth machine algebraic equations and the 

left network algebraic equations, the reduced matrix of [Z ], [ZR ] is 
n n 

obtained: 

[Z J = 
Rn 

ns 
n 

(B. 21) 

Substituting the reduced matrix of [Zn]' [ZRn]' in equation (B.20 

leads to the following matrix form: 
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zd11 I I _,__-+-t­
z

j_d22: L 
-L _I_:_· j ­
I I lzns tiu 

n _n I dnnI I 

where, [H.] = [H
1 

.Cs)J
l l 

or, generally, 

tiu 

[h .. ] 
ll 

or, 

. 

1::.:1 

1::.:2 

. 

tix _n 

+ 

(i 

I I I
Hl f 12 · · · f ln+-l_ _ _L_ _ 

f 21 I H2 I · · · : f 2n 
--r- t- --­. . . . . . . . . I ... 
-+-+--1­

£ !£ 1 ••• H
1 2 1n I n I I n 

1, 2, ... , n) 

Comparing equation (B.24) with the state-space equation: 

. 
tix = [A] tix + [BJ tiu 
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ti~l 

t:.~2 
(B. 22) 

tix _n 

(B.23) 

(B.24) 

(B. 25) 

The system state matrix, [A], is formed for n machines as follows: 

(B. 26) 

State Matrix Partial Derivatives 

The general form of partial derivatives of the system state matrix 

with respect to system control parameters Cs) is obtained as follows: 

-1z
[z ]{a[ dn] } (B. 27)

Rn 31; 
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