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## INTRODUCTION

It is appropriate at the outset to define the fundamental elements of the study presented here, and attempt to remove all possible ambiguities which could arise from the now accepted name assigned to them. If the set of values $x_{1}, x_{2}, \ldots x_{n}$ occuring in a random sample of size n drawn from population having (known or unknown) cumlative probability function is ordered according to magnitude so that $x_{(1)}, x_{(2)} \cdot x_{(n)}$ is a permutation of $x_{1}, x_{2}, \ldots ; x_{n}$ with $x_{(i)} \leq x_{(i+1)} \quad 1 \leq i \leq n-1$, then the elements $x_{(i)}$, as well as functions of such variables, are known as order statistics, and, in particular, $X_{(r)}$, the value not exceeded by $r$ members of the sample, is termed the $r^{\text {th }}$ order statistic.

In non-parametric statistical inferences it is being found that order statistics are playing a significant role. The importance attached to work on non-parametric problems and order statistics is justified by recognition of the advantages to be obtained from the possible development of methods of statistical inferences which are applicable to broad classes of probability distribution functions, and the knowledge that considerable amount of new statistical information theory can be derived using order statistics, assuming no stronger conditions than that of continuity of the derivative of the cumulative distribution function. For the statistician interested in paractical applications it is advantageous to make statistical procedures simple
and as broadly applicable as possible - which is the case of statistical inference theory based on order statistics.

Among the earliest problems on the sampling theory of order statistics was that of finding the mean value of the difference between the $r^{\text {th }}$ and $r+l^{\text {th }}$ order statistic in a sample of $n$ values from a population having continuous probability density function. No other assumption was made about the probability distribution. This, the Galton's difference problem was studied in 1902 by Karl Pearson 11 using a deferred integration technique:

A random sample of n individuals is drawn from a population of $N$ members, which when $N$ is large may be taken to obey any law of frequency expressed by the curve

$$
\mathbf{y}=N \phi(x)
$$

$y \delta x$ being the total frequency of individuals with the measured random variable taking a value somewhere in the interval between $\mathbf{x}$ and $x+6 x$. We seek the expected value of $x_{(r+1)}-x_{(r)}$

Consider the graph with ordinate $y$ and corresponding abscissa $x$, the measured random variable.


Then the area between the curve and the x-axis, by the definition of $y$, is the number of individuals in the population so that

$$
\int_{-\infty}^{\infty} y d x=N \quad \int_{-\infty}^{\infty} \frac{y}{N} d x=\int_{-\infty}^{\infty} \phi(x) d x=1 .
$$

The probability of an element at $\underset{(r)}{x}$ is $\frac{y}{N}\left(x_{r}\right) \delta x_{r}$ and at $x_{r+1}$ is $\frac{Y}{N}\left(x_{r+1}\right) \delta x_{r+1}$. Also the probability of having an individual
fall below $x_{(r)}$ is $\frac{A}{N}\left(x_{(P)}\right)$ where $A$ is the area beneath the $y$-curve, and to the left of the abscissa $\left.x_{r}\right)_{x}$.

$$
\begin{gather*}
\text { i.e. } \operatorname{Prob}\left(x<x_{(r)}\right)=\frac{1}{N} \cdot \int_{-\infty}^{\left(x_{r}\right.} y d x=\int_{-\infty}^{x_{r}} \varnothing(x) d x x_{0}=\frac{A}{N}\left(x_{r}\right) \\
\text { and } \frac{d A\left(x_{r}\right)}{d x_{r}}=N \varnothing\left(x_{r}\right)=y\left(x_{r}\right) \quad \text { (i) } \tag{i}
\end{gather*}
$$

Thus the joint probability of $x_{(r)}$ and $x_{(r+1}$ is

$$
f\left(x_{(r,}^{\prime}, x_{(r+1)}\right)=\frac{n!}{(r-1)!(n-r-1)!} \frac{y}{N}\left(x_{(r)}\right) \frac{y}{N}\left(x_{(r+1)}\right)\left[\frac{A\left(x_{(n)}\right.}{N}\right]^{r-1}\left[1-\frac{A\left(x_{(r+1)}\right)}{N}\right]^{n-r-1} \cdot \delta x_{(n)} \delta x_{(r+1)}
$$

and

$$
x_{r}=E\left(x_{(r+1)}^{\left.-x_{(r)}\right)}=\int_{x_{(r+1)}=-\infty}^{\infty} d x_{(r+1)}^{x_{(r+1}} \int_{(r)}^{d x_{(r)}} f\left(x_{(r, \infty}, x_{(r+1)}\right)\left(x_{(r+1)}-x_{(r)}\right)\right.
$$

Integrating w.r.t. variable $x_{( }(r)$ One needs consider only

$$
I=\int_{x_{(r)}=-\infty}^{x(r+1)} d x_{(r)}, y\left(x_{(r)}\right) A\left(x_{(r)}\right)^{r-1} \cdot\left(x_{(r+1)^{-x}(r)}\right)
$$

and using integration by parts and (i)

$$
=\left[\left(x_{(r+1)}-x_{(r)}\right) \frac{A^{r}\left(x_{(r)}\right)}{r}\right]_{((n)=-\infty}^{x+1)}+\int_{x_{(r)}=-\infty}^{x(r+1)} d x_{(r)} \frac{A^{r}\left(x_{(r)}\right)}{r}
$$

where the first bracket vanishes at both limits and we define a
function $U$ by

$$
U=\int_{x=-\infty}^{x(r+1)} d x A^{r}(x)
$$

$\operatorname{Then} X_{r}=k \int_{\underset{(r+1!}{ }=-\infty}^{\infty}(n-r) d x_{(r+1)}\left[\frac{y}{N}\left(x_{(r+1)}\right)\left[1-\frac{A\left(x_{r+1}\right)}{N}\right]^{n-r-1} \frac{U}{N^{r}+1}, k=\frac{n!}{(r!)(n-r)!}\right.$
Employing (i) and integration by parts

$$
\begin{aligned}
x_{r}=[-k N(1- & \left.\frac{A\left(x_{(r+1)}\right) n-r}{N} \cdot \frac{0}{N^{4+1}}\right] x_{r+1}=-\infty \\
& +k \int_{-\infty}^{\infty}\left[1-\frac{A\left(x_{r+1}\right)}{N}\right]^{n-r} \frac{1}{N^{r}} \frac{d U}{d x_{(r+1)}} d x_{(r+1)}
\end{aligned}
$$

where the first bracket again vanishes at both limit points to give:

$$
X_{r}=k \int_{-\infty}^{\infty} 1-{\frac{A\left(x_{r+1}\right)}{N}}^{n-r} A^{r}\left(x_{(r+1)}\right) d x_{(r+1)}
$$

Thus if $F(x)=$ Prob. (random variable $<x$ ).

$$
X_{\bar{r}}=\frac{n!}{r!(n-r)!} \quad \int_{-\infty}^{\infty} F^{r}(x)[1-F(x)]^{n-r} d x
$$

N.B. : were the sample ordered from greatest occuring, to least, as K. Pearson did, the form of $X_{r}$ would be the same as above except for an interchange of $r$ and $n-r$.

Pearson's work was later extended by Tippett 13 who found the mean values of the sample range $R$, the difference between the least and greatest order statistic of sample.

This derivation involved summing $X_{F}$ for $1 \leq r \leq n-1$. Thus

$$
E(R)=\int_{-\infty}^{\infty} \sum_{r=1}^{n-1} \frac{n!}{r!(n-r)!} F^{r}(x)[1-F(x)]^{n-r} d x
$$

$$
\begin{aligned}
& =\int_{-\infty}^{\infty} \sum_{r=0}^{n} \frac{n!}{r!(n-r)!} F^{r}(x)[1-F(x)]^{n-r} d x \\
& -\int_{-\infty}^{\infty}[1-F(x)]_{d x}^{n}-\int_{-\infty}^{\infty} F^{n}(x) d x \\
& =\int_{-\infty}^{\infty}\left\{1-F^{n}(x)-(1-F(x))^{n}\right\} d x
\end{aligned}
$$

But Tippett demonstrated an alternative techniques which allowed the extension to obtain the moments of the range's distribution. The alternative method employed the definition of a function $\theta=\frac{1-\alpha^{n-s-1}}{n-s-1}$ so that $\frac{d \theta}{d \alpha}=\alpha^{n-s-2}$.


Let $x_{(2)}$ be the first order statistic and $x_{(n)}$ the last in a sample of size $n$ from a population with curve of distribution $y=\varnothing(x)$. Then, supposing the population to be infinite, the chance of getting one individual at $X_{(1)}$, one at $X_{n}$ and $n-2$ between $X_{(1)}$ and $x_{(n)}$ is:
$\times \frac{(-1)^{n} n!}{(n-2)!}\left(\alpha_{1}-\alpha_{n}\right)^{n-2} d \alpha_{1} d \alpha_{n}$
where $\alpha_{1}=\int_{-\infty}^{()_{1}} \phi(x) d x$
and $\int_{-\infty}^{\infty} \phi(x) d x=1$.

$$
\text { Then } \begin{aligned}
E(R) & =\int_{(n)}^{\infty} d \alpha_{n} \int_{x_{(n)}=-\infty}^{x_{(n)}} \frac{(-1)^{n} n!}{(n-2)!}\left(\alpha_{1}-\alpha_{n}\right)^{n-2} d \alpha_{1}\left(x_{(n)}^{\left.-x_{1}\right)}\right. \\
& =\int_{x_{(n)}=-\infty}^{\infty} d \alpha_{n} \int_{x_{1}=-\infty}^{x_{n}(n)} \frac{n!}{(n-2)!} \sum_{s=0}^{n-2} \frac{(n-2)!}{s!(n-s-2)!}(-1)^{n-s} \alpha_{1}^{s} \alpha_{n}^{n-s-2} d \alpha_{1}\left(x_{(n)}-x_{1}\right) \\
& =\sum_{s=0}^{n-2} \int_{x_{n}=-\infty}^{\infty} d \alpha_{n} \frac{n!}{s!(n-s-2)!}(-1)^{n-s} \alpha_{n}^{n-s-2} \int_{-\infty}^{x_{n}} \alpha_{1}^{s} d \alpha_{1}\left(x_{(n)}-x_{1}\right)
\end{aligned}
$$

and using integration by parts

$$
\sum_{s=0}^{n-2} \int_{x_{n}=-\infty}^{\infty} \frac{(-1)^{s} n!}{(s+1)!(n-s-2)!} \alpha_{n}^{n-s-2} \cup d \alpha_{n}
$$

where $U=\int_{-\infty}^{x_{n}} \alpha_{1}^{s+1} d x_{1}=\int_{-\infty}^{x_{n}} \alpha(x) d x$
and defining $\theta=\frac{1-\alpha_{n}^{n-s-1}}{n-s-1}$ so that $\frac{d \theta}{d \alpha_{n}}=-\alpha_{n}^{n-5-2}$.

$$
\begin{aligned}
E(R) & =\sum_{s=0}^{n-2} \int_{x_{n}}^{\infty}(-1)^{s} \frac{n!}{(s+1)!(n-s-2)!} U d \theta . \\
& =\sum_{s=0}^{n-2} \frac{(-1)^{s} n!}{(s+1)!(n-s-2)!}\left\{[-U \theta]_{x_{n}=-\infty}^{\infty}+\int \frac{d U}{d \alpha_{n}} \cdot \theta \cdot d \alpha_{n}\right\} .
\end{aligned}
$$

and $U$ vanishes at the lower limit $x=-\infty$ while $\theta$ vanishes at the upper limit $x=\infty$, so that $[-\mathrm{Ue}]_{\mathrm{x}_{\mathrm{n}}=-\infty}^{\infty}=0$.
Thus $E(R)=\sum_{s=0}^{n-2} \frac{(-1)^{n-s} n!}{(s+1)!(n-s-2)!} \int_{-\infty}^{\infty} \theta \alpha_{n}^{s+1} d x_{n}$.
and using integration by parts

$$
=\sum_{s=0}^{n-2} \frac{(-1)^{s} n!}{(s+1)!(n-s-1)!} \quad \int_{-\infty}^{\infty} \alpha_{n}^{s+1}\left(1-\alpha_{n}^{n-s-1}\right) d \alpha_{n} .
$$

and splitting the summation into two parts

$$
\begin{equation*}
E(R)=\int_{-\infty}^{\infty} 1-(1-\alpha)^{n}-\alpha^{n} d x \tag{2}
\end{equation*}
$$

agreeing with the earlier solution.

This method of solution also yields expressions for other moments of $R$, and is therefore more general in application.

In the same paper Tippett tabulated the mean range for a standardized, normal distribution for samples from two to one thousand, these being evaluated by finding a framework of values by direct computation of equation (2) using quadrature and filling this in by interpolation, using first Lagrangian Formulae and finally a difference formula. In addition, using the functional relation

$$
\int_{-\infty}^{x_{p}} f(x) d x=\alpha_{p}^{n}
$$

where $f(x)$ is the distribution of the largest individual in samples of $n$ (where $\int_{-\infty}^{\infty} f(x) d x=1$ ) and $\alpha_{p}^{*}=\int_{-\infty}^{x} p(x) d x, y=\varnothing(x)$ being the graphical representation of an infinite population's distribution, he tabulated the probability integral or cumulative distribution function of the largest order statistic in a sample from a normal. population having zero mean and unit variance.

Later R. A. Fisher and L. H. C. Tippett 3 determined by a method of functional equations, and for specified regularity conditions on the population distribution, the asymptotic distribution of the greatest (and also the least) values in a sample as the sample size tended to infinity.

It appears that a particular set of distributions provides the limiting distribution in all cases and the case derived for the normal curve is peculiar for the extreme slowness with which the limiting form is derived.

The possible limiting forms are deduced from the functional relations they must satisfy:

$$
P^{n}(x)=P\left(a_{n} x+b_{n}\right)
$$

The solutions of this functional equation will give all possible limiting forms; and consequently these fall into 3 classes,
i) $a=1$

$$
p^{n}(x)=P\left(x+b_{n}\right)
$$

ii) $\mathrm{P}=0$ when $\mathrm{x}=0 \quad \mathrm{P}^{\mathrm{n}}(\mathrm{x})=\mathrm{P}\left(\mathrm{a}_{\mathrm{n}} \mathrm{x}\right)$
iii) $P=1$ when $x=0 \quad P^{n}(x)=P\left(a_{n} x\right)$,
which show that the only possible limiting curves are such that i') $d P=e^{-x-e^{-x}} d x$.
ii') $d P=\frac{k}{x^{k+1}} e^{-x^{-k}} d x$.
iii') $d P=k(-x)^{k-1} e^{-(-x)^{k}} d x$.

Further studies of the limiting distributions was made by Grumbel 5 , who made several applications to such problems as flood flows, where the random variable often is the annual rainfall, and the sample size $n$ is the number of years for which the records of the annual rainfall are available; and papers on order statistics continued to appear. In 1932 A. T. Craig 2 gave general expressions for the exact distribution functions of the median, quartiles and
range of a sample of size $n$.

Suppose a variable $x$ to obey a law of probability given by $f(x)$ which, initially is assumed to vanish outside of the interval from $O$ to some positive real number $A$; and consider a sample consisting of $n=2 m+1(m$, an integer) values of $x$ with median $\xi$ be drawn.

The probability that $m$ of the $2 m+1$ items be in the interval from 0 to \& is $\frac{(2 m+1)!}{m!(m+1)!}\left[\int_{0}^{\xi} f(t) d t\right]^{m}$.

The probability that of the remaining elements $m$ lie in the interval from 0 to $A$ and one lies in $\left[\xi, \xi+\left[\xi_{1}\right]\right.$ is $(m+l)\left[\int_{q}^{a} f(t) d t\right]^{m} \cdot f(\xi) d \xi$.

Thus the probability distribution $\varnothing(\xi)$ of the median in
samples of size $n=2 m+1$ is given by the equation

$$
\phi(\xi)=\frac{(2 m+1)!}{(m!)^{2}}\left[\int_{0}^{\xi} f(t) d t\right]^{m}\left[\int_{\xi}^{A} f(t) d t\right]^{m} f(\xi) d \xi \theta
$$

and $\varnothing(\xi)$ has same form when the range of $x$ is the entire real line.

Similarly it may be shown that the probability function of the lower quartile $\bar{x}_{1}$ of samples of $n=4 m+1$ elements, drawn from a universe represented by $f(x)$ is

$$
\emptyset\left(\bar{x}_{1}\right)=\frac{(4 m+1)!}{m!\cdot(3 m)!}\left[\int_{0}^{\bar{x}} f(t) d t\right]^{m}\left[\int_{x_{1}}^{\infty} f(t) d t\right]^{3 m} f\left(\bar{x}_{1}\right) d \bar{x}_{1}
$$

and abviously any statistic which is defined as the value of the variate which exceeds and is exceeded by specified numbers of elements in the sample may have its distribution determined in like manner. Still studying the median, Thomson 12 in 1936 showed how confidence limits for the median (and also for other quantiles) of a population having
a continuous cumulative distribution function could be established from order statistics in a sample from such a population.

In recent times the probability behaviour of order statistics has been significantly developed and unified by S. S. Wilks, his associates, and students at Princeton 14,15 and the posthumous publication of collected papers 17 by him provides good evidence of his involvement with the study of order statistics, and their applications. The accumulation of theoretical knowledge of order statistics had stimulated the development of areas of their application, in particular their application to non-parametric statistical inference. [Inferences from samples about distribution functions, under normal assumptions - e.g. continuity of the cumulative distribution function - are referred to as non-parametric inferences, in contrast to parametric inferences which are concerned with inferences about values of parameters of distribution functions of known functional form, depending on one or more unknown parameters]. The probability theory underlying such inference consists essentially of the probability theory of certain functions of order statistics. Wilks 16 gives a survey of some of the basic ideas and results of non-parametric statistical inference. By their usefulness in this field one is prompted to ask if order statistics may not be used in the estimation of parameters.

Order statistics often permit very simple inefficient solutions of some of the more important parametric problems of statistical estimation. R. A. Fisher introduced the concept of
efficient statistics, or estimates of efficiency. They serve as a measure of the information a statistic draws from a sample so that if statistics $\hat{\theta}^{\prime}$ and $\hat{\theta}^{\prime \prime \prime}$; unbiased estimates of a population parameter $\theta$, with variance $\hat{\theta}$ ' less than variance of $\hat{\theta}^{\prime \prime}$, then the efficiency of $\hat{\theta}^{\prime \prime}$ relative to $\hat{\theta}^{\prime}$ is the ratio of the smaller variance to the larger; and if there exists an unbiased estimate $\hat{\theta}_{0}$ for which the variance is minimum, then the latter is called the most efficient unbiased estimate and "the" efficiency of all other estimations may be taken as their efficiency, relative to $\hat{\theta}_{0}$. Mosteller 8 has investigated the efficiency of various linear combinations of several order statistics in large samples for estimating the mean and variance of a normal distribution function and he obtained efficiencies as great as 0.87 by using the average of 10 properly spaced order statistics to estimate the mean.

As an attempt to achieve further usage of order statistics in parameter estimation one may consider their application in estimating parameters of multivariate populations. In particular, can order statistics be used to estimate the correlation coefficient pof some bivariate population? S. K. Banerjee 1 derived the asymptotic approximations to the joint distribution of certain sample quartiles, which I shall use in this study to observe the efficiency of certiain functions of these order statistics when used to estimate p; for bivariate populations whose distributions satisfy certain specified conditions.

Banerjee's derivation of the asymptotic distribution considers two variates $x_{1}$ and $x_{2}$ with probability density function $f\left(x_{1}, x_{2}\right)$ which satisfies the following conditions,
(i)

(ii) $\left.\int_{-\infty}^{\infty} f(1 / N), x_{2}\right) d x_{2}=\int_{-\infty}^{\infty} f\left(0, x_{2}\right) d x_{2}+O(1 / N)$
(iii) The following equations:
(a) $\int_{-\infty}^{\xi} \int_{-\infty}^{\infty} f\left(x_{1}, x_{2}\right) d x_{2} d x_{1}=\frac{1}{4}$
(b) $\int_{-\infty}^{\xi} 2 \int_{-\infty}^{\infty} f\left(x_{1}, x_{2}\right) d x_{1} d x_{2}=\frac{1}{4}$
have unique real roots.
[In particular $f\left(x_{1}, x_{2}\right)$ may be the bivariate normal density function.] Let a sample of $(4 n+1)$ elements $\left(x_{1 r}, x_{2 r}\right)(r=1,2, \ldots, 4 n+1)$ be drawn from such a population. Let $\bar{x}_{1}, \bar{x}_{2}$ designate the first quartiles (corresponding to $\xi_{1}$, $\xi_{2}$ in population) of the two variables. $\left(\bar{x}_{1}, \bar{x}_{2}\right)$ will be referred to as the Quartile. Let us divide the plane into 9 zones $R_{1}, R_{2}, R_{3}, R_{4}, R_{1}^{\prime}, \ldots, R_{4}^{\prime}, R^{\prime \prime}$ by the straight lines:

$$
\begin{aligned}
& x_{2}=\bar{x}_{2}-\frac{1}{2} d \bar{x}_{2} \\
& x_{2}=\bar{x}_{2}+\frac{1}{2} d x_{2} \\
& x_{1}=\bar{x}_{1}-\frac{1}{2} d \bar{x}_{1} \\
& x_{1}=\bar{x}_{1}+\frac{1}{2} d \bar{x}_{1}
\end{aligned}
$$



Let the probability that an element falls in the region $R_{i}^{(j)}$ be

$$
p_{i}^{j}=\int_{R_{i}^{j}} f\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
$$

For example $p_{1}=\int_{\bar{x}_{1}}^{\infty} \int_{\bar{x}_{2}}^{\infty} f\left(x_{1}, x_{2}\right) d x_{2} d x_{1}$

$$
p^{\prime \prime}=f\left(x_{1}, x_{2}\right) d \bar{x}_{1} d \bar{x}_{2} \text { etc. }
$$

We shall consider now that the sample is drawn from a multinomial population with probabilities $p_{1}, \ldots, p^{\prime \prime}$ and pick out those terms which give rise to a sample quartile ( $\bar{x}_{1}, \bar{x}_{2}$ ). This can be done in the following five manners:-
(i) If the quartile is an element of the sample, then that element may fall in $R^{\prime \prime}$ and the other elements must fall in regions $R_{1}, R_{2}, R_{3}$ and $R_{4}$ with frequencies $n_{1}, n_{2}, n_{3}, n_{4}$ with the conditions

$$
\left.\left.\begin{array}{l}
n_{1}+n_{2}=3 n \\
n_{1}+n_{4}=3 n
\end{array}\right\} \begin{array}{ll} 
& n_{2}+n_{3}=n \\
\text { and } & \\
& n_{3}+n_{4}=n
\end{array}\right\}
$$

We have therefore $n_{4}=n_{2}$ and $n_{1}=2 n_{2}+3 n_{3}$.
The probability that this occurs is:

$$
\begin{aligned}
s_{1} & =\sum \frac{(4 n+1)!}{\left(n_{1}\right)!\left(n_{2}\right)!\left(n_{3}\right)!\left(n_{4}\right)!} p^{\prime \prime} \cdot p_{1}^{n_{1}} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot p_{4}^{n_{4}} \\
& =\sum_{n_{2}+n_{3}=n} \frac{(4 n+1)!}{\left(3 n_{3}+2 n_{2}\right)!\left(n_{2}!\right)^{2}\left(n_{3}!\right)} p^{\prime \prime} \cdot p_{1}^{3 n_{3}+2 n_{2}} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot p_{4}^{n_{4}} \\
& =\sum_{n_{1}+n_{2}=n} \frac{(4 n+1)!}{\left(3 n_{1}+2 n_{2}\right)!\left(n_{2}!\right)^{2}\left(n_{1}!\right)} p^{\prime \prime} \cdot p_{1}^{3 n_{1}+2 n_{2}} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{1}} \cdot p_{4}^{n_{2}} \cdot
\end{aligned}
$$

(ii) Now let us suppose that the quartile is determined by two different elements of the sample, for example, one in $R_{1}^{\prime}$ and one in $R_{2}^{\prime}$ and $n_{i}$ elements in $R_{i}(i=1,2,3,4)$ with:

$$
\left.\left.\begin{array}{l}
n_{3}+n_{4}=n \\
n_{2}+n_{3}=n
\end{array}\right\} \begin{array}{ll}
\text { and } & \\
& n_{1}+n_{2}+1=3 n \\
& n_{1}+n_{4}+1=3 n
\end{array}\right\}
$$

Therefore

$$
n_{2}=n_{4} \text { and } n_{1}=2 n_{2}+3 n_{3}-1
$$

The probability in this case is:

$$
\begin{aligned}
& s_{2}=\sum_{n_{1}+\cdots+n_{4}=4 n-1} \frac{(4 n+1)!}{\left(n_{1}\right)!\left(n_{2}!\right)\left(n_{3}!\right)\left(n_{4}!\right)} \\
& \cdot p_{1}^{\prime} \cdot p_{2}^{\prime} \cdot p_{1}^{n_{1}} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot{p_{4}^{n_{4}}}^{\prime} \\
& =\sum_{n_{2}+n_{3}=n} \frac{(4 n+1)!}{\left(2 n_{2}+3 n_{3}-1\right)!\left(n_{2}!\right)^{2}\left(n_{3}!\right)} . \\
& \cdot p_{1}^{\prime} \cdot p_{2}^{\prime} \cdot p_{1}^{2 n_{2}+3 n_{3}-1} \cdot{p_{2}^{3}}_{n_{3}}^{n_{2}} \\
& =p_{1}^{\prime} \cdot p_{2}^{\prime} \cdot \sum_{n_{1}+n_{2}=n-1} \frac{(4 n+1)!}{\left(n_{1}+1\right)!\left(3 n_{1}+2 n_{2}+2\right)!\left(n_{2}!\right)^{2}} \cdot \\
& \cdot p_{1}^{3 n_{1}+2 n_{2}+2} \cdot p_{2}^{n_{2}} \cdot{p_{3}}_{n_{1}+1} \cdot{p_{4}}_{2}^{n_{2}}
\end{aligned}
$$

(iii) Similarly considering $R_{2}^{\prime}$ and $R_{3}^{\prime}$ :

$$
\left.\left.\begin{array}{rl}
n_{1}+n_{2}+1 & =3 n \\
n_{1}+n_{4} & =3 n
\end{array}\right\} \text { and } \begin{array}{l}
n_{2}+n_{3}+1=n \\
n_{4}
\end{array} \quad \begin{array}{l}
n_{3}+n_{4}=n
\end{array}\right\} ; \text { therefore }
$$

Prob: $S_{3}=\sum_{n_{1}+\cdots+n_{4}=4 n-1} \frac{(4 n+1)!}{n_{1}: n_{2}: n_{3}!n_{4}!}$.

$$
\begin{aligned}
& \cdot p_{2}^{\prime} \cdot p_{3}^{\prime} \cdot p_{1}^{n_{1}} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot{p_{4}}_{n_{4}} \\
& =p_{2}^{\prime} \cdot p_{3}^{\prime} \cdot \sum_{n_{2}+n_{3}=n-1} \frac{(4 n+1)!}{\left(2 n_{2}+3 n_{3}+2\right)!n_{2}!n_{3}!\left(n_{2}+1\right)!} . \\
& \cdot p_{1}^{2 n_{2}+3 n_{3}+2} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot p_{4}^{n_{2}+1}
\end{aligned}
$$

$$
\begin{array}{r}
=p_{2}^{\prime} \cdot p_{3}^{\prime} \cdot \sum_{n_{1}+n_{2}=n-1} \frac{(4 n+1)!}{\left(3 n_{1}+2 n_{2}+2\right)!n_{2}!n_{1}!\left(n_{2}+1\right)!} \cdot \\
\quad \cdot p_{1}^{3 n_{1}+2 n_{2}+2} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{1}} \cdot p_{4}^{n_{2}+1}
\end{array}
$$

(iv) Considering $R_{3}^{\prime}$ and $R_{4}^{\prime}$

$$
\begin{aligned}
& n_{1}+n_{2}=3 n=n_{1}+n_{4}, \quad \text { and } \\
& n_{2}+n_{3}+1=n=n_{4}+n_{3}+1
\end{aligned}
$$

Prob. $=S_{4}=\sum_{n_{1}+\cdots+n_{4}=4 n-1} \frac{(4 n+1)!}{n_{1}!n_{2}!n_{3}!n_{4}!}$.

$$
\begin{aligned}
& \cdot p_{3}^{\prime} \cdot p_{4}^{\prime} \cdot p_{1}^{n_{1}} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot p_{4}^{n_{4}} \\
& =p_{3}^{\prime} \cdot p_{4}^{\prime} \cdot \sum_{n_{2}+n_{3}=n-1} \frac{(4 n+1)!}{\left(2 n_{2}+3 n_{3}+3\right)!\left(n_{2}!\right)^{2}\left(n_{3}!\right)} \\
& \cdot p_{1} n_{2}+3 n_{3}+3 \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot p_{4}^{n_{2}} \\
& =p_{3}^{\prime} \cdot p_{4}^{\prime} \cdot \sum_{n_{1}+n_{2}=n-1} \frac{(4 n+1)!}{\left(3 n_{1}+2 n_{2}+3\right)!\left(n_{2}!\right)^{2}\left(n_{1}!\right)} \\
& \cdot{ }_{\cdot p_{1}}^{3 n_{1}+2 n_{2}+3} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{1}} \cdot p_{4}^{n_{2}}
\end{aligned}
$$

(v) Lastly, considering $R_{1}^{\prime}, R_{4}^{\prime}$

$$
\left.\begin{array}{l}
n_{2}+n_{3}=n \\
n_{1}+n_{2}=3 n \\
n_{2}=n_{4}+1
\end{array} \quad \begin{array}{l}
\text { and }
\end{array} \quad \begin{array}{l}
n_{3}+n_{4}+1=n \\
n_{1}+n_{4}+1=3 n
\end{array}\right\} \text { and therefore }
$$

$$
\begin{aligned}
\text { Prob. }=S_{5}= & \sum_{n_{1}+\cdots+n_{4}=4 n-1} \frac{(4 n+1)!}{\left(n_{1}: n_{2}!n_{3}!n_{4}!\right)} \\
& \cdot p_{1} \cdot p_{4}^{\prime} \cdot p_{1}^{n_{1}} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{3}} \cdot p_{4}^{n_{4}}
\end{aligned}
$$

$$
\begin{aligned}
=p_{1}^{\prime} \cdot p_{4}^{\prime} \cdot \sum_{n_{3}+n_{4}=n-1} & \frac{(4 n+1)!}{\left(3 n_{3}+2 n_{4}+2\right):\left(n_{4}+1\right): n_{3}: n_{4}!}
\end{aligned}
$$

$$
=p_{1}^{\prime} \cdot p_{4}^{\prime} \cdot \sum_{n_{1}+n_{2}=n-1} \frac{(4 n+1)!}{\left(3 n_{1}+2 n_{2}+2\right)!\left(n_{2}+1\right)!n_{1}!n_{2}!}
$$

$$
\cdot p_{1}^{3 n_{1}+2 n_{2}+2} \cdot p_{2}^{n_{2}+1} \cdot p_{3}^{n_{1}} \cdot{p_{4}^{n_{2}}}^{n}
$$

Therefore the elemental probability corresponding to $\bar{x}_{1}$ and $\bar{x}_{2}$ will be

$$
D\left(\bar{x}_{1}, \bar{x}_{2}\right) d \bar{x}_{1} d \bar{x}_{2}=S_{1}+S_{2}+S_{3}+S_{4}+S_{5}
$$

Asymptotic Distribution. In order to get an approximation to the distribution for large $n$, we shall assume:
(a) (i) If $A=B\left[I+O\left(1 / n^{1 / 2}\right)\right]$, we shall write $A=B$ where $O\left(1 / n^{1 / 2}\right)$ represents any function such that

$$
\lim _{N \rightarrow \infty} \cdot N \cdot O(1 / N)=L<\infty
$$

(ii) We know the following result (Multinomial distribution tends to Normal in the limit):

$$
\frac{m!}{\prod_{i=1}^{r} m_{i}:} \prod_{i=1}^{r} p_{i}^{m_{i}}=\cdot(|A| / 2 \pi)^{1 / 2(r-1)} \cdot \exp \left(-1 / 2 \sum_{1}^{r-1} \sum_{1}^{r-1} A_{i j} z_{i} Z_{j}\right) \prod_{i=1}^{r-i} d Z_{i}
$$

where $Z_{i}=\left(m_{i}-m p_{i}\right) / m^{1 / 2} ; i=1,2, \ldots, r-1$

$$
A_{i i}=1 / p_{i}+1 / p_{r} ; A_{i j}=A_{j i}=1 / p_{r}
$$

(b).(i) We see that $S_{1}$ has one more factor in the denominator than the corresponding fractions in other sums. This may therefore be neglected in the asymptotic form as it is of order ( $1 / n$ ) in comparison with others.
(ii) Therefore we have:

$$
\begin{aligned}
& s_{2}=4 n(4 n+1) \cdot p_{1}^{\prime} \cdot p_{2}^{\prime} \cdot \sum_{n_{1}+n_{2}=n-1} \frac{(4 n-1)!}{\left(3 n_{1}+2 n_{2}+2\right)!\left(n_{2}!\right)^{2}\left(n_{1}+1\right)!} \\
& \cdot p_{1}^{3 n_{1}+2 n_{2}+2} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{1}+1} \cdot{p_{4}}^{n_{2}} \cdot \\
& =4 n(4 n+1) \cdot p_{1} \cdot p_{2} \cdot \sum_{n_{1}+n_{2}=n-1}\left(\frac{|A|}{(2 \pi)^{3}}\right)^{1 / 2} \cdot \exp -1 / 2\left(\sum_{1}^{3} \sum_{1}^{3} A_{i j} Z_{i} Z_{j}\right) \cdot \\
& \cdot \mathrm{dZ}_{1} \cdot \mathrm{dZ}_{2} \cdot \mathrm{dZ}_{3} \\
& \text { where } Z_{1}=\frac{\left(n_{1}+1\right)-(4 n-1) p_{3}}{(4 n-1)^{1 / 2}}
\end{aligned}
$$

$$
\begin{aligned}
& Z_{2}=\frac{\left(n_{2}\right)-(4 n-1) p_{2}}{(4 n-1)^{1 / 2}} \\
& Z_{3}=\frac{n_{2}-(4 n-1) p_{4}}{(4 n-1)^{1 / 2}}
\end{aligned}
$$

Now $Z_{1}+Z_{2}=\frac{n-(4 n-1)\left(p_{2}+p_{3}\right)}{(4 n-1)^{1 / 2}}=(4 n)^{1 / 2}\left(\frac{1}{4}-p_{2}-p_{3}\right)=U_{1}$ (say)

Similarly

$$
z_{1}+z_{3}=\frac{n-(4 n-1)\left(p_{4}+p_{3}\right)}{(4 n-1)^{1 / 2}}=\cdot(4 n)^{1 / 2}\left(\frac{1}{4}-p_{4}-p_{3}\right)=U_{2} \quad \text { (say) }
$$

$$
\begin{aligned}
A_{11}= & 1 / p_{3}+1 / p_{1} ; A_{22}=1 / p_{2}+1 / p_{1} ; A_{33}=1 / p_{4}+1 / p_{1} \\
A_{12}= & A_{21}=A_{13}=A_{31}=A_{23}=A_{32}=1 / p_{1} \\
/ A /= & \left(p_{1}+p_{2}+p_{3}+p_{4}\right) / p_{1} p_{2} p_{3} p_{4} \\
\bullet & S_{2}=\cdot 4 n \cdot p_{1} \cdot p_{2} \cdot \frac{/ A / 1 / 2}{(2 \pi)^{3 / 2}} \cdot \sum_{n_{1}+n_{2}=n-1} \exp \cdot-1 / 2\left\{\left(1 / p_{1}+\right.\right. \\
& \left.+1 / p_{2}+1 / p_{3}+1 / p_{4}\right) Z_{1}^{2}-2\left(U_{1} / p_{1}+U_{2} / p_{2}+U_{1} / p_{2}\right)+ \\
& \left.\left.+U_{2} / p_{4}\right) Z_{1}+\left(U_{1}+U_{2}\right)^{2} / p_{1}+U_{1}^{2} / p_{2}+U_{2}^{2} / p_{4}\right\} \cdot d Z_{1}
\end{aligned}
$$

(Since in the approximate relation, Multinomial Distribution Multivariate Normal Law, the factors $\mathrm{dZ}_{i}$ correspond to factors $1 / \mathrm{m}^{1 / 2}$ and we therefore let $\mathrm{dZ} \mathrm{Z}_{2}$ and $\mathrm{dZ}_{3}$ cancel the factor $4 \mathrm{n}-1$ in the coefficient of exponential terms in $S_{2}$ ).

The summation can now be performed to within terms of order $1 / \mathrm{m}^{1 / 2}$ by integration with respect to $Z_{1}$ between, $-\infty$ to $\infty$, which gives

$$
\begin{aligned}
s_{2} & =\cdot 4 n p_{1}^{\prime} \cdot p_{2}^{\prime} \cdot \frac{/ A / 1 / 2}{2 \pi\left(1 / p_{1}+1 / p_{2}+1 / p_{3}+1 / p_{4}\right)^{1 / 2}} \cdot \exp \cdot-1 / 2\left\{\left(U_{1}+U_{2}\right)^{2 / p_{1}}\right. \\
& \left.+U_{1}^{2} / p_{2}+U_{2}^{2} / p_{4}-\frac{\left(U_{1} / p_{1}+U_{2} / p_{1}+U_{1} / p_{2}+U_{2} / p_{4}\right)^{2}}{1 / p_{1}+1 / p_{2}+1 / p_{3}+1 / p_{4}}\right\}
\end{aligned}
$$

Now let us define:

$$
\begin{array}{ll}
q_{1}=\int_{\varepsilon_{1}}^{\infty} \int_{\xi_{2}}^{\infty} f\left(x_{1}, x_{2}\right) d x_{1} d x_{2} & q_{1}^{\prime}=\int_{\xi_{1}}^{\infty} f\left(x_{1}, 0\right) d x_{1} \\
q_{2}=\int_{-\infty}^{\xi_{1}} \int_{\xi_{2}}^{\infty} f\left(x_{1}, x_{2}\right) d x_{1} d x_{2} & q_{2}^{\prime}=\int_{\xi_{2}}^{\infty} f\left(0, x_{2}\right) d x_{2} \\
q_{3}=\int_{-\infty}^{1} \int_{-\infty}^{\xi_{2}} f\left(x_{1}, x_{2}\right) d x_{1} d x_{2} & q_{3}^{\prime}=\int_{-\infty}^{1} f\left(x_{1}, 0\right) d x_{1} \\
q_{4}=\int_{\xi_{1}}^{\infty} \int_{-\infty}^{\xi_{2}} f\left(x_{1}, x_{2}\right) d x_{1} d x_{2} & \text { and }
\end{array}
$$

We have $\quad p_{i}=q_{i} \quad(i=1,2,3,4)$

$$
\begin{aligned}
& p_{i}^{\prime}=q_{i}^{\prime} d \bar{x}_{2}(i=1,3) \\
& p_{i}^{\prime}=q_{i}^{\prime} d \bar{x}_{1}(i=2,4)
\end{aligned}
$$

Now let $U_{2}=(4 n)^{1 / 2}\left(\frac{1}{4}-p_{3}-p_{4}\right)$
where

$$
\begin{aligned}
& p_{3}+p_{4}=\int_{-\infty}^{\infty} \int_{-\infty}^{\overline{x_{2}}} f\left(x_{1}, x_{2}\right) d x_{2} d x_{1}=\int_{-\infty}^{\infty} \int_{-\infty}^{0} f\left(x_{1}, x_{2}\right) d x_{2} d x_{1}+ \\
& \int_{-\infty}^{\infty} \int_{0}^{\overline{x_{2}}} f\left(x_{1}, x_{2}\right) d x_{2} d x_{1} \\
& =\frac{1}{2}+\bar{x}_{2} \int_{-\infty}^{\infty} f\left(x_{1}, \theta x_{2}\right) d \bar{x}_{1} \quad 0<\theta<1 \\
& =\frac{1}{2}+a_{2} \frac{1}{x_{2}} \text { (say, where } a_{2}=\int_{-\infty}^{\infty} f\left(x_{1}, \theta x_{2}\right) d x_{1} \\
& =\cdot \int_{-\infty}^{\infty} f\left(x_{1}, 0\right) d x_{1} \\
& \left.=q_{1}^{\prime}+q_{3}^{\prime}\right)
\end{aligned}
$$

$$
\therefore \quad v_{2}=-(4 n)^{1 / 2}\left(\frac{1}{4}+a_{2} \bar{x}_{2}\right)
$$

Similarly let

$$
\begin{aligned}
U_{1}=-(4 n)^{1 / 2}\left(\frac{1}{4}+a_{1} \bar{x}_{1}\right), \text { where } a_{1} & =\int_{-\infty}^{\infty} 1\left(0, x_{2}\right) d x_{2} \\
& =q_{2}^{\prime}+q_{4}^{\prime}
\end{aligned}
$$

Therefore

$$
\begin{gathered}
s_{2}=\frac{4 n q_{1}^{\prime} q_{2}^{\prime}}{2 \pi} \frac{\left(q_{1}+q_{2}+q_{3}+q_{4}\right)^{1 / 2}}{\left(q_{1} q_{2} q_{3} q_{4}\right)^{1 / 2}}\left(1 / q_{1}+1 / q_{2}+1 / q_{3}+1 / q_{4}\right)^{-1 / 2} \\
\text { exp. }-1 / 2\left\{\left(U_{1}+U_{2}\right)^{2} / q_{1}+\left(U_{1}^{2}+U_{2}^{2}\right) / q_{2}-\right. \\
\\
\left.-\frac{\left(\frac{U_{1}+U_{2}}{q_{1}}+\frac{U_{1}+U_{2}}{q_{2}}\right)^{2}}{\left(1 / q_{1}+1 / q_{2}+1 / q_{3}+1 / q_{4}\right)}\right\} d \bar{x}_{1} d \bar{x}_{2}
\end{gathered}
$$

or

$$
\begin{aligned}
& S_{2}=\frac{q_{1}^{\prime} \cdot q_{2}^{\prime}}{2 \pi a_{1} q_{2}} \cdot\left(q_{1}+q_{2}+q_{3}+q_{4}\right)^{\frac{1}{2}} /\left(q_{1} q_{2} q_{3}+q_{1} q_{2} q_{4}+q_{1} q_{3} q_{4}+q_{2} q_{3} q_{4}\right)^{\frac{1}{2}} \\
& \\
& \text { expo }-\left\{\frac{\left(U_{1}^{2}-2 \beta U_{1} U_{2}+U_{2}^{2}\right.}{2 \sigma^{2}}\right\}=q_{1}^{\prime} \cdot q_{2}^{\prime} \cdot M \quad \text { (say) }
\end{aligned}
$$

Where $1 / \sigma^{2}=\left(1 / q_{1}+1 / q_{2}\right)\left(1 / q_{3}+1 / q_{4}\right) /\left(1 / q_{1}+1 / q_{2}+1 / q_{3}+1 / q_{4}\right)$

$$
\text { and }-\beta / \sigma^{2}=1 / q_{1}-\left(1 / q_{1}+1 / q_{2}\right)^{2} /\left(1 / a_{1}+1 / q_{2}+1 / q_{3}+1 / q_{4}\right)
$$

$$
\begin{aligned}
& \text { (iii) } s_{3}=p_{2}^{\prime} \cdot p_{3}^{!} \sum_{n_{1}+n_{2}=n-1} \frac{(4 n+1)!}{\left(3 n_{1}+2 n_{2}+2\right)!n_{2}!n_{1}!\left(n_{2}+1\right)!} . \\
& \cdot p_{1}^{3 n_{1}+2 n_{2}+2} \cdot{p_{2}}^{n_{2}} \cdot p_{3}^{n_{1}} \cdot{p_{4}}^{n_{1}+1} \\
& =4 n(4 n+1) p_{2}^{\prime} \cdot p_{3}^{\prime} \cdot \sum \frac{/ A /^{\frac{1}{2}}}{(2 \pi)^{3 / 2}} \text { exp. }-\frac{1}{2}\left(\sum_{1} \frac{\sum}{1} A_{i j} Z_{i} Z_{j}\right) d Z_{1} d Z_{2} d Z_{3}
\end{aligned}
$$

where $Z_{1}=\frac{n_{1}-(4 n-1) p_{3}}{(4 n-1)^{1 / 2}}$

$$
\begin{aligned}
& z_{2}=\frac{n_{2}-(4 n-1) p_{2}}{(4 n-1)^{1 / 2}} \\
& z_{3}=\frac{\left(n_{2}+1\right)-(4 n-1) p_{4}}{(4 n-1)^{1 / 2}}
\end{aligned}
$$

and $A_{i j}{ }^{\prime}$ 's are exactly as in $S_{2}$.
Here also $Z_{1}+Z_{2}=(4 n)^{\frac{1}{2}}\left(\frac{1}{4}-p_{2}-p_{3}\right)=U_{1}$ (say)

$$
z_{1}+Z_{3}=(4 n)^{\frac{1}{2}}\left(\frac{1}{4}-p_{4}-p_{3}\right)=U_{2}(\text { say })
$$

$\because S_{3}$ is exactly equal to $S_{2}$ except that $p_{1}^{\prime} p_{2}^{\prime}$ are replace by

$$
\begin{aligned}
& p_{2}^{\prime} p_{3}^{\prime} \\
& \therefore s_{3}=q_{2}^{\prime} \cdot q_{3}^{\prime} \cdot M \\
& \text { (iv) } s_{4}=p_{3}^{\prime} p_{4}^{\prime} \sum_{n_{1}+n_{2}=n-1} \frac{(4 n+1)!}{\left(3 n_{1}+2 n_{2}+3\right):\left(n_{2}!\right)^{2}\left(n_{1}:\right)} \text {. } \\
& \cdot p_{1}^{3 n_{1}+2 n_{2}+3} \cdot p_{2}^{n_{2}} \cdot p_{3}^{n_{1}} \cdot p_{4}^{n_{2}} \text {. } \\
& =4 n(4 n+1) p_{3}^{\prime} p_{4}^{\prime} \cdot \sum \frac{/ A 1^{1 / 2}}{(2 \pi)^{3 / 2}} \text { exp. }-\frac{1}{2}\left(\sum_{1}^{3} \sum_{1}^{3} A_{i j} Z_{i} Z_{j}\right) \text {. } \\
& \text { - } \mathrm{dZ}_{1} \mathrm{dZ}_{2} \mathrm{dZ}_{3} \text {. } \\
& \text { where } z_{1}=\frac{n_{1}-(4 n-1) p_{3}}{(4 n-1)^{1 / 2}} \\
& Z_{2}=\frac{n_{2}-(4 n-1) p_{2}}{(4 n-1)^{1 / 2}} \\
& z_{3}=\frac{n_{2}-(4 n-1) p_{4}}{(4 n-1)^{1 / 2}} \\
& \text { and } A_{i j} \text { 's are exactly as in } S_{2} \text { and } S_{j^{\circ}} \\
& \text { Here also } Z_{1}+Z_{2}=.(4 n)^{1 / 2}\left(\frac{1}{4}-p_{2}-p_{3}\right)=0_{1} \text { (say) } \\
& \text { and } \quad Z_{1}+Z_{3}=(4 n)^{1 / 2}\left(\frac{1}{4}-p_{4}-p_{3}\right)=U_{2} \quad \text { (say) } \\
& \therefore s_{4}=q_{3}^{\prime} q_{4}^{\prime} \cdot M \\
& \text { (v) } S_{5}=p_{i}^{\prime} p_{4}^{\prime} \sum_{n_{1}+n_{2}=n-1} \frac{(4 n+1)!}{\left(3 n_{1}+2 n_{2}+2\right)!\left(n_{2}+1\right)!n_{1}!n_{4}!} \text {. } \\
& \cdot p_{2}^{n_{2}+1} \cdot p_{1}^{3 n_{1}+2 n_{2}+2} \cdot p_{3}^{n_{1}} \cdot{p_{4}}_{2}^{n_{2}}
\end{aligned}
$$

$$
=4 n(4 n+1) p_{1}^{\prime} p_{4}^{\prime} \sum \frac{/ A /^{1 / 2}}{(2 \pi)^{3 / 2}} \exp \cdot-\frac{1}{2}\left(\sum_{1}^{3} \sum_{1}^{3} A_{i j} z_{i} Z_{j}\right) d Z_{1} d Z_{2} d Z_{3}
$$

where $z_{1}=\frac{n_{1}-(4 n-1) p_{3}}{(4 n-1)^{1 / 2}}$;

$$
\begin{aligned}
& z_{2}=\frac{\left(n_{2}+1\right)-(4 n-1)^{1 / 2} p_{2}}{(4 n-1)^{1 / 2}} ; \\
& z_{3}=\frac{n_{2}-(4 n-1) p_{4}}{(4 n-1)^{1 / 2}}
\end{aligned}
$$

and $A_{i j}{ }^{\prime} s$ same as in previous cases.

$$
\begin{array}{ll}
\text { Here also } & z_{1}+z_{2}=\cdot(4 n)^{1 / 2}\left(\frac{1}{4}-p_{2}-p_{3}\right)=U_{1} \\
\text { and } & z_{1}+z_{3}=(4 n)^{1 / 2}\left(\frac{1}{4}-p_{4}-p_{3}\right)=U_{2}
\end{array}
$$

$$
\therefore \quad s_{5}=q_{1}^{\prime} q_{4}^{\prime} M
$$

Therefore Distribution of $\left(U_{1}, U_{2}\right)$ is

$$
\begin{gathered}
\operatorname{dF}\left(U_{1}, U_{2}\right)=\frac{\left(q_{1}^{\prime} q_{2}^{\prime}+q_{2}^{\prime} q_{3}^{\prime}+q_{3}^{\prime} q_{4}^{\prime}+q_{4}^{\prime} q_{1}^{\prime}\right)}{2 \pi q_{1} q_{2}} \cdot \frac{\left(q_{1}+q_{2}+q_{3}+q_{4}\right)^{1 / 2}}{\left(q_{1} q_{2} q_{3}+\ldots\right)^{1 / 2}} \cdot \\
\text { exp. }-\left(U_{1}^{2}-2 \beta U_{1} U_{2}+U_{2}^{2}\right) / 2 \sigma^{2} \cdot d U_{1} \cdot d U_{2}
\end{gathered}
$$

or

$$
\begin{aligned}
\mathrm{dF}\left(U_{1}, \mathrm{U}_{2}\right)= & \left(q_{1}+q_{2}+q_{3}+q_{4}\right)^{1 / 2} /(2 \pi)\left(q_{1} q_{2} q_{3}+q_{1} q_{2} q_{4}+q_{1} q_{3} q_{4}+q_{2} q_{3} q_{4}\right)^{1 / 2} \\
& \left.\cdot \text { exp. }-\left(U_{1}^{2}-2 \beta U_{1} U_{2}+U_{2}^{2}\right) / 2\right)^{2} \cdot d U_{1} d U_{2}
\end{aligned}
$$

The constant term in this integral can be finally chosen as to make the total integral unity.

In Chapter I, I have tabulated values of certain constants defining the asymptotic joint distribution of the first sample quartiles of a bivariate normal population with zero mean and unit variance and correlation coefficient $p$.

The application of the Edgeworth Series expansion for a population distribution function considered in 1 has prompted the derivation in Chapter 2, of the expectation and variance of the variable $\bar{y}_{1}-\bar{x}_{1}$ when the population distribution is specified to a sufficient degree of accuracy by the first terms of its Bivariate Edgeworth Series.

Finally Chapter 3 embodies a consideration of the use of the "straight product interquartile range", $\left(\bar{x}_{2}-\bar{x}_{1}\right)\left(\bar{y}_{2}-\bar{y}_{1}\right)$ and the "crossproduct interquartile range" $\left(\bar{x}_{2}-\bar{y}_{1}\right)\left(\bar{x}_{2}-\bar{x}_{1}\right)$ as estimators of the population correlation coefficient.

## CHAPTER I

Let us consider a bivariate population in which the random variables, denoted $x$ and $y$, have joint probability distribution function $f(x, y)$, such that the conditions (A), specified on page 37 of 1 are satisfied.

$$
\begin{aligned}
& \text { i.e. i) } \int_{-\infty}^{\infty} f\left(x, \frac{1}{N}\right) d x=\int_{-\infty}^{\infty} f(x, 0) d x+0\left(\frac{1}{N}\right) \\
& \text { ii) } \int_{-\infty}^{\infty} f\left(\frac{1}{N}, y\right) d y=\int_{-\infty}^{\infty} f(0, y) d y+0\left(\frac{1}{N}\right) \\
& \text { iii) Equations a) } \int_{x=-\infty}^{\varepsilon} 1 \int_{y=-\infty}^{\infty} f(x, y) d x d y=\frac{1}{4} \\
& \text { b) } \int_{y=-\infty}^{l^{\eta} l} \int_{x=-\infty}^{\infty} f(x, y) d x d y=\frac{1}{4}
\end{aligned}
$$

have unique roots.

On page 52 of 1 : the asymptotic joint distribution function of two linear functions, $U_{1}$ and $U_{2}$, of the first quartiles, $\bar{x}_{1} ; \bar{y}_{1}$ is given to be

$$
\begin{gather*}
\operatorname{dr}\left(U_{1}, U_{2}\right)=\frac{i\left(q_{1}+q_{2}+q_{3}+q_{4}\right)^{1 / 2}}{2 \pi\left(q_{1} q_{2} q_{3}+q_{1} q_{2} q_{4}+q_{1} q_{3} q_{4}+q_{2} q_{3} q_{4}\right)^{1 / 2}}  \tag{1.1}\\
\exp -\frac{\left(U_{1}^{2}-2 \beta U_{1} U_{2}+U_{2}^{2}\right.}{2 \sigma^{2}} d U_{1} d U_{2}
\end{gather*}
$$

where $U_{1}=(4 n)^{1 / 2}\left(a_{2} \bar{y}_{1}-\frac{1}{4}\right)$ and $U_{2}=(4 n)^{1 / 2}\left(a_{1} \bar{x}_{1}-\frac{1}{4}\right)$

$$
\begin{align*}
& a_{1}=\int_{-\infty}^{\infty} f(0, y) d y \quad a_{2}=\int_{-\infty}^{\infty} f(x, 0) d x  \tag{1.3}\\
& \frac{1}{\sigma^{2}}=\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)\left(\frac{1}{q_{3}}+\frac{1}{q_{4}}\right) /\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}+\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)  \tag{1.4}\\
& \frac{-\beta}{\sigma^{2}}=\frac{1}{q_{1}}-\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)^{2} /\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}+\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)
\end{align*}
$$

and $q_{1}=\int_{\xi_{1}}^{\infty} \int_{\eta_{1}}^{\infty} f(x, y) d x d y$

$$
q_{2}=\int_{-\infty}^{\xi_{1}} \int_{y_{1}}^{\infty} f(x, y) d y d x
$$

$$
\begin{equation*}
q_{3}=\int_{-\infty}^{\infty} 1 \int_{-\infty}^{\eta} f(x, y) d y d x \tag{1.8}
\end{equation*}
$$

$$
\begin{equation*}
q_{4}=\int_{\xi_{1}}^{\infty} \int_{-\infty}^{\eta 1} f(x, y) d x d y \tag{1.9}
\end{equation*}
$$

$\mathcal{E}_{1}, \eta_{1}$ being the population first quartiles corresponding to $\bar{x}_{1}, \bar{y}_{1}$, respectively, and - indicating accuracy to order $\frac{1}{\sqrt{n}}$ when $4 n+1$ is the sample size

$$
\begin{equation*}
\text { i.e. We write } A=. B \tag{1.10}
\end{equation*}
$$

if $A=B\left[1+0\left(1 / n^{\frac{1}{2}}\right)\right]$,
where $O\left(\frac{l}{n}\right)$ represents a function such that $\lim _{N \rightarrow \infty} N\left(\frac{1}{N}\right)=L<\infty$.

It is observed that if $f(x, y)$ is such as to allow commutativity of integration w.r.t. variable $x$ and that w.r.t. variable $y$ then

$$
\begin{align*}
& q_{2}=\frac{3}{4}-q_{1}  \tag{1.11}\\
& q_{3}=-\frac{1}{2}+q_{1}  \tag{1.12}\\
& q_{4}=\frac{3}{4}-q_{1}=q_{2} \tag{1.13}
\end{align*}
$$

In the case where the samples is drawn from a bivariate normal population of known means, $\mu_{x}, \mu_{y}$; variances, $\sigma_{x}^{2} \sigma_{y}^{2}$ and correlation coefficient p.

$$
\begin{align*}
& \xi_{1}=-.6745 \sigma_{x}+\mu_{x}  \tag{1.14}\\
& \eta_{1}=-.6745 \sigma_{y}+\mu_{y} \quad \text { (page } 136 \text { of } 10 \text { ) } \tag{1.15}
\end{align*}
$$

and for $\mu_{x}=\mu_{y}=0$ and $\sigma_{x}^{2}=\sigma_{y}^{2}=1$, the standard bivariate normal population, we have

$$
q_{1}=\int_{-.6745}^{\infty} \int_{-.6745}^{\infty} \frac{1}{2 \pi\left(1-p^{2}\right)^{1 / 2}} \exp \frac{-1}{2\left(1-p^{2}\right)} x^{2}-2 p x y+y^{2} d x d y \cdot(1.16)
$$

Tables for the function

$$
\int_{h}^{\infty} \int_{k}^{\infty} \frac{1}{2 \pi\left(1-p^{2}\right)^{1 / 2}} \exp \frac{-1}{2\left(1-p^{2}\right)}\left\{x^{2}-2 p x y+y\right\} d x d y
$$

have been given in 11 for $p=0(\cdot 1) 1$, whence $q_{1}$ may be approximated from tabled values of $p$ by using repeated applications of Everett's interpolation formula.

TABLE OF VALUES FOR $q_{1}, \frac{1}{\sigma^{2}}, \frac{-\beta}{\sigma^{2}}, \beta$

| p | $q_{1}$ | $q_{2}=q_{4}=\cdot 75-q_{1}$ | $q_{3}=-\frac{1}{2}+q_{1}$ | $\frac{1}{o^{2}}$ | $\frac{-\beta}{\sigma^{2}}$ | $\beta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 1 | .57283249 | . 17716751 | . 07283249 | 5.34957859 | 0.29479716 | . 05510661 |
| . 2 | .58367414 | . 16632586 | .08367414 | 5.40222740 | 0.61006676 | . 11292874 |
| . 3 | . 59510122 | . 15489878 | .09510122 | 5049959646 | 0.95623229 | .17387317 |
| . 4 | . 60723822 | . 14276178 | .10723822 | 5065529967 | 1.34937622 | .23860384 |
| . 5 | .62027328 | .12972672 | . 12027328 | 5.87135966 | 1.80324236 | .30712517 |
| . 6 | .63450305 | . 11549695 | .13450305 | 6.25587827 | 2.40235901 | .38401626 |
| - 7 | .65045367 | . 09954633 | .15045367 | 6.83797416 | 3.20759958 | .46908623 |
| . 8 | .66908019 | . 08091981 | . 16908019 | 7.87917319 | 4.47874014 | .56842768 |
| -9 | .69304261 | . 05694739 | .19304261 | 10.35060851 | 7.206375 .74 | . 69622725 |

Correct to 6 places of decimal.

## CHAPTER II

Suppose the joint probability distribution of the two random variables satisfies the specified conditions and may be approximated by the terms of its Edgeworth series containing fourth and lower order derivatives w.r.t. each variable, so that

$$
\begin{equation*}
f(x, y)=\exp \left\{\Sigma^{!}(-1)^{r+s} K_{r s} \frac{D_{1}^{r}}{r!} \frac{D_{2}^{s}}{s!} \alpha(x) \alpha(y)\right. \tag{2.1}
\end{equation*}
$$

Where operator $D_{1} \equiv \frac{\partial}{\partial x}$ and $D_{2} \equiv \frac{\partial}{\partial y}$;
$\alpha(x)=\sqrt{\frac{1}{2 \pi}} e^{-\frac{1}{2 x^{2}}} ;$
the summation $\sum^{\prime}$ extends over all values of $r+s \geq 3$ together with the term $K_{11}$; and the $K^{\prime} s$ are the bivariate cumulants of the distribution in standard measure so that $K_{11}=\mu_{11}=p$ and terms $K_{01}, K_{10}, K_{20}$, $\mathrm{K}_{\mathrm{O} 2}$ do not appear.]
may be approximated by

$$
\begin{align*}
f(x, y)= & \left\{1+K_{11} D_{1} D_{2}-\frac{K_{30}}{3!} D_{1}^{3}-\frac{K_{21}}{2!} D_{1}^{2} D_{2}-\frac{K_{12}}{2!} D_{1} D_{2}^{2}\right. \\
& -K_{03} \frac{D_{2}^{3}}{3!}+\frac{K_{40}}{4!} D_{1}^{4}+\frac{K_{31}}{3!} D_{1}^{3} D_{2}+\left(K_{22}^{2!2!}+K_{\frac{11}{2}}^{2!}\right) D_{1}^{2} D_{2}^{2} \\
& \left.+K_{13} D_{1} D_{2}^{3}+K_{04}^{4!} D_{2}^{4}\right\} \alpha(x) \alpha(y) \tag{2.3}
\end{align*}
$$

Then the population first quartiles are $\eta_{1}, \eta_{1}$, where these are the solutions of

$$
\begin{equation*}
\int_{-1}^{\infty} \alpha(x) d x+\frac{K_{30}}{3!}\left(-\alpha\left(\xi_{1}\right)+\xi_{1}^{2} \alpha\left(\xi_{1}\right)\right]-\frac{K_{40}}{4!}\left[3 \alpha\left(\xi_{1}\right)-6 \varepsilon_{11}^{2} \alpha\left(\xi_{1}\right)+\xi_{1}^{4} \alpha\left(\xi_{1}\right)\right]=\frac{3}{4}(2.4) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\eta_{1}}^{\infty} \alpha(y) d y+\frac{K_{03}}{3!}\left[-\alpha\left(\eta_{1}\right)+\eta_{1}^{2} \alpha\left(\eta_{1}\right)\right]-\frac{K_{40}}{4!}\left[3 \alpha\left(\eta_{1}\right)-6 \eta_{1}^{2} \alpha\left(\eta_{1}\right)+\eta_{1}^{4} \alpha\left(\eta_{1}\right)\right]=\frac{3}{4} \tag{2.5}
\end{equation*}
$$

Utilizing result: $\quad \lim _{x^{a}} e^{-\frac{1}{2} x^{2}}=0$ for all real $a$.
and notation $p(x)=\int_{x}^{x \rightarrow \infty} \alpha(t)$ dit the equations for evaluating $\xi_{1}$ and
$\eta_{1}$ may be written

$$
\begin{equation*}
p\left(\varepsilon_{1}\right)-\frac{K_{30}}{3!}\left(1-\varepsilon_{1}^{2}\right) \alpha\left(\xi_{1}\right)+\frac{K_{40}}{4!}\left[-3+6 \varepsilon_{1}^{2}-\varepsilon_{1}^{4}\right] \alpha\left(\xi_{1}\right)=\frac{3}{4} \tag{2.7}
\end{equation*}
$$

(1)

$$
\begin{equation*}
p\left(\eta_{1}\right)-\frac{K_{03}}{2!}\left(1-\eta_{1}^{2}\right) \alpha\left(\eta_{1}\right)+\frac{K_{04}}{4!}\left[-3+6 \eta_{1}^{2}-\eta_{1}^{4}\right] \alpha\left(\eta_{1}\right)=\frac{3}{4} \tag{2.8}
\end{equation*}
$$

and having solved for $\varepsilon_{1}$ and $\eta_{1}$ one can determine $q_{1}$ by

$$
\begin{aligned}
q_{1} & =\int_{\varepsilon_{1}}^{\infty} \int_{l_{1}}^{\infty} f(x, y) d x d y \\
& =p\left(\xi_{1}\right) p\left(\eta_{1}\right)+K_{11} \alpha\left(\xi_{1}\right) \alpha\left(\eta_{1}\right)-\frac{K_{30}}{3!}\left[\alpha\left(\xi_{1}\right)-\xi_{1}^{2} \alpha\left(\xi_{1}\right)\right] p\left(\eta_{1}\right) \\
& +\frac{K_{21}}{2!} \xi_{1} \alpha\left(\varepsilon_{1}\right) \alpha\left(\eta_{1}\right)+\frac{k_{12}}{2!} \alpha\left(\xi_{1}\right) \eta_{1} \alpha\left(\eta_{1}\right)-\frac{K_{03}}{3!} p\left(\xi_{1}\right)\left[\alpha\left(\eta_{1}\right)-\eta_{1}^{2} \alpha\left(\eta_{1}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& +\frac{K_{40}}{4!}\left[-3 \xi_{1} \alpha\left(\xi_{1}\right)+\xi_{1}^{3} \alpha\left(\xi_{1}\right)\right] p\left(\eta_{1}\right)+\frac{K_{31}}{3!}\left[-\alpha\left(\xi_{1}\right)+\xi_{1}^{2} \alpha\left(\xi_{1}\right)\right] \alpha\left(\eta_{1}\right) \\
& +\frac{K_{22}}{2!2!} \xi_{1} \eta_{1} \alpha\left(\xi_{1}\right) \alpha\left(\eta_{1}\right)+\frac{K_{13}}{3!} \alpha\left(\xi_{1}\right)\left[-\alpha\left(\eta_{1}\right)+\eta_{1}^{2} \alpha\left(\eta_{1}\right)\right] \\
& +\frac{K_{04}}{4!} p\left(\xi_{1}\right)\left[-3 \eta_{2} \alpha\left(\eta_{1}\right)+\eta_{1}^{3} \alpha\left(\eta_{1}\right)\right]+\frac{K_{11}^{2}}{2!} \varepsilon_{1} \eta_{1} \alpha\left(\varepsilon_{1}\right) \alpha\left(\eta_{1}\right) \tag{2.9}
\end{align*}
$$

Thus employing methods of Numerical Analysis $\varepsilon_{1}$ and $\eta_{1}$ may be determined from equations (1) and hence $q_{1}$ may be -evaluated for any specific distribution satisfying the specified conditions, and given by its Edgeworth series truncated at terms of order four in derivatives. In particular if the population under consideration follows the standard bivariate normal distribution $\varepsilon_{1}=\eta_{1}=-.6745$ and by p. 82 of 6

$$
\begin{aligned}
& K_{11}=\rho \\
& K_{21}=0=K_{12} \\
& K_{30}=K_{03}=0 \\
& K_{04}=K_{40}=0 \\
& K_{31}=K_{13}=0 \\
& K_{22}=0
\end{aligned}
$$

so $q_{1}$ reduces to form:

$$
\begin{equation*}
q_{1}=[p(-0.6745)]^{2}+p \cdot[\alpha(-0.6745)]^{2}+1 / 2 \rho^{2} \cdot[-0.6745]^{2} \cdot[\alpha(-0.6745)]^{2} \tag{2.10}
\end{equation*}
$$

$$
=0.5625+0.100980 \rho+0.015314 \rho^{2}
$$

$$
\begin{aligned}
& \text { and } \frac{1}{q_{1}}=1 . \dot{7}-0.319 .147 \rho-0.088903 \rho^{2} \\
& q_{4}=q_{2}=.1825-0.100980 p-0.045941 p^{2} \\
& \frac{1}{q_{4}}=\frac{1}{q_{2}}=5.479452+3.031886 p+2.969908 p^{2} \\
& q_{3}=0.0625+0.100980 p+0.04594 p^{2} \\
& \frac{1}{q_{3}}=16-2.585088 p+3.000611 p^{2} \\
& \frac{1}{q_{1}}+\frac{1}{q_{2}}=7.257229+2.712739 p+2.881005 p^{2} \\
& \frac{1}{q_{3}}+\frac{1}{q_{4}}=21.479452+.446798 p+5.970519 p^{2} \\
& \left(\frac{1}{q_{1}}+\frac{1}{q_{2}}+\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)=28.736681+3.159537 p+8.851524 p^{2} \\
& \left(\frac{1}{q_{1}}+\frac{1}{q_{2}}+\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)^{-1}=0.034799-0.000383 p-0.001033 p^{2} \\
& \left(\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)\left(\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)=155.881302+61.510663 p+106.423879 p^{2} \\
& \frac{\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)\left(\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)}{\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}+\frac{1}{3}+\frac{1}{4}\right)}=5.424513+-1.543484 p+3.518861 p^{2} \\
& -\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)^{2}=52.667373+39.373936 p+28.267066 p^{2}
\end{aligned}
$$

$$
\begin{align*}
& \frac{\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)^{2}}{\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}+\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)}=1.832772+1.350002 p+0.914180 p^{2} \\
& \frac{1}{q_{1}}=1.777778-0.319147 p-0.088903 p^{2} \\
& \frac{\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}\right)^{2}}{\left(\frac{1}{q_{1}}+\frac{1}{q_{2}}+\frac{1}{q_{3}}+\frac{1}{q_{4}}\right)}-\frac{1}{q_{1}}=0.054994+1.669149 p+1.003083 p^{2} \\
& \text { Thus } \frac{1}{\sigma^{2}}=5.424513-1.543484 p+3.518861 p^{2}  \tag{2.11}\\
& \frac{\beta}{\sigma^{2}}=0.054994+1.669149 p+1.003083 p^{2} \tag{2.12}
\end{align*}
$$

Continuing our consideration of the standardized Bivariate normal population.

If $U_{1}$ and $U_{2}$ have joint probability distribution function
$k \exp -\frac{1}{2}\left(\frac{U_{1}^{2}}{\sigma^{2}}-2 \beta \frac{U_{1}}{\sigma} \frac{U_{2}}{\sigma}+\frac{U_{2}}{\sigma^{2}}\right) d U_{1} d U_{2}$ where the constant $k$ may be determined by integration.

$$
\begin{aligned}
& k \exp -\frac{1}{2}\left(\frac{U_{1}^{2}}{\sigma^{2}}-2 \beta \frac{U_{1}}{\sigma} \frac{U_{2}}{\sigma}+\frac{U_{2}^{2}}{\sigma^{2}}\right) d U_{1} d U_{2} \\
& =\frac{k 2 \pi}{\left(\frac{1}{\sigma^{4}}-\left(\frac{\beta}{\sigma^{2}}\right)^{2}\right.} \frac{1}{2 \pi\left(1-\beta^{2}\right)^{1_{2}}} \exp -\frac{1}{2\left(1-\beta^{2}\right)}\left\{\left(U_{1} \frac{\sqrt{1-\beta^{2}}}{\sigma}\right)^{2}\right. \\
& \left.-2 \beta\left(U_{1} \frac{\sqrt{1-\beta^{2}}}{\sigma}\right)\left(U_{2} \frac{\sqrt{1-\beta^{2}}}{\sigma}\right)+\left(U_{2} \frac{\sqrt{1-\beta^{2}}}{\sigma}\right)^{2}\right\} \cdot U_{1} d U_{2}\left(\frac{1}{\sigma^{4}}-\left(\frac{\beta}{\sigma^{2}}\right)^{2}\right) \cdot \sigma^{2}(2.13)
\end{aligned}
$$

Thus variables $V_{1}=U_{1} \frac{\sqrt{1-\beta^{2}}}{\sigma}$ and $V_{2}=U_{2} \frac{\sqrt{1-\beta^{2}}}{\sigma}$ follow the standardized bivariate normal distribution, with correlation coefficient $\beta$

$$
\begin{align*}
& \text { and } k=\frac{1}{2 \pi}\left\{\frac{1}{\sigma^{4}}-\left(\frac{\beta}{\sigma^{2}}\right)^{2}\right\} \\
& \bar{x}_{1}=-\frac{1}{a_{1}}\left\{v_{1} \frac{\sigma}{\sqrt{4 n\left(1-\beta^{2}\right)}}+\frac{1}{4}\right\} \quad \text { where } a_{1}=\int_{-\infty}^{\infty} f\left(0, y_{2}\right) d y=\frac{1}{\sqrt{2 \pi}}  \tag{2.14}\\
& \text { for Bivarate normal } \\
& \bar{y}_{2}=-\frac{1}{a_{2}}\left\{v_{2} \frac{\sigma}{\sqrt{4 n\left(1-\beta^{2}\right)}}+\frac{1}{4}\right\} \quad \text { and } a_{2}=\frac{1}{\sqrt{2 \pi}}
\end{align*}
$$

$$
\begin{equation*}
\bar{y}_{1}-\bar{x}_{1}=-\frac{1}{\sqrt{2 \pi}} \cdot \frac{\sigma}{\sqrt{4 n\left(1-\beta^{2}\right)}}\left(v_{2}-v_{1}\right) \tag{2.16}
\end{equation*}
$$

Thus Exp. $\left(\bar{y}_{1}-\bar{x}\right)=0$

$$
\begin{align*}
& \text { Exp. }\left(\bar{y}_{1}-\bar{x}_{1}\right)^{2}=\frac{E_{x p}\left(v_{2}-v_{1}\right)^{2}}{8 \pi n\left(1 / \sigma^{\left.2-\beta^{2} / \sigma^{2}\right)}=\frac{\frac{1}{\sigma^{2}}}{8 \pi n\left[\left(1 / \sigma^{2}\right)^{2}-\left(\beta / \sigma^{2}\right)^{2}\right]} \operatorname{Exp} \cdot\left(v_{2}-v_{1}\right)^{2}\right.} \\
& =\frac{\frac{1}{\sigma^{2}}}{8 \pi n\left(1 / \sigma^{2}\right)^{2}-\left(\beta / \sigma^{2}\right)^{2}} \quad(2-2 \beta) \\
& =\frac{1}{4 \pi n\left(1 / \sigma^{2}+\beta / \sigma^{2}\right)}=\frac{1}{4 \pi n}\left\{5.479507+0.125665 p+4.521944 p^{2}\right\}^{-1} \\
& \\
& =\frac{1}{4 \pi n}\left\{0.182498-0.0041853 p-0.15051 \rho_{p}^{2}\right\} \\
& \operatorname{Exp} \cdot\left(\bar{y}_{1}-\bar{x}_{1}\right)^{4}=\frac{\frac{1}{\sigma^{4}}}{(8 \pi n)^{2}\left\{\left(\frac{1}{\sigma^{2}}\right)^{2}-\left(\frac{\beta}{\sigma^{2}}\right)^{2}\right\}}{ }^{2} \operatorname{Exp}^{2}\left\{v_{2}^{4}-4 v_{2}^{3} v_{1}+6 v_{2}^{2} v_{1}^{2}-4 v_{2} v_{1}^{3} v_{1}^{4}\right\} \\
& \tag{2.18}
\end{align*}
$$

$$
\therefore \text { var. }\left(\bar{y}_{1}-\bar{x}_{1}\right)^{2}=\operatorname{Exp}\left(y_{1}-\bar{x}_{1}\right)^{4}-\left[\operatorname{Exp} \cdot\left(\bar{y}_{1}-\bar{x}_{1}\right)^{2}\right]^{2}
$$

$$
\begin{align*}
& =\frac{3}{(4 \pi n)^{2}} \frac{1}{\left\{\frac{1}{\sigma^{2}}+\frac{\beta}{\sigma^{2}}\right\}^{2}}-\frac{1}{(4 \pi n)^{2}\left\{\frac{1}{\sigma^{2}}+\frac{\beta}{\sigma^{2}}\right\}^{2}} \\
& =\frac{2}{(4 \pi n)^{2}} \frac{1}{\left\{\frac{1}{\sigma^{2}}+\frac{\beta}{\sigma^{2}}\right\}^{2}} \tag{2.19}
\end{align*}
$$

$=\frac{2}{(4 \pi n)^{2}}\left\{0.033306-0.001528 p-.027450 p^{2}\right\}$

Thus the linear function of $p$ which approximates $\operatorname{Exp} \cdot\left(\bar{y}_{1}-\bar{x}_{1}\right)^{2}$ is

$$
\frac{1}{4 \pi n}[0.182498-0.004185 p]
$$

so that to this degree of approximation.

$$
p^{\prime}=\frac{1}{0.004185}\left[\left(\bar{y}_{1}-\bar{x}_{1}\right)^{2} 4 n \pi-0.182498\right] \text { is an }
$$

estimate of the correlation coefficient $\rho$ and

$$
\text { var. } p^{\prime}=\left(\frac{4 n \pi}{.004185}\right)^{2} \operatorname{var}\left(\bar{y}_{1}-\bar{x}_{1}\right)^{2}
$$

Now the variance of the minimum variance estimate or $p$. is for a sample of size $4 \mathrm{n}+\mathrm{l}$ is

$$
\frac{1-p^{2}}{(4 n+1)\left(1+p^{2}\right)}
$$

Hence using $R_{0} A$. Fisher's definition the efficiency of $p^{\prime}$, defined above, is.

$$
\begin{aligned}
& \quad \frac{1-p^{2}}{(4 n+1)\left(1+p^{2}\right)} \cdot\left[\frac{0.004185}{4 n \pi}\right]^{2} \cdot \frac{(4 \pi n)^{2}}{2} \cdot\left\{\frac{1}{\sigma^{2}}+\frac{\beta}{\sigma^{2}}\right\}^{2} \\
& =\frac{1}{4 n+1}\left[.000263+.000012 p+.000092 p^{2}\right]
\end{aligned}
$$

## CHAPTER III

INTRODUCTION:
In this section I shall use Banerjee's derivation of the joint distribution of first quartiles and second quartiles in the case of bivariate normal population 1 to obtain the mean value of the statistic $\left(\bar{x}_{3}-\bar{x}_{1}\right)\left(\bar{y}_{3}-\bar{y}_{1}\right)$ in terms of the population correlation coefficient $p$ where $\bar{x}_{1}, \bar{x}_{3}$ are defined as the first and third quartiles of the $x$ variate, and $\bar{y}_{1} ; \bar{y}_{3}$ the corresponding quartiles of the other variate $y$ in a bivariate normal population, approximated by the first few terms of its Edgeworth series.

Let $f(x, y)$ be the joint probability density function of two variables from which a sample of $4 n+2$ observations ( $x_{r}, y_{r}$ ) $1 \leq r \leq n$ is drawn. Assume that $f(x, y)$ satisfies the conditions specified on page $13 ; \bar{x}_{1}, \bar{x}_{3}, \bar{y}_{1} ; \bar{y}_{3}$ are as defined above, and $\xi_{1} \varepsilon_{3}, \eta_{1} \eta_{3}$ are the corresponding population quartiles. ( $\bar{x}_{1}, \bar{x}_{3}, \bar{y}_{1}, \bar{y}_{3}$ ) will be referred to as the quartile.-


The $x$ - y plane is divided into 25 regions by the lines

$$
\begin{array}{ll}
x=\bar{x}_{1} \pm \frac{1}{2} d \bar{x}_{1} & y=\bar{y}_{1} \pm \frac{1}{2} d \bar{y}_{1} \\
x=\bar{x}_{3} \pm \frac{1}{2} d \bar{x}_{3} & y=\bar{y}_{3} \pm \frac{1}{2} d \bar{y}_{3}
\end{array}
$$

and we define $p_{i j}$ to be the probability that an element falls in the region $R_{i}$

$$
\begin{equation*}
\text { i.e. } \quad p_{i j}=\iint_{R_{i}} f(x, y) d x d y \tag{3.1}
\end{equation*}
$$

$$
\begin{align*}
& p_{1}=\int_{x=\bar{x}_{3}}^{\infty} \int_{y=\bar{y}_{3}}^{\infty} f(x, y) d x d y \\
& p_{2}=\int_{x=\bar{x}_{1}}^{\bar{x}_{3}} \int_{y=\bar{y}_{3}}^{\infty} f(x, y) d x d y \\
& p_{3}=\int_{x=-\infty}^{\bar{x}_{1}} \int_{y=\bar{y}_{3}}^{\infty} f(x, y) d x d y  \tag{3.5}\\
& p_{4}=\int_{x=\bar{x}_{3}}^{\infty} \int_{y=\bar{y}_{1}}^{\bar{y}_{3}} f d x d y  \tag{3.6}\\
& p_{5}=\int_{x=\bar{x}_{1}}^{\bar{x}_{3}} \int_{y=\bar{y}_{1}}^{\bar{y}_{3}} f d x d y  \tag{3.7}\\
& p_{7}=\int_{x=-\bar{x}_{3}}^{\bar{x}_{3}} \int_{y=-\infty}^{\bar{y}_{1}} f d x d y  \tag{3.8}\\
& p_{8}=\int_{x=\bar{x}_{1}}^{\bar{x}_{3}} \int_{y=-\infty}^{\bar{y}_{1}} f d x d y  \tag{3.9}\\
& p_{9}=\int_{x=-\infty}^{\bar{x}_{1}} \int_{y=-\infty}^{\bar{x}_{1}} f d x d y \tag{3.10}
\end{align*}
$$

The technique of considering the sample as drawn from a multinomial population with probabilities $p_{1}, \ldots, p_{4}^{\prime}$ is then employed and those terms which give rise to the observed sample quartile ( $\bar{x}_{1} \bar{x}_{3} \bar{y}_{1} \bar{y}_{3}$ ) are picked out. For example, the quartile may be determined by one pair falling in $R_{1}^{\prime \prime}$ and the other in $R_{4}^{\prime \prime}$, the remaining $4 n$ pairs being distributed in zones $R_{i}$ with frequency $n_{i}, 1 \leq i \leq 9$ with

$$
\sum_{i=1}^{2} n_{i}=4 n
$$

$$
\begin{array}{ll}
n_{1}+n_{2}+n_{3}=n & n_{1}+n_{4}+n_{9}=n \\
n_{4}+n_{5}+n_{6}=2 n & n_{2}+n_{5}+n_{8}=2 n \\
n_{7}+n_{8}+n_{9}=n & n_{3}+n_{6}+n_{9}=n .
\end{array}
$$

The probability that this occurs is

$$
\begin{equation*}
s_{1}=p_{1}^{\prime \prime} p_{4}^{\prime!} \sum(4 n+2): \prod_{i=1}^{9} \frac{p_{i}^{n_{i}}}{n_{i}^{!}} \quad \text { where the summation } \tag{3.11}
\end{equation*}
$$

is taken over all possible arrays $n_{i}$ with $\sum_{i} n_{i}=4 n^{\prime}$
Another possibility is that in which the quartile $\left(\bar{x}_{1} \bar{x}_{3} \bar{y}_{1} \bar{y}_{3}\right)$
is determined by four different elements in the sample, for example, one in $R_{6}^{\prime}$, one in $R_{11}^{\prime}$, one in $R_{2}^{\prime}$ and the other in $R_{7}^{\prime}$ the other 4n-2 elements falling in the regions $R_{i}$ with frequences $n_{i} 1 \leq i \leq a$ such that

$$
\sum_{i=1}^{a} n_{i}=4 n-2
$$

$$
\begin{array}{ll}
n_{1}+n_{2}+n_{3}+1=n \\
n_{4}+n_{5}+n_{6}+1=2 n & n_{1}+n_{4}+n_{7}=4 \\
n_{7}+n_{\frac{1}{8}}+n_{9}=n & n_{2}+n_{5}+n_{8}+1=2 n \\
n_{3}+n_{6}+n_{9}+1=n \tag{3.12}
\end{array}
$$

and the probability that this occurs is

$$
\begin{equation*}
s_{2}=p_{2}^{\prime} p_{6}^{\prime} p_{7}^{\prime} p_{11}^{\prime} \sum_{\sum n_{i}=4 n-2}(4 n+2)!\prod_{i=1} \frac{p_{i}^{n_{i}}}{n_{i}!} \tag{3.13}
\end{equation*}
$$

Banerjee lists the other 32 ways in which ( $\bar{x}_{1} \bar{x}_{3} \bar{y}_{1} \bar{y}_{3}$ ) may be obtained and derives the asymptotic joint distribution, to approximation of order $n^{-1 / 2}$ by using the normal approximation for the multinomial distribution when the sample size $4 n+2$, and hence $n$ is large; and computing the sums involved by integration.

For example,
defining

$$
\begin{equation*}
z_{i}=\frac{n_{i}-(4 n-2) p_{i}}{(4 n-2)^{1 / 2}} \tag{3.14}
\end{equation*}
$$

in the normal approximation

$$
\begin{equation*}
s_{2}=.(4 n)^{4} p_{2}^{\prime} p_{6}^{\prime} p_{7}^{\prime} p_{i 1}^{\prime} \sum \frac{|A|^{\frac{1}{2}}}{(2 \pi)^{4}} \exp -\frac{1}{2}\left\{\sum_{1}^{8} \sum_{i}^{8} A_{i j} z_{i} z_{j}\right\} \prod_{d z_{i}} \tag{3.15}
\end{equation*}
$$

where $A=$

$$
\begin{aligned}
& A_{11}, \ldots, A_{18} \\
& \bullet \\
& \vdots \\
& \vdots \\
& A_{81}, \ldots, A_{88}
\end{aligned}
$$

with $A_{i j}=A_{j i}=\frac{1}{p a}$
$i \neq j$

$$
\begin{equation*}
A_{i i}=\frac{1}{p i}+\frac{1}{p a} \tag{采}
\end{equation*}
$$

By the conditions which $f(x, y)$ is assumed to satisfy

$$
\begin{align*}
& p_{1}+p_{2}+p_{3}=\int_{-\infty}^{\infty} \int_{\bar{y}_{2}}^{\infty} f(x, y) d x d y=\cdot \frac{1}{2}-b\left(\bar{y}_{2}\right)  \tag{3.17}\\
& p_{4}+p_{5}+p_{6}=\int_{-\infty}^{\infty} \int_{\bar{y}_{z_{1}}}^{\bar{y}_{2}} f(x, y) d x d y=\cdot b\left(\bar{y}_{3}-\bar{y}_{1}\right)  \tag{3.18}\\
& p_{1}+p_{4}+p_{7}=\int_{-\infty}^{\infty} \int_{\bar{x}_{2}}^{\infty} f(x, y) d x d y=\cdot \frac{1}{2}-a \bar{x}_{3}  \tag{3.19}\\
& p_{2}+p_{5}+p_{8}=\int_{-\infty}^{\infty} \int_{\bar{x}_{1}}^{\bar{x}_{2}} f(x, y) d x d y=\cdot a\left(\bar{x}_{2}-\bar{x}_{1}\right) \tag{3.20}
\end{align*}
$$

where $a=\int_{-\infty}^{\infty} f(x, 0) d x$ and $b=\int_{-\infty}^{\infty} f(0, x) d x_{3}$
and $z_{1}+z_{2}+z_{3}=.(4 n)^{\frac{1}{2}}\left(-\frac{i}{4}+b_{3}\right)$

$$
\begin{equation*}
z_{4}+z_{5}+z_{6}=.(4 n)^{\frac{1}{2}}\left(\frac{1}{2}-b\left(\bar{y}_{3}-\bar{y}_{1}\right)\right) \tag{3.22}
\end{equation*}
$$

$$
\begin{align*}
& z_{1}+z_{4}+z_{7}=\cdot(4 n)^{\frac{1}{2}}\left(-\frac{1}{4}+a \bar{x}_{2}\right)  \tag{3.24}\\
& z_{2}+z_{5}+z_{8}=\cdot(4 n)^{\frac{1}{2}}\left(\frac{1}{2}-a\left(\bar{x}_{2}-\bar{x}_{1}\right) .\right. \tag{3.25}
\end{align*}
$$

If $q_{i}$ and $q_{i}^{\prime}$ be the integrals represented in the equations on page 28 with $\bar{x}_{1} \bar{x}_{3} \bar{y}_{1} \bar{y}_{3}$ replaced by the population quartiles $\xi_{1} \xi_{3} \eta_{1} \eta_{3}$ respectively

$$
\text { i.e. } \begin{align*}
q_{1} & =\int_{\eta_{3}}^{\infty} \int_{\xi_{3}}^{\infty} f(x, y) d x d y  \tag{3.26}\\
q_{3}^{\prime} & =\int_{-\infty}^{\varepsilon_{1}} f\left(x, y_{2}\right) d x \quad \text { etc. }
\end{align*}
$$

and we have

$$
\begin{array}{ll}
p_{i}=\cdot q_{i} & 1 \leq i \leq 9 \\
p_{i}^{\prime}=\cdot q_{i}^{\prime} d \bar{x}_{1} & i=10,11,12 \\
p_{i}^{\prime}=\cdot q_{i}^{\prime} d \bar{x}_{2} & i=7,8,9 \\
p_{i}=\cdot q_{i}^{\prime} d \bar{y}_{1} & i=4,5,6  \tag{3.27}\\
p_{i}^{\prime}=\cdot q_{i} d \bar{y}_{2} & i=1,2,3
\end{array}
$$

Thus if $p_{i}$ and $p_{i}^{\prime}$ are replaced by the corresponding $q_{i}$ and $q_{i}^{\prime}$, after the transformation:

$$
\begin{align*}
& z_{1}+z_{2}+z_{3}=U_{1}  \tag{3.28}\\
& z_{4}+z_{5}+z_{6}=U_{2} \tag{3.29}
\end{align*}
$$

$$
\begin{align*}
& z_{1}+z_{4}+z_{7}=u_{3}  \tag{3.30}\\
& z_{2}+z_{5}+z_{8}=u_{4} \tag{3.31}
\end{align*}
$$

and

$$
\begin{equation*}
z_{1}=z_{1}, z_{2}=z_{2}, z_{4}=z_{4}, z_{5}=z_{5} \tag{3.32}
\end{equation*}
$$

yielding

$$
\begin{aligned}
& z_{3}=U_{1}-\left(z_{1}+z_{2}\right) \\
& z_{6}=U_{2}-\left(z_{4}+z_{5}\right) \\
& z_{7}=U_{3}-\left(z_{1}+z_{4}\right) \\
& z_{8}=U_{4}-\left(z_{2}+z_{5}\right)
\end{aligned}
$$

the exponent in the probability $s_{2}$ is

$$
\begin{equation*}
=-\frac{1}{2}\left(\sum_{i, j=1,2,4,5} A_{i j} z_{i} z_{j}+A_{33}\left(U_{1}-z_{1}-z_{2}\right)^{2}+\right.\text { etc. } \tag{3.33}
\end{equation*}
$$

with $A$ calculated from equations * on page 31 of this section, but with $q_{i}$ replacing $p_{i} \quad i \leq i \leq 8$.

$$
\begin{equation*}
=-\frac{1}{2}\left(Q_{1}(U)+Q_{2}(z)-2 \Phi(z \overline{)})\right. \text { say } \tag{3.34}
\end{equation*}
$$

where $Q_{1}(U)=A_{33} U_{1}^{2}+A_{66} U_{2}^{2}+A_{77} U_{3}^{2}+A_{88} U_{4}^{2}+2 A_{36} U_{1} U_{2}+2 A_{37} U_{1} U_{3}$

$$
\begin{aligned}
& \quad+2 A_{38} U_{1} U_{4}+2 A_{67} U_{2} U_{3}+2 A_{68} U_{2} U_{4}+2 A_{78} \mathrm{U}_{3} \mathrm{U}_{4} \\
& Q_{2}(z)=z^{\prime C} z \quad \text { with } z^{\prime}=\left(z_{1}, z_{2}, z_{4} \cdot z_{5}\right) \text { and matrix } C \text { having (3.36) } \\
& \quad \text { elements. }
\end{aligned}
$$

$$
\begin{align*}
& c_{11}=A_{11}+A_{33}+A_{77}+A_{37} \\
& c_{12}=A_{12}+A_{33}+A_{37}+A_{38}+A_{78}=c_{21} \\
& c_{13}=A_{14}+A_{73}+A_{36}+A_{37}+A_{67}=c_{31} \\
& c_{14}=A_{15}+A_{36}+A_{38}+A_{67}+A_{78}=c_{41}  \tag{3.37}\\
& c_{22}=A_{22}+A_{33}+A_{88}+2 A_{38} \\
& c_{23}=A_{24}+A_{36}+A_{37}+A_{68}+A_{78}=c_{32} \\
& c_{24}=A_{25}+A_{88}+A_{36}+A_{38}+A_{68}=c_{42} \\
& c_{33}=A_{44}+A_{66}+A_{77}+2 A_{67} \\
& c_{34}=A_{43}+A_{66}+A_{67}+A_{68}+A_{78}=c_{43} \\
& c_{44}=A_{55}+A_{66}+A_{88}+2 A_{68}
\end{align*}
$$

$$
\begin{equation*}
\text { and } L(z)=\left(U_{1}, U_{2}, U_{4}, U_{5}\right) B\left(z_{1}, z_{2}, z_{4}, z_{5}\right)^{\prime} \tag{3.38}
\end{equation*}
$$

$$
\begin{array}{ll}
B_{41}=A_{38}+A_{78} & B_{42}=A_{38}+A_{88} \\
B_{43}=A_{68}+A_{78} & B_{44}=A_{68}+A_{88}
\end{array}
$$

If $f(x, y)$ satisfies the conditions stated earlier and specified by the terms of order four (in derivatives) of its bivariate Edgeworth series, using the same method as in Chapter I it can be shown that

$$
\begin{aligned}
& p_{1}=\int_{\xi_{3}}^{\infty} \int_{\eta_{3}}^{\infty}=\int_{\frac{4}{B}}^{\infty} \alpha(x) d x \int_{73}^{\infty} \alpha(y) d y+K_{11}[\alpha(x)]_{\varepsilon_{13}}^{\infty}[\alpha(y)]_{\eta 3}^{\infty} \\
& -\frac{K_{30}}{3!}\left[-\alpha(x)+x^{2} \alpha(x)\right]_{\xi_{3}}^{\infty} \int_{\eta_{3}}^{\infty} \alpha(y) d y-\frac{K_{21}}{2!}[-x \alpha(x)]_{\xi_{3}}^{\infty}[\alpha(y)]_{13}^{\infty} \\
& -\frac{K_{12}}{2!}[\alpha(x)]_{\varepsilon_{3}}^{\infty}[-y \alpha(y)]_{\eta_{3}}^{\infty}-\frac{K_{03}}{3!} \int_{\xi_{3}}^{\infty} \alpha(x) d x \cdot\left[-\alpha(y)+y^{2} \alpha(y)\right]_{3}^{\infty} \\
& +\frac{K_{40}}{4!}\left[3 x \alpha(x)-x^{3} \alpha(x)\right]_{\xi_{3}}^{\infty} \int_{\eta_{3}}^{\infty} \alpha(y) d y+\frac{K_{3 l}}{3!}\left[L \alpha(x)+x^{2} \alpha(x)\right]_{\xi_{3}}^{\infty}[\alpha(y)]_{3}^{\infty} \\
& +\left(\frac{K_{22}}{2!2!}+\frac{K_{11}^{2}}{2!}\right)[-x \alpha(x)]_{\xi_{3}}^{\infty}\left[-y(\alpha(y)]_{\eta_{3}}^{\infty}+\frac{K_{13}}{3!}[\alpha(x)]_{\xi_{3}}^{\infty} \cdot\left[-\alpha(y)+y^{2} \alpha(y)\right]_{\eta_{3}}^{\infty}\right. \\
& +\frac{K_{04}}{4!}\left[3 y \alpha(y)-y^{3} \alpha(y)\right] \cdot \int_{\varepsilon_{3}}^{\infty} \alpha(x) d x
\end{aligned}
$$

For the standardized normal where $K_{11}=p, K_{21}=0=K_{12}$ $K_{30}=K_{03}=0, K_{40}=0, K_{31}=K_{13}=0$ and $K_{22}=0$. This reduces to the quadratic approximation in terms of $p$.

$$
\begin{aligned}
p_{1} & =\frac{1}{16}+p \cdot(0.317774)^{2}+\frac{1}{2} p^{2}(0.6745 \times 0.217774)^{2} \\
& =.0625000+.100980 p+.022970 p^{2}
\end{aligned}
$$

and $p_{q}=p_{1}$.

Similarly it can be shown that

$$
p_{2}=.125-.045941 p^{2}-.045941 p^{2}
$$

and $p_{2}=p_{4}=p_{6}=p_{8} ;$
$p_{3}=.062500-.100980 p+.022970 p^{2}$
and $p_{3}=p_{7} ;$
$p_{5}=.25+.27564606$.

$$
\text { Hence } \begin{aligned}
\frac{1}{p_{1}} & =16-25.850958 p+35.886555 p^{2} \\
\frac{1}{p_{2}} & =8+2.940224 p^{2} \\
\frac{1}{p_{3}} & =16+25.850958 p+35.886555 p^{2} \\
\frac{1}{p_{5}} & =4-4.410336 p^{2}
\end{aligned}
$$

All the above being approximated to second power in $p$.
Thus for the standardized bivariate normal distribution, equalities exist between the elements of the matrix $A$ such that $A_{i j}=\frac{1}{p_{1}} \quad i \neq j \quad 1 \leq i \leq 8, \quad 1 \leq j \leq 8$.
$A_{11}=\frac{2}{p_{1}}$

$$
\begin{aligned}
& A_{22}=A_{44}=A_{66}=A_{88}=\frac{1}{p_{2}}+\frac{1}{p_{1}} \\
& A_{33}=A_{77}=\frac{1}{p_{3}}+\frac{1}{p_{1}} \\
& A_{55}=\frac{1}{p_{5}}+\frac{1}{p_{1}}
\end{aligned}
$$

and the symmetric matrix $C$ has elements $C_{i j} i, j=1,2,3,4$ :

$$
\begin{aligned}
& c_{11}=\frac{6}{p_{1}}+\frac{2}{p_{3}}=128-103.403834 p+287.092440 p^{2} \\
& c_{12}=c_{13}=\frac{5}{p_{1}}+\frac{1}{p_{3}}=96-103.403834 p+215.319330 p^{2} \\
& c_{14}=c_{23}=\frac{5}{p_{1}}=80-129.254792 p+179.432775 p^{2} \\
& c_{22}=c_{33}=\frac{5}{p_{1}}+\frac{2}{p_{2}}+\frac{1}{p_{3}}=112-103.403834 p+220.553576 p^{2} \\
& c_{24}=c_{34}=\frac{5}{p_{1}}+\frac{1}{p_{2}}=88-129.254792 p+182.372999 p^{2} \\
& c_{44}=\frac{5}{p_{1}}+\frac{2}{p_{2}}+\frac{1}{p_{5}}=100-129.254792 p+180.902886 p^{2}
\end{aligned}
$$

and the inverse of $C$ is the matrix $C^{-1}$ with elements, denoted $C^{i j}$, given by:

$$
\begin{aligned}
& c^{11}=.034856+.025536 p-3.244710 p^{2} \\
& c^{12}=c^{13}=-.024038-.024640 p+10.186090 p^{2} \\
& c^{14}=.014423+.024490 p-6.816902 p^{2} \\
& c^{33}=c^{22}=.045673+.001188 p-1.194586 p^{2} \\
& c^{23}=.014423+.026433 p-7.540494 p^{2} \\
& c^{24}=c^{34}-.033654-.001486 p+2.382654 p^{2} \\
& c^{44}=.057692-.010764 p+2.245257 p^{2}
\end{aligned}
$$

$$
\begin{aligned}
& B_{11}=B_{12}=B_{31}=\frac{2}{p_{1}}+\frac{1}{p_{3}}=48-25.850958 p+107.659666 p^{2} \\
& B_{13}=B_{14}=B_{21}=B_{22}=B_{32}=B_{34}=B_{41}=B_{43}=\frac{2}{p_{1}} \\
&=32-51.701917 p+71.773110 p^{2} \\
& B_{23}=B_{24}=B_{42}=B_{44}=\frac{2}{p_{1}}+\frac{1}{p_{2}}=40-51.701917 p+74.713334 p^{2}
\end{aligned}
$$

Now to find the marginal joint distribution of $U_{1} U_{2} U_{3}-U_{4}$ one integrates the joint distribution; (which turns out to be just a multiple of $s_{2}$ ) of the U's and $z_{1}, z_{2}, z_{4}, z_{5}$ over the $\left(z_{1}, z_{2}, z_{4}, z_{5}\right)$ region to obtain

$$
\left.f\left(U_{1}, U_{2}, U_{3}, U_{4}\right)=k \iiint_{-\infty}^{\infty} \text { exp. }-\frac{1}{2} Q_{1}(U)+Q_{2}(z)-2 L(z)\right) d z_{1} d z_{2} d z_{4} d z_{5}
$$

where $k$ is the normalizing constant.

$$
\begin{align*}
& =k \exp -\frac{1}{2}\left[Q_{1}(U)+U \cdot B C^{-1} B_{U}^{1}\right]  \tag{3.10}\\
& =k \exp -\frac{1}{2} \sum_{i}^{4} \sum_{1}^{4} o_{i j} U_{i} U_{j} \tag{3.11}
\end{align*}
$$

The symmetric matrix $D=B C^{-1} B^{\prime}$ has elements $d_{i f}$ given by

$$
\begin{aligned}
& d_{11}=d_{33}=23.076795+2.410104 p+37248.059452 p^{2} \\
& d_{12}=d_{34}=11.076822-19.923340 p+26681.924854 p^{2} \\
& d_{13}=15.076795-16.978077 p+35587.620459 p^{2} \\
& d_{14}=d_{23}=15.076822-19.215344 p+27498.425898 p^{2} \\
& d_{22}=d_{44}=16.074844-21.452619 p+21073.745121 p^{2} \\
& d_{24}=15.073771-19.832951 p+20666.131167 p^{2}
\end{aligned}
$$

and the $\left(\theta_{i j}\right)$ matrix has elements $\theta_{i j}, 1 \leq i \leq 4,1 \leq j \leq 4$ :

$$
\begin{aligned}
& \theta_{11}=\theta_{33}=55.076795+2.410104 p+37319.832562 p^{2} \\
& \theta_{12}=\theta_{34}=27.076822-48.297655 p+26716.815409 p^{2} \\
& \theta_{13}=31.076795-42.829036 p+35623.507013 p^{2} \\
& \theta_{14}=\theta_{23}=31.076822-76.143124 p+27534.312453 p^{2} \\
& \theta_{22}=\theta_{44}=40.076844-47.303577 p+21112.571900 p^{2} \\
& \theta_{24}=31.073771-45.683909 p+20702.017721 p^{2}
\end{aligned}
$$

and $\left(\theta_{i j}\right)^{-1}=\left(\theta^{i j}\right)$ has elements:

$$
\theta^{22}=\theta^{44}=.075653-.049438 p+23.215799 p^{2}
$$

and $\quad \theta^{24}=.044310+.036826 p+6.295394 p^{2}$.
Thus with $\quad U_{1}=\cdot \sqrt{4 n}\left[-\frac{1}{4}+\frac{1}{2 \pi} \quad \bar{y}_{3}\right]$

$$
\begin{aligned}
& u_{2}=\cdot \sqrt{4 n}\left[\frac{1}{2}-\frac{1}{2 \pi}\left(\bar{y}_{3}-\bar{y}_{1}\right)\right] \\
& u_{3}=\cdot \sqrt{4 n}\left[-\frac{1}{4}+\frac{1}{2 \pi} \bar{x}_{3}\right] \\
& u_{4}=\cdot \sqrt{4 n}\left[\frac{1}{2}-\frac{1}{2 \pi}\left(\bar{x}_{3}-\bar{x}_{1}\right)\right]
\end{aligned}
$$

$\mathbf{U}_{i}$ 's follow the multivariate normal distribution with covariance matrix $\left(\theta_{i j}\right)^{-1}=\left(\theta^{i j}\right)$ and zero means.

Page 86 of Morrison's book 7 records the fact that if the joint distribution of a set of elements, written as the coordinates. of a vector $\underline{x}$ is multivariate normal with mean vector $\mu$ and covariance matrix $\sum$ then any linear transformation e.g. $\mathbf{y}=A x$ gives a vector whose components again follow the multivariate normal distribution but with mean vector $A \mu_{\text {a }}$ and covariance matrix $A^{\prime} \sum A$.

Thus using matrix $A=\left(\begin{array}{cccc}0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$ one verifies that $U_{2}, U_{4}$
are jointly distributed as a bivariate normal distribution with zero means and covariance matrix $\left(\begin{array}{cc}\theta^{22} & \theta^{24} \\ \theta^{24} & \theta^{44}\end{array}\right)$

Hence $\left(\bar{y}_{3}-\bar{y}_{1}\right)$ and $\left(\bar{x}_{3}-\bar{x}_{1}\right)$ are jointly distributed as the bivariate normal with means $\sqrt{\frac{\pi}{2}}$ and variances $\frac{\pi \sigma^{22}}{2 n}=\frac{\pi \sigma^{44}}{2 n}$ and covariance $\frac{e^{24}}{4 n}$
$\therefore$ Exp. $\left(\bar{y}_{3}-\bar{y}_{1}\right)\left(\bar{x}_{3}-\bar{x}_{1}\right)=\frac{\pi 0^{24}}{2 n}+\frac{\pi}{2}$
$\operatorname{Exp}\left(y_{3}-y_{1}\right)\left(\bar{x}_{3}-x_{1}\right)^{2}=\operatorname{Exp}\left\{\left(\sqrt{\frac{\pi}{2}}-\sqrt{\frac{\pi}{2 n}} U_{2}\right)^{2}\left(\sqrt{\frac{\pi}{2}}-\sqrt{\frac{\pi}{\sqrt{2 n}}} U_{4}\right)^{2}\right\}$

$$
=\operatorname{Exp}\left\{\frac{\pi^{2}}{4}-\frac{\pi^{2}}{2 \sqrt{n}}\left(U_{2}+U_{4}\right)+\frac{\pi^{2}}{4 n}\left(U_{2}^{2}+U_{4}^{2}\right)+\frac{\pi^{2}}{n} U_{2} U_{4}\right.
$$

$$
\begin{aligned}
& \left.-\frac{\pi^{2}}{2 n \sqrt{n}}\left(U_{2} U_{4}^{2}+U_{4} U_{2}^{2}\right)+\frac{\pi^{2}}{4 n^{2}} U_{2}^{2} U_{4}^{2}\right\} \\
& =\frac{\pi^{2}}{4}+\frac{\pi^{2}}{4 n}\left(\theta^{22}+\theta^{44}\right)+\frac{\pi^{2}}{n} \theta^{24}+\frac{\pi^{2}}{4 n^{2}}\left[\left(\theta^{22}\right)^{2}+\left(2 \theta^{24}\right)^{2}\right]
\end{aligned}
$$

Whence variance of $\left(\bar{y}_{3}-\bar{y}_{1}\right)\left(\bar{x}_{3}-\bar{x}_{1}\right)=\operatorname{Exp} \cdot\left\{\left(y_{3}-y_{1}\right)^{2}\left(x_{3}-x_{1}\right)\right.$

$$
\begin{gathered}
\left.-E\left(\bar{y}_{3}-\bar{y}_{1}\right)\left(\bar{x}_{3}-\bar{x}_{1}\right)\right\} 2 \\
=\frac{\pi^{2}}{4 n}\left\{2\left(\theta^{22}+\theta^{24}\right)+\frac{1}{n}\left[\left(\theta^{22}\right)^{2}+\left(\theta^{24}\right)^{2}\right]\right\}
\end{gathered}
$$

and the efficiency of the linear function of $\left(\bar{y}_{3}-\bar{y}_{1}\right)\left(\bar{x}_{3}-\bar{x}_{1}\right)$ used to estimate $p$ from a sample of size ( $4 n-2$ ) may be ascertained to be

$$
\frac{1}{4 n+2} \cdot \frac{1-p^{2}}{1+p^{2}} \cdot\left(\frac{.036826}{n}\right) \cdot 4 n \cdot\left[2 \theta^{22}+2 \theta^{24}+\frac{1}{n}\left[\left(\theta^{22}\right)^{2}+\left(\theta^{24}\right)^{2}\right]\right]-1
$$

In like manner one may consider the statistic $\left(\bar{y}_{3}-\bar{x}_{1}\right)\left(\bar{x}_{3}-\bar{y}_{1}\right)$ and possibly linear combinations of these could yield a more efficient statistic for estimating $p$.
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