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SECTION I

INTRODUCTION

A, Bandwidth Considerations and Conflict Between the FM

Threshold and Baseband Signal to Noisé Ratio:

The noise bandwidths of the Intermediate Radio Frequency
(IF) and Baseband Frequency (BF) circuits in a receiver for a
particular type of modulation are dictated by the characteristics
of the modulated wave,

For an Amplitude Modulated (AM) wave the minimum noise
bandwidths of the IF and HF circuits without distortion are both
set by the highest modulation frequencies of the modulating informa-
tion spectrum,

This is in contrast with a Frequency Modulated (FM) wave
where the minimum EF noise bandwidth without distortion is set by
the highest modulating frequency, while the minimum IF noise band-
width without distortion is set by both the peak angular frequency
deviation and the highest modulating frequency associated with the
. modulated wave.

It is well known that an FM sysbtem can be designed such that
above a "threshold of ¥M improvement™ the outpult baseband mean signal
to noise power ratio [S/lﬂm, will be greater then that attainable
from an AM system (either a single sideband or double sideband system)

designed for the spectrum of modulating information,

1



Increasing the S/N p @bove the FM improvement threshold
by increasing the modulation index must, for the case of a
convent ional FM receiver designed for the minimum JF noise band=-
width, be associated with a widening of the minimum IF noise band-
width to permit undistorted passage of the modulated wave.

This automatically implies that a higher noise power is
passed by the predetection, or IF noise bandwidth, for a given
IF noise power density and consequently, a received signal of
higher strength would be required to preserve the FM improvement
threshold. Conversely, if the received signal strength is the
same in both cases, then broadening the IF noise bandwidth to
aceomodate the FM wave of higher modulation index will for a
given IF noise power density, result in a degradation of the FM
improvement threshold. Thus, in the conventional FM receiver to
inerease the E?ﬂi]ﬂp and at the same time preserve the threshold,
would require an increase in the transmitted power.

Similarly, for the conventional FM receiver, it is impossible
to reduce the E”@QIF at which threshold occurs without degrading the
E?qﬂﬁm above ®threshold"™ for a given received signal strength and IF
noise power density, Hence, for the conventional FM receiver, there
is an uncompromising conflict between decreasing the [}qulr at which
mthreshold™ occurs, and not degrading the [s/N]BF above ™hreshold™,

or conversely, between increasing the Ehﬁﬂ above "threshold”,

BF
without degrading the threshold,

For the conventional FM receiver incorporating an amplitude



Limiter, certain definite features associated with operation in the
FM threshold region become noticeable when the noise amplitude peaks
begin to exceed the signal amplitude peaks in the IF noise bandwidth
prior to the limiter. (Refer to Section V regarding this subject.)

On an instantaneous basis the noise ewvelope o Heyleigh
probability distribution instantaneously controls the zero crossings
of the composite waveform at the limiter input with a frequency of
occurrence given by the statistical nature of the problem. This is
associated with spikes of baseband voltage at the output of the
receiver with an increasingly significant frequency of occurrence as
the ES/N]IF is lowered in the threshold region.

On a root mean square voltage, or a mean power basis, the
characteristic constant HMS noise voltage density or constant mean
noise power density above “thresholdw, associated with the output
frequency spectrum of the limiter around the first spectral zone,
becomes modified,

In this connection as the FM threshold is approached from
above "threshold™, an additional triangular noise voltage density,
or parabolic noise power density contribution, is symmetrically
superimposed upon the output IF constant noise density characteristic
above "threshold™, Xurther filtering after the limiter cannot alter
the shape of this spectrum and hence the ®*threshold- cennot be reduced .
by post limiting filtering. |

Corresponding to the chenge in shape of the IF noise density

characteristic in the "threshold"™ region the nomal triangular distri-



bution of RMS baseband noise voltage begins to have additional contri-
butions superimposed about the baseband zero frequency., This filling
in of the baseband triangular distribution of RMS noise voltage, is
more noticeable at the lower baseband frequencies than the higher
baseband frequencies. For a baseband noise bendwidth several

octaves wide the change in RMS noise voltage in the highest channels

is virtually imperceptidle,

B. Implications of FM Threshold Improvement Without

Degradation of Baseband Signal to Noise Ratiog

The realization of threshold improvement for an FM receiver
without degradation of the [S/N:} BF above ™threshold” associated with
a wideband FM wave in a conventional FM receiver has certain logical
implications, among which are the following: The first IF amplifier
of a given minimum noise bandwidth must be foll(wed by a network of
lower noise bandwidth in such a way that the latter is essentially
predominant in debterming the FM improvement threshold, The fulfill-
ment of the first criterion necessarily implies that the original ¥M
wave be translated and modified in such a way as to allow undistorted
transmission of the modified wave through the second IF at lower noise
bandwidth. At the same time demodulation of the modified wave must
yigld the same [s/lﬂm, above "threshold™ as would a conventional
receiver designed for the originel wideband FM wave.

The realization of the above requirements through operations



upon the originel wideband FM wave, from the very nature of the

problem, implies the use of correlation techniques,

C. Noise Reduction in FM Systems:

Since the initial {ecogniticn of the noise reduction
properties of the Frequency Modulation System by Armstrongl the
performance of FM systems under conditions of interference have
been extensively examine%

As the rerformance of an FM system, both sbove the FM
improvement threshold and in the threshold region, is determined
by the bandwidths required for transmission of the modulated wave,
investigators have necessarily concerned themselves with these
factors.

The general baseband noise characteristics of an ™M
demodulator were early sppreciated from experimental results®, The
experimental noise performance above threshold was in sgreement with
that predicted from a straightforward theoretical analysis. Although
the basic mechanism causing the FM threshold effect was correctly
interpreted, a genersl quantitative and quelitative analysis of thres-
hold performance was not attempted,

The complexity of such an analysis has been the basic reason
that most authors have continued to avoid the subject, with notable
except fonsS? 4.

The threshold effect of the FM receiver would nofirepresent

a limitation if the receiver were slways operated above thieshold.




This is however, where the operation must be confined to for intelli-

gible demodulation of the original modulating information. Consequently

departures into the threshold region, or "capture” of the desired

signal by noise, would be associated with fading of the received signal

strength from the nominal %™above threshold"™ design value, assuming

the receiver IF noise power to be of constant power density. Thus

the assurance of above threshold performance of the FM receiver is
éi?rcontingent upon the existence of a safety factor in the magnitude of

the received signal strength to.guard sgainst the worst expected

fading conditions of the signal%

The advent of FM communication systems having particularly
severe statistical fading of the signal strength such as an FM
Tropospheric Scatter Commnications System, has caused an examination
of the problem of ¥M threshold reduction without degradation of the
baseband signal to noise ratio associated with a received wideband
FM wave. In this connection it was shown® that compression of tﬁe
frequency deviation of a received wideband FM wave would result in
a reduction in threshold without degradation of the [S/N] g 2ssociated
with the uncompressed wideband wave,

Within the past few years another type of ¥M demodulator has
received widespread use and attention, with particular spplication in
the tracking of satellites. This demodulator has been variously
defined as the “phase~locked osc;illator"‘ or “phasg-lock tracking

filter™. ' o




ﬁLBasically this demodulator is an cresscorrelation detector.
It can be designed to yield a reduction in the FM threshold over
a realizable conventional M demodulator for the same wideband FM
wave, The degree of FM threshold reduction is determined by the
extent to which the closed loop noise bandwidth can be made less
than the nolse bandwidth of the first IF. As a demodulator of
narrowbend ¥M waves, the performance of the phase-locked auto-
correlation detector would be identical to that of an ideal
conventional narrowband FM receiver of the same IF noise bandwidih,
if the latter receiver c9uld be atteined physically. However, if
the IF noise bandwidths required could not be attained physically
at the IF frequency, due to the extremely high Q’s of the circuits
involved and from stg'b:llity considerations, then since the realiza-
tion of such noise bandwidths can be readily achieved at baseband

frequencies, one could say that the phase-locked tracking filter

in this case ylelded improved performance over that available from
existing conventional FM demodulators, due only to problems of
physical realizabilityo

In eddition, the phase-locked crosscorrelation detector is
capable of ylelding information regarding the phase constant

‘H’\vou.g(n use of an ouxiliary phase comparator

associated with the input signal by virtue of the quadrature relation-
ship between the mean phase of the signel and loecal oscillator. "

The phase-locked crosscorrelation detector operates as an FM

demodulator and as is the case of the conventional FM receiver, the

performance is determined by the above threshold [s/n]m., the noise



bandwidth of the system and the FM improvement threshold.

A complete study of the phase-locked detector mmst necessarily
consider the gbove variables and the corresponding relations in a
conventional FM receiver designed to demodulate the same FM wave.
However, the general noise characteristics of the phase-locked
detector, particularly the question of FM threshold and performsnce
of the system in the threshold region, have not been investigated
in the literature,

As the performance of the phase~locked crosscorrelation
detector in any particular application, regardless of the band-
width involved, is ultimately limited by the FM threshold effect,
then it is of ubtmost importance that the noise performance of the
system be thoroughly examined and compared with that of the
conventional FM demodulator,

This thesis comprises the results of such an investigation,
together with the experimental noise performance of a phase-locked
cresscorrelation detector as measured in the laboratory.

The linear no interference performance of the phase=locked
demodulator has been extensively examined using standard linear
servo  techniques. This aspect of performance is considered within
the body of the present thesis in the interests of completeness and

reference,



SECTION II

GENERAL. PERFORMANCE OF THE PHASE-LOCKED OSCILLATCR

A. Block Diagram and Possible Applications of the System:

The system may be represented by the block diagram of
Figure é; wherein negative feedback is applied around the phife
detector, in such a way that the voltage controlled local oscillator
follows the instantaneous phase of the input signal, by virtue of
a feedback‘voltage proportional to instantaneous phase error between
signal and locel oscillator being applied so as to frequency modulate
the local oscillator.

é{ Sgph a gystem is capable of operating as an FM demodulator
yielding a range of significant imprqvement in the MM threshqld
without degradation of tgg/{g}ETQ;associatedwith a conventional
M receiver designed to demodulate the same wideband FM wave,

M"By the addition of an\;g&ggzgﬁiggwggfzgfg;to operate on the
baseband voltage eéi; the system is capable of operating as a phase
detector of linearity far exceeding that of a conventional phase
detector without feedback.

The phase-locked oscillator is perhaps more adequately
described as being an crosscorrelation detector, and use of the létter
designation immediaetely implies certain features of general performance
as well as possible applications of the device.

In sddition to the above mentioned applications of the auto=

correlation detector, "phase-locking®™ techniques may be applied so as
9



to permit the removel of random phase variations from a number of RF

carriers. This is particularly useful if it is desired to combine

coherently at IF, the received signals available in a diversity

commnications system,

PHASE
e DETECTOR
AMPLIFIER K\ veLTs/Raoian

o R

Low PASS
FILTER

F(P)

— >

Ty

y
e

t

L T

pC
AMPLIFIER
GAIN =Ko

10

>

vCoO

NOLTAGE
CONTR OLLED
FM

OSCILLATOR
K RADIAN [ vOLT-SEC
3

Figure 1

eF



11

'B.-;?'Eggations of Gerersl System Performance:

The phase detector performance is given from Equation (3.32) as

By :
ZAE; sin[wnt+¢n - el(t)]}

e = Kl{sin [o,(t) - 6, (%)] + % 4
‘ evce (201)

s
where K =NEg, and the mean phase of the local oscillator is in

quadrature with the mean phase of the signal with the phase detector

sensitivity assumed controlled. (See SectionIII, Part C.)
But em = KzF(P) eo coee (202)

and Awlyﬁz K. 0sos (Re3)

by inspection of Figure i, where Kl s K2 and K5 are defined as the
phase detector sensitivity (volts/ radian), amplifier gain (dimensionless)
and the VOO sensitivity (radian/ sec-volt) respectively.

Hence by substitution
Awl(t) = KKz F(p) e sece (Ro4)
. B K rm{ 21 [0(t) - & (4]

By
ngi sin [w b+ - Gl(t)—_]} vooe (245)

i
ES_B'

But p6, (+) =aw, (t)

by definition of the differential operator p = 4 ,
‘ dat
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So
P, (t) = ﬂ'(p){ sin [0 (t) - & (t)] +
By
l ZAEi sin [ 'nt <+ ﬂn - Ol(t)__l} cooo (206)
E. -8
8 .

with K = K K, K;, and having dimensions of _1 .
« sec

The system performance for general conditions of signal modula-
tion and noise interference in the transient or steady state is defined
by equation (2.6),

In subsequent Sections the no interference and interference

performance will be examined,




SECTION IIT

PHASE DETECTOR OPERATION

A, Performance of the Ideal Multiplier:

Let the output of the first IF amplifier stage of noise
bandwidth .?.Bl consist of a wideband FM wave eg and white noise

interference e, where

eS = ES cos E'kt + 98] ‘ ecee (301)
By
8y =EE1 cos [__(wk + wn)t -I-ﬂn—_] seos (3.2)

- =B .

E 4 = peak amplitude of the FM wave.
AEi = peak amplitude of each noise component within the

noise bandwidth 2B, containing a total mean noise power of Nyp

watts, or
AEi = / mIF aw . eceo (3.3)
Wy = NAW , @5 AW >o , W, becomes continuows
) & angular frequency of the modulated carrier.

Wx + Wp = angular frequencies of the noise spectrum.

g = 9g(t) + c1 with Og(t) being the tims varying angle
modulation and e¢; an arbitrary constant.

ﬁn = the random phase associated with each component of

the noise spectrum.

Suppose the signal plus noise is operated upon by the local
.8_
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oscillator voltage e; in an ideel mmltiplier to yield an ocubput

voltage e whereE

el - El coSs ['J_t + 01] » . cose (354)

@
n

0 2g (ei'l— es)el eeco (395)

E., © the peak amplitude of the local oscillator voltage.

the angular frequency of the local oscillator,

g
[]]

©;(t) + cg with 8;(t) being an angle modulation and

[
n

~ ¢g en arbitrary constant,

2g = the conversion constant of the multiplier.
Then

eo = ngEl cos I:(wkj: ﬂl)t +QS i-ol:I cooe (506)

+8,
8%2331 cos E("ki w o+ Wt + p T Olj

-8, .
by definition of the double angle expansion of cos (A * B).
Selecting that frequency spectrum centered about

W =W it is seen that the minimum bvandwidth requirements of
.' to pass +that spectrum

the necessary filter is in general determined by the highest

"max

. modulation frequency associated with & (t) and also by the modula-

tion index associated with Os - 8.
For wy # wy and & (%) = 0 corresponding to no baseband
feedback, the minimum noise bandwidth requirements of the second

IF are identicel to that of the first IF, In the limit for

14
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Ol(t) £ O the noise bandwidth camnot be mede less that 2'max'
In the former case no reduction in the FM improvement thres~
hold would ensue while in the latter case the "threshold"
would be that associated with a narrowband FM wave, Between
these limits lies a range of "threshold™ reduction, It may be
readily shown that the I:s/N:lBF under feedback conditions is
that associated with the original wideband wave and hence, that
this represents one solution to the problem of "thl"eshold"s
reduction without degradation of [S/N]m..

If w = wy then the frequency sp'ectrum has been
translated about zero frequency, and if ¢y - Cp = ]7'2_]' then

B,
8o = gEl{ E gcos I:"(gs(t) - Gl(t)] + ZZXEi cos [wnt+¢n - 91('“]}

8y -8
= gzl{ By sin [84(t) - clttﬂ+§;lxi sin [wab + f - £ ()] }
l esoe (5.8)

snd for
Igs(t) - %(t)l 3<<|,°s(t) - Ql(t)l soee (309)

31

it follows that \
'
0o = B {8 [0g(t) = & ()] +DaE; sin [wyt + fn - el(t)]}
~ esoo (3.10)
hence for w, = v the ideal multiplier acts as an unbalanced phase
detector, In the gbsence of baseband feedback, Gl(t)=0 and the
range of linear op?ration is severely limited to waves of very low

modulation index, For this case the minimum noise bandwidth is




determined only by the highest modulating frequency wmax°

The application of negative feedback around the phase
detector results in an extension of the range of linearity to
waves of higher modulation index. The minimum noise bandwidth
of the feedback loop is now determined by both Wax and the

peak angular frequency deviation for linear operationaw(t)] peak,
linear
It will be shomn that this represents another
possible solution to the problem of FM threshold resuction without

degradation of [S N °
g /—_\BF

B, Performance of the Bslanced Phase Detector:

Let the output signal plus noise voltege e; + e, and the
local oscillator voltage e; be applied to the balanced phase
detector shown in Figure 1 where ey and orp = es + e; are def ined

in Section A, with w = wy.

€p)
+—-—

N
* /1 ¢
€r ZA
TN
1
Z
AN
/
Qp2

Pigure 2.

The output voltage e, may be evaluated as followss

The voltage applied to diode D1 by the sign convention in Pigure 2 is

le



jfmt +
N
By jé o ] ‘
.{l+ aej(gs - &) + Abe'.,[""ft TR eooo
"BI
where
a : Es and Ab’zAEi [ X N X ]
E, E
but "
{1 + a0dl8s - Gl)+£be“'nt + 8- Glﬂ. Mlej(\I’l)
-Bi

since the quantity on the left hand side is a complex number, by

definition it follows that

\H S arc tan a :sin(e8 -8) +2b sin(wyt + P - 81)
1+ a cos(ég - &) -i-Eb cos(wyt + By - &)

and
D’ﬁ.]a :[1 + a cos(9, - &) 1—ZAb cos(wmyt + B, - &) ]2

+ [a sin(Qg - &1) + Eb sin(wt+ # - 6)) ]2

ecoe

or

[—M]_]z =1+ a® + YAb)2 42 cos(8g - &)

+) 2ab cos(wyt + £y - &) +22EM> cos(8; -~ wyt - fy)

o6 e

from an expansion and collection of terms in (3.15).

17
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Similarly the voltage eps applied to diode D2 is

i(Ye)

eDz - (Re )Elej(w'lt + Gl) Mze esce (3017)

where
Yg = arc tan - a sin (8, - 8) - ZAb sin(wt + £, - §)

1-acos (8 - &) - Z.Ab cos(wyt + By - €1)
eese (3.18)

and
[M?Jz - 1+ a® +Zb)2 - 2a cos(6g - &)

- ZzAb cos(w t + p, - 9)
+ ZZaAb OOS(OB - wnt - ¢n) ceeo (3.19)

which follows by definition and by replacing "a®" and "b" in Equation
(2016) by "-a" and "-b"™ respectively.

Now for a<<l and b<<1, |} and|My| are of the form

[l"_‘ 2 a cos(9; - &) F )Y2Ab cos(myt + fiy - °1)J% vees (3020)
But this term is of the form (1 * z)& eoos (3.21)
where

zz 2 {a cos(8, - &)+ ) Ab cos(wyt + fy = ol)] cors (3.22)

end the expansion of

(LXz)®=1%fnz +n(n-1)z2 +n(n -1) (o - 2)z° ceoo (3.23)
21 31



Now application of em and eps to D1 and D2 develops a baseband
voltage e, across the output terminals of the phase detector
given by

ey =<em_ - 9])2)7\_ coco (3.24)

wherer is the rectification efficiency of the diodes.

By by definition

eDl - °D2 - El II_M]] “leﬂ ceso (3.25)
=5 [(1+ 2% - (1 - z)ﬂ ceee (3.26)
=5 2[-§-+.1_.Z.§. .20 --:| eees (3.27)
1 2.4.6
:El 4 XXX (3-28)

since E<<1 and }_ZAE1<<1.

E 8!
Hence
B, ‘
6o SNEyz = BN [Es cos (9 - 91)+lZBAEi cos(wyt+ 9, - el)]
— B -8
El oese (3029)

B
:Y[Es[cos(os - Gl)+;l._ . ZAEi cos(wy,t #p - Gl)]
E -8,
s

cooo (3.30)
and for & = Ol(t)+c2
and 8y = Os(t)+cl
with ¢ - e, =g | ceee (3.71)

then e = Esn{sin[es(t) - & ()]
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whieh is identical in form to the equation developed for the unbalanced
phase detector with the same considerations discussed in that connec-~

tion, applying as well in this case,

C. Control of Phase Detector Semsitivity:

From an inspection of the general equations of output voltage
e, for the balanced cr unbalanced phase detector, it is evident that
the output of the phase detector is sensitive to amplitude variations
of the applied voltages 85y € ,0r e
to control the sensitivity of the phase detector by an appropriate

It is consequently, necessary

technique, There is of course, no problem regarding e, as it is
ideally a pure angle modulated wave, being a locally generated
voltage of constant peak amplitude,

There are basically two techniques to control the amplitude
variations associated with 5+ ey, one maintaining the peak signal
amplitude constant to the phase detector without regard to noise,
and one maintaining the peak amplitude of signal and noise constant
to the phase detector., The former would correspond to use of an
AGC with a long time constant, while the latter would correspond to
use of an emplitude limiter. ‘ |

An ideal FM demodulator operating ﬁell above the ¥M improve-~
ment threshold has two essential features. The demodulated mean

signal power associated with the desired angle modulation of the
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carrier is independent of Eyﬁ]lr, while the demodulated mean noise
power associated with the undesired angle modulation of the carrier
varies linearly with the E?dﬂIF'

The performance of the phase-locked crosscorrelation detector
in this region is identical to that of an ideal FM demodulator.
(Refer to Section VI). This is true regardless of whether an AGC
or amplitude limiter is used to control phase detector sensitivity,
due to the fact that the input power to the phase detector would be
essentially a constant signal power in both cases.

If however, the minimum IF noise bandwidth prior to the
limiter is much larger than the minimum noise bandwidth of the
feedback loop, then the FM threshold of the system will be that
associated with a conventional FM receiver of the same IF noise
bandwidth, This would not be the result if an AGC circuit were
used in the above situation. In the above case, if it were desired
to use a limiter and at the same time obtain a reduction in the FM
threshold it would be necessary to apply feedback around the IF stage

so that the noise bandwidth prior to the limiter could be reduced,



SECTION IV

NO INTERFERENCE PERFORMANCE (OF THE PHASE~-LOCKED DEMODULATOR

A, Linear Equivalent Circuit and Criterion for Linear
System eration:'v

Under conditions of mno interference, the IF noise power deunsity
is zero, hence from equation (3.6) it follows that

po, (t) = W(p) sin[ o (t) - &y (t)] cooe (441)
Let the phase error AOe(t) be defined as

Aoy (t) = &5(t) - & (%) seos (4.2)
hence the sufficient condition for linear operation is that

|A°§(ﬂ|5<< lee(t)l | veee (4.3)

31

Thus under the defined conditioms of linearity
o) () = KF(p) [[0g(t) - &y (%)] cooe (404)
Rearranging (4.4) gives

o, (+) [ +KF(p)] = EF(p).o,(t) cens (405)

or

Ol(t) = T(P)Ogs(t) ceoo (406)

Where the closed loop transfer function is defined from (4.5) as

T(p) = KF‘E! . eoco (4.7)

i + K F(p) 22
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The output baseband voltage erp is by definition (See Figure B)

o = 1 pGl(t) eces (4.8)
or
e = 1 p T(p).Gs(t) ‘ ecos (409)
E;

rrdm substitution of (4.6) into (4.8)

It is desired to repredent the system by its linear
equivalent circuit. It is apparent from inspection that the linear
equivalent circuit shown in PFigure 3 represents the actual system

under linear operation since the equivalent c¢ircuit implies Equation

(4.4)
Bs(t) €e
Ki > Fp K= > Ser
Byt)
Figure 3,

Equation (_4.4) can equally well be represented by the linear
equivalent ciréuit of Figure 4, in which case it is seen that the in-
put from the signal path is considered to be angular frequency
deviation pos(t) as opposed to phase deviation Os(t) in the representa-
tion of Figure 3. Due to the change in dimensions of the input for

Figure 4, the 1 operator must necessarily be included in the forward
P

23
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loop. Forms of both circuits will be found in the 1iterature®,?,

pBs(t) ~_eq
> X Ki >—{F® Ke Y S

pBit) -

Figure 4.

Whether one considers Gs“_;) or pOs(t) to be the equivalent
input to the loop is immaterial, as the VCO is physically following
both the instantaneous phase deviation and the instantaneous frequency
deviation of the input FM wave.

The important point however, is that the crosscorrelation
detector must be capable of following both the highest baseband ‘ 
frequencies associated with Os(t) and the peak asngular frequency
deviations. Eence the minimum noise bandwidth associated with the
closed loop transfer function T(p) is determined by both the above
variables,

This is not at all surprising, since in a conventional FM
receiver the minimum IF noise bandwidth is in general determined by
both the highest modulating frequencies wp,, and the peak angular
frequency deviation A'(t)peak' However there exists a range of
wideband FM waves which for demodulation in the phase-locked
detector, require & smaller noise bandwidth than the IF noise band-

width of a conventional FM receiver. Thisg is due to the fact that
»



the noise bandwidth of the loop is essentially set by the larger of
the two variables L. or Aw(t )pe ak®

The phase error AGe(t) between e, and e from the no modula=-
tion quadrature relation is completely specified for linear steady
state or transient operation from the closed loop transfer function

T(p), for a given input angle modulation.

B, Limits of Linear Operation:

In the absence of a phase error AQ,(t) between the signal
and local oscillator voltage, the feedback loop is not capable of
developing any baseband voltage epp since from Equations (4.l),

(4.2), and (4.8)
pOl(t) = Awl(t) = K.i'em‘ = KF(p).sin [Aee(t)jl =290 (4,10)

for Aoe(t) =0

Thus a c¢ertain amount of phase error is necessary to follow

the rates of change of the angular frequency deviation of the modulated

input signal,
The peak angular frequency deviation capable of being followed

by the loop under linear operation is by definition

[Awl(t)} poak = K F(2) Eloe(t)] peak coso (4.11)
linear linear

where linearity implies .Ao (t)l 3 ) (t)|
[~} < < e

% 31
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© (RADIANS)

)

are .16, 1,5, 4.1, 8,0 and 12.7, respectively.

|

|
i

Now the limits of linear performance are determined by the
percentage departure of [0 ~ gin G:I from linearity as a function

With reference to Figure 5, showing & - sin 8 x 100
°)

as a function of O, it will be observed that for € = 0,1, 0.3,

0.5, 0.7 and 0.9 the percentage depaertures of sin 6 from linearity

I
; : f

26
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(o -siN8) k00 (PERCENT)
5 .

Pigure 5.



27

The 1limits of linear performance will be considerably below
a Aoe(t) equal t0 one radian, from the above considerations., As
linearity is a relative measure of the degree of non-linearity, then
the permissible upper limit of Aoe(t) in a specific application
would be determined by the maximum allowable intermodulation distor-
tion of the system.

Hence the peak angular frequency deviation for linear opera-

tion is given by

[Awl(t% oak | < K F(p)]|sin(v)) veos (4:12)
linear

since AOe(t) < 1 radian for linear operation.

K F(p) is a maximum when ®(p) = 1 corresponding to either no low pass
filter or to modulating frequencies low in comparison to the 3db
frequencies of ¥F(p). The maximum possible value of Aw(t) is given

from Equati{on (4.1) as

[Awl(t)} max - K F(p) eoos (4.13)
corresponding to lsin T |« Let the maximum possible angular
2
frequency deviation ¥ , be donoted by w,,

d
Clearly under these conditions the performence is highly

non-linear, as the higher order terms in the power series expansion
are not negligible in comparison to A& (t). Furthermore, if the
angular frequency deviation of the carrier were increased beyond
[Aw(t ﬂm, tile loop is inecapable of developing the increased base-

band voltage eqy, as sin A8y (t) is a decreasing function for
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O < pe(t) ]<Tr- Consequently the loop will fall out of step for
2
that period of time in which [Aw(tﬂ nax is less than the instantaneous

angular frequency deviation of the modulated carrier,

C. Steady State Linear Performance:

(1) Phase Error as a Function of Loop Parameters:

The steady state linear performance of the phase=locked

demodulator is completely specified from the closed loop transfer

function T(p) defined in Equation (4.7). For steady state performance
T(p) = T(jw) coos (4.14)

and T(jw), being a complex number, will in general be given by

|T(JW)] [cos B(w) + j sin B(w)] soce (4.15)

lo(sw)| eIB(W) veeo (4.16)

T(Jjw)

wﬁere T(jw) and B(w) are the amplitude and phase shift characteristics
respectively, of the closed loop transfer function.

With regard to system performance, one is interested in
reproducing the variations of Gs(t) with & minimum degree of frequency
and phase shift distortion within the bandwidth containing the
frequency spectrum of the desired angle modulation, and at the same
time insuring the minimum possible noise bandwidth for the closed
loop transfer function T(jw). In addition, linear operation of the

loop restricts the phase error Aee(t), which is necessary for the
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tracking operation, to fractions of a radian,
The peak angular frequency deviation capable of being followed

by the loop for linear operation is given from Equation (4.1l) as

pea - EF(p) {Aoe(t)l peek

lAwl (%) ,
linear linear

where IAOe(t)I 3 |AO (t)| for linear operation.
L << e
3!

How for linear steady state operationAGe(t) is given as
As (t) = o tt) [1 - T(sm ] cees (4017)

since Ol(t) = T(jw) Osig;_) under steady state operation by Equation
(4.6)

The dependence of AOe(t) on the amplitude and phase shift
characteristics may be seen by substituting Equation (4.15) into

(4.17) to yield

AOe(t} = Qs(t) {l - lT(jw)l [cos B(w) + j sin B(w)]} {4.18)
or
A = w(yw | 2| %
9y(t) = O (t+3 ) [1 - 2 [T(jw)| . cos B(w) -|-,1(jw)l
o000 (4019)
where
¥ = arc tan "[T(jw)l » sin B(w) ecos (4.20)

1 - |T(jw)| - cos B(w)

An expression for Aoe(t) could equally well be expressed in the form
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Aoe(t) - Gs(t) [l - K F{jw) :I ' eoos (4.21)
jw + K F(jw)

by definition of T(jw) from Equation (4.7)

(4.22)

A9 (t) = (%) iw ] = 9_(t)
e 8 I:jw TKFliw) s

1
[l +K P(jw) ]
jw
where the term K F(jw) is a dimensionless function of frequency.

Jjw
It Os(t) is a sinusoidal function of time defined by
AOs(t) =M, sin wt - cooe (4.23)

then from Equation (4.19) or (4.22) it is seen that the error
voltage AOe(t) is a sinusoldal wave having the same frequency as
Os(t), but heving an amplitude and phase shift which are a function
of frequency and the closed loop parameters. Suppose that the
angular frequency deviastion of the modulated input carrier was

ad justed such that the loop performance was close to the point of

being perceptively non-linear, at a modulating frequency, such

that in Equation (4.22) ’ K F(jw)
Jjw

Now if the angular frequency devisbtion were held constant whi],e the

>>1

modulating frequency W, were Varied towards the 3db frequency of the
elosed loop transfer function, then the performance of the loop would
become increasingly noplinear and in the limit the loop would lose
synchronism, for that period of time during which the frequency:
deviation of the carrier exceeds K F(jw), as discussed in connection

with Equation (4.13).
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(2) Amplitude, Phase-shift and Phase Error Characteristics:

It will be instructive to examine the closed loop transfer
function T(p) for F(p), defined by the one pole low pass filter

shown in Figure 6,

o ANV <
e"\)[ %C ] €out

Figure 6.
By inspection
F(p) = e - 1 veoec {4.24)
out T+ o7
®in
where T = RC ceoe (4.85)
but T(p) = K]!'fp_E from Equation (4.7) -
p +KF(p)-
Substitution of (4.24) into (4,7) gives
T(p) = K = o K/T sooo (4.26)
{1 +pT) +K P°+ p +X
T T

or expressed in the standard form




w2

Q
P+ 2xp +vrc:g

T(p) =

in terms of the poles of the function

(p) = w,Z
(p -m) (p-pf*)

where the f ollowing definitions are involved

W, = K 5 the closed loop natural resonant frequency

T
o« =1 the real component of the complex poles
2T .
S = o4 the damping factor
%o
Pp 5= % + W, (1 - 52) 3 Roots of denominator

pf g-o(-t-jWOCL—Sz)%
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eeoe (4.27)

ccece (4028)

The steady state transfer function i's given from Equation (4.27)

for p = jw as
2
T(jw) = Yo
w2 [-w2 +254w + 1
sz w°2
or
P jw) = 1

1-@';0) +2i § L2

. . since $ = o by definition,
Wo

cooo (4950) '

cos o (4051)



j B(w)

Now  T(jw) = from Equation (4.16)

T(jw)l e

thﬁs for the particular F(p) considered

2w = _ 1

t®T 8
Vo) Wy

2SS w

~-B(w) = arc tan Yo coeco (4433)
ll -(W_ ?}
('o>

which follows by definition from an examinstion of (4.3)

eooe (4.32)

and

The amplitude and phase shift characteristics

T(jw)l and
B(w) are presented graphically as a function of w_ and $ in

w
Pigures 7 and 8 respectively. °

The linear steady state error Z&Ge(t) is given from Equation
(4.17) as

Nog(t) = og(t) (1 - T(1w))

The variation of A, (t) as a function of frequency is determined by
the vector quantity 1 - T(jw) . This quantity can be readily
constructed as a polar plot from the amplitude and phase shift

characteristics; this plot is presented in Figure 9.
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(3) Comparison of Performance With and Without the Low

Pass Filter:

It is of interest to compare the performance of the feedback
demodulation with and without a low pass filter F(p). If F(p) =1+j 0
corresponding to no low pass filter, then from Equation (4.26)

T(jw) = _K = 1 soos (4.34)
p+kK 1+

.2
Y3

where Wy = K by definition associated with (4.13).

The transient response of the feedback demodulstor is sluggish
for F(p) = 1+ j O since the closed loop transfer function contains a
simple pole located on the negative real axis, The addition of the
low pass filter F(p) defined by Equation (4.24), can provide improved
transient performence, however, the 3db frequencies are greater than
that for the loop without a filter, by en emount determined by the
demping factor,

It would be useful to compare the curves of T(jw) for both
. cases as a function of frequency to observe the relation between the
* 3db frequencies of the two transfer functions. This can be done by
detemining the relation between wy and W3s and plotting Equations

(4.31) and (4.34) as a function of w .
w3
By definition from Equation (4.29)

w =K
° 7
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. %
T

Let the time constant T of the filter F(p) in Eguation (4.24)
be defined as 1_. The product KT must be a dimensionless number n,,
given by

m - Yg‘ - nl . | ocoo0 (4085)
wF

Substituting Equation (4.34) into w, and gives

0000 (4056)

3

coos (4.37)

S

ny
Now

W =W W, - W 1 eosos (4.38)

Thus the frequency scale of Figure 6, when multiplied by _1 for each
demping factor, gives rise to the desired comparison curigﬁghown in
Figure 10, (PAasE 25)

The low pass filter, although improving the transient performance
is seen to result in an increase in the noise bendwidth in comparison
to the case with no filter., At the same time for those frequencies
W < Wy, the factor 1 - T(jw)b is less than that for the case with no
filter, resulting in a reduction in the deviation capable of being
followed g? the frequency renge W< Wge

The parameters of the loop are determined by the deviation and
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modulating frequency of the input FM wave, For a narrowband ¥M
wave the bandwidth requirements are essentially determined by the
highest modulating frequency Woex® while for the wideband FM
case the bvandwidth is essentially determined by the peak angular
frequency deviation, However, for a given desired dampingvfactor,
this implies that the loop is capable of following a larger deviation
than actually required. This is due to the fact that the deviation
capable of being followed and the 3db frequency are intimately
related for a given damping factor.

Suppose for example, that the highest modulating frequency
Woaxe PO be followed is w . = 50 kc/s, and that the peak angular
frequency deviation of the FM wave is in one case 10 kc¢/s and in

another 100 kc/s, Since from Equation (4.1)

e = EF®) [Dege)]| Lo
linear linear

| Aw(t)]

where \Aeéﬂ\vgm depends on the permissible distortion, then

lineqr
for thé angular frequency devictions of the FM waves to be

followed linearly
\Awwlv 5 10 ke/s in the first case
\inear
and  |awtt) = 100 ke/s in the second case .
peak » 4

h'v\lar

If for example,|stdt) is taken ac & this implies that
peak

\near



Kin = 20 kofs ,  for case ome

and K in = 200 kc/s J for the second case

These values of K ;. are based on the requirements of angular
frequency deviation, and have not been related to the actual value of
K, associated with a particular dampening factor and 3db bandwidth in
Figure 7. TWhen this is done it will be seen that in general either
K or the 3db frequency of the loop might be larger then Kﬁin and Yoax
for the narrowband and wideband cases, respectivelye.

For the simple low pass filter an attémpt to reducé the band-
width of fhe closed loop response may result in an adverse effect on
the transient response and the angular frequency deviation capable of
being followed by the loop. A modified low pass filter, such as shown
in Figure 11, will allow a certain degree of freedom in this respect8°

It will be recognized that the limit cases of F(p) aS'defined below,

coriespond to no filter or the simple low pass filter,

R

R
2 OR Cy

ﬂn
——

o

3
-

F(p) = p ey Ra-F 1 F(p) = p.R) ¢y +-i
P oy (R + Rp) +1 | p R () + cp) +1

Figure 1ll.
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D, Transient Linear Performance:

The closed loop transfer function under linear operation for

F(p) defined as in Equation (4.24) is given by

Ol(t) = P(p) = "02 from (4.28)
8, (t) (p - 1) (p=-51")

or

T(p) = wo? coee (4.39)

ferm e B-79 pr <rom B-iTT)

from substitution of Py and p; as defined in (4.29).
It will be instructive to examine the response of the feedback
system to a "step™ of the input phase Gs(t).
Hence by definition let E
94(t) = m for t >o
oocoeo (4040)
65(t) =0 for t<o
Taeking the Laplace Transform of the function @ s(t) and substituting
in Equation (4.39), where the differential operator p is replaced by

the complex frequency variable s, yields

91(8) - m so0oso (404;1)

S[s LA L -S’:] [s +x-jwoﬁ-ﬂ

Lo,(5) =

since

w |B



Ol(s) may be expanded as

6,(s) =28 4 a8

m s Es +x = JwWg V1 -.;;‘]

az ocsee (4042) '

B-&-oc + Jw, Vi -S'f]

Evaluating the coefficients gives
eo0o 0 (4.,43)
8 = ‘l:Gl(s)J . 8
s=0
by definition of Equations (4.41) end (4.42)

or by substitution

woz

T (- dw, VL -52) (ac+ dWo L -5%)

8

wor

o® W21 - $2)

n
=

oooo_(4o44)

similerly, by definition

8 =[— < 4jwe \/i—-_g_z_.l
cece (4,.45)

or by substitution

C 2
- i wb e
B <, VE-55]] 2w, Vi -5%]
= W°2

2[- w2l -52) - jwy VI -52 |



woz - 1 :
T Tew -5 [L+ L8 = 21 -59) [1+d:‘?___2]%e“r
[ 1 -5‘2J Lo
cooo (4.46)
. e~
=-3% k=52

where rf-' arc tan s

|1 -5

also, by definition

8y = 91(8) ‘l:s-i—*-i—.'iwo Vl"ga:l

85 =~ = jwW, 1-5%

%

* voes (4.47)

or by substitution

= ", -
" E"’: jw, \/ 1 -82J[- 2 jw, Vi -%2]

-
-

w2

O
2[-’ Wo2(1 -5 2) 4 Jotw, \/1 -8 :}

2
Yo

- 2w 2(1 -53).[1 -3 _J_]

=1 =-1 —l_.ejr

—21 -52) 1o g2 |FeIT =5
2 ceso (4.48)

Thus taking the inverse Laplace Transforms

42



- —t |1 -52
L a, s R ]

-

stw - jw, |1 -82

e
L7
st 4wy \[1 =52

AR )
e jr.[e—“t -jmy V1 -5% t:l
)

1
2

1-8

— esoo (4049)

The summation of the inverse transforms yields the desired time function,

namely & (t), so

| o
o, (t) 1-3 e =%t
L =7 fyy.s2

m

. J[MoV1 -52 =T +e-;j[w°\[1 _s2 .T]

esos (4.50)

or, by definition of the cosine function

- % %
&(t) = 1 - ﬁ__s_z . cos[:wo W -s2 t-l':] voos (4.51)
m

Ol(t) could also be expressed in terms of a sine function since, by
definition of the right angle triangle defining

180° = 90° + [ +AM



Then
= 90° - M

80

o621+ =%t Lam[w, \1-5% & +M | ... (452)
J1-52 v

Ol(t) is plotted as a function of S and t in Pigure 12
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It will be seen that both the sluggish and oscillatory
responses result in an appreciable squared phase error, The phase

error AOe(t) is given as
Aoe(t) = 6 (t) - 8, (t)

Hence for OS(t) a step function, defined as in Equation (4.40),

the Integrated squared error is

2

&L
S[ e % L emm [w-o 1-52 ¢ +M| at
[} Vl “52 -

osos (4.53)

[+ »)
gAee(t) 2 a4t = m®
]

It can be shown that the function is a minimum for S= 0.5. The
significance of the term m, in defining the step function, is that

the value of the step for linear operation of the loop requires

\Aoe(t) | 8o |Ae, (%)

31

which implies that ﬁ<< m
38

It will be recognized that this value of m for linear opera=-
tion will be several times less than the maximum value of Aee(t)
for linear operation under steady state conditions with sinusoidel

excitation, since from Equation (4.17)

Ag_(t) = &(t) [1, - chwﬂ



= m, sin w.b |:1 - T(jw)]

if the signal modulation is assumed to be a single sinusoid,
The reason for the great difference in phase'errors under step.
function and sinusoidal excitation is due to the fact that there
is initially no feedback for a phase step, hence the phase error
at that instant is just the masgnitude of the phase step.
On the other hand for a ramp phase function corresponding to

a frequency step function,

Os(t) =0 for t< O
‘ coso (4.54)
0s(t) = Aw.t for t>0
Since, by Equation (4.7)
o, (t) = 6,(5) T(p)
then
p '8 (t) = p 65(t) T(p) coeo (4.55)

But for 8g(t) defined as in Equation (4.54), the transient performance
to a frequency step Aw, is given by substitution of Equation (4,55)

as
Aw(t) =p &(t) = Aw.T(p) cooe (4:56)

Taking the Laplace Transform of Equation (4.56) yields
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Awl(s) = Aw . T(s) A cooo (4.57)

S8

But the function T(s) has already been evaluated for a phase step,

8
thus the inverse transform of wl(s) can immediately be written as

Awl(t) :I_l Awy (s) = Aw<l+ e-SWOt sinI:wo \}l - 5% -!—,M]
soos (4.58)

by comparison with Equation (4.52),

In contrast to the permissible phase step for transient

linear operation, the magnitude of the frequency step for linear

operation is essentially the same as the peak angular frequency

deviation for steady state operation. This is due to the fact that

the phase input to the feedback loop does not contain a discontinuity

at t = 0, The expression of the phase response for the frequency step

can be obtained upon integration of Equation (4.58).

Thus
t

gAwl('b) at
° *
Awé {11— e 'Swot . 8in [Wo Vi -52 ¢ +M:]}dt

oose (459)

Gl(t)

The considerations for optimum damping factor apply as well in this
case, If the transient is assumed to exist for time tl with proper

damping, then
+.

o (t) = ij {14— o= Mo sinEfo Vi -82 % 4—/'\__}} as
o

t
AW’\S at 0eoe (4060)
5y



T Awt

+ -
AW'b-y-é_vlgL{e'éwot sin Lwo 1 -8% ¢ +M:l}d°i':
’ vees (4.61)

for t+ >> ‘t;l
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SECTION V

NOISE PERFORMANCE OF THE CONVENTIONAL ¥1I RECEIVER

A, Composiie Waveform Prior to the Amplitude Limiter:

Let e and e; as defined in Equations (8.1) and (8.2)
represent the desired and inteirfering signals within the IF
) . L
noise bandwidth prior to the linmiter of a conventional FM receiver.

The resultant instantaneous voltage e.,, due to the desired

r’
and interfering signal is thus
e, St e = (Re) {Es.ej[wkt + es(t):]} veoe (5.1)
+8 ' .
1+ Zmi od Lyt + 8, - %””]}

w8 ==

. Es
or

= (Re) My E_ od [ myt fos_(?’)*'\i/i(t)] cees (5.2)

where M; and \Pi(t) must necessarily be defined as below for

Equations (5.,1) and (5.2) to be consistent.

+8

()% = 1+ 2> Ax cos [wyt + g, - 6,(8)]

-8

18
-+ ZAx cos [wnt + £y - es(t)]}

+3) Ax sin |'_wt+¢ e(t)]} ~ eese (5.3)

-8y
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and

\ (%) = are tan Ex -,Sinl-—'nt + By - Gs(t)] coce (5o4)
i 1+>Ax c'OSEwnt + ﬁn - 8,(t) ]

where Ax is defined asaE; / E_.
But \|/i(t) is also given by

. hand 84
Yi(t) = Zg_l)n*'l (Im) le od [t + £p - o (t) ]
h=i n .

W28,

-‘)Y_w\'\t +¢V\ -GA'\‘-)]
valid for (Ax) e B

Wnz-B

Equation (5,5) is readily shown by taking the logarithm of the vector

n

oeso (5.5)

M eikh(t) .defined in (5.1) and selecting the "imaginary™ part.

B J[Wnt +Hn-Outt,
For the simple case of Z(Ax)é'[ ﬂ<4|)'che first term only

-8
of the series defined by Equation (5.5) is important, thus for this case

Bs
\h(t) "'le stnfwyt + f - 6, (¢) ] | veso {506)

Wny=~Br

which of course agrees with the result from Equations (5.4) for the

same conditions

B, Statistical Properties of the Noise Interference:

The mean and RMS values of e; are givén by a direct inspec-
tion of Equation (8.2). However, because of the randoin phase rela-
tions }?)n, between moise components, the peak value of e; must
necessarily be of a statirtical nature, |

It would be convenient to express the interference e; in

& form which lends itself to statistical evaluation as follows,

¢



by definition of Equation (8.2)

B
o, = (Re) ZAEi oI [ (w4 m)t + By ]

-B,

Rearranging gives
o; = (Re)%cos wmt + J sin wkt)}

8 B
.{ZAE:l cos (wpt + £;) +] ZAEi sin (wyt +¢n)}

-8, -8

coo o (567)
or
B
e, = {ZB E; cos (wyt + ,ﬁn)} * cos mt
B
- { A.Ei sin (wnt"' ¢n{} . 8in Wkt oeoo (508)
-8,
or
e, = Ep(t) cos wit - Eq(t) sin wt
. eves (509)
= Ep(t) cos wb + ,Eq(t) cos (w.t +T)

' Where Ep(t) and Eq(t) are defined by Equation (5.8) and may be
interpreted as the in phase and quadrature component of noise of

an equivalent noise carrier centered at Wyco Due to the random

natuyre of the problem the variables Ep(t) and Eq(t) mey be individually

described by the quassian probability distribution as a consequence

of the centrsl limit theorem®,

64 could also be expressed in the form
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\/%P(tj “¥ [Eq(t)J 2. COS[wkt +§}

R(t) cos (myt + §)

eooo (5.10)

with R(t) defining the envelope of the wave where

Re)] 2= |2+ fogee]] 2

AN

a.nd§=arc tan E_(t)

Now the statistical distribution in time of Ep(t) and Eq(t)

is given by

2 2
P(E) = o~ E%, /26 0eee (5.11)
2 HE

where & 2 is the mean square noise voltage within the IF noise band-

width,.

)= e~ Ezq_ /20" voos (5al2)

by definiftion of the gaussian probability distribution, where EP and

Eq are particular values of Ep(t) and Eq(t).

Thus the joint probability distribution of Ep and Eq is

- 2 2 2
PE,E) = o fp + BqV/2S vene (5.13)

T q

2rre?

and after a suitable change of variableslo,
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2 2
P(R, @ = peR/2C voes (5.14)
2Tmo 2
+thus 0_2
pe
P(R) =R o2 /2 vee. (5.15)
G 2

by integration over all values of @,

gince
2

—gP(R, $)a ¢ = P(R) ceen (5.10)

)

and -

SP(R, §lar = P(9)
o
Equation (5.15) is known as the Rayleigh Probability Distribution.

- (5.17)

From the definitions of E (%), Eé(t ), B(t) and cos § it follows
that the \]é(t) associated with the resultant signal plus noise could
be expressed in the fomm below which will prove useful if a

statistical evaluation of the noise effects are desired.

Yio) = > @ (m) | R
n= n K

: eose (5.18)
valid for‘l\ﬁ(t)l < 1
If the first three terms of the power series expansion of

\h(t) ayre written then
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V.(6) =R(t) sin[d -0 (t)] -R2(s) sin2[d- e, t)]
E Z

8 s
_E(s) sin 3 [§ - eg(t)] cose (5.19)
BEg®

Coe IF and Baseband Noise Spectrum Above Threshold After the

Limiter:

After passage of the waveform defined by Equation (5.2)
through an ideal limiter which removes the amplitude variations Mi
of the waveform without modifying the zero crossings, one obtains

after filtering and prior to demodulation, the voltage ®1m where

& n = Elm cos[wt + 8 (t) + %(t)] eeso (5.20)

where Elm is the peak amplitude of the angle modulated sinuscid

ey resulting from the limiting and filtering operation.
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The application of ®m to an ideal frequency demodulstor yields

a demodulated baseband voltage eppr given by

eBF - kd g__ [Qs(t) + \i/i(t)] T(jW) eocee (5021)
dt

where kg is the sensitivity of the demodulator in volts-sec and T(jw)
oan radian
is"equivalent tranafer function to baseband frequencies, and is =&
dimensionless operator.
For \\{J;’(t) << 1 (well above the FM improvement threshold)
only the first order term in the expansion of \yi(t) is significant.

Thus

By
T = ZA:: sin[wt + f, - 6,(t) ] ceve (5.22)
, B
The characteristic performance at intermediate and beaseband
frequencies of the FM demodulator well gbove the improvement thres-
hold can readily be deduced from Equation (5.22) for \f)i(t) defined
by (5.24).
It is of interest to note that the mean signal/noise power
ratio at the input to the demodulator is enhanced above that ratio
in the noise bandwidth of the IF prior to limiting. Since this result
is independent of Os(t), the latter may be taken as zero for convenience
to demonstrate the point,

Now since for the assumed conditions,



elm = Elm COS[wkt + Rstz . 8in @:I sese (5025)
ES .
s wet
= \Re) E_ eJ'[gJi) ot §] &% veee (5.24)

then

m .
e LAY jnd
& = (ke) Elm e’ 'k T, [Rgt}] )
- E_

ceso (5025)

by definition of the Bessel Series expansion.

But since R(t) « 1 .then
E

oy
[o}
—
2y
ok
|
n
| o

Es
and
3’1‘ R(t) = R(%
ES ZES

and the higher order termus are zero, hence

®im = Elm - 1 COsS wkt +§E§t) . CO8 (wkt + é)
s
- ‘t! « COS (Wk - @) osoe (5026)
2E
s
The mesn power is given by
2 =, 2 B 2 2
(elm) Elm %_ - + R (12:) + R (%)
BE, 8Z_

ooeoe (5027)
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The ratio of the mean signal power to mean noise power is

11}
N
(o]

AV]

T~

1 ' s
2 N

eese (5.28)

Rz(ﬁ)

2
A-Es

for Rzgtz 1
<< <<
Es

But the mean signal to noise power ratio at the limiter input is

E 2 ,
LA voee (5029)

R%(t)

and it is seen that mean signal noise ratio is enhanced by a factor
of 2 or 3db powerwise, for the high signsl/noise case,
| In a similar manner it can be shown that the éignal noise
power ratio will be degraded by a meximum factor of TT for (Es)2<<R2(t °
4
The actual IF or baseband frequency spectrum for conditions of
interference and “I/i(t)<< 1 is given as follows,
By
elm__: Elm co.s{wkt + 98\1:)' +Z_L\,x sin[wnt + &y - Os(t)]}
-8
eoseo ‘5950)
if 8 (t) =0
then
By
eBF = kd T(jW) E 'n AI cos ('nt + ¢n) o000 (5051’
. -B
and



%2 -/ T(JW} E W (Ax o0 (5.32)
exhibits
which”is the characteristic triangular spectrum of BMS noise voltage
for an FM receiver well above the FM improvement threshold. Under
these conditions the frequency spectrum at IP prior to demodulation

#H
will consist of the components

"I " sese (5eZ3)

as is apparent since

= | I mt JZ—AJCSIH( Wt + By) z
o, = (Re) B o’ Mk iy % coee (5eZ4)

= (Re) Byp o ™ H 7, ( Ax)

+71(Ax) [e“"nt+ Pn) _ om3(myt ‘“"n’] veoe (5.35)

= (Re) E._ed "y (Ax)V

elm 1m

\ By B,
- -. t
Fran" 7 (Ax) ) oMt + M) _ > e §(na® + fi)
-B -8,

5.326
where N' s the wamber of spectral components cose (5.26)

Similarly if
8gt) # 0
but

Os(t) = mg sin wgb

then the IF frequency spectrum prior to the demodulation contains

those components
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roeee (5927)

The baseband frequency spectrum for Os(t) = my sin wyb and

\lji(t)<<l is given as follows

e =k, 4 T(jw) {m sin w.t
BF d at a a
By
+ZBAx sin[wnt + 8, - m  sin wat] soes (D.38)
|
but B
ZAI sin[wnt +8, - my sin LA ]
-8
5 et o s ]
= =
Bl 3 [ X N N J 5039
-B,
Ry o '
- ZAx(m) . Z—(_l)r T (mg) o rwgt 3wt + fn)
-B -
By w
= Z.Ax Z(-l)r ‘Tr(ma) sin E(r LAt wn)t + }bn]
- -of
| ocoeo (5040)
hence

egp = kg T(jw) m, wgcos web

8 L
+ZAx Z(-l)r Tamgle(r wot w )ecos [T wb + wpt + fiy |
B e

cees (5.41)

In the presence of signael modulation it is seen that well above
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threshold, the noise spectrum at baseband is modified from the no
modulation case, being composed’ of a number of triangular spectra
centered at T rw,, for r = 0, £ 1, T 2 etc., with the upper limit
of r being determined by the modulation index.,

The mean square voltage TeE-')‘?‘ above threshold is given

by performing the implied operation on Equation (5.41).

For XSA x)% <<l eand (mg) >>Z§A x)2

-8, 2

the LS/N—JBF is essentially Spp for Ax = 0, divided by N .,

k4

for g =0,
[k T( 'wﬂ 2 (A 22 where Aw-=m_ w_ (5.42)
Tl =Ll Y 5 a "a
°rF .2
Ax = 0

_—_ =[5 7am] 2 Z(-n (as)?

m, =0
B?.
= [k, T(jw] Z (wy) % =[x T(w) )2 2 R ['nSJ
—B, s) (Es) -_55-0
=2[kg Tw)]2 L o (By)° veoe (5.43)
Sip —"—"3
Hence
Sgp = (Aw2 sy 3 =(AW)® sy 3 veeo (B.48)
ﬁ'}; 2 ¢ (B,)3 (Bg)® ER(E)
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S0
3 2
Ser = (B)2 |5y B - ()2 3sp
Nep N % Nip
BF| pu ¥ |y AM

coee (Do45)
where 2 §>Bz is the IF noise power in & double sideband AM systen,

end 9 Ba is the noise power in a single sideband AM system.

D, Frequency Spectrum in the Threshold Region:

.Thus far we have congidered the performance of the conventional
FM receiver well above the improvement threshold, Under these conditions
the in-phase component of noise voltage Ep(t) << Eg4 and the quadrature
component Eq(t) << Es. Hence the demodulsasted noise voltage of an
ideal FM demodulator is that due to the quadrature component of noise
within the noise bandwidth of the receiver regardless of whether a
limiter were used or not,
As the noise power NIF is increased relative to
SIF = Esg, eventually the angle modulation due to the interference,
ﬁg(t) ng longeq bears a linear relation with the signal noise ratio
in the noise bandwidth of the receiver,
This is due to the second order term of the\+&(t) series
expansion, and is seen t0 be the product of noise beating with noise,

since

‘I’i(t) =R(t) sin § - R%(t) sin 29 cevo (5.46)
E &,

8



or 2B,

B
\"ji(t) = ZAx sinfwyt + 8, ] - 3 Im [ZA:: ed (Mt + ¢n):|2

B | e oo (5.47)
where Equations (5.46). . = and (5.47) follow from (5.18),
and (5.5), respectively teking the first two terms of the series amd
letting Qs(t) = 0.

In the "threshold of FM improvement™ region the baseband
output is characterized by two related features, one assopiated with
the statistical nature offmoise X °Phm the other associated with
the mean signal /noise power ratio within the noise bandwidth of the
receiver,

The first feature characterizing the baseband voltage and
due to the statistical nature of noise, is that spikes of baseband
voltage begin to occur in a particular region with a frequency o
repetition which increases sharply as tle IF signal/noise ratio
is decreased.,

The an"gle modulation \i/i(t) of the resultant carrier plus

noise \K_(t) is given as

Y;(t) = R(t)/Eg sin § ceco (5.48)
1 +R(t)/Eg cos §

for R(t)/E, << 1



or
‘K(t) = - Eg/R(t) sin § ceee (5.49)
1 +E/R(t) cos §

for ES/R(t) <1

where e, = ey 4 ©; are defined by Equations (3.,1) and (3.2)

snd

] xXxx (5050)

op = (Re) E, el ™k¥ [1 (e’ ?

Eg

for R(t)/E; < 1.
e, = (Re) R(t) od[mct + 8] [1 +E/R(t) oI §:l voee (5.51)

for E_/R(t) <1.

For a given mean white noise power density, denoted by 0—2 ,
the probable values of R(t) are given by the Rayleigh probability
distribution. An increase in noise power is associgted with an
increasing probability of a particular noise voltage. The random
phase orientation @, of the equivalent noise vector R(t) cos '27,
is however uniformly distributed and independent of 0 2.

As long as R(t) has & negligible probability of exceeding
the carrier for a given [S/N:]H" then the angle modulation \1/1(1;)

will be confined to the region

0 < H’i(t)'< —Tz'T

For sn increasing noise power relative to the carrier power

it becomes more probable that the angle modulation Yi(t) will be



given by
0 < ,Yi(t)‘< T

and that the instantaneous zero crossings of the composite waveform
be controlled by noise.

As the occurrence of baseband gpikes can be correlated ;vith
the probability afth;oise ;e\me‘o{&exceeding the carrier it would be
ingtructive to plot this probability for e range of |;S/K:|H..

The probability of occurrence of a particular noise voltage
is given from the Rayleigh distribution in Equation (5,15) as

- _32/'20—2
P(R) =R e
. o2

hence the probability that R lies between O to R is just

R .
2 1R

SP(R) R [- o “R¥/20 ] eee (5.52)
o2 o

[+)

[ —R’?‘/ZO'Z]
l-e
o2
Thus the probability that R lies outside this range is
R

1~ SP(R) dR =

(o]

o -Rz/ 25~
-

eseoce (5053)

By definition [S/N]IF = Es'2 s thus the probability that R exceeds

2(5":a
Es for a given ES/EJIF is
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PROBABILITY OF R >Eg

%

(-}

>

»

& ©

P(Rﬂ ze "(S/N)IF eses (5.54)
R>E

)
This function is plotted in Figure 13,

2 e e \ 10

(8/N) ¢

Figure 13.
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The second feature associated with the threshold performence
of an FM receiver is that the curve of demodulated BMS noise voltage
{or mean power) versus IF signal noise ratio departs from linearity
as that ratio is decreased in the threshold region with the effect
showing up more sharply at the lower baseband frequencies than the
higher,

Now in this region the frequency spectrum of noise voltage
may be obtained from Equation (5.5 ).

It will be realized that the second term representing the
2

squaring operation on N noise components must contain (Nl)

components of the fom

IHEE 22 ("0 + W)t + By + A |

§ka2 sin[(wn + W)t + By + ¢m]

The number of spectral components at a given frequency
Wq S wy, + Wy is clearly given by solubtion of the linear algebretic
equation ¢ = n+m for all n gnd m, where n is a member of one
set of Nl components and m is a member of the other set of N
components, (with half of the components upper sideband and the
remaining half lowér sidebands),

Although the commutative law holds for addition of
frequencies this is clearly not the case for phase angles because
of their random nature, hence ¢n+ P # £ + m

At the center of the noise bandwidth the number of spectral
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components is given by O = n+m, which to be satisfied implies

m= -n for all n and m, consequently there will be nt components
at LA
Similarly at w, =+ ZBl the number of components is given

byi-q'n+m='-tN1

thus +q= Nl =nt+m can only be satisfied by one value of
nand m, namely n = mn = ¢ Nl/z,
‘since this is the maximum value of n and m, and

~q = - Rt = n+m similarly implies n = m = -N1/2,

Thus a graph of the number of randomly phased contributions

in the second order term as o function of frequency may be immediately

drawn since the equation defining the curve has been shown to be

that of a straight line and the end points have been defined.

PHASED CoMPoONENTS

NUMBER OF RAWDOMLY

{ 2N' I
e FrREQUENCY @ —— 3
DIVIS1ONS

Figure 14.
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With reference to Figure 14 it is seen that since the frequencyL!‘_
interval 4Bl is assumed divided .into 2Nt components, then the total
number of spectral components in the seEond order term is just the area
of the triangle. ¥This area is by inspection &(2N1):N! = (¥})2, which
pi'ovides a check on the model,

Since \Pi(t) for the threshold region is given from Equation

(5.45) then
By 28,
i “I’i\t)J 2 = Z_(g_xf + éZy_s_x_)_‘* w1 - lwl)
& 2 2 2By

- 28,

LR B (5.55)

where Nl(l - |wl ) is the number of spectral components within the band
2By

0<\lwl < 2Bl from inspection of Figure 14.

But by definition

(AX)2 = (N/S)p 4w = (N/S)pp L
2By Nt

and substitution for (AX)2 into (5.52) yields

By B
\\/1('"] ? = ZJ(N/S)IF w EJ w/s)%, aw B (1- w)
{ 3 2 231 40 2 2Bl F 2Bl
¥ 28
- %—(N/s)m + 1/8 (N/g)?
¥ coee (5.56)



= 59

If the interference were a single sine wave component of t‘h'ei same

mean noise power Nrp =6 2 then \'\"i(t) is given by

\K(t) - 25 2 sin (,'nt"' pn) -3 _2_9;‘?_ sin 2(1rnt+ ¢n)
\/ (

E ) - (Eg)?

The mean square value of \Yi(t) is then

[\ri(t)J - 25"2 + 5'4
2E82 84

i(N/s).. +  1/8 (n/s)?
2 IF IF

which is the same magnitude as far the case}.or white noise interference,

K

The demodulated baseband voltage ’éﬁ. in this region is given by

BTUW) & 1)

e -
B - at
B,
= KT(jw) w, AX cos [wnt + ¢n]
28,
Siwg + ,m)%gz cos[ (wy +w )b+ g + )
-2B,

[ XX X ] (5957,

The meen squared baseband noise voltage is then
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28y

B,
2 2 2 2 2 4 Nl
(o)™ = (X T(jw) (w )% (AX) + (2w _)° (AX) (L -1wl )
°mr - [ d iw :| g"n 5 -Zze. n 3 2B,
or
g > 2
2 2
(egp)® = [KdT(Jw)] J"n' (N/,S)'IF dw vs"nz (N/S)n, (1 -é%il-) dw
] 2Bl Q

XX X (5058)

For the conventional FM demodulator the bandwidth of T(jw) is
determined by the highest modulating frequency, hence only noise within

these limits will contribute to Oppe

The departure of (em)z due to noise versus (N/S)IF is seen from

Equation (5.58).



SECTION VI

NOISE PEHFORMANCE (F THE PHASE-LCCEED FM DEMODULATOR

A, Above Threshold Noise Performance :

(1) Comparison With the Conventional FM Demodulator
The general performence of phase-locked feedback demodulator
incorporating a balanced phase detector is given from Equation (3.6)

as
B

o) (t) = KF(p) sin [0 () - &y (t)] + % ZAEi sin[wt + g - 6(t) |

s B

For the purposes of analysis it will be convenient to express
the signal plus noise in terms of a composite waveform as follows:

Bi
- t
KF(p) (Im)e:I [05(1:) - a(s)] 1+ LZAEiejl}nt + fa - &l )]
' E: -B ‘
s

Do (t)

oo (6.1)

KF(p); (Im)ed [Oslt) = G(t) + Yitt]]

ceeo (6-2)

KF(p) My sin [84(%) - & (t) + \f/imj
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/
It will be noted that Mi and \Vi(t) have been prgf;rimxsly
defined in Equations (5.3 ) and (5.4 ) respectively. It will be
shown that for the phase locked demodulator, the limrit‘s of My
and» \{ji(t) are essentially set by the closed loép noise bandwidth
of the feedback loop. ’

Let the phase error Aee(t) under general conditions

of signal modulation amd interference be defined as
Ae () = [eg(t) + Y, (t) - &g ()] coeo (63)

Linear operation of the phase detector implies

aegw] 3 __ [ae,m]
51 '
Thus under these conditions
po, (t) = KF(p) M, [og(t) +Y;(5) - 6,18)] veer (6u4)
Rearranging gives
ot) + K(p) Mial = [5t) + i) IkFpm  eeee (6:5)
P 2

Under conditions of no interference it is seen that Equation (6.4)
reduces to Equation (4.4 )., The linear no interference performance
has been previously examined in Section IV. M; may be regarded as

a time varying coefficient and well above the FM threshold, M; equals

unity.
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Under conditions of interfefence and linearity the baseband

voltage e is given by

eqp = PO (8) = I(p) p[6s%) + \Vi(t)__] coes (646)
K, s

whieh is identical in form to that for the conventional FM

receiver above threshold,
For o4(%) = O,

Bi
egp = T(p) anAx cos(wnt + 8,) cese {6e7)
K5 ‘B|

which indicates the triangular distribution of RMS noise voltage
versud frequency common to an ideal FM demodulator. For Gs(t) = m,
sin lat, egp 18 given by equation (5.41) for the corresponding
conditions.

It is apparent that for this region of operation the phase-
locked FM demodulator and the conventional FM demodulator exhibit
identical performance, Foi- this region of operation the magnitude
of My is essentislly unity and hence the loop parameters are

unmodified from their no interference value.



(2) Noise Modulstion of the VCO
The mean square noise modulation of the VCO under conditlions
of zero signal modulation and above threshold is given from Equation

(6.4) as

(61 (4)] "= [r0w) |2 [Y,61] 2 veos (6.8)

But \yi(t) is defined in Equation (5.6 ) as

Bl
\i/i(t) = ZAx sin(w t + fy) , hence

_Bl

ew] ®

By
2 [ram]|? gg_xf‘

-8 C&‘
B s
- Z IT(JW)I 2 _Az'z ecoe (609 )
ry )
By definition (Ax)® = 2dw = (N/S)p dw
(E5)% !

8

Substitution into (6,10) yields

B,
[51(‘6)] 2 =L (N/s) 5|T§jw),2 dw ceee (6510)
2 3

The noise bandwidth 2B, associated with the closed loop transfer

2
function T(jw) is defined as

2B, = jlfr(jw)]? aw voee (6511)
o |

where integration is from -¢ to o ©Dbecause the noise spectrum
applied to the phase detector is symmetrical about the IF frequency.

Ir 2132<< 2Bl then for this case integration over the limits



-Bl to Bl would yield the same result as integration from -o< to

oo ., that is to say,
e By

ﬁ'l‘(jw)' 2 aw= j,i‘(jw)’z dw

—0 -B,

for Bz<< Bl
Hence under these conditions

[el(tﬂz.-: 3 0/s), By ceos (6.12)
B

Alternately, if Bg>>> By , then

[or(8)]2 = % (avs), voos (6,13)

The bandwidth reqﬁirements of the feedback demodulator are
determined by the highest modulating frequency and peak deviation
of the FM wave to be demodulated., These considerations have been
dealt wj:th in Section IV, The FM threshold in the conventional FM
demodulator is determined by the IF bandwidth 2B1 prior to the
limiter as discussed in Section V., As the relative noise immunity
of the phase-locked demodulator in comparison to the conventional
FM demodulator is determined by the ratio 32