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Introduction 

Huntsman, Jerome and Snyder (1960) presented data concerning 

the incidence of black melanin in the abdominal tissue of broiler 

chickens. This pigment, when present, is located in the umbilical 

region of the abdomen and infiltrates the facial tissue there. 

The character is pleiotropic in nature and its presence or absence 

appears, for the most part, to be under the control of the plumage 

color phenotype and sex. 

From previous work, it had been noted that three pairs of 

allelic plumage genes involving three independent loci appear to 

have distinct influence on the incidence of melanin deposition. 

The allelic traits concerned were: dominant white (I) and absence 

of dominant white (i); extended black (E) and restricted black (e); 

barred (B) and nonbarred (b). The first two pairs on autosomes, 

the last pair is located on the sex chromosome. 

The population of broiler chickens from which the data 

were obtained was produced by using male parents known to be 

heterozygous for plumage color alleles at these three loci in a 

cross with females homozygous for the recessive alleles at each of 

the three loci. Therefore the males were of the genotype IiEeBb 

and the females were iieeb-. As a result of these parental genotypes, 

the eight plumage color phenotypes expected in the population were: 

IEB, IEb, IeB, Ieb, iEB, iEb, iea and ieb. ( .5e e F'j· 1 oN P· S/) 

The data is presented in Table I. 
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Huntsman et al (1960) did no formal analyses on their data 

but pointed out that certain genetic interactions between genes 

at different loci appeared to be present. 

The purpose of this project is to develop a logical analyses 

in order to determine the significance of these interlocus inter­

actions and of any main effects produced by alleles within a locus. 

This will be done by first using a chi-square test and then by 

analyzing the data using a linear model. A test developed by Woolf 

will be done for second order interaction. 

Chapter I consists of a summary of a number of papers dealing 

with the chi-square distribution: 

Bartlett (1935), Berkson (1955), Berkson (1968), Bhapkar (1966), 

Bhapkar and Koch (1968), Cochran (1950), Goodman (1963), 

Kastenbaum and Lamphiear (1959), Plackett (1962), Woolf (1955), 

Roy and Kastenbaum (1956). There is also a swmnary of a paper by 

Grizzle, Starmer and Koch (1969) on linear models and a summary of 

a paper by Patil (1974) on the analysis of a three dimensional 

contingency table. 

Chapter II consists of a more detailed account of some of 

the methods used to analyze the data: 

(a) 	 partitioning of chi-square 

(b) 	 method by Woolf and Plackett to test zero second-order 

lnteraction and 

(c) 	 methods related to linear models. 
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Table I 

The incidence of melanin pigment deposition in the .male offspring 

produced by a cross of Ii. Ee Bb cJ'd' x ii ee b- !? ~ 
Genotype * Total no. 

of birds 
No. with 
melanin 

No. with 
melanin 

% with 
melanin 

present absent present 

iiEeBb 76 2 74 2.6 

iiEebb 115 102 13 88.7 

iieeBb 80 29 51 36.3 

iieebb 90 17 73 18.9 

IiEeBb 62 1 61 1.6 

IiEebb 76 23 53 30.3 

IieeBb 73 19 54 26.0 

Iieebb 44 6 38 13.6 

* the genotypes of the parents were such that the genotypes of 

the offspring can be deduced from the phenotypes. 
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Chapter I 

Bartlett (1935) considered the problem of a 2 x 2 x 2 = 23 

contingency table. The difference between this table and the 

ordinary 2 x 2 table is that in the 23 table, the second-order 

interaction must be taken into account. The 23 table looks as 

follows: 

A 	 B 
x y Total 

u 	 nl n2 nl + n2 

n3 n4 nJ + n4 

Total 	n1+n3 n2+n4 nl+n2+n3+n4 

x y Total 

n5 

n7 

n6 

ns 

ns + n6 

n7 + ns 

n5+n7 n6+na n5+n6+n7+na 

The standard deviation denoted by x is to be found. This 

·is done by solving: Cn1+x)(n4+x)(n6+x)(n7+x) = Cn2-x)Cn3-x>Cn5-x> 

(n8-x). The expected value ai (i = 1,2, ••• ,8) is then found. 
8 1 

Therefore the sum of squares is given by x2 t ar which is 
r=l . 

distributed in large sample theory as chi-square with one degree 

of freedom. 

Cochran (1950) wrote a paper describing methods to use 

Wien the ordinary chi-square test cannot be used because of matching 

whicq may cause correlation between the results in different samples. 
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If there are only two samples, McNemar's test is used. 

The 2 x 2 table is of the form: 

after 

less more. Total 

less a b a+ b 
before 

more c. d c + d 

Total a+ c b + d a+ b + c + d 

•Matching" means that each sample contains exactly the 

same subjects. The numbers b and c are tested to see whether they 

are binomial successes and failures out of n = (b+c) trials with 

probability ~. 

X2 = Cb nr-· ~ >2 + cc - :Q·' >2 (b - c) 2 
· __ Therefore - = 

2. t (b + c.) 

with one degree of freedom. 

Cochran wanted to extend this test to the situation where 

there are more than two samples. Suppose we have a table of the form: 

A B c D Number 

al bl cl dl E 

a2 b2 c2 d2 F 

a3 bl C3 dl G 

a4 b4 C4 d4 H 

.. 
Total (T.)

l 

as 

K 

bs 

L 

cs 

M 

ds 

N 

I 

where the •a•s• and "b 1 s• are O~s or l's. 
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By number, it is meant the number of say cases with that specific 

·combination of the a's and b's. Note K+L+M+N +E+F+G+H+I. The 

values K,L,M and N are obtained by adding up the total number of 

l's for each column, e.g. a1 = 1, a2 = 1 and a 3 = a4 = a5 = O 

e.g., a1 = 1, a 2 = 1 and a3 = a 4 = a5 = 0 Total Tj = E + F. 

The data is considered as 	having E+F+G+H+I rows and 4 

. - 2 .columns. The test criterion used is I(Tj - T) where Tj is the 

total number of successes (l's) in the jth column. This is 

distributed as l a2 (1 -p) with (c-1) degrees of freedom where c 
2 u. u . 

. is the number of variates. Here a = I _;_ (1 - ci> where u1i c 


represents the successes. The common covariance is given by 

u.ul ·i2 I - (1 - -) -	 a2 

pa = - c c = ­
(c-1)(c-1) 

Therefore a2 (1-p) = a2 - pa 
2 

ui ui a2 
I (1 - -) +• -c c (c-1) 

u. u . 
• (c-1) (7~.(~) Cl - ~) 1 

(c - 1) 

•- 1 

(c-1) 

Therefore the required test is given by: 

.. I · 2 
Q • (c-1) j (Tj - T'> 2 = c (c-1) . (T. T)

J J 
u·. 

I u1. (1 - _;_) c (I ~1.) - (I u~)i . c 	 i ·.• i • 
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which is distributed as chi-square with (c-1) degrees of freedom. 

Notice that with two samples (i.e. c = 2) 

(b-c) 2 
Q = (b+c) 

which is the same as that obtained above for the two sample case. 

When an example is being worked out: t u. = t T. = t 
i l. j J i 

2(value of u1.) frequency and tu~ = t (frequency) (value of u.) • 
l.i l. i 

The frequencies are E,F,G,H,I depending on which row is being used. 

The value is obtained by using the number of l's in each rowu1 

that is being considered. 

Berkson (1955) wanted to show which is the better: the 

minimum chi-suare or the maximum likelihood estimate for finite 

samples where the estimates may differ in their distributions. 

1We have P. = 1 - Q. = 
l. l. 

1
pi = 1 - qi = (a + bx.)

l.1 - e 

The straight line transform of this function called the logit is 

given by 

loqit P. 
l. 

.. 




--

---
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For the maximum likelihood estimates of a and a, the 

following equations must be solved: 

,.. 
and t n·. x. (p. - pi) = 0

i J. J. J. 

where ni is the number at xi and pi = 1 - qi is the proportion of 

ni observed to respond and pi is the estimate of Pi. 

The minimum chi-square is obtained by solving: 
,. ,., " 

n. (piqi + q. p . ) (p . -p . ) 
J. J. J. l. = 0t. l.

J. /\"p.q.
J. J. 

A J\ 

n. (piqi + "q. q.) x. (p .-p.) = 0t l. l. l. l. l. 
l.i 

piqi 

To this day, it is still not known which is the better. 

However, the minimum chi-square has the same asymptotic properties 

as the maximum likelihood estimate. 

Plackett's work (1962) involves interactions in contingency 

. tables. Suppose we have a 2 x 2 x 2 table of the form: 

Combination of Classes Probability 

ABC-ABC 

-ABC 

ABC 

-ABC 


ABC 


ABC 


ABC 
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where p1 , p2 , ••• , are the probabilities and A denotes thep 8 

presence of the attribute A and A denotes the absence of the 

attribute A etc. A function V is introduced such that 

VCp1 ,p2 ,p3,p4) measures the degree of association between A 

and B in class c. The condition for zero second order interaction 

is: 

Also, V(p1 ,p3,p5 ,p7) = V(p2 ,p4 ,p6 ,p8) for A and C in class B. 

Similarly V(p1 ,p2,p5 ,p6 ) = V(p3 ,p4 ,p7 ,p8) for B and C in class A. 

Bartlett (1935) used for a 2 x 2 table: 

In a 2 x 2 x 2 table, the condition for zero second-order 

interaction is 

= 
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= 


In all cases (and therefore consistent) 

There is another way of analyzing a 2 x 2 x t table given 

by Woolf (1955). Let the frequencies in the kth 2 x 2 table be 

denoted by nlk' n2k.' nJk' n4k where nlk' n 2k occupy the first row 

and nlk' n 3k the first column. 

Compute: 

and uk from 

1 1 1 ........... = -
Uk nlk 

If there is zero second-order interaction 
I: 2

ck ukzk)x2 = = 

2 ' 
is asymptotically distributed as X with (t-1) degrees of freedom. 

Roy and Kastenbaum (1956) also discussed the hypothesis of 

no interaction: Suppose we have a three way table: let n.l..J'k 

denote the observed frequency and pijk the probability in the 

(ijk)th cell where i = 1,2, ••• ,r; j = 1,2, ••• ,s; k = 1,2, ••• ,t. 
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Let the marginals be denoted in the usual· manner i.e., 

l: n. 'k = n 'k and l: n. 'k = n. Similarly define 
. l.J •J . . k l.Jl. l., J, 

l: p = p .k etc. The likelihood function isi ijk •J 

nl 
+<n ..k's)=4>= nl.J n nl i,j,k 

i, j ,k ijk 

As nl "' Il n! 
ijki,j,k 

nijk 
n. "' p.l.J'k 

i,j,k 

The hypothesis of independence between (i,j) ~nd k is to 

be tested. The best way of doing this is by using the following 

set of conditions: 

q.. q. k q 'kH . p = l.J. i. •J 
0 • ijk q. q . q

l.. • • J.· ••k 

The role of the q's is ta,, yield certain constraints on the p's. 

For an r x s x t table, the following "no interaction" 

constraints are present: 

i = 1,2, ••• (r-1)Prst Pijt 
j = 1,2, ••• (s-1)

Pist Prjt k = 1,2, ••• (t-1) 

Therefore there are (t-1) (s-1) (r-1) constraints on the pijk's. 
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Maximize ~ subject to the "no interaction" constraints 

and all l:p. 'k = 1. To do this, use the Lagrangian multiplier
l.J 
Prst Prjt Prsk PijJi;:

A.. 'k for = and the Lagrangian multiplier
l.J Pist Prjt Pisk Prjk 

µ for f.p. 'k
l. J 

= 1. Solving these equations, the following is 

obtained: 
2 

1: ~ ijk 
i,j,k (n. 'k +Tl· 'kl.J l.J µ.l.J'k) 

which is distributed as x2 with~the degrees of freedom equal to 

the number of "no interaction" constraints on the p's which is 

equal to (r-1) (s-1) (t-1) where i = 1,2, ••• ,r; j = 1,2, ••• ,s; 

k = 1,2, ••• ,t and 

= 1 if ijk = rst or if any two subscripts differ 

= 1 if any one subscript differs from then.l.J'k 

corresponding pivotal or if all the 

subscripts differ. 

Berkson (1968) discussed logit analysis. Linear formulas 

of the estimates are used in this kind of analysis. Therefore 

iterative methods are not necessary. The logit x2 is computed 

directly from the observations. 



13 

Consider the following table: 

birth order 

k i 

No. of mothers with 
Losses No losses 

1 2 - Total 

1 

1 

2 

al 

cl 

bl 

dl 

nll 

n21 

2 
1 

2 

a2 

c2 

b2 

d2 

nl2 

n22 

3 
1 

2 

al 

C3 

b3 

d3 

nl3 

n23 

with plk = 1 - qlk = ak/nlk 

P2k = 1 - q2k = ck/n2k 

= 1 - Q = probability correspondingP1k lk to plk 

= 1 - Q = probability corresponding to P2kP2k 2k 


.l,lk = logit plk = R.n (ak/bk) 


= logit p = R.n (ck/dk)
12k 2k 


Llk = logit Plk = l.n (Plk/Qlk) 


L2k = logit p2k = .Ln (P2k/Q2k) 


=
8k Llk - L2k 


. Bk = ­11k 12k 
plk p2k Bk= odds ratio = .. 'k = e
OLK 02k 
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1 

== c­
.. lk 

The analysis is broken into four cases as follows: 

Case I : the hypothesis of no interaction is tested. The loqit 
2 is given byx 

3 3 
2 2 2 

X.t. = I nlk P1k qlk c.e.lk - Llk) + I n2k P2k q2k (L2k - L2k)
k=l k=l 

3 3 
2- I.+ ) 2 +== t "C1k u.lk lk I w2k (L2k - L2k)

k=l k=l 

the constraint is 

Lll - L21 = Ll2 - L22 = Ll3 - L23 = s 

which can be written as 

(L)Fl = F = Lll - L21 - Ll2 + L22 = 01 

(L) o.F2 = F2 = Lll - L21 - Lll + L23 = 
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Using Lagrangian multipliers,the following is obtained 

Setting the differentials with respect to the L's equal to zero 

and substituting the solutions for L and estimating Al' A2 • 

and 
2 

X.r, (1) 

Differentiating x~ with respect to the Llk and equaling to zero, 

the estimate of Llk is obtained 

A Wlk Jlk + W2k ~2k + W2k B 
Llk = 

(2)
and 

Substituting (2) in (1) 

3 3 ,..,, B2 A2 3 ,_ 
Xa = l: ;:; (Bk - B ) 2 = t w k - s t . ,w • 

k k=l k k=l k k=l k 

Case II: Is there a difference between problems and controls. 

The c:cmstraint is.. 
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Using Lagrangian multipliers 

I 

Differentiating with respect to the L's and solving 

(4) 

Substituting (4) in (3) 

3 3 
A = 2 (k~l 1lk- k~l 12iJ (5)-ct 

Substituting (5) in (4) 

} 
·I' 

(6) 

y . 

Substituting (6) into 

3 3 

X~ = t w (1 L ) 2 + t (I. L ) 2 

~ k-l lk lk - lk w2k 2k - 2k - k=l 

the following is obtained: 

.. 
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Case III: The hypothesis of equality of ·birth order effects is 

to be tested. The constraint is 

Lll + L21 = Ll2 + L22 = Ll3 + L23• 

This case is sim.l.lar to Case I and 

- I -­
A (wlBi + w2B2 + w3Bj) 

f3 ' = 
 -wl + -w2 + -W3 

where B' = 1 111 + 121 

and B'2 = 112 + 122 

and B'3 = 113 + 123 

""'I )(wlk 11k - w2k 12k + w2k B- =Llk 
wlk + w2k 

- "' B'L2k = - Llk 


3 3
3 
and x~ = I: -wk (B' - B') 2 = I: -w a•2 - a·2 l: "' k wk.kk=l k=l k k=l 

Case IV: The following two hypotheses are tested: is the effect 

of birth order linear or does it require a second degree polynomial 

to describe the effect? The restrictions are: 

Lll + L21 = Ll3 + L23 

and Lll + L2l - 2Ll2 - 21.i.22 + Ll3 + L23 0 and the estimate of B is= 
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BI)(wll 111 - w21 121 + w21 
~ 

"' =Lll 
wll + w21­

A 

= B'1:21 - tll 


tl2 = 112 


i:22 = 122 

B'· wl3 113 - w23 1 23 + w23 
A 

i:l3 -
wl3 + w23 

= As•1:23 - L13• 

Therefore 

x 2~ = ~1 ca• - i1 2 + ~ <B' - ~> 2 _.;- 1 3 3 



• • • • • 

• • • • • 

• • • • • 

• • • • • 

• • • • • 
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Grizzle, Starmen and Koch (1969) fitted a linear model to 

analyze categorical data. Various models were used. 

Suppose the data is arranged as follows: 

Frequency Distribution 
Categories of response 

Populations 1 2. • •• • • • • r Total 

1 nll nl2 nlr nl • 

2 n21 n22 n2r n2. 

• • • • ~ 

s nsl ns2 nsr ns. 

Expected Cell Probabilities 

Categories of response 

Populations 1 2 • • • • • • r Total 

1 n11 II12 • • • • • • rrlr 1 

2 1•21 II22 II2r 

s 1ITS\ rrs2 rrsr 



• • • • • • • • • 
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Define 

piJ' = n1).. /n.1. 

p! = [pil' Pi2 1 ••• 1 Pir]rJ-
IIil (l-IIil) - nil rri2 ••• -n. 1 n ..

1. . 11 

var (pi) = V(~i) = 1 
ni ~ -nil ni2 ni2< 1-ni2> • • • -rri2 Il .. 

11 

••••••••••••••• -n .. (1 - n.. )
11 1.1. 

Cp .. =. n.. > 
1) 1J 

V(p) = block diagonal with V(pi) on the main diagonal 

fm(Il) = any function of the elements of p that has partial 

derivatives up to second order with respect to the n.. 
1J 

H =[ afm (II) 

anij 

ands= HV(p)H'. 

Assume ·F (II) = x 

u JC 1 u x v v x 1 


where X is a known design matrix and a is a vector of unknown 

parameters. The test statistic used to see if the data fits a 

particular model is SS [F(Il) = xS] = F' S-l F • b'(X'S-lX)b 

where b = (X'S-lX)-l X'S-lF which is distributed as chi-square 

with (u - v) degrees of freedom. If the value obtained is less 

than the known value, the data fits that model and therefore row 
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and column effects are tested. This is done by using the following 

statistic and by choosing the appropriate C matrix (depends on 

whether row or column effects are being tested) which is a (dxv) 

matrix. The test statistic is 

which is distributed as chi-square with d degrees of freedom. 

Grizzle et al (1969) then described other models based on 

this general model which will be mentioned in the next chapter. 

Patil (1974) described another method for analyzing an 

rxsxt contingency table. Suppose our data is arranged as follows: 

·­ ............ 
 nr11··· nrsl 

nll2 nl22 ... nls2 n212 n222 .. . n2s2 ...... · 1 nr12··· nrs2 

nlll nl21 • • • .nlsl n2ll n22lc~·· n2sl 

I 
I 

••••••• tnllt nl2t • • • nlst n2lt n22t • • • n2st nrlt • • • nrstI 
I 

Let i = l,r 

j. = l,s 

lt = l,t 

Form the matrix Y' = k 
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E 
j 


n.jk • E 

i 


n k = EE n1• J' k
•• ij 

calculate the matrix· µijk (mean vector) and Eijk (covariance 

matrix) fork= l, ••• ,t when 

and n. kn .k(n k - ni k)(n kt = 1. • J • • • ... • • 

ijk 2 . 


n ••k en••k-1) 

Now calculate X~ fork= l, ••• ,t. 

This is done as follows 

and 
E-1x! = (Y - µ) I (Y - µ) 

where Y' • t Y'kk 

and tt - Ek 
k 

and µ' = J: µ I •k k 

Therefore the required statistic to test the null hypothesis which 

tests for zero second~order interaction is· 
t 

x2 - t x: - x~ with (r-l)(s-l)(t-1) degrees of freedom. 
k•l 



·- · ---CHAPTER I I 


2.1. Orthogonal partitioning of chi-sguares 

We now analyze the data by adopting a straightforward 

linear model. 

Consider the following mathematical model: 

SI SIi 1,2 j 1,2 k = 1,2 t = 1, 2, ••• ,nijk 

where single letters represent main effe.cts and double letters 

represent first order interactions. We assume (see Scheffe, 

page 92). 

2 
l: n E1• • 0 

i=l i •• 
= 0 

l: n1 . (EB) • • = 0 I In. k (EI).k = 0
ij J• 1J i k l.. 1 

(2) 


The objective is to test the null hypothesis that the main effects 

and interactions are all zero. 

Since the distribution of Yijk1 is· binomial, i.e., 

eY(l- e)Y Y = O,l (3) we cannot adopt the conventional analysis­

of-variance technique to test the null hypothesis. However, we 

still can estimate parameters through •1east square estimation". 

23 
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We first want to find the least square estimators of the 

main effects and interactions.· To do this, we must minimize the 

following expression: 

2 2 B.2 2 2 I 2+ 2E. B. + 2E. Ik + 6E.B.Ik + + 2BJ.Ik + 2E.B. + 2BJ. Ik + k
1 J .1 1) J 1) 

Differentiating A with respect to the parameters and solving the 

resulting.equations, the following estimators are obtained: 

y0 = ..... 
"' Ei = Y. - y ..... 

1 ••• 

. "' 
= y . - y ••• ,,Bj.. .) .. 

"' y y=Ik •• k. - ... , 



• • • • 
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~ 

= 	y - Y. - y . + y(EB) ij ij •• l. ••• • J •• • • • • 

y(EI)	"' ik = Y.l.. k • Y. 
l. ••• - . •k. +Y 


A y y y y
-(BI)jk = • jk. • J • 
. 

• • • k • + .. . . 
where y •••• = 1- l: I I I yijk.t = 1NY••••n i j k 1 

where N = I I I nijk
i 	 j k 


1 1
and y, 	 I I I = Y. 
l. •• = n 	 yijkR. n. l. •••i •• j k .e. l. •• 

where n. etc. 
l. •• 

(These values are seen in Tables II and III). These estimators 

are asymptotically independently distributed. 

A 

As an example, it will be shown how the estimator µ was 

obtained upon differentiating. When we differentiate A with respect 

to µ , the following terms are obtained: (the other terms do not 

containµ and therefore are equal to zero). 

B 	= - 2 I I I I Y. 'kn + 2 I I I n. 'kµ + 2 .En. E. 
i 	 j k 1 l.J ~ i j k l.J i 1 ••. l. 

+ 2 E n . B. + 2 I n •• kik + 2 I I n .. E.B. + 2 I In. kE.Ik
j • J • J k 	 i j l.J • l. J i k l.. l. 

+ 	 2 I I n 'kB.Ik. 
j k •J J 

To minimize this, set it equal to zero. Note also from (2) that 

t n Ei = 0 etc.i 	... i 
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Therefore 

- L E L E Y1.J'kn + E E E n. 'kµ = 0 
i j k .t ~ i j k 1 J 


E E r 
 r yijkR.
i j k R. y •••• µ = = --­NL L L nijk

i j k 

TABLE II 

Values 9f yijk.t 

k = 1 k = 2 

j = 1 j = 2 j = 1 j = 2 y,
1 ••• 

i * 1 

i = 2 

y . 
• J •• 

2 

29 

150 

102 

17 

1 

19 

49 

23 

6 

128 

71 

y 
• • • • 

= 199 

TABLE III 

Values of n.1J'k 

i = 1 

i = 2 

n . j. 

J = 

76 

80 

k 

1 

= 1 

361 

j = 2 

115 

90 

j 

k 

= 1 

62 

73 

= 2 

255 

j = 2 

76 

44 

n. 
1 ••• 

229 

287 

n .. . = 616 
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199~ =y = 1 y = nb = .3230519 
• • • • N • • • • 

standard error =/:s2/N = {. 000229 = ±. 0151 

" 128 199E = Y - Y = ~ - 7"1'";11" = .06600581 le••• •••• ~~::l O.LO 

s.e. = ~ N 
1 ) = /.0001998 = i.0141 

I~ '11 1 ••• 

E = Y - Y = ~ - ~. - .01566522 2 • • • • • • • ~O I O.Lt> 

s.e. = la2;I - ~) = l.0002625 = ±.0162I.. 'N2 •••• 

A 150 199
Il = - y 	 .0924605y •• 1. = !61" - 616 = 

s.e. = 	/.0001616 = ±.0127 

12 = y . - y = ~ - ~ = - .1308951 
e • 2 • 	 • • • • 4':>:> OJ.O 

s.e. 	 = .003242 = ±.018 

51 199" Bl = y 1 - y = ~ - ~ = - .1477942. . . 
s.e. 	 = /.0002558 = ±.01599 

s y _ y _ 148 _ 199 = .13233272 = .2.. • ••• - l'2"'S" bI"b 

s.e •. = I. 0002051 = ±. 01432 

3 128 51" 
~ 

Y Y - Y 	 + y(EB) ll • ­11.. 1... .1 •• 	 - I38 - '329 - 29T 

+ ~ = - .2195244 
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s.e. • 	 /<fu - Jh- - Ji. + dG> s 2 = ±.01838 

,.. 175 	 148(EB)l2 	= y - y - y + y = I'9T - .3890577 - 32512.. 	 1... .2.. • ••• 

+ .3234519 = .1330958 

s.e. • 	 /.0001047 = ±.0102 

A 
y 	 y·(EB~l 	• 21 •• - y2 ••• - .1 •• + y - .2141329 

s.e. 	- :t.0132 

(EB)" 22 = y - y - y + y :a - .20807722 •• 	 2 ••• 12 •• 

s.e. = 	 :t.01887 

A 

(EI)ll 	= Yl.l. - y1 ••• - y 1 . + y = .0629844
• • • 	 • • • • /

' 

s.e. = 	 ±.012165 

(EI)" 12 	= Yl.2. - y1 ••• - yll2. + y = -.0842496 

s.e. -:t.0164 

A 
- y 	 - .+ y -.069259 -.:·(EI) 21 	= y 2 .1 • = 2 ••• y ..1. • • • • 

s.e. 	= ±.0197 

,.. 
(BI) 11 	= Y.111 - y .1 •• - y ..1. + y = - .0690003 

s.e. -±.01605 

A .. (BI)l2 	= Y. 12-. - Y - Y + Y • .1037855 '(.1.. ..2. . ... 
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s.e. = ±.01536 

,.. 
(BI) • Y - Y - Y + Y * • 032642721 .21. .2.. ..1. • ••• 

s .e. = ::!: • 0096 

A 
= - .0828229(BI)22 = Y.22. - Y.211 - yll~. + Y•••• 

s.e. = ±.0204 

The standard errors were obtained using the following formulas. 

a2 
v(µ) N = 616 


,... 

"' =N 

1
v(Ei) = a2 c....L - -)N. N 

1 •• 
,.,.. 

v(Bj) = a2 c....L ....L)
N N.j. 

etc. 

where a 2 is replaced by its least square estimate. 

Prom above, it is seen that all the estimates of the parameters 

deviate from zero more than four times their standard errors A ND 
"'~·s l,5 "'""' tlJ01C/\lloN IHA1 TUG f1A1N GFFt:cr~ ANO /IJ'fc/l..Acno;V~ 

A~~ No~he ~~fl hypothesis. ~hat the main effect~ and interactions 

c ~"' f.:,t IE t d b th 1 ° t f h . 0 0 0are zero A es e y using or ogona part1 1on1ng o c 1-square 
A.s foLL.ofv~. Al\J E'K.C.~1..1..liNT DtS C(llPTION or tHE 

Ti:t:;HNIQui c..>F PARflTIO.IVINC. C1-11- SquARf IS (j.1ueN by. 
l'IA~~·t:~ '{; 9r1). 

- The main effects can be tested by calculating the values of 

x2 = {(observed-expected) 2}+ ... •·• •
expected 
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In the tables that follow (1) stands for the observed 

values and (2) stands for the expected values when the null 

hypothesis about that specific effect is true. 

In Table IV, the null hypothesis that the main effect E is 

zero is being tested. The values for the table are obtained by 

using the following formulas: 

(1) I I n. 'k (µ + E.)
j k 1) J. 

(2) 

The specific numbers is Table IV were obtained as follows: 

for i = 1 (1) valve was obtained from 	t I nijk(µ + E1 )
i k 
~ = 329(.323.+ ;066) - 128 

for i = 2 (1) value was obtained from I
j 

t
k 

n. 'k 
1J 

(µ + E2) 

~ 

;:;; 287(.323 - .076) = 71 

-for i = 1 (2) value was obtained from I 
j 

Ik n. 'k
1J 

(µ) -;;; 329(.3230519) 

= 106.284 

-for i = 2 (2) value was obtained from I 
j 

I 
k 

nijk (µ) ~ 287(.3230519) 

= 92.715909 

Table IV 

Observed and expected values required for the determination of x 2E 
i=l i=2 s~ 

(1) 	 128 71 199 

(2) 	 106.284 92.715909 199 
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(128 - 106.284) 2 (71 - 92.715909) 2 
Therefore X~ = 	 + ---~~~~~~~ = 9.523359. 

106.284 	 92.715909 


In a similar manner the values in Table V were obtained using: 

(2) 	 E E n. 'k (µ) B. = 0 
i j l.J 	 J 

Table V 

Observed and expected values required for the determination of Xa2 

j = 1 j = 2 Sum 

(1) 51 148 	 199 

(2) 94.008 104.992 	 199 

2 (51 - 94.008) 2 (148 - 104.992) 2 
xB = + 	 = 37.293275. 

94.008 	 104.992 

The values in Table VI were obtained by using: 

(1) 	 E E niJ'k (µ + ~k)
i j 

(2) 	 E E niJ'k (µ) 
i j 
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Table VI 

Observed and expected values required for the determination of x2 
I 

j a 1 j == 2 Sum 

(1) 150 49 199 

(2) 116.622 83.378 199 

x~. (150 - 116.622> 2 + C49 - 83.378> 2 = 23 • 077137 
116.622 83~378 

The interaction chi-squares are now calculated. For the 
2determination of X(EB)' the following are used: 

Table VII 
2Observed and ex2ected values reguired for the determination of JC (EB) 

j = 1 j = 2 Sum 

(1) 3 125 128 
i=l 

(2) 33.294 99.586 132.88 

(1) 48 23 71 
i•2 

(2) 152.238 50.882 66.12 

(1) 51 148 199 

Sum .. 
(2) 48.532 150.468 199 
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Sample calculation: 

for i = 1, j = 1 the (1) value was obtained by 	 I{µ + E1 + B1 + (EB) 11 
k 

= 135 (.323 + .066 - .148 - .2195) = 3. 

Using Table VII, the chi-square values can now be calculated. The 

total chi-square subclasses ~·~divided into three components: due 

to differences in row totals, due to differences in column totals and 

due to interaction between E and B. 

2 	 2x2 (3~33.294) + (48-15.238) + (125-99. 586) 
= 33.294 15.238 99.586subclasses 

2 
+ 	 (23-50.882) = 119 767 

50.882 • 

with three degrees of freedom. It is now divided into its three 

components: 	 (a) due to differences in row totals: 

X2 = (128-132.88) 2 + (71-66.12) 2 
.5393866132.88 66.12 = 

with one degree of freedom 

(b) 	 due to differences in column totals: 

X2 ... (51-40.533) 2 + (148~150.468) 2 = .1660116= 48.532 l50.468 

with one degree of freedom 

(c) 	due to interaction between E and B: 

X(~B) 	 = 119.76742 - .5393866 - .1660116 ~ 119.06203 


2
with one degree of freedom·. This x(EB) is the one that is used in 

analyzing the null hypothesis. 

2 

http:71-66.12
http:128-132.88
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The values in Table VIII are obtained from: 

Table VIII 
2Observed and exEected values reguired for the determination of X (EI) 

k = 1 k = 2 	 Sum 

i=l 
(1) 104 24 128 

(2) 91.970 35.676 127.596 

(1) 46 25 	 71 
i=2 

(2) 57.774 13.63 	 71.404 

(1) 150 49 	 199 
Sum 

(2) 149.744 49.256 	 199 

x2 _ c104-91.97) 2 + (24-35.676) 2 (46-57.774) 2 
35.676 + 57.774subclasses - 91 • 97 

2 
+ < 49~49 • 256 > = 17 251416 49.256 • 

with three degrees of freedom. Its three components are: 

(a) 	due to differences in row totals: 

X2 - (128-127.596) 2-+ (71-71.404) 2 
-	 = .0035649 with one degree of127.596 71.404 

free,dom. 

http:c104-91.97
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(b) due to differences in column totals: 

v2 _ (150-149.744) 2 + (49-49.256) 2 
~ - i 49 .74 4 49 • 256 = .0017681 with one degree of 

of freedom. 

(c) due to interaction between E and I: 


x2 
 = 17.251416 - .0035649 - .0017681 = 17.246083 with one degree 
(EI) 


of freedom. 


The values in Table IX are obtained from: 

(1) i nijk {µ + Bj + Ik + (BI)jk} 

(2) i nijk {µ + Bj + Ik} 

Table IX 


Observed and exEected values reguired for the determination 
of X 
2 
(BI) 

k = 1 k = 2 Sum 

(1) 31 20 51 
j=l 

(2) 41.764 5.989 47.753 

(1) 119 29 148 
j=2 

(2) 112.308 38.939 151.247 

(1) 150 49 199 
Sum 

(2) 154.072 44.928 199 

x2 (31-41.764) 2 (20T5.989) 2 (119-112.308) 2 
= 41.764 + 5.989 + 112.368subclasses 

(29-38.939) 2 
38.487994+ 38.939 = 
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with three degrees of freedom. Its three components are: 

(a) due to the difference in row totals: · 

2 (51-47.753) 2 + (148-151.247) 2 
x = 47.753 151.247 = · 2904893 

with one degree of freedom. 

(b) due to the difference in column totals: 

X2 = (150-154.072) 2 + (49-49.928) 2 
154.072 49.928 = • 47 66809 

with one degree of freedom. 

(c) due to interaction between B and I: 

x2 = 38.487994 - .2904893 - .4766809 = 37.720824 
(BI) 

with one degree of freedom. 

Note that in Tables VII, VIII and IX, the following equations 

(Scheffe, p. 92) are very nearly satisfied: 

1 2 1 2 
N- l: 

i=l 
n .. (EB) .. 
1J. 1J 

= N E nn. . (EB) .. 
j=l 1). 1J 

= 0 etc. 

Summary of the above: 

x2 = 9.52E 

x2 = 23.08I 

x2 = 37.29B 
2 = 119.06X(EB) 

x2 = 17.25 
(EI) 

x2 = 37.72 
(IB) 
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2
The above chi-squares are approximately distributed as x 

each having one degree of freedom. It is difficult to evaluate 

h h . . bu..1: • h . 1 1 .ow accurate t ese approximations are A since t e ca cu ations are 

based on a large number of data points, these chi-sq~are approxi­

mations are expected to be reasonably accurate. Therefore one could 

expect the true S% significance value to be off by only a few units 

from the tabulated value of 3,~·n.. The above calculated values are 

greater than this 3.8~/ value and therefore the null hypothesis that 

the main effects and interactions are zero can be rejected. The 

following tentative conclusions can be drawn: 

(1) the main effects B and I are important and the main effect E is 

relatively unimportant. 

(2) the interaction (EB) is very important while the interactions 

(EI) and (BI) are relatively much less important. 

2.2. Woolf's method as described by Plackett 

This method tests for zero second-order interaction. 

Arrange the data as follows: 

melanin 
present 

melanin 
absent 

E 

abs.p~s. 
. , 

128 71 

201 216 

I 

· prS":Tabs. 

49 150 

206 211 

B 

·.E_rs;tabs. 

51 148 

240 177 

EI 

prs.· abs. 

24 175 

114 303 

EB 

prs. abs. 

3 196 

135 282 

IB 

prs. ab_E 

20 175 

30~115 

Tota).. 329 287 255 361 291 325 138 478 138 478 135 481 

This can be considered as six 2x2 tables, i.e. t = 6. 
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Therefore = 128 = 71 = 201 = 216nll n21 n31 n41 

= 49 = 150 = 206 = 211nl2 n22 n32 n42 

= 51 n = 148 = 240 = 177n13 23 n33 n43 

= 24 = 175 = 114 = 303nl4 n24 n34 n44 

= 3 = 196 = 135 = 282nl5 n25 n35 n45 

20 = 179 = 115 = 302nl6 = n26 n36 n46 

Therefore zl = .tn nll - .tn - .tn + .tn = .6613239n21 n31 n41 

z2 = .tn nl2 - .tn - .tn + .tn = -1.0948331n22 n32 n42 •· 

= .tn - .tn - .tn n33 + .tn = -1.3698758Z3 nl3 n23 n43 

= .tn nl4 - .tn - = -1.0091932Z4 n24 .tn n34 + .tn n44 

- - = -3.4428702ZS = tn nl5 tn n25 .tn n35 + tn n45 

- - -1.2261585z6 = tn nl6 tn n26 tn n36 + tn n46 = 

1 1 1 1 1= + - + - + - = .0315017 
ul nll n21 n31 n41 

= 31.744318ul 

1 1 1 1 = - + !.._ + + = .0366683 
u2 nl2 n22 n32 n42 


= 27.271512
u2 

1 1 1 1= - +L + + - = .0361808 
U3 nl3 n23 n33 n43 


= 27.638968
U3 

1 1 1= - +L +L + = .059453 
U4 nl4 n24 n34 n44 


= 16.820009
U4 



39 

1 1 1 1 1 
= - + - + - + - = .3493884 

US nlS n25 n35 n45 


= 2.8621442
us 


1 1 1 1
= - + !__ + - + - = .0675933 
u6 nl6 n26 n36 n46 


= 14.794365
u6 

If there is zero second-order interaction, then 

is· ~asymptotically distributed as chi-square with (t-1) degrees of 

freedom. 

2= 20.99326 	 = 13.8833SSulzl ulzl 


2
= -29.857754 	 = 32.689256u2z2 u2z2 


2
= -37.861953 	 = 51.866173U3Z3 U3Z3 


2 

U4Z4 = -16.974638 U4Z4 = 17.130689 


2 

U5Z5 = - 9.8539909 	 = 33.926011U5Z5 

2-18.140236u6z6 = 	 = 22.141804u6z6 


L Uk = 121.1323 1: 2 
 = 171.73827ukzkk 	 k 

(1: 	 ukzk) 
2 = 8408.0271 


k 


(1: 	 ukzk) 
2 = 69.411933 • 


k 


Therefore x2 = 171.73827 - 69.411933 = 102.33 with 5 degrees 

of freedom. 
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In order to accept the null hypothesis which is that of zero 

second-order interaction, the x2 value should be less than 11.1. 

As 102.23 is much greater than this value, we reject the null 

hypothesis of zero second-order interaction. 

2.3. Linear model 

The data was analyzed using two different models: the first 

model involved analyzing the data separately (presence or absence 

of melanin) and the second method was using a logarithmic model of 

the form: F(IT) = K log AIT • 

In analyzing the data separately, the data was considered as 

follows: 

Nmnber with 
E I B melanin 12resent Erobability 

1 1 1 1 .0050251 

1 1 0 23 .1155778 

1 0 1 19 .0954773 

0 1 1 2 .0100502 

1 0 0 6 .0301507 

0 / 1 0 102 .5125628 

0 0 1 29. .1457286 

0 0 0 17 .0854271 

Total 199 

wher,e a "l" denotes that the chicken has that trait and a "O" denotes 

that the trait is not present e.g. E I B means the chicken has all 
1 1 1three traits. 
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The following null hypothesis is tested: do the three traits 

have an equal effect on melanin being present i.e. does 
1 23E(E) a E(I) = E(B). Let n1 = rrg- = .ooso2s1, rr2 = I'99 = .11ss11s 

etc. denote the cell probabilities. Therefore E(E) = E(I) = E(B) 

rrl + Il2 + II3 + rrs = Ill + Il2 + II4 + rr6 = Ill + Il3 + TI4 + II7 

·Il1 + Il2 + Il3 + II5 = Ill + Il3 + II4 + Il7 

JI2 + rrs • II4 + II7 

JI2 - JI 7 = II4 - JI 5 

JI2 - II7 - II4 + TIS = 0 

Also Ill + II3 + II4 + Il7 = II1 + rr2 + II4 + JI6 

Il3 + II7 =II2 + JI6 

Il2 .... II7 = II3 JI6 

JI - II7 - Il3 + rr 6 = O.2 

Therefore, choose f 1 (II) = II - n7 - II4 + rrs = 02 


and f 2 (II) = JI2 - II7 - rr 3 + = o.
n6 


Using f 1 en> and f 2 (JI) I A is obtained 


Ill Il2 II3 II4 II5 n6 Il7 IIa 


1 0 -1 1 0 -1 
A= [: 1 -1 0 0 1 -1 :J 
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p = nl 

n2 

TI3 

TI4 

n5 

n6 

J7 

Ilg 

~000251V(p) = 

= .0050251 

= .1155778 

.0954773= 

= .0100502 

= .0301507 

= .5125628 

.1457286= 

= .0854271 

0 0 0 0 


0 .• 0005136 0 0 0 

0 0 .0004339 0 0 

0 0 0 .0000439- . 0 

0 0 0 0 .0001469 

0 0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

a1p = -.01 a P = .38693472 

rlp]x2 = [alp a 2pJ [AV(p)A' ]-l = 84.286 
a2p 

0 o­ 0 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

.0012554 O· 0 

0 .0006255 -o 

0 0 .0003926 
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which is distributed as chi-square with two degrees of freedom. 

As our value is greater than the known value at the 5% level of 

significance, the null hypothesis is rejected i.e. not all the 

traits are equally effective on melanin being present, i.e., one 

trait · · - ~ may be present while another trait being 

present may not necessarily imply melanin will be present. 

Another null hypothesis was tested: is the effect of any 

two traits independent of the third. This method is based on a 

previous method by Plackett (1962). For this analysis 

f (Il) = tn rr1 - !n n2 - tn n3 - !n n4 + !n rr 5 + in n6 + !n n7 - !n rr 8 • 

The logarithmic model F(Il) = K in All is used. A is the identity matri~ 

and K = l 1 -1 -1 -1 1 1 1 -1J and 

D = 0 0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0P3 

0 ·O 0 0 0 0 0 

0 0 0 0 0 0P5 

0 0 0 0 0 0 

0 0 0 0 

0 0 0 0 0 

0 

Pg 

Therefore 

L 1 

P5 p6 


• 



2 -1 1
Now x = f (p) KD Av{p)A' ·n- K'f(p) = .017 = .02 which is 

distributed as chi-square with one degree of freedom. As our 

value is less than the known chi-square value at the 5% level of 

significance, the null hypothesis is not rejected. 

The data was then analyzed using the number of chickens with 

melanin absent. The data was arranged as follows: 

Number with 
E I B melanin absent probability 

1 1 1 61 .1462829 

1 1 0 53 .1270983 

1 0 1 54 .1294964 

0 1 1 74 .177458 

1 0 0 38 .091127 

0 1 0 13 .031175 

0 0 1 51 .1223021 

0 0 0 73 .1750599 

The method is the same as above, the only difference is that 

the rr and p values are different. (note rr = p). When the following 

null hypothesis was tested: do the three traits have an equal effect 

on the absence of melanin, 

xi- = 10. 927. 

As this is greater than the value at the 5% level of 

significance, the null hypothesis is rejected • . 

The null hypothesis: is the effect of any two traits independent 

of the third trait was then tested. The x2 value obtained was 

x2 = 28.87 
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As this is greater than the value at the 5% level of significance, 

the null hypothesis is rejected. 

The data was then analyzed using a linear model of the form 

F(IT) =XS but it was found that the SS [F(IT) =XS] value was too 

great which meant that the data did not fit this model. 

A logarithmic model of the form F(TI) = K tn A was then 

fitted. 
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I 
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I 
0 H O 0 0 0 O O O O o o 

H O O O 0 O O O o O o o 

I 
H 0 O 0 0 0 O O o O O o 
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Notice that a generalized inverse must be used as the 

variance matrix is singular. 

ss CF<rr> = xaJ = 102.33 

which is distributed as chi-square with five degrees of freedom. 

This result is interpreted as a test for no interaction. As this 

value is greater than the value at the 5% level of significance, 

the null hypothesis of no interaction was rejected. 

Another method introduced by Berkson (1968) . using minimum 

logit chi-square was then used. 

Only Cases I and III were considered. 

Using Case I, we test for no interaction. 

a 
Let .t . = .tn ( k)

lk Ek 
c 

= .tn ( k)12k Ok 
= 2k 

+ 1
Dk 

1 1 = +c2k -ck ~ k 


1

wlk = 

Cik 


1 
=w2k C2k 


1
-.wk = 
c1k + c2k 

The formula for the 	minimum logit chi-square for Case I is 
6 6,.._ 22 	 "'2 "'- · = tXi wk Bk - B t wk 

k=l 	 k=l 
. / 
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-
 ::s 31.74425809wl 
,., 

= 27.27134362112 -	 27.6388297W3 = 
,... 

= 16.81995136W4 
,., 

= 2.862140325W5 
,..; 

14.7943215w6 = 

6 ....,
I wk = 121.1308445 

k=l 

= .7545479 

= .569342606 

6 
,.., B2 = 171.01810189t wk 	 k 

k=l 

Therefore xi 	 = 171.01810189 - (.569342606) (121.1308445) 

= 102.05316 

Grizzle et al (1969) state that the value obtained by using 

the logarithmic model for no interaction, one obtains the same 

result. Looking back, one sees that the value obtained was 102.33 

which is close enough. Note also that Woolf's {1955) method yields 

102.23 	which is close enough. 

Case III was then used to test the equality of the traits. 

The formula used was 

2 6 I 2 ,,..,~ 6 ~ 

XL • I wk a· - a· I wk 


k=l k k=l 



49 , - , ;,..., ~ ,..., , ,., /""' wlBl + w2B2 + W3B3 + W4B4 + -W5B5' + w6B6 
and (J" ~' = ..... 

w + w2 + w3 + (;$4 + ws + W"6
l" l 

The value obtained was 22.25. As this is greater than the" 2 value 

at the 5% level of significance, the null hypothesis was rejected 

i.e. not all the traits are equal. 

The reults obtained by using the various methods are 

summarized as follows: 

Results 

2 9.52 E is relatively unimportantXE = 


2 
 37.29 B is relatively importantXB = 


2 
 23.07 I is relatively importantXI = 
Method I, i.e. 

2 119.06 interaction EB is very importantsystematic X(EB) = 

2 = 17.25 interaction EI is relativelypartitioning X (EI) unimportant 

of x2 
2

X(BI)= 37.72 interaction BI is relatively
unimportant 

General conclusion is that the hypothesis that the 

main effects and interactions are zero is to be 

rejected. 

2Method II, i.e. x = 102.33 reject the hypothesis of zero 

Woolf's test for second-order interaction which agrees with what 
testing second-
order interaction we have above. 



so 

_ --------Method III, -i.e. 
not all the traits have an equal effect which 

simple linear '\ 
.~grees with the above result 

model 

Method IV, i.e. SS[F(Il) =XS] = 102.33 which shows that 

logarithmic model the null hypothesis of no interaction is 

rejected. 
-. 

This agrees with Method II. 

Method V, i • e • , 

minimum logit 

chi-square 

6 62 - B2 .....2x = l: wk k - B L wk = 102.05 which 
1 k=l k=l 

shows that the null hypothesis of no inter­

action is rejected. It also agrees with 

Method II. 

2 6 - '2 "'2 
6 ­X = l: w B - B l: wk = 22.25 which 

.t k=l k k k=l 

shows that th~ null hypothesis that all traits 

are equal is rejected. This agrees with 

Method I. 

This completes the analysis of the broiler chicken data. It 

ean be seen that the traits do play a part in determining whether 

melanin is present or absent, and the interesting thing is that the 

simple method of systematic· . :~" partitioning of chi-square developed 

in this project is more comprehensive and agrees with the published 

methods of analyzing categorical data. 
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FigurE: 1. 	 The plumeg4i C' Olo r &enotypes o f t he. pa rent s and male offspring 

are sh0'1ro. At t he righL of the b irds, the percent depos it i on 

of abdominal melani n for e ach genotype i s represented by the 

b lack area in the co lumn . 
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