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The study seeks to derive a spatial preference model for urban
places, based on a farm population's spatial choices of urban places
for retail expenditure. Specifically, the study tests for the
similarity in households' preference orderings of urban places, and
finds a high degree of similarity. This is achieved using a model
with only two simple variables, namely town population and distance
to §6wn1 Tests indicéte no major variable is omitted in the model.
The inforﬁation on households' preference orderings enables the
aggregate preference order to be defined.

Tests are inconclusive as to whether households also assign worths

to urban places thch indicate their awareness of the amount by which
different places are preferred.

The second part éf the analysis seeks to determine if different
types of households have different spatial preferences. Differences
arevrgvealed in the value different types attach to the locational
convenience of places. Farm households with members working off the

farm reveal a lower than average preference for convenient shopping
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places. Smaller, more affluent households display a stronger preference
for convenient Jlocations and a lower preference for large towns than

less affluent households with young children.
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INTRODUCTION

The research described here is based on certain premises, both
philosophical and methodological, régarding human behavior and its
measurement: The problem tackled is essentially one of attempting
to define the form of spatial choice rules used by individuals to
select amongst spatial alternatives. But before describing the
probleim in more detail, some explaﬁation of the above-mentioned
premises is in order.

Order in Human Behavior

Several approaches to the interpretability of human behavior are
currently accepted. All approaches observe that individual behavior
varies, i.e., that when faced with the same set of alternatives several
times, people do not always make the same chpice. However the two
major approaches diffef in their explanation of these variations. One
assﬁmes human behavior is a function of unpredictable random processes.
Th; argﬁﬁent of this school of thought is that variation in behavior
is not systematic and that explanations based on models of learning,
adaptation, etc., have not and cannot adequately explain such variation.
Presumably,wégﬁ&ents of the 'random process' school would deny the
efficacy of the study of individual behavior and advocate instead a
macro-analysis of human events which would relate aggregate patterns

of human action to characteristics of the social, economic and physical
environment.

The difference between this approach and the other is well

summarised by Edwards and Tversky (1967, p. 315):
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"Students of behavior disagree about whether this
seeming randomness reflects actual random pro-
cesses at work inside the organism, or whether
it is the inevitable result of trying to use
very simple methods of prediction to predict
behavior that has very complicated causes. This
disagreement is profound.
' This other group of behavioral students who see the apparent randomness
in behavior to be a consequence of our weak understanding of complex
casual relationships adopt one of two approaches. One takes the
approach that such is the complexity in relationships between factors
affecting behavior that there is little value in attempting to establish
rules of behavior at the level of the individual. Curry (1964, p. 138)
epitomises this attitude:

It is all very well when one can supply the

parameters within which choices are made, but

in any general location problem.....one cannot

begin to comprehend the infinite number of

decisions, rarely coincident in time and

separately motivated under differing circum-

stances and degrees of information.
The other approach accepts the likelihood that complex relationships
are the antecgdents of behavior, but nevertheless seeks to discern
order in behavior at the level of the individual since the individual
is the basic unit of concern to the social scientist, and therefore
insights gained at that level are the most useful. This is the

approach adopted in the research described here.

Human Behavior, Choice and Preference

When an individual acts voluntarily he usually has aécepted one

course of action in preference to one or more alternatives. His action,



therefore, can be regarded as the outward evidence of mental choice
amongst alternatives. 'The basic premiéc of this study is that choice

is not random but rather is based on some critérion used by the
individual to assessthe worth of different alternatives. The criterion.
can be thought of as the individual's assessment of which features of
the alternatives are relevant to his choice, and of the importance of
each. In this study such a criterion is referred to both as a choice
rule and a preference function. Thus the choice of one alternative

from among several would indicate that according to the criterion,

the alternative chosen had more of the desired attributes than any
.otheg. In fact this is an oversimplification, for whilst the alter-
native may have most of one attribute, it may not have most of all -
relevant attributes. Thus in choosing between houses, one may be

the best constructed but not be in the best neighborhood, so that it

is not a simple matter of choosing the alternative which is best on

all counts. From experience in choosing, we know that this is not

an uncommon predicament. Presumably the choice of oﬂe alternative

from amongst several depends both upon the quantity of each relevant
attribute perceived in each alternative (qij = quantity of attribute i
perceived in alternative j), and upon the individual's preferences rule,
i.e., his weighting of each attributé by importance (wi = weight
attached to attribute i). Thus for a given alternative, each attribute
would have a worth expressed as a function of its quantity and weighting
denoted by Vij’ the worth of attribute i in alternative j. 1In addition,

however, the individual presumably has some method of combining the

worths of each attribute in an alternative (vij) by means of which he
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can assess the total worth of an alternative. Thus the overall worth
of the alternative to an individual partly depends on how he combines the

part-worths of each attribute. Thus,

Vj = f(vlj’v2j”""’vnj) (1.1)

where

= f(w ).l ; (1.2)

Vij V12934

The Rationale of a Behavior-Oriented Approach

The primary methodological premise implicit in the previous section
is that a person's rule for choosing between alternatives - in a word,
his preference - can be discerned from overt behavior involving choice
amongst alternatives. Thus preferencé, a mental trait, is inferred
from the overt behavior of a person choosing one alternative in preference
to others. The rationale behind this behavioristic approach is well
described by Bertrand Russell (1921, p. 47) who believes that:

Ut discovery of our own motives can only be
made by the same process by which we discover
other people's, namely the process of
observing our actions and inferring the desire
which could prompt them.

\\\“
e,

Impiicitly rejecfed as a method of determining preference is the
mentalist approach whereby individuals are asked to yerbally describe
their preferences and "explain" or rationalise them. Miller (1962,

ipe 8) provides.some explanation for this trend of behaviorism replacing

mentalism:

1
This is commonly known as the composition rule in psychology, and is

discussed by, among others, Shepard (1964) and Tversky.(1967) in its
commonest form, the additive composition model.
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Standing opposed to this trend is the stubborn
fact of consciousness; everyone feels that he

has direct, immediate evidence concerning his

own mind. However, a growing body of psychiatric
and psychoanalytic experience argued that
consciousness is too narrow a window to provide

an unobstructed view of all that should be classed
as mental. Consciousness may register the out-
comes of thought, but the processes themselves
remain hidden from our inner vision. Psychologists
who tried to use scientific criteria and methods
were forced more and more into the admission that
they were studying behavior not consciousness.

Behavior, therefore, is the basis used to infer preference.

The Purpose of the Study

One purpose of this study, in the context of subjects choosing
amongst multi-attributed spatial alternatives, is to determine the
relative importance people attach to the attributes. Additionally
it seeks to determine whether the relative importance of given
quantities of each attribute is the same for different types of house-
holéé, or if preferenﬁe functions vary between household types, i.e.,
it seekslto determine the extent of inter-personal consistency in
preferences.

A third purpose, assuming orderliness is proven in the particular
spatial prefefgﬂée functions considered here, is to determine whether
individuals simply have a mental ordering of alternatives from most to

least preferred, or if in fact they can more precisely locate alternatives

on their mental preference scale. Chapter 1 defines these objectives

2To put the study in proper perspective, it should be noted that several
other critical aspects of choice as defined in (I.1l) and (I.2) above
are ignoreq. Thus the extent to which an individual may vary his
estimate of attribute importance (intra-personal consistency) is dis-
regarded, as is the matter of intra- and inter-personal consistency in
perception of the same alternative.
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more specifically and explains the need for such analyses.



Chapter 1 THE PROBLEM

The general purpose of this study is to describe the nature and
properties of the rule or rules by which consuming units choose
between alternative centr#l places for grocery purchases. Two specific
aspects are considered. Firstly, to what extent do households reveal
similar preferences between the same alternatives, and, if there are
Signifi&ant differences in preference, how large are they and how
are they related to any social, economic or other behavioral character-
istics of households? Secondly, do individuals simply rank spatial
alternatives in order of preference or does their assignment of worths
to élternatives indicate an awareness of quantities by which different

alternatives are preferred to one another?

Inter-Personal Difference in Space Preferences

In light of the apparent success of some existing aggregative
models in predicting individual choice behavior (Huff, 1962; Rushton,
1966), it might appear reasonable to infer that there is a considerable
degree of agreement in individuals' space preferences, and little cause
to hypothesize differences of any magnitude. However, to draw such a
conclusion would be to ignore the possibility that the correctly
predicted choice situations are of éuch a simple kind that many
different models might predict such choices equally well. The real

test of the generality of any preference model is when the individual
is confronted with a complex choice situation, and until now the
evidence has been that these are the situations where such models are

most deficient (Rushton, 1966; Ewing, 1968). Such a deficiency may
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be explained, at least partly, by these models incorporating only a
single preference function to predict the spatial choices of people
with differing preference functions. In this research the hypothesis
is tested that systematic differences exist in the spatial preferences
of a sample of households with respect to grocery purchasing.

The following discussion provides a rationale for testing this
hypothesis, by indicating possible sources of space preference dif-
ferences, and by ﬁoting the frequency of this hypothesis in the
literature.

Sources of Inter-Personal Variations in Preference and Suggested

Explanations

The fact that two people differently evaluate the same alternative
courses of action is attributable to three factors - the weight they
attach to each attribute of the alternatives, the quantity of each

-attribute in each alternative as perceived by them, and their method

of combining the part-worths of each attribute (Vi)' Thus a personis
choice rule is a function of his attribute weighting, of his perception,
and of his method of combining the part-worths of attributes in a
multi-attributeialternative. The introduction of the notion of

perception requires that the original equation of part-worth,
Tigr B W he

now be rewritten as

where oy = the perceptual weighting-attached to a quantity of
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attribute i. It is conceivable that two individuals may attach pre-
cisely the same weightings to given attributes and yet make different
choices from the same alternatives as a result of variations in their
perception'of the relative quantities of each attribute in each
alternative.

The most common explanation of differences in perception of the
same thing is that they are a function of differences in what has been
learned about it. Various explanations of learning differences exist.
For example, the more contact a person has with a set of spatial
alternatives, thé keener shouid be his awareness of differences between

them. Thus Gblledge (1967, ps 247) suggests that:

In the course of satisfying such desires
individuals will test a number of possible
combinations of markets ... From their
experience of the results they will 'learn'
which decision process ... gives them the
greatest rewards ... and they will tend to
retain 'satisfactory' responses and delete
'unsatisfactory' responses. This process
is likely to be continued as the search
for the 'most satisfactory' pattern of
responses is carried out.

W

The inference is that decision-making is sequential with the outcome
from each decision contributing to the learning process. Individuals
at different stages in learning the attributes of different spatial
alternatives presumably may have a different perception of them.

A further explanation of differences in environmental learning,
and hence in peréeption,is that persons from differing backgrounds
tend to frequent different paths in the spatial network, thus intro-

ducing biases into their spatial information. Wolpert (1965, p. 165)
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suggests that:

Differences in sex, race, formal education,
family income and status are likely to find
their expression in shaping the area of
movement and choice. Although the action
space is unique for each individual, still
there is likely to be a good deal of con-
vergence into a limited number of broad
classes. ;

It would seem reasonable to hypothesize, therefore, that inter-
personal preference differences may be a function of differing
perceptions.

The second source of preference variation is that individuals
may attach different weightings to the same attribute of an alternative.
Thus, for example, the accessibility of a shopping centre may weigh
more heavily with the unmarried working man than with the housewife,
whilst she may place more value on the variety of goods offered at a

retail outlet. Shepard (1964, p. 257) describes the problem succinctly

in more general terms:

The relative weights to be assigned to the
component attributes are not always deter-
minate and may, in fact, depend on the
adoption of one of several incompatible
but equally tenable systems of subjective
goals ... (or 'state of mind').

It is also conceivable that less stark differences in preferences may
exist than in the above example where accessibility is invariably more
important to one individual than to another. Thus, for example, two
individuals may agree upon the importance of accessibility of large
urban centres, but vary in their value judgement of the accessibility

of small centres. In other words, the weight attached to one attribute
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may vary between individ;als only for a limited range of quantities
of one or more attributes.

The third possible source of inter-personal variation in pre-
ference is the method of cémbining the part-worths of the different
attributes relevant to choice. Different assumptions have been made
regarding an appropriate form for the rules of combination. 1In
psychology and economics, Edwards and Tversky (1967, p. 255)

indicate:

One idea so completely dominates the literature
on riskless choice that it has no competitors.
It is the additive composition notion. It
asserts that the utility of a multi-dimensional
alternative, such as a commodity bundle or a
job offer, equals the sum of the utility of its
components.

By contrast, in geography and marketing, the utility of a spatial

alternative is commonly defined in terms of a gravity model where,

_ 0

where oo = an empirically derived constant,

U, = the utility of alternative i to an individual j,
1§ ——
Mi = some measure of the "mass'" or attraction of alternative i,
and dij = the distance between i and j.

In this case the part-worths of mass and distance are multiplicative
rather than additive.

Several possible sources of inter-personal variation in the
components of a preference function have been indicated. This is

reason enough to test for preference differences. Also, the test is
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prompted by the frequent discussion of the subject both in ésychology
and geography, together with an absence of rigorous tests in the
geographic literature.

Interpersohal Preference Variation as Discussed in the Literature

The stimulus from the literature for a test of inter-personal
differences in space preferences-i; two-fold. The combination of
vast amounts of psychological research into inter-personal differences
in intellect and attitude, and-a dearth of rigorous analysis of pre-
ference differences by geographers provide adequate reason for such an
investigation. In psychology the entire field of mental testing is
designed to distinguish differences in people's intellectual, emotional
and attitudinal traits. Nevértheless, relatively little investigation
has been aimed at discriminating between individuals on the basis of
fheir preferences. Thus Edwards (1961, p. 488) concludes:

v, It is surprising that so few studies explicitly

examine utility ... functions, relating their

shape in different people to personality
variables.

One of the few examples of an attempt to define individuals in terms

of similarity of preference for the same set of alternatives is by
Tucker (1960). Given each individual's ranking of the same set of
alternatives, he shows a method conceptually akin to non-metric factor
analysis, which defines each person's stimulus preference vector in a
multi-dimensional preference space. He does not, however, pursue the
topic in the manner suggested by'Edwards, by trying to relate differ-

ences in their utility functions to personality traits, but simply
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concludes, not surbrisinéiy, that iﬁdividual preference differences
do exist.

Geographers, in contrast to psychologists, have treated the notion
of differing preference functions regarding spatial phenomena at a_much
lessVSOphisticated technical and conceptual level. This point will be
elaborated in Chapter 2. Nevertheless, the notion was discussed in the

geographical literature as early as 1937 by Christaller (1966, p. 22):

The range [of a good] is determined by ...
.. the income conditions and the social
structure of the population, ... and
numerous other elements.

And elaborating on this in a footnote, he remarked that:

Englander includes all of this under the term,
'price-willingness of the buyer'. This short
expression is very striking; it means approx-
imately that a certain population or a certain
stratum of the population with regard to its
structure and composition, is willing to pay a
certain higher price for particular goods it
desires. (1966, p. 26)

Subsequently the notion of differing space preferences has received
frequent mention in the literature, but has béen the subject of very
few‘empiric;i;halyses.1 Besides references to it in central place
works, differing space preferences have been discussed by Hagerstrand
(1966) with respect to innovation diffusion, by Moore (1969) and

Wolpert (1965) on migration, and by Michelson (1966) and Peterson

(1967a, 1967b) with reference to urban residential preferences. 1In

lhose studies which present empirical tests for a relationship between
personal characteristics and space preferences are reviewed in chapter 2.
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central place works, the notion of differing space preferences has
been considered in the works of Getis (1961), Huff (1959), Marble
(1959), Mayfield (1963), Murdie (1965), and Ray (1967). The general
tenor of these worké is that personal characteristics probably
inflﬁence spatial behavior, but that research on the subject is
insufficient. Thus Marble (1959, p. 22) says of location theory in

general that:

while devoting little attention to the behavior of
the individual decision-making unit, it does
recognize the importance of spatial location as
well as certain social and psychological factors
(space preference) in determining individual be-
havior in space.

In contrast to the level of methodological refinement achieved
by psychologists in the analysis of human preference, studies in
geography have been somewhat circumscribed by methodological shortcomings
yhich are discussed in Chapter 2. Likewise, geographical analysis of
differiﬁg space preferences have been characterized both by methodological
and technical weaknesses. Consequently, as a prerequisite to the

initial purpose of testing for differing space preferences, this re-

search must first develop a more refined methodology and improved
technique to test spatial choice behavior for evidence of differing
preferences.

Ordinal and Ratio-Scale Preference

The second major objective of the study is to determine what the
derived preference structures reveal about the properties of the house-

hold's mental yardstick for comparing spatial alternatives. Specifically
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the question is whether people simply have a mental ranking of
alternatives in order of preference,i.e. an ordinal preference scale,
or whether they discriminate acutely enough between alternatives that
each alternative can be assigned a specific quantity of "preferredness'
in a ratio scale sense.2 Such a scale would not only imply that pre-

. ference is proBabilistic, but that the probability of choosing one
alternative from a set could be predicted in terms of the ratio scale

. scores of the alternatives in the set.3 This would constitute not

only interesting information about how individuals assign measures

of importance to spatial alternatives, but as Luce (1959) has shown,
such a metric scale would permit prediction of choice from amongst
combinations of alternatives for which no direct observations of L
choice are available.4 However, if the result of a test for a ratio
scale of preference was negative, the implication would not necessarily
be that preference is deterministic, but simply that the probabilities
~ do not have the metric relationships necessary for a ratio scale. It
would mean that,at best, no higher ordered preference metric than an
ordinal one could be assumed. But the fact that an ordinal function
permits only deterministic prediction of choices would not imply that
the choices used to induce that ordering were necessarily deterministic.

In summary, there are at least three reasons to test for a ratio

2In psychology, the research on ratio scales tends to be confirmatory
(Coombs, 1964, p. 365).

3This topic is treated in more detail in Chapter 4.

4Luce's contributions are discussed in Chapter 4.
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preference scale. Firstly, such a Scale would indicate a high
sensitivity in people's discrimination between spatial alternatives.
Secondly, it wou}d enable more realistic probabilistic prediction
of choice.” And thirdly, as Luce (1959) has indicated, a ratio
preference scale permits the prediction of choices from amongst

previpusly unrecorded combinations of alternatives.

The Study and Central Place Theory

Assuming that central place systems are in part a response to
the pattérn of consumer demand and to preferred interaction patterns,
a test for significant differences iﬁ the prefereﬁces of different
types of consumers constitutes, in effect, a test of whether consumer
type is a significant independent variable affecting the size and
spacihg of central places.

Thg second part of the analysis concerned with the test for both
ordinal and cardinal preference functioné also has considerable rel-
evance to central place analysis. Little research has been under-

taken to discover the effect which an alteration of Christaller's

basic consumer behavioral postulate (that people go to the nearest

place supplying a desired good) would have on the pattern of a

5'Ihe validity of assuming probabilistic rather than deterministic
preferences is discussed frequently in the psychological literature.
For example, see discussions by-Coombs (1964, pp 106- 118), Clarke
(1960) and Luce and Suppes (1965, p. 331
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central place system deduced using that postulate.6 Christaller posits
a normative rule of central place choice by the consumer, such that
for any point on a demand surface and for any given good there is a
unique centre which all consumers at fhat point will invariably
patrénize when that good is the highest order good required. An or-
dinal preference rule would posit precisely the same type of normative
behavior. But as indicated earlier; probabilistic behavior is consid-
ered more realistic. 1In this respect, a ratio preference rule permits
caléulation of the probability of each centre being patrénized by
consumers at each point on a demand surface. A test is needed of
whether the replacement of a deterministic preference rule by a
probabilistic one is likely to significantly alter the properties of

a central place system derived from it.7

6An exception is to be found in Rushton (1970). However, even here the
effect of a different behavioral postulate is not tested by deducing a
central place system using only consumer and retailer behavioral
postulates as Christaller did in his original formulation. Rather,
Rushton's original formulation includes not only a consumer behavioral
postulate but also the special case of a k 3 central place hierarchy.
Thus the test is of the impact of an altered behavioral postulate upon
a "special case" spatial system, in which the subsequently derived
central place system may or may not have the same parameters as if any
other initial configuration had been posited.

7It should be noted in passing that certain problems arise in attempting

to derive a central place system from a probabilistic preference rule,

-which do not exist with Christaller's deterministic rule, at least. 1In

his work the main geometric problem is to pack an many circular trade

areas into an area as threshold requirements permit, with the hexagonal
solution resulting in a regular triangular lattice of centres. With

other rules, either deterministic or probabilistic, the problem of

arranging points in space to best satisfy consumer preference and retailer
threshold needs is more complex. The problem is no longer the simple

packing one associated with a distance minimising goal and is compounded

by the likelihood of different preference functions for different commodities.
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Certainly, at a local levei the survival of a spatial alternative is
likely to be affected not only by people's order of preference but

also by whether consumers are almoét'indifferent between it and
-another alternative 6r almost invariably prefer it to the other
alternative. A preference ranking lacks such information about the
degree of preferredness between things. Thus, wﬁilst the existence

of not only an ordinal but a ratio pfeference scale would have intrinsic
interest regarding the nature of human behavior, it would also be
meaningful in terms of differences in the kinds of centrai place

systems derived using an ordinal or ratio preference postulate.

The Study and Spatial Theory

Whilst the specific subject matter of consumers choosing amongst
alternative placgs to shop is confined in relevance to central place
theory, a broader view of the analysis suggests the pertinence of the
Subjectﬁmatter to any aspect of location theory concerned with how
individuals go about choosing from amongst courses of action which have
spatial attributes relevant to the choice. Thus, for example, the
industriélist's choice amongst potential plant sites, the migrant's
choice amongst towns in a country or amongst houses in a town, and
even the innovation's '"choice'" amongst potential adopters at each
sequence in its diffusion, all involve analogous spatial decision-
'making procesées with a change in actors rather than actions.

The two major problems have been described and supporting

argument provided. Before describing the research design devised

for the analysis, it is essential to demonstrate that the problems
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described have not been adequately studied in previous research. In

Chapter 2 this theme is elaborated in a review and critique of the

. geographical literature describing spatial preference models.
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Chapter 2 REVIEW OF SPATIAL PREFERENCE LITERATURE

Relatively few studies have sought to define empirical regularities
in spatial preferences. Instead, classical works in location theory
[von Thiinen: (1966), Weber (1928), Losch (1954), Christaller (1966), Isard
(19565, Alonso (1964)] and most derivative studies until recently have been
‘based on normative and optimal preference assumptions. Weaknesses in these
models are commonly attributed to differences between the model's environment
and reality's, or to the omission of a time perspective in models not
directly concerned with diffusion. Rarely is the assumption about
the human agent's spatial preférences questioned. More recently some
students of location theory have sought to define empirical preference
regularities in order to provide location theories with more realistic
postulates.

The review which follows concentrates on analyses which have sought
to define realistic spatial preference rules or to identify personal and
en;iroﬁﬁéntal characteristics affecting preference rules. Primarily,
models relating to Central Place Theory are discussed, although others
are mentioned. Within this framework, two types of preference analysis
are reviewed\;éﬁarately, those concerned with a sample's spatial prefer-
ences and those concerned to explain differences in spatial preferences
in terms of differences in consumer characteristics. A methodological
weakness common to almost all the behavioral analyses is identified.

The Problem of Interdependency of Behavior and Environment

A basic problem in deriving consumers' preference rules is to obtain

a rule which is in no way dependent on the particular arrangement of urban

20
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places in the study area used to derive the rule. Otherwise there
might be almost as many rules as study areas. Curry (1967, p. 218)
suggests this to be the major problem in writing central place theory,
and therefore warns (1967, p. 219) that "a postulate of spatial
behavior should not directly describe the behavior occurring within a
central place system". In other words, it is necessary to avoid such
things as inferring preference amongst spatial alternatives from the
frequency with which different alternatives are chosen by consumers,
unless the same alternatives are available to all consumers.

An example will illustrate the pitfall in describing interaction
frequencies as a means of inferring.preferences amongst alternatives.
If there are 125 people who all prefer large nearby towns to small
nearby ones on the average three times out of four, and if all 125 are
not so located to have a choice between fhese two alternatives, a
description of the frequency with which each is chosen can result in a
sburibus inference about preferencé. Thus in Table 2.1 where only 20
have a choice between the two alternatives, out of 125 people 105 choose
the small place, 20 the large one. If the researcher were to look at

~

these choices without regard to what alternatives are available, the

erroneous inference would be that the people prefer small nearby places
to large nearby ones. This is precisely the kind of error that is made
in models of consumer spatial preference using frequency of choice of

alternatives as a basis. Clearly, if the analysis were repeated for

The latter condition is only satisfied in the rare event that all con-
sumers are located at the same place.
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TABLE 2.1
Number of Households  Alternatives Available Choice
large place  small place
5 Large nearby place only 5 -
20 Large and small nearby places 15 5
100 , Small nearby place only - 100
125 20 105

different sets of towns, a different conclusion about preference could
probably be drawn from each analysis, provided the relative number of
offerings‘of each alternative differed in each case. This is a common

error in the behavioral analyses reviewed in this chapter.

The Regression Model of Preference

Most preference modéls seek to‘define preference as some function of
environmental, and sometimes also, personal factors. Early attempts to
derive consumer space preference functions sought to define a functiomal
relationship between a consumer's choice of town for purchases and
features of the town using a regression model. Thus for example Mitchell
(1964) in a study of Iowa farm households sought to empirically define

the parameters of the following functional equation:
T = a + bx; + cxp + dxj, i3 _ (2.1)

where T = the amount spent in a giﬁen town by an individual farm household,

X; = the distance between that farm and town,
X, = the population of the town,

X3 = household characteristics, and
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a, b, cand d = conétants to be'empirically defined.

In éerms of the example in Table 2.1, equation 2.1 uses information on
the number of households patronising places with small x, values and
small x; va}ues (105) and the number patronising places with large x,
values and small x; values (20). Thus,the method completely ignoreé both
the available, yet rejected alteérnatives, and the alternatives unavailable
when one is chosen. Consequently the method has the same basic flaw as des-
cribed above. To emphasise the inadequacy of the regression model where
choices are made from different sets of spatial alternatives, Mitchell's
percentage of explained vériation of T using the above variables in only
35%; In fact Mitchell (1964, p. 85), without suggesting a better method,
indicates that the above—mentioned inter-household variation in spatial
opportunities is the cause of the low percentage of explanation.

«+.The different spatial positions of the various

households with respect to the matrix of places

of purchase around them, represents a rather com-

plicated spatial pattern that regression-correlation
is unable to hold statistically constant effectively.

The Gravity Model

Ge;erally, the same criticism can be made of many gravity model
formulations (not of the notion of the gravity model itself) as of the
regression model. The explanation is that the gravity model has_the
same basic form as a regression model with two independent variables.

Thus the basic gravity model

T, e =l ' (2.2)
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where P, and Pj = the population at i and j,
dij = the distance from i to j,
Iij = some measure of interaction between i and j, and
a and k = empirically derived constants,
can be rewritten when Pi =1, as
P
W 1y b33
3 Iij k Lo : (2.3)
ij
Logarithmic transformation of equation 2.3 produces:
log I,, = log k + log P, - a log d 2.4
g Iy g 8 Py - ologd,, (2.4)

which has the form of a regression equation similar to equation 2.1.

Any preference model of this form where all individuals (i) are
not similarly located with respect to spatial alternatives clearly may
result in misleading inferences of the type already described. Many
éxémpléé of such an application of the gravity model exist [Ik1lé (1954),
Garrison (1956), Carrol and Bevis (1957), Marble (1959)].

However, one oft-quoted work by Huff (1962) whilst employing the
above t&pe of gravity model, is based on individuals whose location
with respect to alternatives is virtually identical. The gravity model
used closely predicts interactions between each of three neighborhoods
and fourteen shopping centres (see Table 2.2). However, the high
. degree of accuracy is largely explained by the fact that between 70%
and 90% of individuals in each neighborhood patronise the same centre
(see Table 2.2) whose time distance is much less than any other centre

(in neighborhood 1 it is 3.7 times as "near" as the next nearest centre,
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in 2 it is twice as near and in 3 it is 1.25 times as near) and whose
square footage is exceeded by only 4 other centres. As a result the
set of discrete points to which the regression plane is fitted

(see Figure 2.1) has only one very large value and many very small
values. T6 fit a regression plane to a small number of extreme
frequencies and thereby obtain accurate results, is hardly surprising.
If Huff had based the model on a set of frequencies covering also the
inter&ediate ranges of time distance and centre size and obtained the
same accurate fit, the results would indeed be interesting. However,
as can be seen in Table 2.2 for neighborhoods 2 and 3, the few pre-
dictions where observed frequencies are not extremely high or low, have
very high residuals indicating the p60r fit of the regression plane to
intermediate frequencies. Thus the apparent accuracy of Huff's model
is largely a function of the over-simplified spatial choice situation
on which it is based.

The Indifference Curve Model

In an attempt to overcome the weakness described in most regression
and gravity models, Rushton (1966) uses a model which takes into account
not only the frequency of choice of each spatial alternative but also
the. frequency with which each is available, though not necessarily
patronised. The basic argument behind the preference model is that the
higher the ratio of choice to availability of an alternative, the more
. preferred it is. Using data on the towns patronised for groceries by
Iowa farm households (the same data as Mitchell's) this ratio was computed
for many "'town population/distancé to town'" combinations. Combinations

with equal ratios were argued to be equally preferred and therefore the



ASS

26
TABLE 2.2
Comparison of Observed and Expected Number of Consumers
from Each of the Three Neighborhoods Who Last Made
a Clothing Purchase at One of the Specified
Shopping Centres
‘ Shopping Neighborhood 1 Neighborhood 2 Neighborhood 3
e Observed Expected Observed Expected Observed Expected

J, r i S 70.76 148 144,28 143 141.49
Jy 0 1.27 19 25.99 6 9.78
J3 0 1.04 4 3.10 2 2.05
A 0 - 0.00 0 1.36 2 4.02
Jg 5 2.60 38 13.723 21 2.07
Jg 1 0.77 0 2.36 7 1.41
3y 0 0.00 2 2.03 6 3.22
J8~ 0 - 0.00 0 1.67 2 1.52

L R 0.00 0 0.89 0 0.00
Jio 0 0.00 . 4 1.87 3 0.00
Ji1 , 1 0.99 2 3.44 3 1,52
Iz e 0. 0.00 0 1.09 2 ~0.00
J13 1 0.78 0 10.58 6 35.92
J1y 0 '.0.79 1 5.61 0 0.00
Total 79 79.00 218 218.06 203 203.00

Source: Huff, D. L., 1962, p. 454.
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2
FIGURE 2.1
The Spatial Interactions in Huff's Analysis by Consumers
in Neighborhood 1 with the Selected Shopping Centres
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sample could be regarded aé.indiffereht'between such combinations. An
indifference surface can be drawn indicating both the combinations
between which there is indifference and the order of preference as
revealed by the ratios (see Figure 2.2). Thus the combinations on the
highest indifference curve are chosen in 70% of the cases they are
available. Referring to Table 2.1 it is clear that this method of

- calculating preferredness is also unable to replicate the order of
preference, as a result of ignoring what other alternatives are
rejected when one is accep;ed. Thus, given the data in Table 2.1,
large nearby towns are chosen 20 times out of the 25 times available
(80%) whilst small nearby places are chosen with an even higher fre-
quency, namely 1004times in 126 cases (83%Z). Once again as a result
of the high frequency with which small places are available when large
places are not, the erroneous inference would be that small places are
preferred to large places, and not simply that they are chosen more
oftén. ‘As will be shown in an example in Chapter 3 using the same
data, if only cases where both alternatives are available are used to
calculate preference the correct preference order and proportion of
prefereﬂ;e are inferred. Rushton's indifference curve method, although
not solving the problem, is the first spatial preference model to
attempt to overcome the weakness of previous models which consider
only the frequency with which alternatives are accepted.

Trade Area Studies

Although not specifically structured to elucidate empirical
preference functions, trade area studies commonly assume, and sometimes

claim to have proven, the Central Place Theory hypothesis of interaction



SN

29

FIGURE 2.2

A Hypothetical Indifference Curve Model Showing
the General Features of Rushton's Model
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with the nearest place offering the good desired. A trade area study
conducted by Berry, Barnum and Tennant (1962) in southwestern Iowa

demonstrates, according to Berry (1967, p. 16) that:

...the farmers make the same clear choice [in
patronizing central places for goods and
services]. There is only a little inter-
digitation along the boundaries [of "trade
areas"], and right along the edge farmers said
they visited both centérs, indicating that
market area boundaries trace out real lines of
indifference in choice.

No exact quantities are provided to reinforce the conclusion that house-
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holds patronise the nearest pléce offéring a good, although desire-line
maps‘are produced.

A test of the accuracy of the conclusion is provided by Rushton in
a study of a sample of the dispersed Iowa population (Rushton, 1966, p.
16). The hypothesis tested is that a consumer makes his maximum
expenditure on groceries in the nearest town.3 The definition of
. "nearest town" is succeésively varied to include only towns above a

given population, with the results for each definition shown in Table 2.3.

TABLE 2.3

Results of Test of Nearest Town Hypothesis
with Various Town-Size Groups

Nearest fown when only Percentage of
Hypothesis towns existing have farm households
population greater than: correctly predicted

1 55 35
PE- 120 40
3 © 240 45
4 500 49
5 800 51
6 1200 52
7-~_ 2000 47
IR G 4000 37
9 7000 ' 23
10 16000 11

Source: Rushton, 1966, p. 16.

The trade area study is similarly "based upon responses as to where
consumers purchased most of a given commodity" (Berry, 1967, p. 23).



N

31

Clearly, no matter which definition of '"nearest town'" is used, no more
than half the sample patronises the nearest town. This evidence,
together with the lack of quantitative evidence in the 1962 study, and
.discrepancies between the evidence of some desire-line maps and stated
findings, cast doubt on the validity and generality of the conclusion
that consumers have a purely distance-minimising preference function.

Huff's Topographical Model

One other study merits a brief commentary, if only to illustrate
the inappropriateness of its title, namely Huff's '"topographical model
of consumer space preferences'" (Huff, 1960). In his paper he develops
a sui generis model incorporating several groups of spatial and non-
spatial variables, intuitively deduced to be related to consumer space
preference functions (see Figufe 2.3). Those variables described under
the headings "behavior-space perception" and '"movement imagery" can be
defined as "attributes of spatial alternatives', whilst those related
to the consumer's "value system" describe "attributes of the decision-
maker". Although Huff attempts to deduce the connectivity between all
variables in the model, the study cannot utilize intuitive deductive
methods‘go evaluate the connectivity between each variable and preference,
and more fundamentally, the relative degree of connectivity between
'attributes of spatial alternatives and consumers and their preference
as revealed through overt behavior. Huff's study simply describes the

‘hypothesized relationship between factors which in turn he can only

hypothesize to be related to consumer spatial preference. By contrast,
the other "spatial" studies discussed in this chapter do attempt to

demonstrate the relationship between attributes of the environment and
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spatial preference. Thus what he describes as a "model of consumer

space preferences'" is simply a discussion of factors which may or may

not be related to consumer spatial preference.

FIGURE 2.3

Basic Interactions of Huff's Topographical Model
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A Model of Residential Preference

An interesting attempt is made by Peterson (1967a, 1967b) to
determine the role of certain attributes in contributing to individuals'
‘"preferences" for residential neighborhoods. The model is based on the
scores assigned by 140 individuals to 10 attributes in 23 photographs
of residential neighborhoods in suburban Chicago. The following
attributes had to be scored:

Preference
Greenery
Open Space
Age
Expensiveness
Safety

- Privacy
Beauty
Closeness to Nature
Quality of the Photography

N
A regression analysis with "preference'" as the dependent variable,

and thé other 9 variables as independent variables results in 797 of

preference variation being explained by the following equation:
Preference = -0.56 (Age) + 0.46 (Closeness to Nature) (2.5)

Thus the infergq;e might be made that preference for residential neighbor-
hoods is largely an inverse function of their age and secondarily of their
‘closeness to nature. However several cautions are warranted. Firstly;
the entire study is based on people's introspective evaluation of their

.sentiments regarding the visual appearance of a place, which may differ

l‘Th:‘Ls experimental analysis in contrast to most spatial behavior analyses

is one case in which regression analysis is a valid technique, since all
individuals are presented with the same set of alternatives to which to
assign scores.

~
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from their actual subjective evaluation of the appearance. Thus as
Peterson suggests (1967a, p. 30), the‘"conclusions...are presented only
as refined hypotheses, because they are based on observed correlations
among psychologically obtrusive measurements'. Secondly,the preference
measured is one for visual appearance which may differ from preference
regarding residential desirability. Thirdly, the sample of individuals
"was not obtained by any rigorously random process, [and therefore] no
external validity can be claimed" (Peterson, 1967a, p. 22).

Thus whilst Peterson'sAanalysis does not contribute to an under-
standing of preference as revealed through behavior, it does provide
an example of the potential in experimental spatial preference analysis

for hypothesis generation.

Rushton's Scaling of Locational Preference

Appreciation of the basic flaw of "directly describing the behavior
occurring within a...system" (Curry, 1967, p. 219) as a means of inferring
spatial preference is largely attributable to Rushton. He succeeds in
overcoming the flaw by using the psychologists' Method of Paired Com-
parisons on spatial choice data as a means of reconstructing preference
structures (Rushton, 1969a, 1969b). However, since the present study is.
based on the same method, but includes several extensions of and improve-
ments on Rushton's work, a discussion of the method and criticism of parts
of Rushton's work are left to Chapters 3 and 4. Suffice to say, it will
be demonstrated here that the Method of Paired Comparisons overcomes the
basic flaw discussed with regard to regression models and most gravity
model formulations and can therefore be used to accurately reconétruct a

sample's aggregate preference structure within‘the limits set by sample
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size, scale of analysis, and the definition of spatial alternatives.

Models of Space Preference Differences

Several studies in the past decade have sought to distinguish
differences in space preferences related to different types of individual,
_different time periods or different trip purposes. The earliest empirical
test is by Huff (1962), who sought to compare the o coefficients, such as
occur in equations 2.3 and 2.4, which are empirically derived for each of
three neighborhoods using least-squares regression. Each o value is,
however, derived from a regression analysis based on different sets of
spatial alternatives, in that each neighborhood is differently located
with respect to the shopping centres. Thus the differing interaction
frequencies with different '"distance/size" shopping centres, which result
in regression planes with differing slopes and hence differing o values,
may be a function of the differing spatial opportunities of each neighbor-
hood. Thus Huff avoids the error of a regression analysis of dif-.
féréntly‘locAted consumers, by separately analysing each neighborhood
where consumers are similarly located, but makes the error by comparing
regression results for differently located consumers. Empirical evidence
that the\difference in interaction frequencies of the three neighborhood
(see Table 2.2) is probably due to their different locationms, is that
neighborhood 1 ,which has the most extremely biased patronage frequency,
is also the neighborhood which has the most biased location, in terms of
being closest to the most patronised centre (Jl) and furthest in the
aggreéate from all others. For example J1 is 2.8 minutes distant while
the next nearest is 10.4 minutes distant, i.e., a ratio of 3.7 times,

whereas for the other two neighborhoods the ratio is only 1.9 and 1.25.
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Nevertheless, a comparison of o values obtained separately in each
neighborhood for clothing purchases and furniture purchases is method-
ologically reliable insofar as the o value for each commodity can be
compared for the same neighborhood. The result is, as should be
. expected, that the a value is consistently lower for the higher order
good, furniture, by proportions of 10%, 12% and 19%. Thus the evidence
is, as expected, that consumers are willing to travel farther for furniture
than for clothing.-

Mayfield (1963) purports to provide evidence of differing space
preferences in a study of trips by Punjabi villagers to towns to pur-
chase new milled white cotton cloth. He notes a hiéh positive correlation
between the number of central functions at the centre visited and the
"round-trip distance to the nearest alternate central place of a
fupctional size » central place where good purchased" (Mayfield, 1963,

p. 46). On this basis he reaches the following conclusion:

...the consumer has selected a place in a

particular functional size class for his

purchases. Thus a preference for a certain

level of interaction has contributed to the

" consumer's concept of the importance of a

central place. (1963, p. 47)
In comment, it seems that the correlation discussed reflects a basic
property of central piace systems in general, i.e., that the larger and
more functionally diverse the town, the greater is its distance to
anofhgr town of equal or greater size and diversity. It is inconceivable

to this writer how "a preference for a certain level of interaction"

contributing "to the consumer's concept of the importance of a central
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place" can be inferred from the above correlation.

On the basis of a cluster analysis, "population of the village of
trip origin" and "population of that central place where the good is
purchased" are grouped in the same cluster. Insofar as the initial
] correlation matrix is not shown, it is not known whether the correlation
between village population and the patronised centre's p0pula£ion is
positive or negative. On the basis of this correlation the following

conclusion is reached:

The next factor to be added is '"population of
the village of trip origin". It was noted

that within the social structure of Punjab
society, an individual in a large village
usually had a greater number of social contacts
possible. Such contacts, in adding to the level
of information of the individual, might encourage
him to raise the level of his desire for spatial
interaction. That is, a consumer in a large
village might give more importance to a large
center than would a consumer from a smaller
community.  This, then, is also a factor in the
level of importance of a central place, as
indicated by space preferences. (1963, p. 47)

Two cautions are required. The first is that no indication is provided
as to the sige or direction of correlation, although the latter is
presumably posigive. Sedondly, no test is performed on the cenfral
place system in the study area to ensure that there is no local
tendency for larger villages to be closer to larger towns and smaller
villages to be closer to smaller towns. Such a situation might arise,
for‘example, as a result of local variations in crop carrying capacity,
so that some areas could support larger villages and towns than others.

Thus of the two conclusions regarding differing space preferences, the

first seems entirely spurious and the validity of the second cannot be
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checked.

More recently Murdie (1965) coﬁpared the spatial expenditure
patterns of 0Old Order Mennonites and "modern" Canadians in Waterloo
County, Ontario. The specific behavioral characteristic measured
was 'distance travelled to the first choice center" where "first
choice center is the place where a good is most frequently obtained"
(Murdie, 1965, p. 215). Defining that distance as the dependent
variable in a regression equation and the number of central place
functions as the independeﬁt variable, Murdie tests if the regression
coefficients are significantly different between the two groups for
each of eight goods and services. Whilst visual inspection of distri-
bution maps of the 95 sample farm households in each group suggests ~

there is no great difference in the location of each with regard to
urban centres, Murdie provides no statistical proof of this. Thus
significant differences in the regression coefficient could indicate
the groups are different distances from the same retail outlets and
not necessarily, as Murdie suggests that their space preferences differ.
Assuming, however, that the discrepancy'in the two groups' distributions
is minimal, Murdie finds significantly differing preferences regarding
the following purchase trips: ;
shoes,
clothing (and yard goods),
food, and ¢
auto repair-harness repair.
No significant differences are observed in trips for:
doctor, |
dentist,

bank, and
appliances.
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Murdie explains preference differences in the former group in terms

of their being "traditional" functions "for which patterned behavior
existed when the 0ld Order Mennonite culture was first established in
this area'". By contrast the other activities are higher order
activities and necessitate both groups normally visiting a place other
than the nearest village. Thus with some reservations about the

absence of a test for similarity in the two groups' distributions,
Murdie provides an example of the marked spatial preferences differences
which can occur when two groups have very different cultural mores
affecting their mode of transport.

A study by Ray (1967), also in Ontario, tackled this same notion
of differing spacé preference with respect to anglophone and francophone
communities in the same area of eastern Ontario. Unlike Murdie's study,
the two groups are located almost exclusively in two different areas
adjacent to one another. In the following abstruse passage, Ray (1967,
p. 151) seems to suggest a method for testing for different space
preferences for differently located groups:

Two hypotheses are tested for each pair of

groups. The first hypothesis tests differences

in the covariance structure of trip length, and
ignores the mean distances travelled, which reflect
the geographic location of the farm families in
relation to the service centers. The second hypo-
thesis is that no significant differences occur in
the means and covariance structure of the distances
travelled for services by the two groups being
tested. Any two groups are considered to have

different travel behavior only where both tests are
significant.

Several points are unclear. Firstly, it is not explained how a covariance
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analysis can be performed on groups whose members are not paired
according to any rule. Secondly, allowing for a covariance analysis

of random pairs for each pair of groups, it is unclear how significant
differgnces in the mean and variation of trip lengths for two groups

. allows the inference to be drawn that travel differences are more than

a function of differing spatial opportunities. In light of the lack

of explanation of the tests provided by Ray, it is difficult to conclude
whether the behavioral differences observed for the two groups are a
function of location, or of preference, or of both.

Rushton (1966) performed a similar test for differing space prefer-
ences in different social and economic groups of Igwan farm and non-farm
households. Having sub-divided the sample population according to a
given socioeconomic variable, the null hypothesis tested was that there
was no significant difference in a given aspect of the spatial behavior
of the groups (e.g., distance travelled to the maximum grocery purchase
town) . “The:t test was used to determine if the group means were
significantly different, and the F test to detect whether between-group
variance was significantly greater than within-group variance. However,
no anal&sis was performed on each social and economic groﬁping to test
whether for each housebold in one group there was one in the other with
the same or very similar set of spatial opportunities. Thus, without
this evidence, it is impossible to determine whether the significant
between-group differences in behgvior which were established in the F
tests and t tests, are a function of spatial situation, or of differing
preferences, or of both.

A similar criticism can be levelled against a comprehensive analysis
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by Bucklin (1967) of shopping behavior in the Oakland, California area.
Initially he uses a regression equation to describe the proportion of
shoppers in a census tract interacting with a shopping centre as a
function of distance between tract and centre. Since shoppers in each
tract are differently located with respect to shopping centres, the

use of regression is subject to the same error as the regression studies
discussed earlier in the chapter.

A less obvious example of the misuse of regression in determining
preference functions is found when he seeks to determine the variables
explaining different shoppers' patronage of different centres. In this
case shoppers are grouped according to the centre ﬁatronised and with
information on 55 characteristics of each shopper, linear discriminant
functions (LDF's) are derived to explain shoppers' different choices as
a function of their variable scores. An LDF takes the form of a multiple

regression equation without a constant, i.e.,

Y = blxl + b2x2 + s s s bpxp (2-5)

where Xp = a shopper's score on the pth variable,
figel ‘bl?P?f""bp = empirically derived coefficients, andv
Y = a dichotomous variable in the case of a two-way
discriminant function.
Thus in the simplest case of a two-way discriminant analysis, the LDF
is derived which provides the maximum difference between the mean dis-
criﬁinant score (Y) for the two groups, where Y is computed using

equation 2.5 with the X values of each group substituted for the X values

of each shopper. For each shopper a discriminant score (Y) is calculated
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using equation 2.5 and the' shopper assigned to one of the groups
according to which mean discriminant score (?}, its score is closer
to. Bucklin uses this discriminant information to calculate the
- probability of a shopper with given characteristics patronising one
of several centres. For example, using LDF's, blacks are more
commonly assigned to the group patronising downtown Oakland than to
groups patronising less central shopping centres. However, such a
propensity for downtown shopping may simply indicate blacks live
clOSer to downtown, despite Bucklin's unsubstantiated assertion that
this bias in patronage indicates "an attraction beyond the simple
fact of Negroes' residential proximity to this area" (Bucklin, 1967,
P. 85). Thus the greater probability of a certain type of shopper
patronising a certain centre may be due to opportunistic location
as much as to preferenée. Linear discriminant functions per se, like
regression functions, are not designed to eliminate the effect of
épétiai biaé in shoppers' spatial alternatives. Hence the conclusions
drawn by Bucklin about the effects of demographic, motivational and
other attributes on spatial preference are subject to the same possible
error é; the regression and gravity analyses described earlier.

A more recent work by Rushton (1969b) overcomes the problem of
the differing sets of spatial alternatives of members of different
groups. Using the Method of Paired Comparisons, which is described in
" detail in Chapters 3 and 4, he compared the preferences of two samples
of rural Iowa households, one takgn in 1934, the other in 1960. Rushton
concludes that a decrease in distance minimising objecti&es resulting in

a greater patronage in 1960 of larger more distant towns has caused
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small towns and villages ﬁo lose business and either become less

viabie or disappear altogether. However, certain weaknesses in the
‘method of comparison should be noted. Firstly, the scale of analysis

is differen; for the two groups, since thirty classes of alternative
opportunities are defined for the 1960 sample and forty-two for the
1934 sample, although the entire domain of alternative opportunities

is the same for both groups. Thus a finer scale of analysis is used

for the 1934 sample, and therefore apparent preference differences
could be wholly or partly a function of the different scales of
analysis. A second.weakneés is that no allowance is made for the
sampiing error associated with each preference structure, in that there
is no check as to Qhat differeﬁces might occur between the preference
structures of two random samples drawn from the same population. Thus
the observed difference in preferences between the two samples might be
due in part or in whole to sampling error. Thirdly, the preference
éurfaceé, which are drawn in the manner of the indifference surface
shown in Figure 2.2, are linearly interpolated between scale values
which are ascribed to the mid-points of alternative opportunities having
a form ;imilar to those in Figure 3.2. It is possible, however, that the
mean of spatial opportunities actually available to each group in an
opportunity class differs from the mid-point. Hence the basis of the
interpolation may be inaccurate. Finally the comparison of the two
surfaces drawn is based on nothing more rigorous than visual inspection.
There is no way of knowing whether the above potential sources of error
are cumulative or cancel out in practice. Without evidencé as to the

strength of these sources of error, it is impossible to say how accurate



an

are the intuitively appealing preference differences which Rushton
claims to demonstrate.5 Notwithstanding the above caveats, the study
is probably the soundest analysis of differing space preferences to
date.

One other group of studies in the field of retail consumer space
preférences deserve mention,' if only because their conclusions are often
referred to in the literature as showing that different types of consumer
have -different space preferences; ‘These are studies of consumer trip
frequencies. Marble (1959) in a comprehensive review of this literature
finds that several authors have beén able to relate trip frequency to
the social and economic characteristics of individuals and households
(Gardner, 1949; Hamburg, 1957; Mertz  and Hamner, 1957; Bureau of
Population and Economic Research, 1951; Jonassen, 1955). The findings
of Marble (1959) in his Cedar Rapids, Iowa stﬁdy are often improperly
cited as empirical evidence of differing space preferences. Yet as
Marble suggests (1967, p. 39) the study only:

\ ﬁ points out the importance of the socioeconomic

structure of the household in determining such

things as gross trip frequencies and total time

spent away from the home.
In other words, the relationship found is with temporal aspects of
behavior and not spatial and therefore no conclusion can be drawn as
to whether differences in trip frequencies indicate differences in
spatial preferences.

A study by the sociologist Michelson (1966) focuses attention on

the relationship between personal attributes and the ideal urban

residential environment. The conclusions drawn are based on '"lengthy

3 The present analysis overcomes all the weaknesses outlined above.
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interviews with a sample.of 75 respondents" (Michelson, 1966, p. 357)
foliowed by content analysis of the interview transcripts. Individuals
were shown photographs of buildings and neighborhoods representing
vafiations within each of a number of dimensions of environment. The
individual was amongst other things, required to rank the photographs
~and give associated '"value rationales". In using photographs, the
criticism can be made that the subject may be indicating preference for
appearances rather than residential preference. Likewise the study is
based on people's introspective estimation of their preferences, not

on preference as_revealed‘in real-world choice situations. His conclu-

sioﬂs are as follows:

1. The social variable explaiﬁing most variance in the amount of
separation people choose from others' homes is the distance people
now live from their personél friends. This result, in a group where
.every family has a car, might simply indicate nobody is inconvenienced

" by the distance they live from friends. Or they may prefer to give:
the interviewer an impression of satisfaction with personal relation-
ships. |

2. Raﬁﬁer axiomatically, people who value convenience, prefer objects
with which they interact spatially, to be near at hand.

3. "People who are relatively cosmopolitan in their choice of stores,
who do not patronise an establishment merely because it is the closest
one, are more apt to desire objects perceptually separated from their
homes." (Michelson, 1966, p. 357) Again this seems somewhat
axiomatic. '

4, "The scale of objects desired varies inversely with expressions of
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class consciousness. People who want small stores, churches, and
the like tend generally to speak of economic and social inequalities
and their personal desire to limit interaction to their own class'".
(Michelgon, 1966, p. 357). Once égain such a relationship seems
axiomatic. It bespeaks the exclusiveness of the rich "wasp"
neighborhood as much as the introversion of the ethnic neighborhood.

5% Th? popularity of the single family house is so widespread that its
choice is independent of any social variable analyzed.

6. "Two major types of variable.are conspicuous by their failure to vary
systematically with ideal choices of environment. One is social rank,
and the other is stage in the life cycle.....The choices people would
make are not a simple function of their age or status, but of more
subtle influences - their ﬁalues and styles of life." (Michelson,
19§6, p. 358).
~In his first four conclusions, Michelson seems to have shown, not

éurprisingly; that some social values or preferences result in certain

urban envirommental preferences. His fifth conclusion indicates that

for many different types of individual the single family house lies at

the top\of the "residence type" preference scale and has no close

competitors. His sixth conclusion, if reliable, is a useful debunking
of commonly held beliefs that status and stage in life cycle affect
residential preference. What is undoubtedly true is that status and

"stage in life cycle affect the individual's socially or economically

feasible range of alternatives for such things as residence type.

Michelson's study is concerned with preference amongst cdmplete ranges

of alternatives whether or not it is feasible for the individual to attain
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his ideal.

On the basis of conclusions 2, 4 and 6, one hypothesis of use to
the geographer which might be formulated,is that the personal attributes
mﬁst likely to be predictors of differing spatial preferences are other
of the individual's more basic preferences, spatial or othe;wise,
rather than social or economic variables.

Conclusion

The foregoing review has sought to demoﬁstrate that until recently
methodological weaknesses in space preference analyses have prevented
almost any reliable conclusions as to the nature of consumer space
preference functions. The studies by Peterson and Michelson which avoid
these weaknesses have been concerned, however, with preference as
revealed by introspection rather than the more reliable source of overt
real-world choice. The only studies with a sound basic methodology
which have been concerned with preference revealed through overt choice
are the twolmost recent ones by Rushton (1969a, 1969b). As mentioned
already, there are some weaknesses in both these studies. The present
study seeks to overcome these problems and in addition to perform further
analysé; of consumer space preference functions, which are described in

Chapter 3.
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Chapter 3 THE RESFARCH DESIGN

In Chapter 2 it was established that in situations where all

alternatives are not available to everyone, a model of preference

which considers only chosen alternatives and not those rejected,

is 1ike1y to provide spurious descriptions of preference. In addition,
-a basic premise is that the most reliable source of preference
information is not what people say they prefer, but what their choices
reveal them to prefer. Thus any improved preference model should be
based on the axiom that the preferredness of any one thing over another
is Qiscernible in behavior only if both are available and one is chosen.
What is required,_therefore, ip order to reconstruct the preference
structures on which choices are based, is a method of handling choice
data where choice is considered in the context of the alternatives
available rather than in the vacuum that considers only alternatives
accepted and not those rejected. Only then is it possible to describe
ruies 6f'spatial preference which are independent of any particular
arrangement of alternatives. Such descriptions would avoid the
spuriousness of previous models and, in so doing, would have the added
distinction of being more likely to be reliable statements of preference
outside the particular study area used in the original analysis.

The Method of Paired Comparisons

One appropriate technique for handling choice data in this manner
is the Method of Paired Comparisons developed in psychology, It is a
means of inducing individuals' preference structures from their choices

between pairs of alternatives, by presenting them with all possible

48
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pairs of alternatives. To obtain reliable infofﬁation on which of

a pair is more preferred, a large number of comparisons are required.
Such comparisons may eithervbe made repeatedly by the same individual
or singly by many different individuals, with the more preferred
member of a pair being that which is chosen proportionately more
often. Thus in the hypothetical example described in Chapter 2,
where people preferred large nearby towns to small ones three out

of four times on average, the task, using the method of paired com-
parisons, would be to reconstruct this preference, using as data only
household choices between the two types of town. For the 20 out of
125 householdsAso located as to have this choice, 15 chose the larger
town, from which the correct inference woula be drawn that large
nearby towns are preferred to small nearby ones three times out of
fonr.1 This is the simplest example of how the method of paired com-
péris;ﬁs avoids the logical pitfall, encountered in other geographicai
analyses, where people's preferences are inferred from their frequency
of chqpsing each alternative, regardless of what alternatives are
simultaneoﬁsiy available.
The method's accuracy in deriving preference from choices in a

more complex situation is shown in Figure 3.1.

1Clearly, no preference information is available from the other 105
households who did not have both types of alternative available.
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In this hypothetical example, all households are posited to have the
same preference ranking of alternatives, namely A > B > C > D, where

> symbolises "is preferred to". In addition it is a consistent pre-
ference rule such that each alternative is either absolutely preferred
to, or absolutely preferred by each of the other alternatives. 1In
Figure 3.1(a) the choices or rejections of alternatives are indicated.
It is assumed that in a. choice set where more than two alternatives

. are available, implicit paired comparison information exists for

all pairs of available alternatives where one of the pair is chosen.
Thus if an individual chooses town A when towns A B, C, D

are available, " he is assumed to reveal implicit paired comparison
information of the form A > B, A > C, A > D. Note, however, that his
choice provides no information on his paired comparisons of B, C, and
D, since he doeé not select any of these in preference to the others.
Likewise, of course, there is no information on his paired comparison
between A and any other unavailable towns. In Figure 3.1(#) household
1, then, is regarded as revealing pair-wise preferences between A and
B, A and C, and B and C. The sum total of the pair-wise preferences of
the 1l households is shown in Figure 3.1(b), where A is seen to be pre- .-
ferred to all other altgrnatives, B is preferred to all others except A,
and so on to D which is preferred to no others. Thus the method permits
the accﬁrate reconstruction of the preference structure upon which all
the choices are based, despite differences in the alternatives available
to each household. By contrast if the p:eference structure were induced
from measures of thé frequency of choosing each alternative, the erroneous

conclusion would be that C > B > A > D. Likewise, if the structure were
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inferred from the frequency of each alternative's choice as a first
preference alternative, the inference would be that C 5 B, that
there is indifference between B and A, and that A > D. Thus the
method of paired comparisons would appear to be a more reliable
methodological basis for the analysis of prefereﬁce than‘methods

previously used in geography.
The Data

The data used in this analysis of consumer space preferences
are of the type indicated in Figure 3.1(a) where each household
chooses some towns for shopping purposes from a given subset of
alternatives. These subsets of alternatives normally vary from one y
household to another. Specifically the data describe the location
of householdsin a stratified areal random sample of Iowa farm house-
holds (530 households), together with the towns where each bought
groceries in 1960, and the grocery dollar expenditure in each town
that year. In addition the population and location of the 1132 towns
in Iowa with a 1960 population over 50 is given, these being treated
as the entire set of alternatives available to each household.2’3 Thus
~ for each household there is information on which towns it chose for
shopping, its ordering of. these in terms of dollar expenditure, and the

many towns which were not patronised. This provides an adequate basis

for paired comparison information of the type described above.

2As a result, information on households which crossed the state boundary
for grocery purchases is not used. Since this amounts to a very small
number of information bits, it is unlikely to affect the analysis.

3A more complete description of the sample and sample design is provided
in Appendix A. :
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The Definition of Spatial Alternatives

As presently described, each household chooses from amongst a
unique set of spatial alternatives, insofar as no two households in
the sample are identically located ahd therefore no two households
have the saﬁe spatial relationship to all towns in Iowa. A hypothesis
tested in this study, however, is that towns have varying degrees of
attractiveness for shopping patronage that are related to specific
attrigutes of the town. In other words, towns can be multivariately
defined in a "town attribute" spéce, such that the attractiveness of
abtown is a function of its position in that attribute space. In the
same sense that in Chapter 1 the att;activeness of different houses
was described as a function of theif neighborhood characteristics,
construction quality, etc., so can alternative towns be hypothesized
to vary in attractiveness for shopping as a function of those attributes
cohsiéered relevant by consumers. It is possible to conceive of many
such attributes as relevant to spatial choice, including the diversity
. of retail and service functions, the number of retail outlets for each
function, product price, the reputation of the outlet, travel time
betweeﬁdhousehold or workplace and outlet, parking and travel costs,
and-utilities of the place not directly related to consumption such as
friendship or kinship ties. There are two reasons for not including a
large number of town attributes in the paired comparison model.

- Firstly, some of the above attributes are either strongly correlated
with one another or with some other attribute. Thus for example it

has been shown in south-west Iowa that the population of a town is

strongly correlated with both the number of functional units (r = .98)
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and the number of centraihfunctions (r'= .89) (Berry, Barnum and
Tenﬁant, 1962). Similar evidence is provided by Stafford (1963) and
Thomas (1960). In addition, urban congestion and therefore intra-
urban travel time is often correlated with a town's population. 1In

a state sucﬁ as Towa, with a relatively even terrain and a network

| of relatively straight roads with little variation in possible driving
speeds, it is also reaéonable to assume a strong correlation between
time distance and road distance between consumer and town. In view of
such correlations between attributes it is possible therefore to
collapse the previously-méntiqned multi-attribute space into as few as
two'relatively independent dimensions relating to the town's size or
population and its distance to the consumer.

The second constraint on inclusion of many attributes in the model
is that for every addition of another attribute, the increase in the
tofal possible number of pairs of alternatives, defined in terms of
these attributes, increases iﬁ a geometric rather than arithmetic pro-
gression. Conséquently, with a sample of only 530 households many
pairs of alternatives would likely never be compared, or at best so
rarely\és to prevent any accurate inference of preference.

Furthermore, considerable evidence in the literature points to
the above-mentioned attributes of town population and distance or their
correlates as being major factors affecting consumer spatial choice of
towns for retail patronage. Specifically, this relationship is
demonstrated empirically in works by Berry (1967, pp. 10-20), Huff
(1962), Mayfield (1963), Rushton (1964, 1966), and Thomas,.Mitchell

and Blome (1962). Thus it is hypothesized here that town population
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and distance to the consumer (or their surrogates) are two critical
attributes of a town's utility as a shopping place. Specifically,

it is hypothes{éed that in general its utility is directly proportional
to town size and its correlates, although there may be a point in the
town size continuum at which marginal utility becomes negative. This
refers to the situation where the traffic congestion commonly

associated with lafger cities results in such towns being less attractive
than somewhat smaller ones.4 It is further hypothesized that there

is an inverse relationship between the utility of a town and its

distance from the consumer.

Whilst the outcome of the test of the above two hypotheses is
hardly in doubt, there is doubt about the extent of their contribution
to an explanation of variation in consumer spatial choice. A test
of the extent of their contribution is described in Chapter 4. The
ﬁeed‘to add other independent attributes of spatial alternatives to
' the preference model depends, of course, on the extent of unexplained
variation in the present two-variable model. Therefore, the question
of how satisfactory are the attributes chosen, is left for consideration
in Chapter ﬁiq%

However, with regard to the argument that two attributes are
perhaps too few to %nﬁlude in a preference model involving complex
choice situations, interesting conclusions havé been reached in
psychology about how many attributes or conceptual units the individual

can-weigh, quantitatively perceive and combine in any choice situation,

4See Rushton (1966, p. 37) for tentative evidence supporting this
conclusion.
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According to Shepard (1964, p. 263) the evidence indicates that:

there are rather severe limitations on the
number of conceptual units that can be
handled at any one time. Moreover, although
a small number of attributes evidently can be
combined according to simple linear or
additive rules,.....non-linear rules or
complex interactions between variables seem
to offer great conceptual difficulty.

Hence the use of only two attributes to define spatial alternatives
seems acceptable.

An Operational Definition .of Spatial Alternatives

_ The definition of a spatial alternative as any point in a
continuous bivariate space,whose dimensions are town size and distance
to consumer, is inadequate for the present paired comparison analysis.
fhe explanation is that there would be few, if any, cases of the same
two points being compared more than once. For rarely,if ever,in this
§amp1e,will more than one household choose from precisely similar pairs
of‘altéfhatives in terms of town population and distance. With a samplé
size of one associated with each paired comparison, the sample error of
each preference estimate would be extremely large and as a result little
useful infe%éﬁéé could be drawn. Thus whilst a punctiform definition
of spatial alternatives would permit analysis that was not scale-
dependent, it would be virtually impossible to operationalise. For
pragmatic reasons, therefore, it is necessary to group different town
population/distange combinations as the same spatial alternative.
However, there does appear to be behavioral justification for such an

aggregation of '"different" spatial alternatives, which for the purposes
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of analysis means that all town population/distance combinations
within given bounds are treated as ghe same spatial alternative.

The notion of imperfect discrimination, mentioned in Chapter 1, implies
in effect that there are limits to the individual's resolving power,
so. that things which are similar but not identical nevertheless are
perceived to be the same. Thus at a certain distance, two letters
such as'0 and D may be visually indistinguishable. Similarly if two
towns have similar amounts of the attributes relevant to choice, the
consumer may not perceive ény significant difference between them and
hence be indifferent as to which he chooses.

As early as the mid 19th century, psychologists investigated how
large the difference in the amounts of an attribute possessed -
by two alternatives must be for the individual to perceive a difference
(Fechner, 1966; Brown, 1910). Usually though, psychologists have
attempted to define that amount of difference between two things such
that on only half of the trials, subjects notice the difference. This
amount of difference is described as a "just noticeable difference"
(jnd for short). Whilst the concern in this study is for the amount
of difference which is nevér or hardly ever noticed, rather than that
noticed half of the time, conclusions reached regarding the jnd would
seem to be equally applicéble to perceptions of no noticeable difference
and the related preference concept of indifference between "like" objects.
The major conclusion of relevance is that the jnd is a fixed proportion
of the size of the "standard stimulus'". Thus if the standard stimulus

is for example a 20 lbs weight, the jnd may be 2 lbs, whereas, if the

standard is 40 lbs, it will be 4 1bs. Tranaléting this into attributes
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relevant to consumer town choice, it'méy be that a consumer who barely
disginguishes between a town of 200 and 300 is unlikely to distinguish
between one of 2,000 and 2,100 even although their absolute differences
are the same. If the jnd is a fixed proportion, for example 307%, then
the difference between towns of 1,000 and 1,300 will be distinguishéd
~as often as that between towns of 10,000 and 13,000. Thus,in defining
spaﬁial alternatives by town size, it would be inappropriate to have
equal-sized town population categories, but rather categories whose
sizes increase in proportion to the population, e.g., 1,000, 3,000, 9,000,
27,000, etc. The same aréument applies to distances. The difference
bethen 3 and 6 miies is more likely to be perceived than that between
23 and 26 miles. .Thus it is abpropriate to apply the same rule to
distance.as_to town population. In addition however,it seems intuitively
oBvioqs that whilst a town of 200 at 3 miles may be perceived as different
from one of 200 at 5 miles, a town of 20,000 at 3 miles may appear
similar to one of that size at 5 miles. Thus it seems that the "distance
to town'" limits used in defining similar spatial alternatives should vary
not only as a direct function of the distance but also as a direct
functiéh of the town population. Thus for example, appropriate distance
limits for alternativgs with populations less than 200 might be 0 to 2
miles, 3 to 6, and 7 to 12, whilst for towns between 3,000 and 10,000
more appropriate limits would be O to 5 miles, 6 to 13, 14 to 22, etc.
Beyond the information provided by psychological research into the
jnd, few other guidelines are available regarding an appropriate scale
of analysis. It might be argued that if a hierarchical sy;tem of towns

existed in Iowa this would provide information regarding appropriate
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limits for defining "similar" spatial alternatives by town population.
Two commenfs are appropriate. Firstly, at a state-wide level there is
little evidence of a hierarchy of towns in Iowa (Goodchild, 1969;
 Rushton, 1966, p. 29). Secondly, and more basically, even if there
were a hierarchical structure, its existence is highly unlikely to
have any bearing on the shape of the consumer's preferences. Indeed

it is one of this study's basic arguments that preference functions
are independent of any particular distribution of alternatives,
including a hierarchical distribﬁtion. Thus it is erroneous to suggest
the distribution should have any bearing on the choice of town population
categories used to discover these preferences.

Three criteria, therefore, are used in defining similar spatial
alternatives. Firstly, there is the psychological evidence that the
larger two things are, the greater their difference must be for people
tokbe able to distinguish between them. Secondly, if two alternatives
both possess a similar large amount of one significant attribute, the
greater must be their difference on another significant attribute for
people to distinguish between them. Thus if two nearby towns are very
large,‘; difference of two or three miles in the consumer's distance
to each is unlikely to have the significance it would have with respect
to 2 very small towns. Thirdly, there should be sufficiently few spatial
alternatives as defined by '"town population/distance to consumer"

" categories, in order that many of the pairs of alternatives may be
5

compared often enough to place reliance on their preference statistic.

Using these three criteria, twenty-seven types of spatial

SThe nature of this statistic will be described in more detail later in
the chapter.
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alternatives are defined (see Figure 3.2), which for simplicity will
be called "location types".6 The criterion for defining the upper
distance limit for each town population category is that no town is
patronised which is further from the consumer than that upper limit.
In other wo?ds, no spatial alternative to the right of the total

4"envelope" of location types is ever chosen.

For the purpose of this analysis, therefore, the simplifying
assumption is made that all households choose from some subset of 27
alternative location types. Initially at least, the exact location of
any alternative within a 1§cation type is irrelevant. Later, however,
this information is used.

The Limitations of the Operatibnal Definition of Alternatives

Given the particular definition of location types chosen, it is
worthwhile to consider the possible limitations of such a definition
ana means of testing its usefulness. With respect to the latter goal,
Harvey (1966) suggests that, iacking a priori evidence of the appro-
priateness of a scale of analysis, as in this study, the test of its
appropriateness is whether orderliness in a behavioral process is
revealed at that particular scale.7 However, it is very probable that
different degrees of order could be discerned in many behavioral pro-
cesses over a considerable range of scales. Thus proof of the existence

of order at one scale would not necessarily indicate the most appropriate

The phrase was first used by Rushton (1969a) to define spatial alternatives
in terms of the same two attributes as are used here.

7Clearly any lack of apparent ofder might be attributable not only to the
inappropriateness of the scale, but also the irrelevance of an independent
variable hypothesized to account for behavioral variation.
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choice of scale for discerning maximum order. The general import of
his remarks is, however, very pertinent to the present analysis, for
the ultimate test of the appropriateness of both the independent

- variables and the scale of analysis used in this study will be the
extent to which behavioral order can be discerned.

Within this general frame of reference, however, the scale of
analysis does impose certain limitations on the conclusions which can
be drawn about the nature of spatial preference. By the very definition
of location types, no information is directly provided about consumers'
preference between spatial alternatives within the same location type.
Preference at a scale any less than that chosen can only be indirectly
inferred by assigning the preference '"score" of each location type to
its centre of gravity,8 and thereafter interpolating indifference curves
between these points, much in the manner of interpolating contours
between spot heights. The major weakness of the method in reconstructing
ﬁoﬁh tdpbgraphic and preference surfaces from a limited number of points
is that local irregularities in '"relief'" are smoothed over. This
smoothing would not be likely to affect a test for differences in
prefereﬁce surfaces if differences are relatively pronounced, but if
differences are very localised then clearly the scale is too aggregative
to pick out these local surface irregularities. Since we have no way
of knowing at what scale preference differences are likely to be

significant, the analysis can only claim to be a test for differing

8The centre of gravity is defined as the mean of the co-ordinate locations

of all available spatial alternatives within the location type, thus
allowing for any non-uniform distribution of available alternatives
within the type. The proceedure is suggested as a more accurate aid to
reconstructing a preference surface than Rushton's assignment of '"scores"
to location type mid-points (Rushton, 1969b).



N
63
preferences at a scale equal to or greater than the scale used.

Two other possible iimitations‘d;e to scale exist. >The simpler,
alluded to earlier, is that if few comparisons are made between any
pair of location types, very large confidence limits must be placed
around tﬁe.preference statiétic for the pair. An inordinate number of
such.cases would make further analysis impossible.9 Thus one goal of
the current definition of location types is to avoid such a situation.

The second, less obvious limitation may result from a combination
of the size and shape of the location type. Thus, for example, in
Figure 3.3 a hypothetical deterministic preference surface is identified,
together with a row of four location types. Using location types C
and D as an example, it is c}ear that despite a deterministic preference
surface, C will not be invariably preferred to D. For in the bend
between 40 and 50 in C and D, it is possible for a’spatial alter-
native in D to be préferred to one in C, e.g., x is preferred to y.
For the most part, however, alternatives in C will be preferred to
aﬁy iAVD. The net result is that some proportion of alternatives
in C, but not necessarily all, will be preferred to those in D,
and therefore a probabilistic statement about preference will be
derived. Vihué, whilst the shape of the preference surface derived may
be a good approximation to reality, preference will be erroneously

ascribed probabilistic and not deterministic properties. The example

9Inevitably, however, certain types of spatial alternatives will be
compared very rarely. For example, very few rural households live
within 20 miles of two cities of more than 50,000 and as a result,
out of 530 households few, if any, comparisons between location
types 24 and 25 are to be expected.
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FIGURE 3.3
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given is an extreme one, insofar as deterministic preference seems
unlikely in the light of behavioral research. Nevertheless, the example
" does highlight the possibility of deriving probability values that
suggest greater preference variance than exists,as a result of the size
and shape of location types relatgve to the shape of the.preference

structure. There is, however, a partial method of testing whether this
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factor contributes significantly to preference variance. For example,

let us assume that the preference surface in Figure 3.3 is a probabilistic
one such that for each pair of spatial alternatives 1, m and n, 1 S m,

m >rq, and 1 > n on more than half of comparisons made. In other words,
it is possible to rank 1, m, and n in one dimension, and such a prefer-
ence ordering is described as being tfansitive. By contrast, an
intransitive preference structure would be where 1 > m, m > n, but n > 1.

Now, under the assumption made, this is not the case for 1, m, and n.

However, even with transitive preference, intransitivity between location
types can resulf from the shape of location types. Thus, even though
the true proﬁability of preferring the average alternative in E over
the average alternative in C were .6, if slightly more than a tenth
of all comparisons between E and C were between alternatives in C
lying higher on Fhe preference surface than their paired alternatives
‘in E, then fewer than half the alternatives in E would be preferred
to those in C. Likewise, although the average C alternative may be
preferred to the average D, D may be preferred to C, given the same
conditions desqribed for E and C. However, it is impossible to find
any combinations of alternatives in E and D such that the one in D
lies higher on the preference surface than one in E. As a result,
an'intransitive preference structure of the form D > C >E, E > D

is possible. Clearly, the closer to 0.5 is the true probability of
the average alternative in one location type being preferred to the
average in another, the smaller the proportion of cases of the kind

described necessary to invert the preference relationship. Thus
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the total number of intransitivities for all triplets of the 27
location types will provi?; some indication of the significance of

Lo, 10
this source of error.

Some Assumptions of the Method

So far, the general method of analysis, the choice of attributes
to define alternatives and the operational definition of alternatives
have been described. To a considerable extent the efficacy of these
choices can be tested in terms of the degree of behavioral order
revealed, assuming order exists. However, there are other assumptions
made in the analysis which are not empirically testable. At best a
rationalization of each can be provided, but there is no ultimate
test of their validity.

A fundamental assumption is that if x is chosen more often than y,
when both are available, then x is regarded as being preferred to y.
‘Hoﬁever, since x's and y's are defined as location types, it can
often héppen that more than one alternative in location type x
and/or more than one in y are available to the same household. The

problem then, is to decide how many paired comparisons have been _

made. For example, if an x location type is chosen, and

10Whilst a paucity of intransitivities would suggest that this source
of error was not large, the presence of many intransitivities could
be attributable to more than this factor. Thus it is only really
possible to test the hypothesis that this source of error is
relatively slight, but not the alternative hypothesis that it is a
significant source of error, since any large number of intransitivities
might be consequent upon another source of error, discussed in Chapter 4.
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two y's and three z's are not patronised, how many x, y and x, z

paired comparisons have been made? Clearly it matters to the calculation
of the aggregate proportionate preference statistic for x and z whether
in this case x is treated as having been preferred to z three times or
once. The assumption here is that only one x,y and one x,2z paired
comparison has been made, no matter how many alternatives in each
rejected location type are available. The behavioral evidence supporting
this assumption is provided by Becker, De Groot and Marschak (1963).
They describe the problem thus:

If a person who is offered a choice between a cup

of tea and a cup of coffee.....chooses tea more

often, we can say he prefers tea to coffee.

Suppose this person is approached with a tray on

which he sees one cup of tea and two cups of

coffee. 1Is it conceivable that.....he will choose

a cup of coffee more frequently than a cup of tea?

We feel not. Yet a reasonable model of probabilis-

tically defined preference implies that he might do

just that (roughly because if his choices were

entirely random, the probability of choosing coffee

in the three-cup offer would be twice that of
choosing tea).

Y

In an experiment designed to put this paradoxical conclusion to the
test, they found that their feeling was supported and that despite
the greater number of cups of coffee, coffee was not chosen more
frequently than tea.

In this context of choosing between two alternatives, the question
also arises whether it is useful and advisable to use as paired com-
parison information data on the absolute number of dollars a household

spends in each town or simply to consider the rank of each town in terms
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of dollar expenditure. For example, if a household spends $100 in

"~ town A, $50 in town B, $25 in town C, and nothing in town D, it is
possible to argue that A is preferred to B by the same proportion as
dollars are spent in each, i.e., by 100£100 + 50) or .66; whereas A

is preferred to C by 1004100 + 25)or .8, and A is preferred to D by
100/Q00 + O)or 1., and so on. By contrast, if the rank of each town
by expenditure is used, then it is possible only to say, A > B, A > C,
A > D, and so on. For two reasons, the latter approach is adopted.
Firstly, the absolute dollar expenditure in each town patronized for

a given commodity over the span of a year, when recalled the following
spring ,is likely to.be subject to an undetermined amount of ‘error.

By comparison, it is probable that recollection of the town in which
most was spent on groceries, and of the order of towns in which
succeedingly less was spent, is subject to less error. Secondly, most
of the paired comparisons between alternatives are between one that
iwas patronised and one that was not. In terms of absolute dollars
.spent in the one, it is immaterial in this case how much was spent,
and therefore the contribution of this piece of paired comparison
information in calculating the aggregate proportion of times one
location was preferred to the other,is unaffected by whether absolute
dollar expenditure or order of expenditure is considered. Considering,
therefore, that absolute dollar expenditure information does little to
alter the computed proportion of times one location type is preferred

to another,11 and that in any case this kind of data are subject to error,

11
This was established by analysis. At one decimal point accuracy, about

7% of the paired comparison proportions were different using the two
approaches, and even then almost never by more than .l.
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there seems no justification for usihg'interval expenditufe data when
ordinal data produce the same results with less possibility of error.

Finally, it is worth considering the purchasing goal to which
the spatial preference between towns is relevant. In theory the
purchasing goal is groceries. However, it would be naive to suggest
- this is an analysis of urban spatial preference associated with the
exclusive purchase of groceries. Inevitably many of the trips made
for groceries include purchases of higher order goods which presumably
affect the household's choice of town to patronize. In other words,
the town chosen is likely to be one satisfying a combination of purchase
goals. The significance of the grocery goal in the choice is probably
a direct function.of the freqﬁency with which groceries are purchased
in each of the towns patronized. Thus the more frequently groceries
are purchased in a town, the lower is the probability of a higher order
purchase being made, since higher order goods are sought less frequently,
én& hence the more likely is the grocery goal to be the major factor in
town choice. But if groceries were purchased as rarely as once a month
in a town,it is quite probable that higher order goods would also be
sought;‘which would result in a town being chosen which satisfied higher
order goals as well as the grocery goal. And insofar as towns with
higﬁer order gopds and services than groceries usually provide a similar,
if not larger range of grocery outlets than those providing no higher
order good than groceries, it is very probable that the grocery goal is
as well satisfied in the higher order centre as in centres without the
higher order functions. As a result when both groceries ;nd higher

order goods are sought,it seems reasonable to assume the major criterion
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in choosing between towns "would be their range and competitiveness
in the higher order function, and not their grocery outlets.

No information is available in the data used here on the distribution
of purchasing frequency for groceries and other commodities, but it would
seem likely that a modal value for grocery purchases for ruralAhouseholds
. might be once a week for major grocery shopping, whilst fewer but
significant numbers of households might make trips twice a week or more
at one extreme and twice a month or less at the other. Irrespective of
the precise nature of multi-purpose shopping trips, it is worthwhile
emphasizing that the choice rule to be described is not one associated
witﬁ the exclusive purchase of groceries, or with the purchase of
groceries as the ﬁighest ordef good sought but rather it is one in which
groceries are a major purchase item. A concern for choice rules associated
with the exclusive purchase of groceries or with groceries when purchased
as the highest order good sought, whilst of behavioral interest, would be
enlikeiy to‘be able to explain that significant component of urban choices
associated with grocery purchases where higher order goods are also
sought. Since central place systems respond structurally to the temporal
and speiial interdependencies inherent in people's purchasing varying
orders of goods and services, it would be unrealistic not to derive a
choice rule explaining urban choices associated with all major grocery
purchases.

This chapter has had four purposes:

(a) to describe a method of determining preference from spatial choice,
and to demonstrate the logical consistency of the meehod in contrast

to the inconsistency of methods described in Chapter 2;
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(b) to describe the data used in the analysis;

(c) to explain the selection of attributes of towns hypothesized to
be related to urban preference and to expléin the subsequent
operational definition of spatial alternatives, i.e., location
types; and

(d) to describe and explain the main.éssumptions underlyingithe
analysis.

The following chapters describe the anaiyses designed to tackle

the problems outlined in Chapter 1.
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Chapter 4 THE SHAPE AﬁD PROPERTIES OF THE SAMPLE'S SPATIAL

PREFERENCES

In this chapter, the total sample's preference structure is des-
cribed usiﬁg the method of paired comparison and inferences are
drawn from the revealed pattern of preference. The major part of the
chapter, however, is devoted to a description of tests for ordinal
and cardinal properties in the aggregate preference structure, and to
a discussion of the implications of the test results with respect to:

a) the appropriatenéss of the attributes chosen to define

spatial alternatives;

b) the ﬁature of the sample's spatial choice rules; and

c) the problem of deriving central place systems consistent

with ordinal and cardinal spatial choice rules.

The Derivation of the Sample's Aggregate Preference Matrix

In Chapter 3, hypotheticél examples are provided of how paired
comparison information is obtained from household choices amongst
alternatives, and how households' paired comparisons of the same pair
are aggregatedwpo provide a statement of the proportion of times one
alternative is preferred to another. As indicated in Chapter 3, the
data set used provides information on households' spatial choices.
The data consist of the Cartesian coordinate locations of all house-
holds in the sample, the population and coordinate location of all
towns in Iowa with a population of over 50, and the towns patronised
by each household for groceries. These are sufficient to calculate

the location types chosen and rejected by each household, since the

72
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distance from each household to every town can be computed from their

coordinate locations. ’

A sample of results is provided in Table 4.1.
Clearly, for the 27 location types, certain spatial opportunities are
more frequently available than others. Thus, for example, large nearby
towns, represented by location types 16, 20 and 24 are rarely available,
whereas small, middle-distance towns, represented by location types 3,

6 and 7 are numerous. Inevitably, therefore, information from the
random'sample is uneven.

As indicated in Chapter 3, the choice and rejection of alternatives
~enables paired comparison information to be derived. For example, the
implicit paired comparisons made by the first household in Table 4.1,
which patronised location types 14 and 8 and did not patronise location
types 2, 3, 6, 7 and 11, are as follows: 14 > 2, 14> 3, 14> 6, 14> 17,
14 °>:8,:514 > 11 and 8 >:2¢ 8> 3 .58 > 6,8 >7 58 > 11. " Location type
14 is preferred to 8, since the household allocates more of its grocery

dollars to the former, although both are patronised.

This paired comparison information is more simply written in matrix’

1The distance between points is calculated using a city block metric, i.e.,

2 where d

dey= % la, =a,| g
im ~ %jm a.

the distance between points i and j,

’

the coordinate value of i on the mth
dimension of the space, and

m = 1,2 indicates a two-dimensional space.
The Cartesian coordinate system has its origin at a point located
approximately 25 miles south and west of the: southwest corner of the
state of Iowa, and is aligned along a north-south axis. The fact that
the road network of Iowa has a strong rectangular grid pattern with a
north-south alignment makes the city block metric appropriate, and
tests by Rushton (personal communication) indicate a very high correla-
tion between actual and computed road distances.

2The programme (LOCTYPE) calculating the location types chosen and
re jected by each household is described and listed in Appendix B.
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Table 4.2

Number of Times Row Location Type Chosen in Preference
to Column Location Type by One Household
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form for the household (see Table 4.2).3 Only the lower diagonal
section minus the diagonal need be considered since intra-location
type comparisons are not considered. Given such a matrix for each
household, the sum of matrices indicates the total number of times
each row location type is chosen in preference to the column
location type. Dividing the sum in each cell by the total number
of entries made in that cell (i.e., by the number of observable
comparisons made between that pair), provides the proportion of
times each location type is preferred to each other by the sample
(see Table 4.3). The value -9.9 in this and all succeeding matrices
indicates that no information is available on preference between
that pair. This can arise either if no household has both alter-
natives to choose between, or if households do have both to choose
between but always choose some other alternative in preference to

* both. As an indication of the reliability of these sample variates,
the sample size upon whicﬁ each proportion is based is shown in

Table 4.4.

~

Inferences from the Preference Matrix

Given the proportions in Table 4.3, it is useful to note what

inferences may or may not be drawn from this statement of aggregate

.In the rare event of a household spending equal sums in towns
belonging to two location types, the appropriate paired comparison
score is .5.
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Table 4.4

Frequency of Paifed'Comparisons of Location Types
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preference. Firstly, the fact that for some pairs there is consider-
able disagreement or "confusion'" as to which is preferable, i.e.,
where the proportion is close to .5, does not necessarily indicate
that individuals discriminate poorly between the two. It is possible,
though not probable, that each individual has a different deterministic
preference rule such that he would invariably choose the same one of
any two location types, and that the apparently weak discrimination
between certain alternatives is simply the result of aggregating
dissimilar deterministic rules. Only if the preference matrix were
composed entirely of 1's and 0's wbuld it be possible to say all
households discriminate perfectly between the same alternatives and
therefore that all share the same deterministic preference rule, at
least at this scale. With proportions other thgn 1 and 0, there is

no wéy of telling from the analysis whether the different individual

' spatial preference rules are deterministic or probabilistic.

For reasons given in Chapter 1, however, it is assumed that
preference functions are probabilistic, except perhaps on a broad
scale where a}ternatives may be so different that preference appears
deterministic. Assuming preferehce is probabilistic, the extent. to
which people do chopée differently between the same pair of location
types provides critical information about the breference similarity
of the location types. The more often one alternative is chosen
éver another, the furtber aparf they lie in preference space. 1In

other words, the more preferred one alternative is, the less likely
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is the other to be chosee on any trial. Hence two location types
whose preference proportion is close to 1 or 0O are regarded as being
very dissimilar in terms of preferability, whilst those with values
chose to .5 are treated as close neighbors in preference space.

The proportions also indicate those types of choice situation
in which differences in space preferences are iikely to occur and
those in which such differences are improbable. From the total of
313 pairs of location types for which preference lnformatlon is
available, 174 (557%) of all sample proportions equal 1 or O, indicating
that for these pairs of alternatives, differences in preferences are
unlikely. Inevitably, many choice eituations are of such a simplistic
kind that it would be surprising to find any disagreements in pairwise
choices. Such would be comparisons between large nearby towns and
small distant ones. However, there are many pairs of location types
- where one alternative does not score higher in both accessibility and
town population, and where one is not invariably chosen over the other.
It is in situations such as these that differences in the values

placed on the two attributes might result in purposive differences in

households' choices from the same pair, producing proportions other
than 1 or O.
If deterministic preference had been assumed, any preference proportion
other than 1 or O would/have been taken to indicate that differing
space preferences exist between the households whose choices contribute

to that proportion. However, with preference regarded as probabilistic,
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disagreements in households' choices between the same pair may be
attributed to chance and/or to significant and fixed differences in
the preference probabilities of different households. Thus a pro-
portion of .52 might indicate that all households have the same pre-
ference for one alternative over the other but that it is so slight
that imperfect discrimination results in 487% of households choosing
the slightly less preferred alternative. Additionally or alternatively
it may indicate gifferent probabilistic preference rules which combine
to give the proportion .52. For example, the prbportion .52 might

be decomposaﬁle into proportions of .45 and .65 associated with two
different types of household. Certainly, the paired comparison matrix
in Table 4.3 contains sufficient proportions not equal to 1 or 0

for the hypothesis of significant space preference differences still

to be entertained.

Order in the Preference Structure - The Test for an Ordinal Preference

Scale

The above discussion concentrates on inferences which can be
drawn about preference from the value of specific preference proportions.
However, more critical information about lawfulness in preference is
available through analysis of the entire‘preference matrix. The most
significant property of the preference matrix is that it indicates
whether a simple or complex preference rule is required to explain the
proportions in the matrix. Specifically, it indicates whether

preference between towns can be described as a simple



N\~
82

function of town size and distance. An example of a simple preference
rule would be a rank ordering of all location types, in which each

n

type is preferred to all types ranked lower.' This property is des-

cribed as a transitive relation, such that if A > B and B > C, then
A > C.

By contrast, a more complex preference structure would contain
intransitivities of the type A > B, B > C, yet C > A, As a consequence
such a preference relationship could not be represented in one dimension,
since C would have to be both lower and higher than A on the scale. In
this case two dimensions would be reguired to represent the two preference
orderings embedded in the intransitivity, namely ABC and CAB. Since by
definition in this study, individual households cannot have intransitive
preferences, any intransitivity would therefore be a consequence of
inconsistencies between the preference orderings of households. For
example, the above intransitivity could result from the kind of situation
described in Figure 4.1, where two major different preference orderings
are aggregated. It is to be noted that the intransitivity requires that
a majority of the comparisons of A and C run counter to the preferences
for A over B, and B over C. Hence inconsistency implies something more
than a minority "dissent" in the comparisons of A and C, as would be the
case if C were preferxea to A only twice in the 5 cases.

Two interpretations of such inconsistencies in households' preference
ordgrings are possible. The more obvious, alluded to already, is that

significant numbers of households assign considerably different weightings

L .
It should be recalled that one type is considered to be preferred to

another if it is chosen more often than the other when both are available.
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FIGURE 4.1

The Scaling of an Intransitive Preference Structure

(a) Household Ranking
1 ABC
2 ABC
3 CAB
4 CAB
5 BCA

¥

(b) Proportion of times one member of each pair is preferred to

the other:

A>B=4/5
B>C=3/5
C> A = 3/5

N

(c) An intransitive preference structure:
A-> B> C> A

(d) Two-dimensional scaling of the preference structure, such
that the projection of each point onto each axis reveals the
_ two rankings.

C" SRR C
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to town population and distance, such that the same alternatives are
ranked differently. In the economist's terms, there are significantly
different trade-offs between town population and distance in households'
utility functions.

The second possible interpretation of intransitivities is that one
or more major explanatory variables of locational preference have been
omitted in the definition of location types. The greater the number of
intransitivities, the more significant would be the omissions and the
relatively more minor would be the role of the attributes chosen to
define location types. Thus to take an extreme example, if the attributes
chosen to define loéation types were quite irrelevant to urban preference,
and uncorrelated with relevant ones, a household would be as likely to
choose a member of one location type as any other. Thus, each location type
would have approximately the same probability (0.5) of being preferred
to any other. In such a situation, many intransitivities are likely,
since probabilities will be "assigned" to pairs quite randomly and most
probabilities by chance will likely be a bit more or less than 0.5. It
should be noted, however, that if a preference structure is intransitive,
it is not immediately apparent whether one or both of the above explana-.-A
tions is appropriate.

Given that the extent of transitivity provides such information about
a preference structure, the total number of intransitivities in the
sample's paired comparisons is calculated. The smallest number of alter-
natives in which an intransitivity can occur is three. A triplet is

called a circular triad if its members are intransitively related.

The more circular triads theré are, the further we depart from a ranking
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situation. The number of circular triads is expressed as a proportion
of the total number of triads of the 27 location types. However not

all the implicit paired comparisons derived from households' town
_choices are eligible for inclusion in.a test of transitivity. The
condition that an implicit paired comparison must meet is that it be
independent of any'other paired comparison used in the transitivity

test on the triad in question. Since the sample of households is
random, the choices and therefore the paired comparisons of different
households are regarded as indepéndent of one another. However, certain
of-the implicit paired comparisons of the same household are not
necessarily independent. For example, if a household patronises
location type 1l most, and either rejects 2 and 3 or patronises them
less, the paired comparisons 1 > 2 and 1 > 3 are not independent events.
Clearly the two paired comparisons are dependent on the same event,
namely the choice of type 1. An example of how redundant such data

are in a test of transitivity is provided in Figure 4.2, where all

three alternatives are available to each household and one ié patronised
by each. No matter what combination of single choices occurs, preference
will apééar perfectly transitive, simply because of the interdependence
of the two paired comparisons derived from each choice, and not
-necessarily because of any consistency in peoples' preferences.5

Where a household ranks two or three of the three alternatives by

"dollar expenditure, then two out of the three paired comparisons are
independent. Thus if the ranking is 1, 2, 3, 1 > 2 and 2 > 3 are

independent, since when 1 is ranked first, it is possible for 2 to be

preferred to 3 or 3 to 2. However, the paired comparisons 1 > 2 and

51t should be noted that the method used by Rushton to test for transitivity

included the above type of data (Rushton, 1969a).
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FIGURE 4.2
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1 = location type chosen.
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location type available,
but rejected.
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1 > 3 are not independent since the choice of type 1 determines the

form of both paired comparisons.

Therefore, only the following paired comparisons by a household

are considered to meet the conditions necessary for the test of

transitivity. For the triad being tested for circularity:

(a)

if only two of the three alternatives are available to a

household and one or both are chosen, then the single

(b)

paired comparison is acceptable; or

if all three alternatives are available and 2 or 3 are

ranked, two of the three implicit paired comparisons are

independent, namely the preference for the first over

the second, and for the second over the third.
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It should be noted that the same choice may satisfy these conditions
in one triad but not in another. Thus if a household chooses type 1,
rejects 2 and 3 and has no opportunity to patronise a type 4 town,
then in the t¥iplet 1, 2, 3, the paired comparisons 1 > 2 and 1 > 3
are not independent and only one can be included in the test. But in
the triplet 1, 2, 4, since type &4 is unavailable, the one paired
comparison can be included in the test.6 As a result the entire
sample must be analysed for each of the 2196 triplets of 27 location
types, and each household's implicit paired comparisons tested for
satisfying the above conditions before being included in the tran-
sitivity test for that particular triplet. Daté are available for
all three of the paired comparisons in 1592 out of the 2196 triplets,

of which only 38 (2.38%) are intransitive.

Inferences from an Aggregate Ordinal Preference Scale

' Several important inferences can be drawn from such a high degree
‘of cOnsiétency in households' preference rankings. Firstly, it has
been shown that at this scale of analysis, whilst there is not perfect

agreement between households' choices in a deterministic sense, there

~.

6Strictly speaking, the paired comparison 1 > 2 could only be truly
independent if no other location types were available. Not only is
such a situation almost inconceivable outside of an experimental
situation, but the relaxing of the independence requirement to satisfy
only the triplet being tested tends to reduce the probability of per-
fect transitivity rather than increase it. Thus if 2 is preferred to
1 when some other alternative not in the triplet is available and

- chosen, but 1 is preferred to 2 when that alternative is unavailable,
the inclusion of paired comparisons between 1 and 2 when the other
alternative is available, will reduce the frequency with which 1 is
preferred to 2 and therefore increase the likelihood of intransitivity
in triplets containing 1 and 2. Therefore, the lack of perfect
independence does not prejudice the result of the test towards perfect
transitivity.
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is sufficient consistency between households' preferences for it to

be possible to represent the general preference structure by one

simple ordinal scale7 (sge the order of location types in Table 4.6).
This implies orderliness in consumer space preferences, and so
reinforces the initial assumption of order in behavior. However,

it might be asked how big a difference in households' prefer-

ences would result in a higher or lower percentage of intransitivities.
An answer is provided by computing the number of intransitivities in
artificial samples in which there are two or more different and known
preference rules. The same locational co-ordinates for households

and towns as in the sample data are.used and each household in the
artificial data patronises the same number of towns as its real world
counterpart. Each household is randomly assigned one of two or more
known preference rules and the choices and rejections of towns con-
sistenf with that rule are calculated. The information so obtained

has the same form as described for the real data in Table 4.1. A test
of transitivity is then performed on the entire sample. This test is
repeated on sample sets which each have different preference rules. The
rules used,andAthe frequency of each in the sample set, are described in
Table 4.5 together with the percentage of intransitivities. Since each
rule is some function.df one or both attributes defining location types
the preference rules are not vastly different. fhe two most different
are the distance minimisation rule and the p/d maximisation rule.

Figure 4.3 shows the difference in terms of the indifference surface

7 ,
The method for deriving this scale is described later in the chapter.



TABLE 4.5

Result of Transitivity Test, Coefficient of Agreement and Result of Ratio-Scale Test
for Each Hypothetical Data Set and for the Real Data Set

Coefficient

Percentage and number

Preference rules and their proportionate | Deterministic A Number of of
or of ratio-scale
distribution Probabilistic | Intransitivity | Agreement tests significaut veselts ot
a=.1
d minimisation (.5),p/d maximisation (.5) | deterministic | 3.40 57 18 33.0 (6)
p/d% max. (.5), p/d2 max. (.5) deterministic | 1.32 .88 11 0.0 (0)
p/d3 max. (.5), p/d2 max. (.5) deterministic | 1.09 90 " § 3 27.0 (3)
probabilistic 3.25 .64 42 21.0 (9)
p/d2+5max. (.5), p/d2 max. (.5) deterministic [ 0.74 .90 8 12.0 (1)
p/d3 max. (.33), p/d2°*S max. (.33),
B35 wew, Toid) deterministic | 0.75 91 8 12,0 (1)
p/d3 max. (.1), p/d2°*S max. (.1),
S8 wax., (.8) deterministic| 0.51 91 8 12.0 (1)
p/d2 max., normally distributed with d's | deterministic| 0.60 .83 11 18.0 (2)
exponent variance = 1 probabilistic 2.32 .56 50 20.0 (10)
2 . . . 1
p/d? max., normélly distributed with d's diternistetic] 0.50 .88 15 13.0 (2)
exponent variance = .5
Real data set 2.38 74 12 0.0 (0)

68
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FIGURE 4.3

Indifference Surfaces of Two Hypothetical Preference Functions
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characterising each{ &ith ordinal preference values shown.

Whilst there 'is less than 3% difference bétween the most and
least intransitive preference structures, the direction of difference
(see Table 4.5) is as might be.expected, given the difference in
preference rules and/or the proportions obeying each rulé. Thus the

differences in percentages of intransitivities, though small, are
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significant. Comparing the 2.38% intransitivity of the real data set
to the percentages for the hypothetical sets, it is clear that all but
the first deterministic set in Table 4.5 are more transitive than the
real set. The least transitive is not surprisingly the set with the
two most different preference rules (see Figure 4.3).

If preference is probabilistic, only one definite statement can
be made about the range of preference rules in the real sample. Since
it appears that probabilistic rules result in more intranmsitivities
than their deterministic equivalents (see Table 4.5), the 3.47
intransitivity in the most extreme pair of deterministic rules would
increase if the rules were probabiliétic. Therefore, it is certain
that the real sample's distribution of preference rules, even if prob-
abilistic, is less extreme than that set's. Beyond that it is difficult
to say what kind of distribution of preference structures the real
sample‘COntains. This results both from the limited number of hypo-
thetical probabilistic sets and from the wide range of possible meanings
of the word "probabilistic'", by comparison with the single interpretation
of "deterministic'". Thus in the present probability models, each house-
hold chooses randomly from the 10 alternatives with the highest prefer-
ence scores.8 For example; in the case of p/d2, the probability of

alternative i being chosen by household j is given by the expression:

8Ten is an arbitrary number used since it seems unlikely that households
would look much beyond a 10th most preferable alternative in making a
choice. In addition, computer time needed to generate one set of pro-
babilistic data is of the order of 100 minutes and increases as a
function of the number of towns ranked by preference score.
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2

(py/d;:7)

Pr,, = S _ (4.1)
i3 10 5

£ /450

In reality the consumer's probabilistic calculus may be more biased

in favor of the larger-appearing alternatives, as defined by their
prefer;nce scores, than is the case in equation 4.1, i.e., the rule

may be more akin to a deterministic one. If so, real preference

would be less intransitive than in this model. Or, if larger-appearing
alternatives are weighted less, intransitivity would Be greater. Thus
any conclusions about the sample's range of preference rules,.if prob-
.abilistic preference is assumed, must be hedged around by."if's". If
probabilistic weights are assigned to alternatives as in the hypo-
thetical cases, the sample's disgfibution of preference rules can be
said to be less extreme than p/d3 max. (.5) and p/d2 max. (.5), but
only marginally wider than p/d2 max. with d's exponent normally
distributed with a variance of 1. If, however, larger-appearing
alternatives are more heavily weighted, the real sample's distribution
of preference rules may exceed both the above distributions. If the
real sample assigns less weight to larger;appearing alternativeé than
in equation 4.1, then the distribution of rules may be less than the
distributions in the two probabilistic sets.

Since none of the hypothetical sets have very different preference

rules, the real sample's 2.38% intransitivitylsuggests that it contains

similar rather than identical preference structures. A test of how
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similar these structures are, is described in Chapter 5.

The second conclusion of major significapce is that such a high
degree of consistency means that no major explanatory variable has
been omitted from the model, and that the two attributes chosen to
define location types (and/or their correlates) are the major
variables explaining consumer urban choice. As discussed earlier
. (p.84 ), one possible interpretation if more than a few intransitivities
were obtained, would be that an attribute with significant bearing on
consumer preference had been omitted from the model. In order to
corroborate this reasoning the effect of omitting a significant attribute
from a preference model was calculated experimentally. A preference
model is formulated with 25 location types defined in terms of distance
only, namely two-mile categories between 0 and 51 miles. However, house-
holds are assigned a préference rule maximising p/d (see Figure 4.3b).
The hypothetical data set is generated in the same manner as the others,
but although spatial choices are determined by the p/d function to be
maximised, they are described only in terms of the distance location
types chosen. A test of transitivity revealé 760 intransitivities
(32.73%) in 2322 triplets, and since no intransitivity can be attributed.
to differing preference within this hypothetical sample, the number of
intransitivities might normally be higher in a heterogeneous group.
The vast difference in intfansitivity between this sample with a major
preference criterion missing and the real sample (2.38% intransitive)
is powerful evidence that no major preference criterion has been omitted
from the model. In addition, the relative similarity invintransitivity

percentages for the real sample, and for hypothetical samples known to
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obey preference rules based on the same attributes as define location
types, tend to further strengthen this evidence. This would tend to
rekute the need for a complex model involving more preference criteria,
for all but the most detailed central place analyses.

A further conclusion regarding the location types is that the high
degree of consistency indicates they are significantly different in
terms of their preference distances. David (1963, p. 21) puts it thus:

if there is no difference between the objects

the [ judges] cannot reasonably be expected to

be consistent, while it is easy for [them] to

be consistent if the differences are great.
Clearly, differences are sufficient for a high degree of consistency to
be- found, but are not so vas£ that in evefy paired comparison there
is perfect agreement as to which location type is'preferrable.

In addition to the inferences drawn above; proof of an ordinal
preference scale also has an implication for future data céllection.
Knowing the general order of preference, future samples should be biassed
téwar@s choices between location types close together in the ordering,
where present sampling error still casts doubt on the exact ordering.
Consequently, samples should avoid trivial choice situations where one
location type is so very much higher on the ordering than the others
available thsérthe former's ordinal position relative to the others
is almost certainly unaffected by sampling error.

One other.measure of orderliness in preference sheds light on the
extent of agreement in preferences. The coefficient of agreement as
formulated by Kendall(1955, pp. 148-149) is based on the proportion of

all paired comparisons which are the same. The expression is as

follows:
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22(}) .o
- 1 (4.2)
z (2) '

where y = the number of similar choices in the same pair,
m = the number of times a pair is compared, and
¥ = is the sum over all off-diagonal cells in the triangular

paired comparison matrix.
If vy equals m in all cells, there is 1007 agreement between households
in every paired comparison and the coefficient equals one. If Y equals
%-in every cell, there is maximum disagreement (i.e., 50%) in all
paired comparisoné and the coefficient equalé zero. The coefficient
for the total sample is .74 indicating 87% agreement. However, the
coefficient varies according to the preference similarity of alternatives,
with disagreement more likely between preferences for similar things.
Hence the value is scale dependent, in that a grosser location type
scalé wquld result in a higher coefficient and a finer scale in a lower
coefficieﬁt. Thus the figure .74 has limited interpretability unless
compared with other coefficients derived at the same scale and from
households with the same spatial alternatives. Using the artificial
data, such a ;égﬁarison is possible since the scale is the same and
the hypothetical behavior is based on the same household and town
locations. The results are shown in Table 4.5. Clearly the sample is
considerably more in agreement than any of the two probabilistic sets
and less in agreement than all but one of the deterministic sets.
Since this result is similar to the findings regarding the real sample's
transitivity relative to the hypothetical samples, similar conclusions

can be drawn regarding the sample's distribution of preference structures.
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Derivation of the Ordinal Preference Scale

For the test of tranmsitivity it is necessary to use only independent
paired comparisons. However, given the proof of transitivity, the same
restriction is unnecessary in deriving the form of the location type
ranking. Essentially a preference ranking of two things, say A and.B,
is simply a statement of which is more often chosen when both are
available, and it is immaterial whether or not such information is
obtained from the same choices that indicate whether A is preferred to C.
Therefore the ranking of the 27 location types is derived using all
implicit paired qomparisoné contained in households' choices.

.The methoq of obtaining the most appropriate ranking is more
straightforward in the case whére no data are missing from the preference
matrix. Therefore, this method is described as a prelude to explaining
the choice between alternative ﬁethods if data are missing. Without
miésing data, a matrix of the type in Table 4.3 is rewritten as a

rectangular matrix such that ﬁij =1-p i for all i and j. Rows and

3
columns can be rearranged such that the first row has most p values
greater than .5. All other rows and columns can be similarly rearranged
so that location types are ranked in order of preference from top to
bottom and left to right in the matrix (see Table 4.6). This provides
the ranking most in accord with the preference probabilities. Also the
number of intransitivities in the matrix can be easily computed without

comparing the probabilities in all triplets. Kendall (1955, p. 148)

provides the formula for computing d, the number of intransitivities:

d =.l;-n(n -1)@2n - 1) - 1 § a.? (4.3)
12 besy ® ; )



" Table 4.6

Proportionate Preference of Total'Sample for Towns in Row Location Types over Towns

"Location Types Ranked in Order of Preference

from Top to Bottom and Left to Right

in Column Location Types
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where aj = the number of ﬁﬁvalues in row j greater than .5.
Wheré the matrix is complete, the number calculated by the formula
equals the actual number of intransitivities. However, where data
are missing, the number calculated can exceed the actual number, and
unlike the éase without missing data, the number is not invariant
over permutations of rows and columns (Coombs, 1964, p. 358). Thus
the most appropriate ranking with missing data is that which minimises
the number of intransitivities calculated by Kendall's formula.®

Four ranking algorithms were tested on sample preference matrices with
missing data. The followiﬁg are the criteria for ranking location
type'i:

. ] g

%)
= H

5 ,
(2) jZl(pij x nij)’

o2
g

(o, &8 énd
=1

(4) compare ﬁij and ﬁkj’ j =1, 27, and rank location
~—_ _type i higher than k if ﬁij > ﬁkj more often than

pkj > pij'
Comparison of the results obtained using the four alternative algorithms

show the first criterion to produce consistently fewer intransitivities

Since Kendall's formula can only be used in a complete matrix, blank
cells above the diagonal of the matrix are assumed to have values
greater than .5 and those below to have values less than .5. Values
on the diagonal itself are ignored in the calculation, since they
represent paired comparisons of location types with themselves.
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than any other method.

To avoid assigning too low a rank to location types with missing

27
data cells, and whose jzlpij
algorithm, in comparing each pair of location types, sums only those

is therefore decreased, the ranking

- ﬁij and ﬁkj where information is available for both. The rectangular
ordered preference matrix obtained using this ranking procedure upon
the initial preference matrix, is shown in Table 4.6. The ranking of
location types according to their a; score (sée Table 4.6) is shown
in Figure 4.4. The trade-off between the utilities of accessibility
and population is clear from the ranking. However, other implications
of the ranking are more appropriately discussed after the test for

a cardinal preference scale is described.

Consumer Preference Functions-Appropriate for Testing Central Place Theory

Before testing for cardinal properties in the preference structure,
it is worthwhile considering what type of consumer preference postulate
ﬁould be mos£ useful to theoretical central place analysis and to compare
an ordinal preference rule with this i&eal.

The basic hypothesis of Central Place Theory is that the number,
size ané\sﬁacing of central places on a demand surface is such that the
central place system comes as close as possible to maximising people's
spatial preference functions, within the threshold constraints imposed
by the suppliers' profit goal. In a market economy, such a system is
arrived at by each centre competing freely with every other in an attempt
to maximise its share of the market, within the constraint imposed by

the form of the consumer's spatial preference function. The ultimate

pattern presumably reflects an equilibrium adjustment, or an approximation
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Figure 4.4

The Sample's Preference Ranking of Location Types
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thereof, of spatial supply to demand. To have a testable model of
this situation, one prerequisite is that for any arrangement of
central places it should be possible to compute for each point on

the demand surface the probability of a household or households at
that point interacting with each competing central place in the
system. Only by this means, is it possible to compute the most
probable income of each supplier and hence the viability of each
central place, as well as compute the total income of suppliers

which is maximised in an optimal system. Thus for example, in the
situation illustrated in Figure 4.5, it should bé possible to compute
what proportion of expenditures by consumers at I can be expected to
be allocated to each of the three centres and to any other competitive
;en;res not shown. However, an ordinal preference function, which is
necessarily deterministic, can only predict that all expenditures from
one ﬁlacevwill go to the same place, despite the indications that
urban spatial preference is probabilistic rather than deterministic.10
But as the data indicate (Table 4.1) many households patronise more
than ;ne place fof a given good, and though similarly located with
respect to a set of glternatives, households frequently allocate
differing proportions of their expenditure terach centre. But the

present ordinal preference model can only predict that all households

at the same point allocate all of their expenditures to the same centre.

10Only for the rare cases where only two places are at all likely to

obtain a consumer's patrenage, do we have the information to compute
his probable allocation to each place, in the form of pairwise prefer-
ence probabilities.
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Figure 4.5

A Hypothetical Spatialhchbice Situation

In terms of deducing a realistic central place system, ordinal
preference postulates may well produce spurious results. For example,
bconsider the town A in Figuré 4.5 in competition with other towns,

B and C, for the patronage of consumers in the area. Now if A belongs
to some location types which are only marginally preferred to some of
those to which B and C belong, and if A also belongs to other location
types which are almost invariably preferred by location types to which
‘B.and C belong, then it is quite possible that A may not be a viable
centre; However, an ordinal preference rule which says nothing about.
the keenness of competition indicated by preference probabilities
would suggest A was just about as often preferred to B and C, as they
were to A. éaﬁsequently, the ordinal preference rule would give A a
much better chance of remaining in the system than the more realistic
probabilistic rule. However, the problem is that to predict the pro-
bability of one alternative being chosen from more than two alternatives,
given only pairwise probabilitieé, requires proof that a ratio scale

11
of preference exists.

|
The justification of this assertion is provided in the next section.
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Order in the Preference Structure - the Test for a Ratio Preference Scale

Proof of the existence of a ratio scale of preference depends
on proof that preference probabilities conform to two assumptions of
.conditional probability. The first is that the probability of an
event, in this case, the choice of one location type from a set, is
constaqt between#trials, and the second is that trials, in this case,
paired comparisons, are independent. If pairwise preference probabilities
meet these conditions, then it is valid to use these probabilities to
calculate conditional probabilities of the form P{xlT}, defining the
probability of location type x being chosen from all location types.
It is these latter probabilities which can be used to define ratio
scale values for location types, representing their amount of "pre-
ferredness" or utilit&. '

The second of the two assumptions is readily satisfied by meeting
the same requirement for independence between paired comparisons as
was specified for the transitivity test (see page 86 for details).

The empirical validity of the constant probability assumption, however,
"is less readily verified but can be checked indirectly by . testing
whether a consequence of the assumptions is valid. Luce (1959) has
shown that a consequence of the assumptions in conditional probability
is that one pairwise preference probability can be estimated from two
others. Since this calculated value can be compared with an observed
one, a test is provided of.the empirical validity of using conditional
probability and its assumptions to describe preference. It is the

result of this test, therefore, which provides information on whether
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a ratio scale of preference exists. Details of the test are shown
below.
The method of calculating one pairwise probability from two

others is based on the definition of conditional probability:
P{x|R} = P{xaR}|P(R}) . C(b4.4)

where P(x|R) is the conditional probability of event x, given event
R. In terms of choice, this defines the probability of choosing
‘1ocation type x, given that a type from set R is chosen. However,
in a choice situation, x is defined as contained in R, i.e.,x is one
of two or more alternatives in set R; and therefore (4.4) can be

rewritten as: : 7
P(x|R} = P(x]}|P(R} T : (4.5)

since P(x} = P{xn R} where xcR.

Cross-multiplying (4.5) gives:
P(x} = P(x|R}. P(R)} : : (4.6)

If R is a set containing only the pair of alternatives x and y, (4.6)

can be rewritten as:
P(x) = P(x|xvy}. P(xvy] : (4.7)
Likewise Py} = P(y|xv y}. P{xv.y} = [1-P[x|xuy]] « P(xvy} (4.8)

since P(x[xvy)} + P(y[xuvy} = L.

- P{x] _ P(x[xvy]
P(y) 1-P(x[xvy)

(4.9)
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Similarly, P(y}] _ Plylyvz) (4.10)
Pz ) 1-P{y|y vz)

and P(x}) P{xlx\:é! (4.11)

P{z} L-P{x|xv z}

(4.11) can be rewritten thus:

i Pix|xv = L BiE < Py (4.12)
1-P[xlx~:z} P(y} Pz}

Substituting the right-hand sides of (4.9) and (4.10) in (4.12) gives:

Pixlxuz! % P!xlxuy! P!y'yuz!’ (4.13)

1-P(x|xv z) 1-P(x|xvy}) ~ 1-P(y|yvz)
Defining this ratio as r:
P(x|xvz) = r/(l4r) (4.14)

Since r is computed using only the two probabilities P{x[x«:y} and

. P{y[y\:z}; one pairwise conditional probability has been calculated
from two others. The test of the validity of this operation on pre-
ference probabilities is whether the independently observed sample
valﬁéxof P{xlxg z} is not significantly different from this theoretical
value. If it is not, tﬁen the constaﬁt probability assumption can be
considered valid.

Letting pyi = P{i[it:k}, the theoretical value of p;) can be

calculated as a function of Pij and P k> and compared to the independently

observed sample value sik'

Specifically, the hypotheses tested are:
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Ho ¢ Pypn ™ Pypp
B8

L Paer 7 Pk

where p is the observed probability of i being chosen over k,
: 1

kl
when one is chosen. The estimate of this (Sikl) is based on the
numbe{ of times type i ié chosen (xikl) in n paired comparisons of

i and k, i.e.,ﬁik1 = xikllnikl. Pikz is the theoretical probability
of the same event, based on the two probabilities P . and pjk of which
1]

A A
h timat ., and .
we have estimates pij n pjk

A Z test is used to compare the two.sample proportions, for all
cases where the sampling distribution of the binomial random variables
is approximately norm&l, i.e. whenever a proportion is based on a sample
size > 30 and np and n(l-p) > 5. ﬁowever, little efficiency in the
~ test is lost‘by relaxing sample size conditions to those for the XZ
test. Thus, all cases are tested where the sum of the sample size for
the observed proportion and the smaller of the two fpr the computed
proportion is greater than or equal to 20, and np and n(l-p) > 5 forv
all three proportions. | |

The usual Z statistic used in comparing two sample proportions

takes the form:

A A

o SEkT - Rk ’ 4.15)
ﬁ(l-p) + p(1-p) s
nl nz :

where p, the pooled estimate of both sample proportions is defined

)
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as (xikl + xikZ)/(nikl + nikz)' However, élnce Py IS computed

from two other proportions, the basic Z statistic requires some

and nikz

12

modification. In particular x, are undefined, so that a

ik2
pooled estimate, p, cannot be defined. Also, in calculating the

A A
variance terms in the denominator for p_kl and P‘kz’ the latter's
i i

" ’ : ; A A
variance is some function of the variances of p ., and p'k' To allow
1] ]

for this, (4.15) is rewritten as:

Z = (4.16)

Py q(1-P.. )
_ikl: ikl 4 yay (ﬁ.kz)
njk1 ' .

where a close approximation to Var(ﬁikz) is given by:

A A A A A A A A
ke 1-p = o I
pij( pij), pjk( pjk) PR ka( ka) ot ﬁ'kz pij( P
: i ; k3 n, J
var (piy,) = o "k jk i3
' 2
CA+2B.P Pl
P15 ik T Pij ka) (4.17)

Using the above statistic, the results in the twelve cases satisfying

the sampling &Onstraints are shown in Table 4.7. Witha = .1 and

12The effect of using two variance terms not based on the pooled

estimate, p, is to reduce the value of the denominator in (4.15)

when njy] and njyo are similar and therefore increase the Z statistic
. and with it, the likelihood of rejecting the null hypothesis. If njyj

and njio are different, the absence of a pooled estimate is as

likely to decrease as increase the denominator and therefore cannot

be thought of as increasing the likelihood of accepting the null

hypothesis. '
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confidence limits of -1.64 <zX< 1;64 all tests accept the null
hypothesis.

The implication of this result is that the method used to compute
one probability from two others is valid in the context of preference,
as ére the assumptions on which the method is based. 1In particular,
the assumption of the constant probability of an event is verified.
This means that the probability of choosing one location type over
another is invariant under changes in the other alternatives available,
which changes are not uncommon in the data analysed. This in itself
is_suggestive of a ratio scale of preference on which the relative
distances between location types are invariant. But the most important
point to note is that all probabilities are implied to be constant,
including p {x[T] for.all xc T. If so, each location type x can be
assigned a unique score, v(x), equal to kp[xIT}, where k is any
‘ constant. Since p(xlT] has a range of 0 to 1, any multiplication by
k\lea§és the origin unchanged at 0 and simply "stretches'" the scale
uniformly without altering the relative v scores of location types.

This is the definition of a ratio scale.

Returniﬂéito the fact that only 12 cases were tested, since the
10 location types involved are spread over a considerable range of
the scale, this is considered sufficient to infer that the entire scale
has ratio properties. The only parts of the scale not represented
by the 10 iocation types (2, 4, 5, 6, 9, 10, 13, 14, 19, 22) are the
upper and lower extremes, whefe location types are either too in-

frequently compared to others to meet the sample size requirements
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° TABLE 4.7
Results of Ratio-Scale Test on Real Sample
Loc&tion types

2 ﬁikl(observed) Sikz(estimated) i k j Do nij njk
-.750 467 . 600 10 |2 5 15 | 70| 36
1o .526 .727 .805 4% |2 5 22 | 67| 50
-.687 .758 .876 1% |2 |10 33 | 30| 29
1.053 476 .318 9 |4 5 21 | 120 | 41
048 .565 oosss o |13 s | s | 23 |10s]| st
291 .629 .582 13 | 4 9 35 | 39| 34
-.967 179 .281 T S R 28 | 70 | 28
-.001 .200 5 el e N B 35 | 43| 32
.829 471 331 10 |5 6 17 | 16| 49
.990 .832 659 13 |5 9 95 | 16 |123
-.980 488 .627 W e s ] 35)|a
-.954 .438 .678 2% 1 5 9 16 | 10 |121

NG

of the test, or are so frequently preferred to or by other alternatives

that np and n(l-p) < 5. Thus, the absence of z tests for such location

types is the effect of sampling constraints rather than evidence that
the preference scale has interval properties over only part of its

range.

Inferences from an Aggregate Ratio Preference Scale

In order to ascertain the significance of the inference made
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from the z test results, the test was run on the same hypothetical
samples as were tested earlier for transitivity. Details of the
results are given in Table 4.5. |
The very small number of tests in all but the two probabilistic
sets'makes inference tenuous. However, it appears that in general
the narrower the  distribution of preference rules in a sample set,
the lower is the percentage of sfatistically significant differences.
Thus, the likelihood of an aggregate ratio scale of preference would
seem to be a function of the homogeneity of the preferenée rules
contained in a sample. Also, the likelihood of a ratio scale would
hot appear to be gréater if individuals' preference rules are
probabilistic rather than deterministic.
The fact that several deterministic preference scales apparently
have ratio properties.is highly critical and seems most likely to be
~a function of the scale of the analysis. In Figure 4.6 two indifference
cﬁrve; describe the general shape of a deterministic preference rule
as it refers to the three location types A, B and C. Now, whilst an

alternative is invariably preferred to all others lower than it on

the indifféréﬁée surface, it is clear that no location type can be
invariably preferred to another since each contains alternatives

which are both lower and higher on the surface than alternatives in
any other location type. In fact, the average proportion of times A

is preferred to B can be obtained by comparing the relative proportions
of each location type lying above and below the same indifference

curve. This assumes a uniform distribution of alternatives in each
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location type. But, evenqif this assumption is not met, the same
conclusion can be drawn provided the distribution of alternatives in
A, for example, is the same when compared to B as when compared to C.
Thus, the probability of A being preferred to B (pAB) is <53 Pac =>.875;
and pBC = ,875. Without troubling to use Luce's formulation, it is
~ clear one probability can be computed from the other two. For, if
there is indifference between A and B then on a ratio scale A should
be preferred to C by the same amount as B is preferred to C. Thus,
proof of ratio properties-in the aggregate preference scale does not
necessarily indicate that individual preference scales have ratio

properties.

Nevertheless, proof of an aggregate ratio scale does have utility

on other levels. One advantage is that knowledge that a ratio scale
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exists is sufficient to c;1cu1ate the ratio scores of all location
types, and hence all n(n-1)/2 paired comparison proportions, from a
minimum of n-1 proportions. In the present analysis this is not done
due to the 'considerable sampling error in many proportions. Also,
the large number of proportions available in this study permits a more
reliable interval scale to be calculated using a multidimensional
scaling algorithm described later in the chapter. However in future
studies, by concentrated sampling on only nearby location types on
a preference scale, large samples would enable all location types'

ratio scores to be calculated using the formula:

v(x) = Y(Z) Pixjxvy) (4.18)
1-P{x[xu v}
given that an initial arbitrary value was assigned to one location
type from the entire set.

The effort saved in not'sampling all n(n-1)/2 paired choice
- situations, most of which contain redundant information, could be
used in more intensive sampling of the few paired choice situations
required. The saving could also be used to reduce the range of
population/distance combinations covered by each location type, thus
reducing the effect of aggregation.

In addition, a ratio scale is more useful in testing central
place hypotheses than an ordinal one, if, as the data indicate, house-
holds patronise more than one centre. An ordinal scale can only pre-
dict a household to patronise one place. But with a ratio scale, the

household's probability of patronising any one alternative in a set
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can be estimated using only the original pairwise probabilities.

Luce (1959) provides the equation:

_ Ply|x vy}
P{x|S} = l/yé'.s 'P—E‘-}n—y-r (4.19)

where S is any subset of location types in the total set T.
Consequently, it is possible to specify what proportion of
expenditure on a given commodity each town in a system can expect to
obtain from each point in the area served by the system. The probable
gross retail income of a town for that good can then be calculated
using these propértions together with information on the number of
people at each point and per capita expenditure on that good. The
repetition of this calculation for different goods and services
having different space preference functions would indicate the probable
.ecbnomic support of any town in terms of retail trade. Thus, one
vélue:df knowing ratio space preference functions for different
commodities is that it is then possible to test the extent to which

a spatial supply system is adjusted to spatial demand.

Hence, ifiespective of whether individual preference is prob-
abilistic or deterministic, proof of an aggregate ratio preference
scale enables prediétions of multiple choice behavior, which are
impossible with only ordinal information.

Further value in a ratio scale is to be seen in (4.19), for it
implies that the probability of choosing one type from a subset of

alternatives never observed, can be predicted from the appropriate
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pairwisé probabilities.r\ln other Qords, the probabilit& of certain
unobserved events is predictable.

Finally, the assignment of ratio scores to location types, which

represent’ combinations of town population and town distance, enables
the weightings on P and d referred to in (1,1 ) to be calculated.
In fact, only interval scores are necessary to compute such weightings,
and therefore for reasons stated above, a multidimensional scaling method
is used as described in the next section, to compute these interval

scores.

Derivation of an Interval Preference Scale

Given thatban interval'preference scale can be derived from the
observed pairwise proportions, the shape of such a scale should
provide interesting information about the exact nature of the trade-
off between town population and distance. For the same reason as in
deriving fhe ordinal scale; it is unnecessary to use only independent
paired comparisons in deriving the interval scale (see page 96 ).

The problem is to derive a one-dimensional configuration of points

S,

representing location types, such that the distances between points
on the scale (s) are a function of the preference dissimilarities

A
. Now, since each |d|

between location types as given by |d| = |p-0.5

is merely as estimate of the true [dl, a perfect linear relationship

between the lgl values and the scale distances (s) cannot be expected.
However, there is a method of obtaihing an interval scale arrange-

ment of points with as much accuracy as possible, given the inexact
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nature of the data. The method, kpown as Guttman-Lingoes Smallest
Space Analysis (SSA-I)16, is one of many scaling techniques devised

~ to construct metric scales from non-metric data.17 'Wﬁilst the data

in this analysis have been shown to have metric properties, the method
is equally applicable to metric as to the non-metric data for which

is devised. The basic input to the model is a matrix of dis-
similérity coefficients which are assumed to indicate only the order
of dissimilarity. The algorithm determines a Euclidean configuration
of points, in this case location types, in which the distance (s)
between each pair of points has the same rank o;der amongst the inter-

A
point distances, as has that pair's dissimilarity measure (|d|) amongst

the inter-point dissimilarities. In other words the algorithm seeks

. that configuration of points such that the inter-point distances, s,
A
are some monotonic function of the |d| coefficients.
In fact, the method seeks that configuration, which, for the

smallest possible sacrifice of monotonicity, requires the fewest

6petails of this scaling method are provided in Guttman (1968), Lingoes

(1965, 1966a, 1966b), Lingoes and Roskam (1970) and Roskam and Lingoes
(1970). A more verbal and readable explanation of a similar multi-
dimensional scaling algorithm is given in Kruskal (1964a and b). A
general discussion of multidimensional scaling methods, of which SSA-I
is but one example, is to be found in Coombs (1964, Chapter 7) and
Torgerson (1958, Chapter 11).

17Metric data are used here to mean data with interval or ratio scale
properties, which give information about how much larger is the
distance separating one pair of objects compared to another. By
contrast, the strongest nonmetric information obtainable about inter-
point separations is which one is the larger. The reason for using a
method which requires only nonmetric information to derive a metric
scale is provided later in.the chapter. :
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dimensions to locate the points. Obviously, with absolutely no
sacrifice of monotonicity it is always possible to represent n points

in n-1 dimensions. However, the object of SSA as with all multi-
‘dimensional routines including factor analysis, is to achieve parsimony
in the number of dimensions depicting stimulus and/or subject separations,
whilst violating as few as possible of the original coefficients of
dissimilarity. Given a parsimonious solution, the test of the veracity
of the configuration which is continually applied within the algorithm,
is how '"closely" the rank order of the initial coefficients can be
replicated by the derived scaling of objects. 1In the case of SSA

the closest replication possible is, of éourse, if the derived scalar
distances are some monotonic function of the dissimilarities, 3

The reason for not seeking a perfect metric relationship in which

distances and dissimilaritieé are related by some fixed formula, as

in routines such as metric factbr analysis, is that the initial data,

if nonmetric, do - not justify such an assumption. Also, if nonmetric
constraints are imposed in sufficient nuﬁber, in the form of an ordering
~of inter-object dissimilarities for many pairs, it can be shown that

the nonmetric constraints begin to act like metric ones. Now, if

only the rank order of a set of points is known, an ordering of inter-
point dissimilarities is possible for only a limited number of pairs.

In fact, if A and B are any two points with A lying to the 1ef£ of B

on an ordinal scale, then only for those other pairs of points where

one lies to the left of A and the other to the right of B, is it possible
to say such pairs have a greater interpoint distance than A and B. With

only that limited information, the points on the scale can be moved about
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quite extensively without violating the inequalities (i.e., without inter-
changing any two points in the original ranking). However as'Shepard

(1966,vp. 288) indicates:

as these same points are forced to satisfy more
and more inequalities [i.e., statements of which
of two pairs of points are more distant] on the
interpoint distances ... the spacing tightens

up until any but very small perturbations of

the points will usually violate one or more of
the inequalities.

He goes on to describe the results of a test Ey Abelson and Tukey (1959,
1963) which indicate how tightly constrained is the metric solution for a
set of interpoint inequalities (nonmetric data) as the number of inequal-
ities increases. Essentially they ask what is the smallest possible
product-moment correlation between the coordinates which produce a given
set of inequalities and the metric coordinate solution derived using
these inequalities, which can be achieved without.violating monotonicity
between the two sets of inequalities.. In other words, how big a difference
between the given and the computed configuration of points is possible,
whilst still satisfying the basic monotonicity.constraint? Shepard (1966,
pp. 288-289) describes the results for the.Case of four points on a
one-dimensional scale:

they found that, if only the rank order of the
points themselves is known (the ordinal scale),
the squared maximin correlation, r2, is already
.65. If, in addition, the rank order of the-
distances between adjacent points is known (an
ordered metric scale), r2 increases to between
.67 and .94 (depending upon the particular
ordering given). Finally, if the complete
ordering of all interpoint distances is known

(a higher ordered metric scale), r? increases
still further to between .91 and .97 (depending,
again, on the particular ordering). For many
practical purposes, then, a knowledge of the rank
order of the interpoint distances may become almost
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as good as a knowledge of the actual distances
themselves.

For the above reasons therefore, it seems unnecessary in this analysis
' A
to make strong metric assumptions, particularly since each [d| co-
efficient is not invariant under changes in sample size.
There are several multi-dimensional scaling algorithms with the
general characteristics described, which have been developed in the
past decade, particularly Shepard's work on the analysis of proximities
(Shepard, 1962a, 1962b), Kruskal's MDSCAL (Kruskal, 1964a, 1964b), McGee's
HYBRID (McGee, 1966), Young and Torgerson's TORSCA (Young and Torgerson,
1967), Guttman and Lingoes' G-L-SSA-I (Guttman, 1968; Lingoes, 1965, 1966a),
and Guttman, Lingoes and Roskam's MINISSA-I (Roskam and Lingoes, 1970).
The method used in this analysis is Guttman and Lingoes' Smallest Space
Analysis (G-L-SSA-I). It is the most recent working program in the
Guttman-Lingoes series for handling the off-diagonal elements of a
square, symmetric matrix of coefficients and incorporates recent changes
designed to improve the algorithm's ability to minimize loss of perfect
monotonicity. In fact it is "equivalent to [the not yet operational]
MINISSA-I" (Lingoes, 1970), which Roskam and Lingoes (1970) describe as
\ -
being: ———
Based on extensive empirical studies (Lingoes
and Roskam, 1970) of the nonmetric algorithms
advanced by Kruskal [Kruskal, 1964a, 1964b],
on the one hand, and by Guttman and Lingoes
[Guttman, 1968; Lingoes, 1965, 1966], on the
other, [and as being] an integrated program
containing the best features of both
approaches (Roskam, 1969).
Empirical comparisons by the author indicated that G-L-SSA-I is more

able to closely approximate perfect monotonicity than MDSCAL, and is there-

fore a preferable method. No direct comparison has been made between
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G-L-SSA-I, TORSCA, HYBRID, and Shepard's method. However, Young and

Appelbaum (1968, .pp. 22-23) suggest:

It is probable, although no proof exists that the
methods of Lingoes and Torgerson will have less
local minima problems [i.e., problems of finding
apparently optimal solutions in terms of minimising
deviation from perfect monotonicity, when a better
solution may exist] than the other methods
[Shepard's, Kruskal's and McGee] since the initial
configuration is biased in such a way as to be
closer to the overall minimum [deviation from

4 perfect monotonicity].

The reason for using G-L-SSA-I rather than TORSCA is that the former is
shbject to continual revision and improvement, and whilst this is no assur-
ance of its superiority, it would seem to be an advantage. Certainly its
authors claim the "virtual eliminati;n of local minimum traps (which
are far more frequent than one would suppose without suitable counter-
measures)' (Roskam and Lingoes (1970)).

ﬁefore describing the scale derived using G-L-SSA-I, the method's
‘goodness-of-fit function is described, which indicates how closely the

derived distances between points are a monotonic function of the dis-

similarities data. The coefficient of alienation is:

.

7 2 T 2
o jzi(sij = sij) f 2 jzisij

(4.20)
where sij = the distance between points i and j as computed by the
algorithm, and
s' = the s value with the same rank as ldij' has in the total
ranking of |d|'s (Guttman's rank-images).

The equation is simply half the normalized sum of squared deviationms
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of sij's from the ideal. 1Its minimum is O when perfect monotonicity is

achieved, and its maximum is 1 when the function can be no less monotonic.

The preference scores of location types, obtained from a one-

dimensional scaling of the total sample's matrix of dissimilarity co-

efficients, are shown in Figure 4.7.18’19 An interval preference

18

The |d| matrix is derived from the P matrix shown in Table 4.3 with two
modifications. The first entails estimating [dl for each cell which
had no information, using Luce's product rule (equation 4.13), since the
SSA-I routine required a value in every cell. The second modification
requires the removal from the analysis of all location types whose

|d| coefficients are invariant over all 26 paired comparisons. Leaving
such location types in the ana1y51s results in a degenerate solution.
That is, if one location type's ]d[ coefficients invariably equal

0.5, the routine gives a solution where all other location types
converge to almost the same point at one end of the scale, and the
remaining lgcation type locates at the other extreme. The only
invariant [dl throughout the study is .5 where one location type is
always or never preferred to all others for this sample. Thus it

is impossible to scale such a location type metrically, except to

say that it must be sufficiently far to the left or right of the
location types on the scale to be invariably preferred to or by them.

s L
The coefficient of alienation in the scaling solution is 0.25, which
-in effect means there is a 257 discrepancy from perfect monotonicity.

Considering the varying precision of the dissimilarity estimates, it

" might be reasonable to attribute some of this coefficient to sampling

error. There is, however, no rigorous method of testing this hypo-
thesis. Nevertheless, some indication of the effect of sampling

error on the value of the phi coefficient is provided by an experiment
by Sherman and Young (1968). Using a two-dimensional set of points in
Euclidean space, they randomly perturbed their positions according to
a given normal probability distribution and derived a set of inter-
point distances from the relocated points. Using TORSCA they then
attempted to scale the points in two dimensions and obtained a
coefficient of deviation from perfect monotonicity - in this case
Kruskal's stress coefficient, which is very similar to the phi
coefficient (Kruskal's stress coefficient for the SSA-I analysis of
the total sample is .22). The proportion of error introduced into the
configuration was defined as ¢ = x.y, where y is the standard deviation

. of the configuration, and x is a constant of proportionality. Four

different values of x were chosen, .0, .1, .2, and .5. For 30 points,
the stress coefficients corresponding to the above amounts of error
are .002, .049, .099 and .221. For 15 points the values were .003,
.031, .074 and .173. Thus a considerable amount of the stress value
in this analysis might be attributable to sample error.
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FIGURE 4.7

Location Types' Interval Preference Scores
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Location types 12, 16, 19, 20 and 24 are not scaled using G-L-SSA-I since
all are either invariably preferred to or by all other location types with
which. they. are:compared. Specifically 19 is invariably preferred by all
others, the rest are invariably preferred to all others with which they .

are compared.
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surface is also shown. It is based on linear interpolation of curves
on the x axis between the values assigned to the centre of gravity

20 Since the y axis is logarithmic the

of each location type.
sinuésity of the surface is exaggerated. The trade-off between the
utilities of town size and distapce is clear. 6ne significant devia-
tion, however, is the bending back bf the highest preference curve.
This reinforces the pattern noted in indifference curve analyses of
the'same data (Rushton, 1966; Ewing, 1968). It indicate; that large
nearby towns, i.e., towns greater than 25,000, are less attractive
than only fractionally nearer mediuﬁ;sized towns‘(10,000 - 25,000).
The implication seems to be that at small distances large towns with
associated traffic congestion problems have their size advantage over
medium-sized towns negated by congestibn. That is, the larger towns
.bgéomg effectively more distant in terms of time than medium-sized
towns at a similar physical distance.

The initial hypothesis of this study is that the utility of a

central place for shopping is a trade-off function of its size and

distance and/or their correlates. Given the interval preference or
utility scores and the mean p and d values of each location type as
defined by the centre of gravity, it is possible to solve for the

functional relationship, u = f(p,d), where u is a utility score.

20Since each location type has a whole range of p and d values, it is

necessary to obtain some single p and d value for each location type,
which can be regarded as "most representative'" of that type. This is
calculated to be the centre of gravity of all alternatives (each with
its associated p and d values) available in that location type to any
sample member.
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The trade-off function is most readily computed with a gravity model

of the form:

P B .
ugs -1, ' (4.21)
do
: 13
where uij = the cardinal utility of alternative j to a consumer at i,
pj = the population of alternative j,
dij = the distance from i to j, and
o and B = empirically derived constants.

Eqﬁation 4.21 can be rewritten in its logarithmic form as

log uij = Blog pj - alog dij' (4.22)

The equation now has the form of a regression equation and can be solved
for the two unknowns, o and B, to determine the average trade-off between
population and distance, For the 22 location types scaled, the solution

is:
log u=1.93 + .52 log'p = 1.7 log d. (4.23)

Rewriting this in gravity model form gives

«52
ue 1.93x Bee

dl.7 (4.24)

However, since the unit of measurement of u is arbitrary, the constant,

. 1.93, can be deleted. Thus,

: : A (4.25)

The multiple correlation coefficient, r, is .756, and therefore the
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proportion of variance in log u explained by a linear regression on
log p and log d is given by the coefficient of multiple determination,
r2, as .579, or 57.9%.

The inference from (4.25) is that the utility of towns increases
as tﬁe square root of population, i.e., the marginal utility of town
population is decreasing. Also, the disutility of distance increases
as an exponent (l1.7) of distance which means the marginal disutility
of distance is an increasing function of distance.

Regarding the specific values of the exponents of p and d in
(4.25), a caution is appropriate. 1In geographical analyses employiné
gravity models, comparisons are sometimes made befween the exponents
obtained in different studies. The implication is that different
exponents indicate different spatial preferences. This would be
a fair inference if it could be shown that each preference surface
ﬁad constant slope, i.e., if each was a linear and not a curvilinear
" function of‘p and d. However, if as in this analysis, the surface
is curvilinear, comparison of the gravity equations is inappropriate.
Comparison is appropriate only if the ranges of spatial alternatives
for Qﬁich the two surfaces are derived, are the same. Otherwise, dif-
ferences in two equations' exponents may be simply the result of analysing
different, albeit overlapping, parts of the same curvilinear preference
surface. An example is provided when those location types with the
largest residuals are removed in the present analysis. Specifically,
on each of three successive regression analyses the Ioca;ion type in
the previous regression with the 1a;gest residual was removed. Thus,

the third regression analysis lacked not only the originally missing
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location types 12, 16, 19; 20 and 24, but also 3, 7 and 11. 1In
effect these three least preferfed location types of the 22 scaled
(see Figure 4.6) tehd to increase‘the negative sloﬁe of the surface
with respect to d and hence increase d's exponent. As a result of
their removal, the exponent drops from 1.7 to 0.85. Thus the shape
of the surface derived can be very dependent upﬁn the range of spatial
alternatives considered and differénces need not reflect preference
differences. The implication of the change in exponent for this
analysis is that utility declines less sharply at smalle; distances.
Also, the exclusion of more distant places results in a more linear
surface with d's exponent closer to.i, and also results in a higher
proportion of explained variation, namely 73.97%, compared to the
former 57.9%.
Summary

| ihe following are the major conclusions reached in this chapter.
Firstly, a high degree of consistency in households' preferences has
been shown. Comparison with the consistency found in hypothetical

roups' preferences indicates members of the real sample to have
group prel mp

considerable, but not overwhelming, similarity in preferences. Secondly,
it has been shown fairly conclusively that the model omits no major.
explanatory variable., Thirdly, a ratio preference scale has been

shown to exist at an aggregative scale. However, it is impossible to
determine whether this reflects the same characteristic in individual
preference scales. 1In the Conclusion, a method is discussed which

would test for this latter characteristic. Fourthly, the ratio
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preference scale has been shown to have more useful properties than

the ordinal scale, in terms of:
a) determining the specific weightings on p and d in preference
functions;
b) predicting multiple patronage; and

¢) predicting probabilities of choice from unobserved sets of
alternatives, from a minimum of (n-1) observed pairwise

probabilities.



Chapter 5 COMPARATIVE ANALYSIS OF SUBGROUPS' PREFERENCE STRUCTURES

In the previous chapter the implicit assumption was made that
variation in subjects' reactions to the same alternatives was attributable
solely to differences in the alternatives. Thus,the smaller the difference
between alternatives, the more likely are individuals to choose differently
between them. However, it is hypothesized that the probability of one
algernative being chosen over another is not only a function of their
differing amounts of attributes relevant to preference, but also of the
differing weights households may attach to the same attributes. The basic
goal of the analysis described in tsis chapter is to determine if house-
holds weight the same attributes differently, and if such differences in
weighting can be related to identifiable differences in household
characteristics or goals.

Methods of Grouping Households for Preference Comparison

In principle, there are two possible approaches to testing this
double-barrelled hypothesis. One is to divide the total sample into
subsets of households whose town choices and rejections indicate a
similafity in their preference rules. The validity of the grouping
could be tested by comparing the groups' preference matrices for
significant differencgé. If preference differences were determined, an
analysis of household characteristics in each gréup would determine
whe;her there was any relationship between the characteristics and their
preference rules. Unfortunately; this approach is infeasible in this
study, due to the inadequate amount of information about preference pro-

vided by any single household's choices and rejections of places to

127
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patronise. Thus many of the households could have their behavior
attr;buted to such a wide range of preference rules that few households
could be said definitely not to share the same preference rule. How-
ever, even ;f adequate data were available,a serious criticism of this
kind of approach might be that it is limited by the variety of preférence
rules which the analyst can conceive, and by his assumptions whether

. behavior is deterministic or probabilistic. Hence this approach is not
used.

The other approach is to divide the total sample into subsets of
households, where the groﬁps are univariately or multivariately defined
in térms of given amounts of a certain household characteristic. Thus,
for example, one suﬁset may conéist of all households in the sample ﬁith
no children, another of households with fewer than three children, and
a third consist of all other hoﬁseholds. The hypothesis can then be
tested whether households with different "amounts of some characteristic"
(to be ¢alled "variable scores'"), also have different preference rules. -

Most households are defined in terms of the variables ligted in
Table 5.1. Whilst it would be possible to group households into many
small gébups according to their variable scores, and thereby compare the
preferences of households with different and similar variable scores, the
resultant small sample size of each group would make preference comparison
almost impossible. There would be so many empty cells in the preference
matrix of one or both groups being .compared, that the test would be
inconclusive. Thué,the sample is normally divided into only two or three
groups, keeping sample sizes in the 100 to 300 range. Deta&ls of the

"wariable score'" definition of each group will be provided in the detailed
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description of the analysis.

Table 5.1

Socio-Economic Attributes, Their Watershed Values

and Associated Group Sample Sizes

129

Abbaibats Watershed Sample size
value Lower Upper
. group group

1. Number of persons in household 3 198 258
2. Number of persons 10 years old or

less 0 231 225
3. Number of persons between 10 and 20 0 240 216
4, Age of homemaker 43 230 226
5. Homemaker's number of years of

formal education 10 161 293
6. Age of farm operator 44 207 246
7. Farm operator's number of years of

" formal education 10 239 215

8. Number of persons working at off-

farm employment 0 261 195
9. Farm acreage 175 217 236
10. Number of years household operated

this farm 16 245 211
11. Number of years household lived in

this house 13 239 2317
12. Net farm income in dollars 2,300 177 219

Improved Estimates of Group Preference Structures

improved using Luce's method.

Having defined each group, the accuracy of p estimates can be

Using (4.13) and (4.14) for each
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observed Bik’ other estimates of the. same Py can be computed using

gij and.’ﬁjk values, where j refers to each other location type in

turn.1 Rather than average the estimates of each pik’ each estimate,
including the observed Sik’ is weighted by its sample size, so as to
avoid attributing too much significance to small sample estimates.
Also, since two p values are used to estimate Piy’ the smaller of

the two associatgd sample sizes is used as the weighting factor.

Thus,for all pairs of location types the recalculated value of $. is:

ik
= Pij Py Pij Py
p* =1{[ z( x o= / ( 1+ ))xMIN(n_ , n, )]
ik j#lk 'le pkj fji .ij ij ik

) + (5.1)

+ (ﬁi x a /I 2 ) MINag 4, n n. b

There are situations where one or both of the P's used to provide an
estimate of the third p equal 1 or 0, in which Luce's calculation is
impossible. 1In that case the product rule given in equation 4.13 will
contain a zero in the numerator or denominator of the right hand side and
so be insoluble. However, if i is invariably preferred to j in the

sample and j and k are indifferently preferred or j is preferred to k,

it is reasonable to conclude that i will be invariably preferred to k

also. In such cases an estimate of pjj, using ﬁij and ﬁjk’ is possible
without using the product rule, but without violating any of the principles
of Luce's method. If, however, i is invariably preferred to j in the
sample and k is preferred to j, it is impossible to estimate how much

i is preferred to k. For, where pj; 1 is the maximum possible preference
measurement, it is impossible to esglmate whether the distance separating

i and j is infinitely great, or just large enough to avoid a value of Pji
less than 1. Thus without a reliable estimate of the distance between
members of one pair, a reliable estimate of preferredness between members
of the third pair is impossible. Thus 51tuat10ns of the latter type are
disregarded in the calculation of pik using piJ and ka
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where ﬁ = the observed_sémple proportion of times one alternative is
preferred to another;
P* = the recomputed probability of one alterﬁative being preferred
to another; and
MIN(n ' ) = the minimum of the two sample sizes, Dy and njk.

13° %4k

An example of the resultant matrix of recomputed preference pro-
babilities for the total sample is shown in Table 5.2 for comparison
with Table 4.3. The number of cells with missing data is reduced from
38 to 10 as a result of using the method. Significantly,many of the
recomputed values are closer to .5 than the initially observed values.

In fact,a comparison of the matrices in Tables 4.3 and 5.2 shows 80 cases
where the recomputed P is less extreme than the observed 6, and only 27
cases where the opposite is true. This accords well with sampling theory,
and with the properties of the binomial distribution, since the smaller
the sample size, the more likely are estimates of true proportions to
apéroaéﬁ'the extreme values of 1 or 0.

However, it should be noted that the question of the interdependency
of estimates has not been raised. An example will best illustrate the
possible in%éfdépendencies in estimating a proportionate preference, say
p1,3. In principle, all the following pairs of estimates can be used to
compute an estimate of p1’3, although as has been shown, several are
likely to be inadmissable for reasons already given and others will be
shown to be inadmissable later in the comparison of groups:

Pyig 0l

W
A

Pyay - riPy .oy



Table 5.2

Recomputed Proportionate Preference of Total Sample for Towns in Row Location Types over Towns
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Inevitably, for example, 61’2 and 61’4 are partly interdependent
since in some instances where 1 is chosen over 2, it is also chosen
over 4. In other instances, however, 1 is chosen over 2 when 4 is
absent as an alternative. Thus there is only partial independence
in the estimates used to compute P1,3° For this reason, the
recomputed probabilities shown in Table 5.2 are not used in the
Guttman-Lingoes scaling analysis described in Chapter 4. However,
it is admissable to use partially interdepehdent probabilities in
comparing groups' prefgrences, if and only if the number of statis-
tically significant differences between random groups' partially
'interdependent probabilities is used as a benchmafk to judge the
non-random groups' number of significant differences.2 Since the
original proportions shown in Table 4.3 are also partially inter-
dependent, such a comparison with random group results would be necessary
in any case. Thus, the use of recomputed probabilities seems justified
‘fér tWo‘reésons. Firstly the disutility of partially interdependent pro-
babilities is compensated for by using the améunt of "significant"
difference between random groups as a benchmark to judge the amount of
differ;nce between non-random groups. Secondly, added information is
gained from the indepgndent component of pairs of ﬁ's.

The Selection of a Method for Comparing Groups' Preference Structures

Having defined each group and derived its preference matrix using E*
rather than ﬁ estimates, a method is required to compare pairs of prefer-

ence matrices for significant differences. Several methods might seem

2The details of this comparison between random and non-random groups'
results are described later in the chapter.
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appropriate. For example;wit is possible to compare two groups; ranking
of 1;cation types. For several reasons, however, it would be difficult
to place confidence in the statistical reliability of the result.
Firstly, rankings are not invariant under changes in the ranking
algorithm used. At least four such algorithms were discussed in
Chapter 4, and more could be devised. Certainly all do not produce

the same ranking and presumably the differences between two groups'
rankings might vary between algorithms. However, even assuming this
error source were sufficiently small to disregard, none of the ranking
algorithms allows for the éampling error associated with each estimate
of p: Thus, any ranking obtained is not invariant under changes in the
sample size associéted with eaéh ﬁ. Therefore, it is difficult to know
the confidence to place in a comparison of rankings which are subject
to variation due to sample size.

. This latter argument can alsovbe used against comparing G-L-SSA-I
scale values‘of location types>derived from the dissimilarity matrices
of two groups, since estimates of d are subject to the same error as
the estimates of p from which they are derived. Thus,the scalar
positio; of‘a location type is not. invariant under changes in sample
size. In addition, since the scale derived by G-L-SSA-I is an ihferval
and not a ratio scale, the relationship between points on the scale is
not altered by any uniform stretching of the scale. In every case one
location type always lies at one extreme of the scale (-100), and one
at the other (+100), irrespective of the proportion of times the one
is preferred to the other. Thus,it is unreliable to infer.differences

in the amount two groups' prefer one thing to another, from the distances
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the two things are apart on the two scales. An example of the differences
between the scale valﬁes of two groups of similar size drawn randomly from
the total sample is provided in Figure 5.1.

The third of the methods for testing for preference differences, and
the one used here, is to statistically test for significant differences
in the two groups' estimates of pij for all pairs of p estimates in the
matrices. Depending on how often the two groups significantly differently
prefer one location type to others, that location type can be defined as
more preferred by one group than the other. Repeating this for all 27
location types, and provided sample sizes associated with the tests are
not small, preference differences between the two groups can be identified.?3

In each comparison of two groups' pij estimates, the null hypothesis
Byt Pyq1 = Piy2
and‘the_alternative hypothesis is:
Byt Pyyy ¥ Pyyo

where pijk = the true proportion of times the total population represented
by k prefers alternative i to j. To accept the alternative hypothesis
requires that the difference between the two ﬁgj's be greater than might

commonly be expected between two random samples of the same pij'

53
If sample size is very small, e.g., less than 5, it requires very large

differences between estimates of p for a statistically significant
difference to be inferred. The use of Luce's product rule to compute
7%, however, normally provides adéquate sample sizes to test for
differences.
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In this case a 5% chance of a type I error is taken, i.e., & = 0.05.

In Chapter 4 it was assumed and subsequently verified that
P[x[T] is constant for all trials in the sample, and by implication
that P{xlx«:y} is coﬁstant. However, it is arguablé that such
verification may not necessarily be absolute but rather imply virtual
constancy of probabilities. In other words, the test may have been
insens;tive to minor variations in probabilities. Hence, it is
hypothesized that there are cases wheré small but significant differences
between certain pairwise probabilities of groups exist. Thus, it is
assumed that P(xlx-ly] is constant for all trials within defined
subgroups of the sample.

Since the pij estimates are based on binomial random variables, it
is unnecessary to generate a réndom sampling distribution of ﬁfj differ-
ences against which to compare observed inter-group differences.
Instead, observed differences can be compared with theoretical random .
sampling distributions as a means of testing whether the observed
differences are larger than might normally occur‘by chance. First,
the statistics used for the test on eaéh pair of p*"swill be described,
followed by a definition of how often two groups must prefer one
location type significantly differently to others, to regard the
groups as significantly differently preferring that location type.

Wﬁilst the same statistic can be used in comparing all p estimates,
it is computationally more expedient to use one of two statistics on
any pair, depending upon thé gssociated sample sizes. bThe sample size

requirements of the first statistical test, the %2 test for two
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independent samples, are best described by an example. Members of
each group can be classified only two ways, either as choosing one
alternative or the other. Thus, a two-by-two contingency table is
sufficient to contain every possible event (see Figure 5.2). Each

cell describes the number of times one group chooses one alternative.

Figure 5.2
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To use the x2 test requires that either N gxceed 40, or if N is
between 20 and 40, that all expected f?equencies be greater than

or equal to 5. The expected frequency in any cell is obtained by
multiplying the two marginal totals common to that cell and dividing

this product by N. Thus

%xp=(A+B)§CA‘+C) (5.2)

where AEXP = the expected number of timés alternative i is chosen by

group l. The null hypothesis that there is no significant difference

between the groups' 5;j may be tested by:
2 2 ('omn - Em)Z A
x2 = 2 Z T R R (5.3)
m=1 n=1 mn

where Omn = the observed number of cases in the mth row of the nth
column, and
%u1= the number of cases expected under the null hypothesis in the
mth row of the nth column; _This equation covers the general

case of comparing two independent samples with two possible responses.
The x2 values yielded by the formula are distributed- approximately as chi
square with 1 degree of freédom. The sampling distribution of X2 shows
the probabilities, given the null hypothesis is true, of various x? values.
If the probability of a computed value of x2,together with the prbbabilities
of obtaining any larger value of xz;is relatively small under the null
hypothesis, say 0.05, then it can‘be said with 95% certainty that such a

x? value indicates the two samples are drawn from different populations ,
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In this analysis, given 1 degree of freedom and 2 = 0.05, the null

hypothesis is rejected if the computed X2 is greater than 3.84.

- Where only two responses are possible for each group, however,
Siegel (1956, p. 107) suggests the following derivation of x2, since it

"incorporates a correction for continuity which markedly imprbves the

approximation of the distribution of the computed 2 by the chi-square

distribution":

2 _ N(JAD - pc| - [N/2])2

X" = Ta+B) (C+D) (A+C) (BHD) (5.4)

with one degree of freedom.

The second test, the Fisher exact probability test is used only if
conditions for the x2 test are not met. Its particular advantage is
that it can handle very small samples, given that they can be described
in a 2 x 2 contingency table, such as in Figure 5.1. Given that the
mérginal values are fixed,>the test computes the probability of the
actual cell frequencies or any more extreme frequency distribution. Thus,
if column 1 has values 7 and 2 and column 2 has values 3 and 6 for
alternaéives i and j respectively, more extreme frequency distributions
would be 8 and 1, 2 anq 7 for groups 1 and 2 respectively, and 9 and 0
and 1 and 8.

The exact probability of observing a particulaf set of frequencies

in a 2 x 2 table, when the marginal totals are fixed, is given by the

hypergeometric distribution:

P(A,B,C,D) = N (5.5)
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which can be rewritten as -
P(A,B,C,D) = (A+B)!(C+D)! (A+C) ! (B+D)! (5.6)
NIAIBICID! " ¥

The Fisher gxact probability test entails computing this probability

. for the given frequency distribution and all more extreme distributions.
If the probability is less than or equal to 0.05, the null hypothesis

. that the two samples are drawn from the same population is rejected. As
in the y? test, therefore, a = 0.05.

However, Siegel (1956, p. 102) describes a slight modification of
the Fisher test by Tocher t1950) which "provides the most powerful one-
tailéd test for data in a 2 x 2 table'". The modification is designed to
cover situations where the sum.of probabilities of both the observed
frequency and all more extreme frequencies would result in accepting the
null hypothesis (Ho) of no difference between groups, but where the sum
of probabilities associated with all the more extreme frequencies, and
ﬂot\that observed, would indicate rejection of H,. The modification in-
effect tries to answer the question as to how much importance should be
attributed to the actual frequency distribution observed, since repeated
samples\from the same population are likely to vary. Tocher suggests in
cases where the smaller probability indicates H, should be rejecfed and
the larger indicates it should be accepted, that the following ratio be

computed:

o - Pr(more extreme cases)
Pr (observed case taken alone)

(5.7)

where o = probability of a type I error. If a random variable drawn from

a uniform distribution between O and 1, is less than the ratio, Hj should
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be rejected, but if larger, H, is accepted. Thus,the closer the second
term in the numerator approaches o, the closer the ratio approaches 0
and therefore the smaller is the chance of the random vafiable being
less than the ratio. In effect the modification implies that in a
certain proportion of cases where the sum of probabilities exceeds a it
is still justifiable to reject the null hypothesis, due to thé likely
variability in such frequencies over repeated samples. Just what pro-
portion is acceptable is of course,defined by‘the ratio in (5.7),
and since the frequencies are subject to random error, it is necessary
to employ a randomization procedure to determine if this particular case
should be regarded as indicating significant group Aifferehces or not.
Earlier the need was indicated for a criterion to judge whether the
preference structures of two groups were significantly different. 1In
principle, if each pij estimate were independent, and a = 0.05, more

than 5% of two groups' p.,.'s would require to be statistically different

*
ij
iﬁ order to consider the preference structures significantly different;
However, the pij estimates in each group are only partially independent

and therefore the 5% criterion is inappropriate. Instead the method used

to judgé‘whether a given percentage of significant differences could be
attributable to random @ifferences is to compare the preferences of random
samples drawn from the total sample. Each household in the total sample

is randomly assigned to one of two groups and the proportion of "significént"
differences between the two groups' p estimates computed. The process is

repeafed 50 times to provide a distribution of significance percentages

(see Figure 5.3).4 The mean of the distribution is 5.8%. Whilst the

Ideally, each preference matrix contains 351 paired comparisons and
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theoretical 57 significant difference is not used as a reference, it

is notable that the average percentage derived from random groups with

only partially independent pij estimates is not much greater than 5%.5

therefore 351 possible sources of significant difference. However,
certain cells can be ruled out as possible sources of difference,
either because in one or both matrices there is no information about
preference between a pair of location types, or because the total

. sample's preference proportion for that pair equals 1 or 0, and is
therefore invariant for any subset of the sample. Thus, in each of
the 50 iterations, certain of the 351 cells are eliminated from the
computation of the significance percentage.

S : .

Regarding the small difference, it should be noted that each group's
preference matrix is not computed independently using Luce's product
rule. This was the approach used initially, but the average percentage
of "significant" differences per iteration was 15%, indicating a strong
bias has been introduced in calculating the P* values. The source of
the bias was the algorithm (an earlier version of RECOMP in Appendix B)
used to compute p? , described in footnote 1 in this chapter. Treatlng
each group independently often resulted in different p 's and p

being excluded from the calculation of each group's Pl Thus, for
example the table below shows characteristic sets of and $jk values

originally used to calculate pik for two groups: 1j
g Group 1 Group 2

- P A _W -% = —; A 5

Pyo=f | B3P, 3 Pra A8 giePr g
A N A A

P14 ° P24 P1,7 * P27
A A A

5N t\’1,5 » Py s Pis* P2 g
s Gr . B

16 =506 159 2 2.9

L_ 3 ’_ L b ’—

" The calculation of the two 5* values therefore showed biases dependent
on the different P values used“to calculate each In addition, such

biases would often be repeated in calculating p* values containing common

location types, e.g., pl ,2° pl 3,...,p; 27 This "bandwagon' effect is
- illustrated below.

B

= -—’\ A —1 =% e =% . I_A A
B2t |Pia 2 By 5|0l 4 XN p1 2 > b3 _‘ e Vs = P12 0 Ps
A A : A A
Pr4 * P24 i\’1,4 : f’s,a P1,3 » %5

N

w

. .
El,ﬁ » P26 31,6 ’ 153,6 p1 5 ° is5 6
— =5 —
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Figure 5.3

Histogram of the Percentage of "Significantly" Different Paired
Comparisons in the Preference Structures of 50 Pairs
of Independent Random Groups
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The above distribuﬁion for random subgroups of the total‘sample pro-
vides a benchmark, against which to evaluate the true significance of
observed amounts of "significant'" differences between non-random groups.
The general hypothesis tested here for each of 12 household attributes
is that hoﬁseholds with lower scores on an attribute have significantly
different locational preferences than households with higher scores.
Thus, for example, it is hypothesized that wealthier households have
differing preferences than less wealthy ones, etc. Attributes of the
type listed in Table 5.1 are often alluded to as possible sources of
differing spatial preferénces. Whilst there are others not available
to'this analysis which could be hypothesized to have a bearing on
preference structures, those available provide an adequate cross-section
of household variables conventionally regarded as '"explainers" of

behavioral variation.

Preference Comparisons of Twelve Pairs of Social and Economic Groups
For each attribute the fotal sample is partitioned into two groups

characterized respectively by lower and higher scorés on the attribute.

Since for most of the variables, there are no established hypotheses as

to critical watersheds in the relationship of these variables to behavior,

Clearly, in the example similar sets of pp4 are used in the calculation
of different 5fk's. This means that if twg groups’ Efk's values are

"significantly" different for one value of k, they are likely to be so
for several values of k, since many of the pl.'s used in the calculation
are common to several ﬁfk's for one group.

The problem is overcome by calculating the groups' p¥% 's concurrently.
Thus, in calculating P¥., only those‘ﬁi.'s and ﬁ.k's are used which meet the
required conditions to Use Luce's produgt rule ifl both groups. The
resultant large decline in "significant" difference percentages would seem
to indicate that this source of bias is eliminated.




the choice of a watershed value for each attribute is relatively

arbitrary.
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Thus,initially values are chosen which maximize the sample

size of both groups. If small samples were used to determine groups'

preference structures, any apparent absence of preference differences

might simply be a function of the small sample size, since the smaller

the sample size, the larger must be the difference between two p

estimates in order to reject the null hypothesis with reasonable

confidence.

Table 5.1 shows the watershed value for each variable and

the sample size of each group. Due to incomplete information particularly

on the attributes age, education and income, the total sample size

"associated with each grouping varies.

the sample size any less than 450, specifically -396.

The percentage of pairwise preferences which are significantly

Only with respect to income is

different for each pair of groups is shown in Table 5.3. It is clear

Table 5.3

Percentages of Significantly Different Paired Comparisons

in Socio-Economic Groups' Preference Structures

Attribute

Watershed

Percentage of

Silua significant
v differences
1. Number of persons in household 6
. 2. Number of persons 10 years old or less 9
3. Number of persons between 10 and 20 9
4, Age of homemaker - 43 6
5. Homemaker's number of years of formal education 10 8
6. Age of farm operator 44 10
7. TFarm operator's number of years of formal education 10 .4 s
8. Number of persons working at off-farm employment d 14
9. Farm acreage : 175
10. Number of years household operated this farm 16 9
1l. Number of years household lived in this house 13 10
12, Net farm income in dollars 2,300 7
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from the percentages, as compared to the distribution of percentages

for random groups in Figure 5.3, that only one pair of groups can be

regarded as having significantly different preferences, namely the

group with pobody employed off the farm and the group with one or

more household members employed off the farm.

In order to determine the specific location types which the two

groups prefer significantly differently, it is necessary to compare

the proportion of times the two groups prefer each location type

significantly differently (see Table 5.4) with the proportion of times

Table 5.4

The Percentage of Times Households with Nobody Working Off-
Farm Prefer each Location Type Significantly Differently
from Households with One or More Members Working nff-fFarm.

Location type |1 2 3 hisES 6 7 S 9e 10 =1) <1213 14 15
Percentage of
gignificant |9 32 0 14 23129 05034136 .14 05,9 18 14
differences

Location type

16 17 1819 2021 22 - 830G 85- 36 27

Percentage of
significant
differences

two random groups would prefer the same location type significantly

differently.

The latter proportion for two random groups is shown in

Table 5.5 for each of the 27 location types and for 50 different pairs

of random groups drawn from the total sample.

This provides 50 random

percentages for each location type against which to compare the non-

random percentages in Table 5.4.

As might be expected, some location

types are more likely to be "significantly" differently preferred than
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others (see Table 5.5). For example,a location type such as 17 is rarely
"significantly" differently preferred, whereas type 10 is more frequently
so. Inevitably where some location types are almost invériably preferred
to all others, the chance of a significant difference in group preferences
_is reduced. Thus, for location type 17, a percentage of significantly
different preferences greater than 9% occurs only once in 50 éases, whilst
for location type 10 the proportion exceeds 9% in 22 of the 50 random
groupings. As a result a different critical value is used for each
location type in determining whether a particular percentage of significant
preference differences is larger than might be attributable to chance.
Given the 50 random values for each location type, only proportions greater
than 94%Z of the random values, i.e., greater than 47 of the 50 values, are
regarded as unlikely to be due to chance. This involves a 6% chance of a
type I error. Table 5.6 shows for each location type the four highest
proportions of significant differences in the 50 random groupings. To be
éonéideféd significant, a froportion should at least exceed the lowest of
the four values, i.e., the 47th largest of the 50 values.

Figure 5.4 shows those location types satisfying the above condition
for the éroﬁping related to a household's number of off-farm workers.
Inspection of the statistical tests relating to each of those location
types reveals the direction of the preference differences for each location
type (see Figure 5.4). Interpreting the pattern, inferences can be made '
both about the location types which show up as significantly differently
prefe}red and those which do not. There are three possible explanations
for absences of significant differences. With regérd to certain location

types such as 12, 16, 20 and 19, the total sample always chooses the first
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Four Largest Significant Difference Proportions for Each Location Type

in 50 Random Groupings

Location type Proportions
1 .18 + 18 .24 299
2 o 27 32 32 .36
3 14 14 14 A4
4 .18 .18 .18 2l
5 .18 +23 32 .38
6 s 23 ¥28 .5 e 5
7. .10 .10 14 1D
8 .05 .05 .05 .10
9 GG 38 18 23
10 32 .36 .41 48
11 14 2 .18 .18
12 .00 .00 00 .00
13 A4 .14 14 14
14 24 7 .36 50
15 .27 27 +30 45
16 .00 .00 .00 .00
17 .05 09 .09 X5
% 18 1 LT T . R | |
S .00 .00 .00 .00
20 .00 .00 00 .00
21 .05 05 adl) A
22 14 27 2l «32
23 oaD ID 16 %
24 .00 .00 00 .05
25 .05 05 .05 .05
26 14 .18 27 =y
27 8 ae .23 88
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Figure 5.4
Location Types "Preferred" Significantly More or Less

- by Households with One or More Members Working Off the Farm

1 MIL.
24 25 260 27
50,000 .
20 21 .10t 22 23
25,000
16 37 §. g 19
647 )
10,000
‘ 12. 13 14 - 15
3,000
8 9 10 11
.36%
1,000
4 5 6 7
23} .29
200
: 1 s
+
.32
0 | T I T 1
0 10 20 30 = 40 50

MILES FROM TOWN TO CONSUMER

+ indicates '"more preferred" to a significant proportion of other
location types. G

- indicates "less preferred" to a significant proportion of other
location types.

Proportions indicate the proportion of times the location type is
significantly differently preferred.
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three and never the last one. Therefore no subsets of the sample can
differ in preference for these types. In the remaining location types
the absence of significant differences in any great number may truly
reflect the absence of preference differences for these location types
in the population which each group represents. Alternatively, in some
of the statistical tests the null hypothesis may have been wrongly
accepted, whereas a larger sample would reduce the chance of this and
show other significant preference differences.

The general pattern and direction of significant preference
differences suggests households with members working off-farm "prefer"
more distant, largef places and smaller, nearby piaces, whilst other
households have a greater prefereﬁce for places intermediate to these
other types. However, by one interpretation of this difference the
phrase "spatial preference" is inappropriate in fhis situation. Those
householders whose daily work takes them off the farm, very pr;bably
Qork in or pass through towns. Since larger places are larger employ-
ment sources and since people are generally willing to commute further
to earn money than to spend it, it is probable that many of them work
in larger and more distant places than they might otherwise shop in.

As a result,it is feasible that some grocery and other purchasing is

done by the off-farm worker at or on the way to the work place. A
complementary response to the household's opportunity to shop in larger
places is that the household needs only patronise very local places for
occasional needs. By contrast,the household which lacks the advantage

of someone regularly visiting a "large".place is more likely to patronise

a smaller, less distant place and as a result have less need to patronise
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a very local place.

The above analysis of 12 pairs ;f socio-economic groups is repeated
using different watershed values since it is arguable that preference
“variation may be a discontinuous function of socio-economic attributes,
and therefore more discernible with some watershed values than with
others. The range of possible watershed values for each attribute is
limited by the problem of one group being too small for effective
statistical comparison of prefergnce proportions. The watershed values

chosen are shown in Table 5.7. Table 5.8 shows the percentages of

Table 5.7

Other Watershed Values Used ‘to Group Households
by Socio-Economic Characteristics

Socio-economic .
athaibitte 1 o 3 4 5 6 7 8 9 10 11 12
Watershed 1 2 0 0 36 8 37 8 0 100 10 8 1,500
values 2 3 1 1 43 10 44 10 ' S 5 16 13 2.300
3 4 2 2 50 12 51 12 Z 250 22 18 3,100

Table 5.8

Percentages of Significantly Different Paired Comparisons
. in Socio-Economic Groups' Preference Structures,
sing Three Different Watershed Values for Each Variable

Groups defined

in terms of L 2 3 4 5 6 7 8 S0 g 11 - 12

variable no.

% of significant

differences

using each 145 9 9 8 5 b 6 14 4 4 7 3
of the three 2 |6 7 5 6 TR 4 6 4 9--10 7
watershed 318 6 8 =-106 5 8 5o 16 ) 7 4 4
values

significantly different paired comparisons achieved with each of three
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watershed values for each variable. No other pair of groups is revealed
to have significantly different preférences. The explanation of the
percentage variation for variable 8 is that there are few households
-with more than one member working off the farm and very few with more
than two. Hence the percentages on the second and third iterations are
based on the comparison of very few p estimates, resulting in the large
variance in significant differences. . Therefore,within the limits set

by sample size, no significant increase in preference differences is
obtained using other watershed values.

It is arguable, however, that preference differences are more likely
between groups whose socio-economic characteristics are very different.
For example, very young and very old households may have more marked
spatial preference differences than simply younger and older households,
whose mean age difference may only be 15 years. In other words, the
relationship between preference and socio-economic characteristics may
Be observable in a sample only when extremes of socio-economic types
are compared. This hypothesis is tested by comparing the preferences
of only those households who have relatively extreme.scores on a socio-
economi; variable. The upper score for the lower group and lower score
for the upper group for each of the 12 variables is shown in Table 5.9.

None of the groups has significant preference differences which
could not be attributed to chance. In the case of the one pair of
: groups already found to have significant preference differences, the
most likely explanation of an absepce of significant difference in this

case is that one group contains only 66 households.
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Upper and Lower Variable Scores of "Extreme" Socio-Economic Groups
and the Sample Size of Each Group

Variable | Upper limit Lower limit Sample size
Lower group Upper group
: i 117 160
a 231 75
3 240 39
4 35 49 132 154
3 8 11 124 277
6 36 50 115 181
4 8 11 192 197
8 0 2 261 66
g 100, 250 86 - 126
5 it 20 150 184
11 9 18 173 171
12 1,500 3,000 109 157
Table 5.10

The Highest Loading Variables on Each of 5 Factors

Factor 1oadingJ

' Factor Highest loading variables
1. Youthfulness Years operating this farm -.846
of household Age of farm operator -.835
and residency.| Age of homemaker -.796
st Years living in this house -.782
2. Adolescent/ Number of householders
off-farm . working off farm .858
workers Number of persons between 10
"~ and 20 .636
3. Prosperity Number of acres .901
4,  Education Homemaker's. years of education .848
: Farm operator's years of
education 71
5. Family size Number of persons in household 923
Number of persons between 0O
and 10 +835
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Preference Comparisons of Groups Defiﬁea by Households' Féctor Scores

A further hypothesis tested is that households are more adequately
characterised by attributes common to more than one variable. In other
words, it is hypothesized that households are characterised by more
basic dimensions than the variables discussed, and that households'-
-scores on these more fundamental attributes are more likely to explain
- preference differences. In order to derive these attributes from the
existing variable scores on 11 of the 12 variables,® a principal
component factor analysis with orthogonal rotation is used. The 11
original variables most appropfiately céllapse to 5 dimensions, which
are labelled in Table 5.10. On each factor, one to four variables
load very highly (over Q.77 in'all cases but one) and the remainder
have low loadings exceeding 0.38 in only one instance. As with variable
scores, so are households' factor scores on each factor used to group
households. For each factor in turn,households are assigned to one of
two‘groﬁps depending on whether the factor score is greater than or less
than 0. None of the five percentages of significant differences are
higher than might be attributable to chance. As in fhe test on variable
scores,\the7Watershed is varied to -0.5 and +0.5 on each factor, but in
no case is the percentage of significant differences between two groups
higher than 10%Z. A comparison of groups characterised by extreme factor
scores (less than -0.5 and greater than 0.5) results in no increase in
the percentage. Thus the hypothesis is rejected that a factor character-

isation of households reveals a significant amount of preference differences.

6
Missing information is too frequent on the 12th variable, net farm income,

to include it in the factor analysis.
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Preference Comparison of Groups Making Different Spatial Choices

In Chapter 2 reference is made to Michelson's suggestion (1966)
that general values and preferences are reflected in people's spatial
preferences. For example, he finds that people who seek class
_ exclusiveness also desire spatial exclusiveness for a class. Thus,
differences in spatial preferences may be viewed as revealing value
differences. This notion is tested here in a limited fashion, since
few hypotheses can be made about people's valﬁes from the limited
data available. However, it is hypothesized that households which
value time more highly will prefer convenient places more than other
households. The oberational hypothesis tested is that households
whose maximum grocery purchase town is the nearest have different
preferences from other households. Even if the latter hypothesis is
accepted, it can only be surmised that this preference for convenient
places is attributable to the higher value of time. The 33% of house-
ﬁolﬂs mékimally patronising the nearest town do indeed have significantly
different preferences, with a 17%Z significant difference between the two
groups . Those location types whose proportion of significant differences
exceeds\theifourth largest proportion for random groupings (see Table 5.6)
are shown in Figure 5.5. 1Indeed,it is noteworthy that of the 9 location
types satisfying that-condition, 5 exceed even the largest random grouping
proportion for that location type and 3 more exceed all but the largest
proportion. Therefore the preference difference between the two groups
is mﬁch stronger and more widespread in terms of location types affected
than the significant differences related to off-farm workers.

The pattern very clearly indicates that the difference between house-
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holds patronising the nearest place and those not, is to be explained

by more than just the opportunistic iocation of households in the former
group. The analysis shows that even when similarly located with respect
-to spatial alternatives, certain households have a greater preference
for nearby locations. Inevitably this difference in 'nearness'" prefer-
ence manifests itself only with regard to smaller towns, since for large
nearby_ towns, any difference in the weighting on distance is obscured by
the effect of a large population on the household's preference calculation.
However, the nearness preference is revealed for larger places in the
second nearest distance categories for all towns larger than 10,000,
i.e., for location types 17, 21 and 25. As a result of this emphasis

on nearby places, it is significant that amongst towns less than 10,000
the slightly more distant locaéion type 13 is less preferred by the
group patronising nearest towns. This result would appear to agree with
the intuitive notion that a location type which is just a bit larger but
éléo a bit mbre distant than types 1, 4, 8 and part of 9 is most likely
to suffer as a result of their gains. Thus,the loser in the
spatial competition is location type 13. Likewise, amongst towns over
10,000 iocation type 26 suffers vis-a-vis the gains of types 17, 21 and
25 in exactly the same fashion as 13 suffers vis-3-vis the gains of 1,

A 4, 8 and 9.

By contrast, location type 9 is both loser and winner. With

‘ regard to location types 1, 2, 4, 5 and 8 it shares the fate of type 13.
But 9 is relatively more preferred to 13, 21, 22, 25, 26 and 27, though

not always significantly, by those preferring nearby plaées than by
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7 Thus,it lies astride the boundary separating location types

others.
more and less preferred by householdé preferring nearby places. Where
nearer places are available 9 loses trade, but where it is nearer than
-other larger places, the group's '"nearness' preference operates in 9's
favour.

The exceptions to this '"mearer types are relatively more preferred,
further are less preferred than 9" generalisation are location types 14,

17 and 18 to which 9 is less preferred by the group preferring nearer
places. The explanation may be that location types 14, 18 and 19 comple-
ment the more preferred small, nearby places. In other words, if the
maximum grocery purchase town belongs.to location types 1, 4 or 8, less
frequent purchases may be made at a larger, more distant place such as
types 14, 17 and 18, which supply goods not commonly obtained in the
smaller places. Thus, the fact that location types 14, 17 and 18 rank
higher vis-a-vis 9 on the nearness-preferring group's scale may simply
feflectﬂtheir complementary role to small, nearby places.

The overall preference of one group for nearer places is illustrated
more vividly in Figure 5.6. The general direction of preference differences
1rrespe;tive"of statistical significance is obtained from a matrix of
differences in preference proportions. Location types are indicated as

more or less preferred by one group if more than 75% of all preference

differences for a particular location type are in the same direction.

It should be noted that a location type which is relatively more preferred
to certain location types by one group than another simply lies higher on
one group's preference scale. It does not necessarily mean the location
type lies above these others on the one group's scale.
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Particularly regarding towns less than i0,000,one group's-relatively
greater preference for near places and lesser preference for distant
places is clear. For larger towns, the nearest towns are equally
highly preferred by both groups excepting location type 24. Thus

for towns greater than 10,000,preference differences are more notabie
.only at intermediate and far distances.

Best-fitting gravity models of the kind described by equation
.32

4,21 yield the following results for the two groups - E;—;- for
=T o
the group preferring smaller, nearby places, and P for the

ql.0
other group. The greater disutility attached to distance by the

former group is to be expected. However, the difference between the
functions may resﬁlt from each'being derived for a different number
of location types. The different number is a consequence of the
previously discussed problem of the scaling algorithm being unable to
scale location types whose proximity to all other types is invariant,
in fhiSZCase.O.S. Obtaining utility scores for only those location

types scalable for both groups,results in the following gravity models

32 +53
=R for the first group and R__. for the other. Only
d2-2 ~ d2.2

13 location types are involved. All but three types above the 10,000

population limit (18, 26 and 27) are omitted, while below that population,

some of the nearest types (1 and 12) and of the farthest (3, 7 and 11)

are omitted. Within these limits, the two groups attach the same

disutility to distance, but the group preferring smaller, nearby places

reveals its 1ower-preference for larger places by its smaller pi exponent.
Having defined two groups with differing space preferénces, a

statistical test on the variable scores in each group is performed. The



ASN

164

null hypothesis tested for each of the 12 variables is that the sample

means for each group can be regarded as samples of the same population

mean. The appropriate rejection region. for the statistic t is

-1.64 > t > 1.64 at then = 0.1 level.

_hypothesis is rejected at the % = 0.1 level (see Table 5.11).

In all three cases the null

Table 5.11

Sample mean for Sample mean
Socio-economic variable t value group preferring | for other

nearby places group
Number of persons in household -2.046 3.8 4,2
Number of persons from O to 10

years old -1.718 .95 : W

Net farm income in dollars 1.695 2875 2470

The conclusion is that smaller, more affluent families with fewer young

chiidreﬁ'prefer to patronise more nearby places than other families.

This could be taken to indicate that the small affluent family emphasizes

convenience, whereas the larger family with young children and a smaller

budget, emphasizes savings through comparison shopping.

shopping could commonly involve trips further afield.

Comparison

It is also note-

worthy that apart from "the number of children 10 years old or less",

the most highly correlated variables with "family size" are "age of

homemaker" (r = -0.45) and "age of farm operator" (r = -0.39).

although the two groups are not characterised by a statistically

Thus,

significant difference in average ages of homemakers and farm operators,

it seems likely from the above correlations that a higher than average

preference for nearby places may also be characteristic of older house-
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holds. Thus, for example, the family in which the children have grown
up and left home, being relieved of fhe financial burden of children,
might well prefer convenience to savings. Put another way, families
"with younger children are normally at that stage in the life cycle
where non-convenience good purchasing is at a maximum. Thus, such
families are more likely to engage in grocery purchase trips in which
groceries are not the highest order good sought. Therefore, they are
more likely to patronise larger places which are usually not the nearest
town. By contrast,older families, especially those whose cchildren no
longer live at home, demand high order goods less often, so that the

goods they seek on a grocery trip may.be provided more often by the
nearest place.

It should be noted that in the initial groupings on the basis of
variable scores, no significant preference differences are noted for
the three variables subsequently shown to be related to preference
variatibh. It would appear there are sufficient smaller, more affluent
families without a higher than average preference for nearby places,for
no significant preference difference to show up when households are
grouped by socio-economic attributes. However, when grouped by town
patfonage the socio-economic differences in the two preference groups.
are revealed. It is therefore not necessarily valid to conclude that
a socio-economic variable is unrelated to preference variation solely
on the basis of comparisons of socio-economic groups' preferences,
contradictory as the statement may seem. Also it appears from all of
the foregoing group preference comparisons that grouping-by spatial

behavioral traits is a more powerful method for revealing spatial
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preference variation than grouping by socio-economic attributes.

Preference Comparison of Multivariately Defined Groups

Despite the above conclusion, one further hypothesis involving
socio-economic grouping is tested. It is hypothesized that a multi-
. variate grouping of households in terms of the three variables shown
to be related to preference variation, may result in significant
preference differences between the groups. Specifically,one group
is characterised by scores less than the watefshed values shown in
Table 5.1 on all three variables 1, 2 and 12, the other by scores
greater than all three watershed values. Although preference differ-
ences between the fwo groups areinot significant it is impossible to
say whether or not this is the result of each group having fewer than
70 members. In cases of very small samples, preference differences
are very unlikely to be revealed, since so many matrix cells lack data.

Comparison of Preferences Based on First and Second Town Choices

Inniine with the earlier hypothesis that differing goals may be
reflected by differing space preferences, two further hypotheses are
tested.\ It is hypothesised that first choice towns and second choice
towns, as défiﬂéd by dollar expenditure, satisfy different goals and
therefore that the location types preferred as maximum purchase towns
will differ from those preferred as second choice towns. Essentially,
this is a test for complementarity in spatial preferences. Two paired
comparison matrices are derived, one based only on paired comparisons
relaéed to households' first choice location types and the other based
on comparisons related to second choice location types. However, only

10% of all paired comparisons are significantly different. Whilst such
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a percentage might be attributable to chance, it is noteworthy that
two location types are significantly-differently preferred in a pro-
portion of cases greater than in any of the random groupings, namely
-type 7 (0.33) and type 18 (0.52). The direction of the differences
is consistent and indicates 7 is more preferred as a first choice
town and 18 more preferred as a second choice town. This indicates,
not surprisingly, that a small distant town whilst ranking low both
as a first and second town choicg, is even less likely to be chosen
as a supplementary grocery supply centre than as a primary supplier.
This is because the role of secondary supply centre is more than
likely taken by more distant large places in which grocery shopping
is a secondary goal. Indeed,this would seem borne out by 18's
greater preferredness as a second choice place.

The absence of an overall significant amount of preference
difference between the two groups need not be regarded as a rejection
éf the hypothesis that different location types are preferred as first
and second choice towns, at least at the individual level. The
aggregation of households may cancel out complementaries in location
type préferences for first and second choice places which may only be
observable at the level of the individual household. Thus,some house-
holds may prefer small, nearby places as first choice towns and comple-
ment this with a large, more distant second choice town. Likewise,

" other households may have an opposite complementary preference. But
if two such sets of households are‘combined in one sample, the one set
of preference complementaries cancels out the other, so fhat no great

difference between first and second town preferences is revealed.
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Preference Comparison of Households Patronising One and More Than

One Town

The final hypothesis tested is that households who patronise
only one town for groceries have different space preferences from
_households patronising more than one town. The hypothesis is
rejected with only 5% significant differences between the two groups'
paired comparison proportions.

Test of the Method's Sensitivity in Discriminéting between Groups'

Preferences

To put the above results in perspective, tests are made to determine
how small preferenée differences can be distinguisﬂed by the method used
above. Using the hypothetical data sets described in Chapter 4, each
sample is divided into two groups according to its known preference rules.®
The proportion of significant differences between each pair of groups and
the proportion of times each location tyfe is significantly differently
fréferréd,are shown in Table 5.12.

Of the first four groupings the method can distinguish significant
amounts of difference between groups with the two most different rules,
but not\between groups with the two least different rules. It is notable
that neither the deterministic data set (3) nor the probabilistic set

(10) with the same preference.rules contains significant differences.

Consistent with its inability to distinguish between the 3rd and &4th

8 -
Where three preference rules exist, one group contains households

obeying the first two rules as defined in Table 4.5, and the other
group contains households obeying the third rule. Where rules are
normally distributed one group contains households obeying rules
less than or equal to the mean rule, the other group contains the
remainder.
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Table 5.12
The Proportion of Statistically Significant Preference Differences
for each Location Type by 1l Pairs of Groups
with Known Hypothetical Preference Rules
Pairs of groups
Location y IR 3 4 5 6 7 8 9 10 11
types 3 ‘ ; ' e
l .52 .38 -14 .10 .15 .14 D.OO .30 010 AZS Aab
2 o84 433 .18 0400 505 405 0,00 11 05 14 .23
3 056 0000 0.00 0000 0'00 0000 0.00 0000 0'00 005 009
4 «59 e18 14 014 el4 +18 0,00 50 29 23 e 36
5 sT): +36 27 338 "IN SR .23 30 423,35 36
6 ~36 210 000 000 +05 0400 0,00 l1 0000 Qo0 <14
7 —G+00—0+90—9199—01ﬂ9—£*66—ﬁv00—9196—9490—Gvﬁ0—ﬁ1ﬂﬂ——109—
8 3 05 .05 05 05 o.u 0 o °19 10 o
9 . S 33 14 0B apl 19 '0 o G 1 'Yﬂ '33
10 e56 414 ,05 000 000 -0- 0 oo €3 05 "udp- w23
1 33 0400 0200 0400 0400 0400 0400 +10 0400 414 427
12 0000 0600 000 0e00 0900 0400 0e0D 000 000 0000 D00
13 __+44__*29——T+A——++9——fo9——109——Teg——faa——f+0——vﬂ5-—109~
14 78 2L .- 4+10 5 05 409 5 24 14 a 23
15 % ¢ SRR N ol et e T i R T
16 0+00 0ooo 0400 00N 02C0 000 0o00 0200 0¢00 0¢00 ne00
17 50 000 000 0400 0000 0400 0,00 05 0600 405 L0°
18 ns 05 0«00 0
19 )-C s ! 0 e i 0 D-—4 0—C —0+00 0 00—
20 0e00 0¢00 0400 0¢00 D200 0400 0,00 0000 0400 0e00 De00
21 ¢50 0000 000 000 0200 0690 0,00 13 0600 412 ne00
22 1600 ¢24 422 11 06 +24 0,00 10 05 33 0
23 569 436 11 e05 etelii il L0 415 % 38
24 67 «00 0600 0e0 .00 000 0 0«00 Q.00
24 . 000 0 000 0200 Oe 000 3 0 _9'00_3,83 Qe
26 88 .2 11 0e0n 5 6 5 00 0«00 10
27 168 . t63 PSR 00 o1 Oagleougn o8
59 18 .59 065 o 06 07 e 0% «19 009 016 019

The final row shows the total proportion of significant differences
between each pair of groups. The pairs represented in each column
from left to right are:

1. d min. (.5): p/d max.(.5) , 8. p/d? max. normally distributed

1 .
2. p/d* max. (.5); p/d2 max. (.5) with d's exponent variance

3. p/d3 max. (.5); p/d? max. (.5)
4. p/d?+> max. (.5); p/d? max. (.5)
5. p/d3 max. (.33); p/d2:5 max. (.33); p/d? max. (. 33)
6. p/d3 max. (.2); p/d2*® max. (.2); p/d? max. (.6)
7. p/d3 max. (.1); p/d?*5 max. (.1); p/d? max. (.8)

variance = .5.

9. As in 8, but with d's exponent

10. As in 3, but probabilistic.

11. As in 8, but
probabilistic.
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pairs of groups, the method does not show up marked difference between
the 5th, 6th and 7th pairs, none of which have more extreme rules than
the third pair's p/d3 and p/d?. 1In the 8th data set, and in the.llth,
where d's exponent variance is 1, significant differences are observed,
where one set is probabilistic (11l) and the other deterministic (8).
However, a reduction of the variance to .5 in the 9th set results in
only 9% significant difference compared to 19% with a variance of 1 in
the 8th set.

It can be concluded that fairly similar preference rules such as
p/d3 and p/d? and even more similar rules cannot be distinguished using

this method with the given significance criteria and with this sample

size. Thus,those groups shown to be different in the real sample
analysis have more than just a small difference in their preference
structures.

A simple comparison of the ranking of the two preference groups in
sets 3 and 4 does however distinguish between the two groups in each
set,sufficiently to be able to discern that the group in each_set with
the higher d exponent ranks larger and more distant places lower than
the other group,and consequently ranks small nearby places higher (see
Figures 5.7 and 5.8). Thus,the effect of the higher d exponent is
revealed in those groups' lower preference for more distant places.

The conclusion to be drawn is that,although the rigorous demands of
the statistical significance criteria do not necessarily show up the
smaller preference differenceé with this sample size, the differences
can be distinguished using the statistically less reliable rank

differences method. Thus, the method of paired 'comparisons itself is
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highly sensitive even to small preference differences. Since the members
belonging to each preference group in the hypothetical data sets are
known, no risk is run using this method. However, where the preference
.rule of eacb member of a real sample is not known, the risk with the rank
difference method, as was discussed earlier in this chapter, is that of
drawing spurious cpnclusions about preference differences between randomly
differgnt groups, since no statistical criterion is available to indicate
what amount of rank difference can be attributed to chance.

As well as béing able to diétinguish the preference difference
between two groups, the results of the statistical tests, which are
summarised in Table 5.12, enable the nature of the preference difference
to be determined. Figure 5.9 shows the direction of preference differences
for location types significantiy differently preferred by the groups
maximising p/d* and p/d?. From the figure it is clear that the former
group prefers nearer places and therefore can be inferred to assign
greater weight to distance than the other group, as is in fact the case.
As is shown in Chapter 4,the information in the preference matrix for
each such group is adequate to determine the relative weightings assigned
by each\group to p and d. Therefore,the method of paired comparisons
together with Guttman-Lingoes SSA-I enables a relatively accurate

reconstruction of the initial preference rule of such groups. Any
inaccuracy would seem from the present analysis,to be more a function
"of sampling error and the aggregating effect of location types than of
the above two methods.

Summary

In summary,several points are worth stressing. Firstly, regarding
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Figure 5.9
Location Types Preferred Significantly More or Less by Households

Maximising p/d? Than by Those Maximising p/d?
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the socio-economic variables considered, it would appear that the
correlation between socio-economic scores and preference rules is

not sufficiently strong for groupings based on socio-economic scores

to show up preference differences associated with these characteristics.
By conﬁrast, groupings based on households' spatial behavior have proven
more powerful in showing up preference differences, which were sub-
sequently linked to certain socio-economic household attributes. One
tentative conclusion is that a characterisation of households by spatial
behavior would seem a more fruitful approach to grouping,for the purpose
of discerning preference differences. Therefore,in addition to collecting
socio-economic data on consumers in future, it woulﬂ seem worthwhile to
collect more data on their spatial behavior. Thus,for example, information
on trip frequencies to different centres and the mix of goods and services
purchased at each,would supply useful data for characterising households
beﬁaviorally.

Regarding the method used to compare groups' preferences, it seems
the method of paired comparisons used in conjunction with the statistical
tests described is sufficiently sensitive to show differences for all but
small pfeference differences such as p/d3 and p/d2. However, since there
is no way to know what magnitude of preference difference is significant
either in terms of bebévior or of central place analysis, it is impossible
as yet to judge whether this level of refinement.is adequate. Therefore,"
it would be worthwhile either to seek larger data sets or, lacking this,
to pursue statistically less rigérous techniques for preference comparisons,
such as the method of rank differences, if a suitable test of statistical

significance could be devised.
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CONCLUSION

The purpose of this study has been two-fold. The first was to
determine the amount and nature of 1awfu1ness in consumers' spatial
preference functions, with regard to towns for grocery purchases.

.The second was to determine if space preference functions differ
significantly between households in any orderly fashion. A review
of geographical and other literature revealed serious weaknesses in
most of the few studies aimed at one or other of these goals. 1In
the one set of studies by Rushton (1969a, 1969b) which come closer
than any others to satisfying the above goals, their scope is more
limited than this study's, and.the reliability of some of the
analytical methods was questioned.

In the most general terms, the conclusion reached here is that
there is considerable lawfulness in consumer space preferences, but
ﬁhét different preference rules characterise different types of con-
sumer. Whilst a unique assignment of preference rules to household
types was not sought, it is now at least possible to say that certain
household types have a higher probability of conforming to one prefer-
ence rule than another.

More specifically in Chapter 4 it is shown that no major explanatory
variable has been omitted from the model, given the high transitivity
computed using the present model. - Thus,it seems reasonable to conclude
that a general moael of central place preference should not require any
more complex a definition of spatial alternatives than tha; used here.

Although the aggregate preference proportions are concluded to have
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ratio properties, analysis” of hYpothétiéal data shows theée

properties to be partly a function of the similarity in the preference
rules of members of a data set, irrespective of whether the individuals
have probabilistic or deterministic rules. In addition, proof of a
ratio scale seems to be a function of the scale of analysis, in
.particular the assignment of many population/distance combinations to
the same location type. If so, any future test for individual cardinal
utility functions should avoid the present study's kind of operational
definition of spatial alternatives. No empirical proof, therefore, is
provided as to whether individuals have deterministic or probabilistic
pref;rence functions.

Despite the disadvantage gf the scale of.analysis, it does appéar
to have an accompanying advantage in the event that preference is
deterministic. The scale effect on preference probabilities is that
values other than 1, O and .5 are possible, whereas,if preference is
érﬁly déterministic, and the scale effect removed, only the above three’
values, signifying absolute preference and indifference, would be
possible. In the latter case a cardinal preference scale, such as that
derived\using Guttman-Lingoes SSA-I, could not be obtained with such
values and instead only an ordinal preference function could be derived.
As a result it would be impossible to compute the weightings assigned
to population and distance in a preference function. The latter com-
putation is of course possible,given more than the above three probabil-
ities in a preferénce matrix, which, as the hypothetical data sets show,
is possible with deterministic preference functions given the present

scale effect in defining spatial alternatives.
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Proof of a ratio scale is also shown to eliminate the necessity of
collecting information on pairwise pfeferences for every pair of
alternatives. Instead it is possible to compute all n(n - 1)/2

- paired comparison proportions from a-minimum of n - 1 proportions.

In addition; it is shown that a ratio preference scale has
more useful predictive properties for central place analysis than a
deterministic ordinal preference scale. The latter assigns all
expenditures from a point to the same most preferred alternative

'avgilable. By contrast, the proﬁabilistic properties of a ratio
scale enables different proportions of expenditure from a point to
be allocated to competing alternatives. This less extreme allocation
of trade to centres would seem more realistic and hence more useful
in empirical central place anaiysis.

Regarding the likely range of preference rules, discussed in
Chapter 4, the answer depends on whether individual preference is
detérmihistic or probabilistic. If the former, the evidence is that
the preference rules have a fairly limited range. But if probabilistic,
it is impossible to estimate the range of rules present in the sample,
since tﬁe possibility of so many different types of probability
function limits the inference to be made by comparing the real data
set with hypothetical samples based on only one type of probability
function.

In Chapter 5, it is shown how proof of ratio properties in the
preference matrix can be used to obtain improved p estimates.

A comparison of socially and economically defined gfoups results

in little difference being observed in their space preferences, except
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in the case of households with members working off the farm. In that
case, these families "prefer" or more likely have a better opportunity
by virtue of work-related travel, to patronise larger, more distant
places than other households. In contrast to the relative absence of

_ differences when households are grouped socially and economically,
marked preference differences are revealed when households aré grouped
behaviorally according to whether they patronise the nearest place or
not. Instead of discovering, as might be hypothesized, that those
patronising the nearest place are simply more opportunistically

located by having a larger than average alternative nearby, it is shown
that the group does in fact prefer nearby places mo?e than.the other
group. This former group is shown to be characterised by significantly
higher incomes, smaller households and fewer young children than the
other group. The preference difference reflects perhaps the different
goals of the two groups, given that the less affluent households with
ﬁofé yoﬁhg children and‘allarger family would likely be more budget
conscious, and therefore more likely to engage in comparison shopping,
which commonly involves trips to more distant places. In addition,young
childre; in a family tend to coincide with the time when more non-
convenience goods are sought, so that larger, usually more-distant,
towns are more likely to be patronised.

A general, though somewhat tenuous conclusion,based on the results
in Chapter 5 is that clues as to preference differences would seem more
1ikeiy to be gained from observing overt behavior rather than social and
economic variables. This coincides with Michelson's finding (Michelson,

1966) that socio-economic variables were poor explainers of preference



N\~

180

variation but that more subtle variables such as more general values,
as well as behavior, seemed better indicators of spatial preference
variation.

Finally, the method of paired comparison combined with statistical
tests ig fairly sensitive to pteference differences in hypothetical
data. Any inadequacy in preference discrimination seems to be more a
function of the scale of the analysis and the sample size than of any

innate deficiency in the method. Thus, the continued use of this method

for comparing preference structures seems justified.

Future Research Problems

Probably the most pervasive stumbling block in this analysis is
the generalisation of spatial alternatives into 27 location types.
Future analyses would be better designed without this aggregation.

This should be possible in the future, certainly if ratio scale
érefereﬁée can be proved, and probably even with only knowledge of

the general order of preference. Using the ratio case as an example,
if on1y~the approximate shape of a preference function is known, as it
is from‘this'study, n discrete population/distance combinations can be
selected, p/d combinations for short. Knowing their relative positions
on the approximate ratio preference scale, or their order on an
ordinal scale, a population can be sampled such that only information

" on the proportionate preference between the n - 1 pairs of adjacent p/d
combinations on the ratio scale need be sought. From these propor-
tionate preferences, the distance between adjacent pointé on the ratio

scale can be calculated. Having defined the ratio scale, the distance
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between and therefore the amount of preferénce between all pairs of
points can be readily computed. Thefefore,only a very few pairs of
specific p/d combinations would be needed to accurately derive the
. preference function. It should be péssible to find appropriate
pairs of specific p/d combinations which exist in reality and to
intensively samplg residents so located. This can be repeated for
as many pairs of p/d combinations as thought desirable, since the more
p/d combinations that are assigned preference scores, the more
accurate a prefefence function cén be fitted to the set of scores
for p/d combinations. Thus, it would appear possible.in future
analyses to remove the current generalisation of spatial opportunities
and the associated inaccuracies. Since the data used in this study
were not collected with the above objectives in mind, few, if any,
househplds compare the same pair of p/d combinations. Thus it is
necessary to aggregate many p/d combinations into the same location
fype, in order to derive an approximate preference function.
In light of this study's inconclusive findings regarding ratio-
scale preference, an analysis properly designed to test for this

at the level of individuals would seem an obvious progression.

The knowledge gained would have both intrinsic value in terms of human
spatial preference, as well as being useful in formulating more
realistic preference premises in central place analysis. Just as in

" the previous discussion, current random samples would appear
inappropriate for such a test. Once again, intensive samples in

specific locations which meet the conditions of a test for ratio-scale

preference would be required.
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Other more obvious and simple extensions of the present work are
apparent. The analysis might be repeated for other commodity purchases
and the nature of difference in preference structurés be observed.

Given a space preference function for each good and service, it would

_ be possible to compute for each town in any given area, such as Iowa,
what functions the town could economically support, in light 6f the
threshold requirement of each. The result could be compared with
reality. Presumably such an exercise would bé useful in determining the
possible future pattern of central place growth and decline in an area,
if we accept the assumption that the pattern of supply centers is a
response to consumer spatial preference as revealed in spatial demand.

Finally, although individual preference has not been shown to have
ratio-scale properties, these have been shown to characterise the
aggregate preference structure. The problems of incorporating such
a preference function into a central place model, to replace Christaller's
éiétancé'minimising behavioral postulate, and determination of the
spatial consequences of such a change would seem an obvious application
of,present results in the effort to make the premises and predictions

of Central Place Theory more realistic.
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APPENDIX A
Description of the Sample"

INTRODUCTION
In the spring of 1961, a survey of households and farm expenditures -
and sales by persons living in rural Towa was conducted by the Iowa State
University Statistical Laboratory for the Iowa College-Community Re-
search Center.! The purpose of the study was to measure the ecconomic
impact of the expenditure patterns of these people on towns of various
sizes and at various distances and to gain some insight into the probable
effects of continued decrease in the rural population of the state on these
types of communities. . ,

THE UNIVERSE

Two units of ob%em ation, households® and fzmm 2 were recognized in
this study. The universe sampled included all houscholds loeated in the
open country zone of Iowa and all farms operated by persons living in thesa
households. The open country zone, as defined by the Master Sample of
Agriculture, consists of all land area outside the boundaries of incorporated
towns and cities, unincorporated name places, and built-up areas near cities
having a population density of 100 or more persons per square mile. The
boundaries and, in the latter case, the population density, are defined as of
1940.

THE SAMPLE DESIGN

i In order to make the territorial distribution of the farms in the sample
as broadly representative as possible, the sample was allocated to the coun- |
ties in Towa in proportion to the total number of farms in each cou'nty ac-
cording to the 1959 Census of Agriculture. Although the sample size per
county (4 to 13 segments) is too small for making individual county esti-
mates, estimates for aggregations of counties (e.g., types of farming areas,
census economie areas) can be made.

“Because it was assumed that closely frroupcd farms would tend to ha‘ ‘e

* This appendix, a preliminary- deseription of the sample methods, was written by
Professor Strand and his staff at the Statistical Service Division, Iown State University,
Ames.

1 The Towa College -Community Research Center is composed of Iowa businessmen
and selected rescarch personnel of lowa State University and The University of Iowa.

2 These terms are defined elsewher

; EZ9
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similar shopping patterns leading to sizable intra-segment correlations, a
cluster (area segment) of size one (i.e., one dot on the Master Sample map)
was designated as the sampling unit. The reason for this becomes intui-
tively obvious when one congiders that under this assumption, additional
farms in the same area would tend only to duplicate the information ob-
tained from a single farm.

In order to achieve the desired number of farm houscholds (600), some
adjustment of the Master Sample material was necessary in order to com-
pensate for the decrease in the number of farms since the construction of
the sample. In this study, the adjustment consisted of inereasing the num-
ber of gegments to be taken in a given county by the factor:

number of Master Sample farms in the county
number of farms in county according to the 1959 Census of Agriculture

TFor example, as a result of proportional allocation, six farms were to
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be taken from Allamakee County. The Master Sample indicated 2,362.

farms (dots) in the open country zone, while the 1959 Census of Agricul-
ture reported 1,717 farms. Thus, 1.8375 Master Sample dots were equivalent
to one farm in 1859. Consequently, the sample in Allamakee County con-
gisted of eight segments (1.375 x 6) which were expected to yield six farms.
Over the entire state, 743 such segments were drawn with the expectation
that they would yield 600 farms. Within each county, segments were
drawn with replacement. The sample was self-weighting, with a uniform
sampling rate of approximately 1 in 291.# Although technically the coun-
ties corresponded to strata, the small sample size per county necessitated
that counties be grouped for purposes of analysis; thercefore, the six census
economic arcas were designated as strata. '

TRAINING OF INTERVIEWERS

A two-day training school was conducted to instruct the interviewers

in all phases of their work. A manual deseribing the procedures to be fol-.

lowed, including detailed instructions on the questionnaires, was prepared
for their use as a guide during the training school and as a reference dur-
ing the subsequent ficld work. Practice interviews were conducted during
the training school. In addition, every interviewer was observed by a
supervisor in at least one actual interviewing situation at the beginning

3 For reasons discussed elsewhere, the number of farms actually found was consider-
ably short of the desired 600.

1 Slight fluctuations ocenr from county to county beeause of rounding the number
of segments to integers. Also, this basic <ampling rate docs not include any adjustment
for nonresponse, subsampling, ete,
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of his assignment. Periodie supervision in the field was carried on through-
out the field work phase of the study.

GENERAL FIELD PROCEDURE

. Ay was stated previously, the sampling unit was an area segment. All
households in the segments which were outlined on county maps were to be
ineluded regardless of whether or not they were represented by a dot on
the map. The interviewer was to sketeh each segment as he canvassed it,
marking the location of each household with a household identification
number. Vacant dwellings and segments containing no dwellings were
identified by appropriate notation rather than merely by the absence of
any household identification.

A questionnaire pertaining to the houschold was to be ecompleted for
each houschold in the sample. If the houschold contained a farm operator,®
an additional questionnaire pertaining to the farm business was completed.
If the houschold contained more than one farm operator or if an operator
had more than one distinet operation, separate farm questionnaires weve
completed for each.

SPECIAL SITUATIONS IN FIELD PROCEDURES .

Although the survey was conducted in the spring of 1961, information
was sought for all of 1960. Since the population was not static, special
procedures were adopted for situations in which changes had occurred
between January 1, 1960, and the interview date. For example, persons

living in a house in the segment at the time of enumeration who had moved

there after March 1, 1960, were included in the sample only if they had
lived somewhere else in the open country zone previous to the change of
‘residence. The data were collected for the entire year just as if these people
had been in the same location. Persons moving into the open country zone
from a town or city after March 1 (heveafter referred to as incligible
households) were not included in the sample, since the nature of the in-
formation sought precluded any interest in persons who had been living in
~a town or city for any substantial part of 1960. On the other hand, persons
who in 1960 had lived in a dwelling ineluded in the present sample but had
moved away prior to the interviewer's visit were not, in gencral, traced

down and interviewed. Those moving elsewhere in the open country still

had a chance to be included in the sample (sce above) ; those moving into a
town or city were essentially lost from the universe.®
5 T].xis term is defined elsewhere.

6 Actually, as will be discussed !ater, some of these persons were traced down. In
general, however, the cost of such an speration jz prohibitive relative to the gain.
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Since the Master Sample materials were prepared, many areas in the
~ open country zone around urban eenters have been transformed into hous-
ing developments and thus contain far more houscholds than are indicated
on the Master Sample maps. In this. study, three of the sample segments
fell into areas of this type. In order to avoid the considerable expense of
interviewing all the houscholds in these segments, a subsampling procedure
was employed by which a known fraction of the houscholds was interviewed.

After completion of most of the field work, 40 segments were found to
contain households for which questionnaires were not completed because
of various reasons.” Substitute segments were drawn to replace these house-
holds. Out of the 40 substitute segments, 2 contained no households and 6
contained houscholds for which, again, questionnaires were not obtainable.
Thus the apparent nonresponse rate was substantially reduced.

One hundred seventy segments were found 'to be vacant in the initial
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canvass. As a check on the quality of the field work, a sample of approxi- -

mately one-half these segments was selected for revisit. Tive additional
farm houscholds were found in this check.

Twenty-one segments were found to contain only ineligible nonfarm
households (i.e.,, households whose occupants had moved into the open
country zone after March 1, 1960). Fourteen of these segments were re-
visited in order to determine whether or not the previous occupant had been
a farm operator at this place in 1960 and had moved cut of the open coun-
try zone (thus having no chance of being enumerated in 1961). If this
were the cage, the interviewer located this person and completed the neces-
sary questionnaires. Three additional farms were added to the sample by
this procedure. '

DEFINITIONS
Dwelling unit (1950 Census definitions) ;

In general, a dwelling unit is a group of rooms or a single room oe-
cupied (or intended for occupaney) as separate living quarters by a family
or other group of persons living together or by a person living alone. Spe-
~ cifically, the above constitutes a dwelling unit if it has either 1) separate
cocking equipment, or 2) two or more rooms and a separate entrance.
Houses, apartments or flats, trailer houses, and living quarters above or in
back of places of business are common examples of dwelling units.
Household '

A houschold consists of those persons residing in a dwelling unit. Thus,

7 Thirty questionnaires were not comjpirted becuuse of refusals, 5 in which the house-
hold was an ineligible farm househiold, und 5 for iniscellanecus reasons.
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there ig a one-to-one correspondenee between dwelling units and houscholds,
and the terms are often used synonymously.

Farm (general definition)

A farm consists of all the tracts of land, contiguous or noncontiguous,
under the operation of a single individual or a group of individuals. An
operator usually owns at least part of the assets but, as in the case of a
hired manager, he need not. The farm acreage includes woodland, pasture,
wasteland, ete., as well as cultivated land. " In addition to the type of opera-
tion usually thought of as a farm, special operations such as apiaries, green-
houses and nurseries, feed lots, ete., are considered to be farms.

Farm (1959 Census definition)

In order to qualify as a census farm, places such as those just deseribed

must meet the following conditions: '

1. If the place is less than ten acres in size, at least $250 worth of
agricultural products must have been sold from the place in 1960
(of which at least $125 must have come from something other than
forest produets).’

2. If the place is ten or more acres in size, at least $50 worth of agri-
cultural products must have been sold from the place in 1960 (of
which at least $25 must have come from something other than forest
products). ;

Farm operator

A farm operator is a person actively engaged in running a farm. He
must participate in the decisicn-making function and supply at least part
of the labor. ' ‘ -
Partnership / :

A partnership is a joint operation of a farm by two or more persons.
These persons need not have a written agreement nor need they be related.
In this study, a person in order to be considered a partner had to 1) work
on the place at least 90 days in 1960, 2) share in the decision-making, and
3) receive a share of the profits (or absorb a share of the loss).

Principal partner '

In this study, the junior partner (ie., the younger or youngest) was
considered the principal partner. The partnership operation entered the
sample only with the principal partner. Conscquently, if a junior partner
lived in the segment, both houschold and farm questionnaires were com-

pleted; if a senior partner lived in the segment, only a houschold question-
naire was completad.

187
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Hired manager

A hired manager does not usually own any land or capital in the farm
he operates. He is considered to be an operator because he is hired to make
the decisions and is in direct control of the operation.

Homemaker :

The homemaker is the person who manages the home. Ordinarily the
homemaker will be the wife of the operator, but this nced not be the case.

188

The homemaker may be a daughter, a sister, or a mother of the operator or -

she may be a hired housekeeper. In some cases, the operator himself may
also be the homemaker. =ty

CO"\IP,\RISO\’ OF NUMBER OF FARMS IN SAMPLE
WITH NCMBER EXPECTED

As was stated earlier, the original expectation was 600 farms. How-
ever, this expectation was.based on the total number of farms in the state
in 1959 and was erroncously high, When the census fizures are adjusted
to the universe sampled (the open country zone) and are reduced to reflect
one year’s losses in- number of farms, the expectation is reduced to 556

farms. The sample yielded a total of 530 farms. Of this total, 497 were

interviewed and 21 were contacted but not interviewed (refusals, ete.). An
additional 12 farms were added as adjustments resulting from the subsam-
pling in built-up segments (5 farins), the check of a subsample of segments
originally classed as vacant (5 farms), and the check of a subsample of
segments containing only nonfarm, ineligible houscholds (2 farms). In the
latter operation, when it was discovered that the previous occupant had

operated the place during the 1960 crop scason and had since moved out of

the open country zone, he (rather than the present occupant) was con-
sidered to be in the sample (ef. feotnote 6, Chapter VI).

An approximate 95 per cent confidence interval placed around the
sample number has an upper limit of 551, indicating that the discrepaney
is slightly outside the sampling ervor. However, it must be remembered
that the presample expectation is based on approximations, the accuracy of
which cannot be verified. The adjustment to the open country zone is based
on work by the late Margaret Ilaygood of the United States Department of
Agriculture. Since this work was done over 15 years ago, the degree to
which her findings refleet the present situation eannot be determined. At
that time, she found that approximately 94 per cent of the farms in Iowa

had their headquarters (residence of operator) in the Master Sample open

country zone. The adjustment for losses in number of farms from 1959 to
1960 (114 per cent) is based on the resuits of another survey conducted by
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the Iowa State University Statistical Laboratory and is, of course, subject
to sampling error. The purpose of these presample adjustments is to obtain
some idea of the sampling rate necessary to yield a predetermined number
of farms. Ordinarily, differences between the presample estimates and esti-
mates based on the sample data are ascribed to inaccuracies in the former.

ES’.I‘IMAATION OF POPULATION MEANS AND VARIANCES

Since an approximately uniform sampling {raction was used, popula-
tion means were ecasily estimated by the simple sample mean. Furthermore,
since the segments were so small, the clustering that did cceur ecan be
ignored ‘and ecstimates of the variance computed using the formula for
stratified random sampling.

Let
¥niy = observation on j*® unit, i** segment, h'* stratum where strata
are defined as census economic areas
= ny; = number of units, i*" segment, h'® stratum.

Estimates of population means are obtained by

_ S3% L o BNP
=ohig Dl pnaE

=1>

Ynij

L2

Ignoring the finite population correction, variances can be estimated by

& 1 S m o I ey
o s = i T
( 1w = h Ny~ 1 -lj (ij .Yh) .

v
where #, = ij Vuiy/My

Use of the random sampling formula will tend to underestimate the vari-
ance. On the other hand, using the census economie arcas rather than the
individual counties as strata inflates the variance. :

If estimates of state totals for farms are desired, they ean be obtained
Bt 1 :

ke A
Y= 161,711 ¥

where 161,711 is the estimated total number of farms in the open country

zone of Towa in 1960 and Y is defined as above. The variance can be

estimated by

A A
v(Y) = (161,711)? v (Y)

189" 77
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APPENDIX B

Description of Major Computer Programs Devised for the Analysis

The following is a description of the major programs written
specifically to perform the analyses described in Chapters 4 and 5.
All are written in Fortran IV, and after a description of their
purpose, an annotated program listing of each is provided.

Program: LOCTYPE

This program is designed to compute for each member of a sample
choosing from a set of alternatives, the Exnggiof alternatives
available to it and the types it chooses. Each alternative belongs
to a type defined in terms of attributes describing the alternative
and its relationship to the sample member.

In this case, the sample members are households choosing from
alterﬁative towns which are classified into types - location types -
in terms of populatién and distance to household.

The basic information required is a definition of each type.
Also for each sample member, data on the alternatives chosen are

required.

In this case, location types are defined in terms of populétion/
distance to household categories. Towns are described by their
population and by théir co-ordinate location, which in conjunction
with the co-ordinate location of households enables household-to-town
diétances to be computed. Given that data, together with the towns
chosen by each household, each household's alternatives, both chosen
and rejected, can be assigned to location types. A sample of the

program's output is shown in Table 4.1.
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—  PRUGRAM LOCTYPETUINPUT,CUTPUT)
DIMENSIGN ITp(1342)9TE(1342)9IN(1342)9IP0OP(1342)4IpVIS(10) 9 IPERCEN
1 (10)sILIMP(7)9ILIMD(795)9IP0SS(745),1IVIS(7, 5.10).;0CN~(34).LOCVIS
2(10)
READ IN DATA NESCRIBING EACK TOWN#S PQPULATION(IPCP)srASTING(IE) s
AND NURTHI C(1N) e
READ I (I TO U S IETIY s TN (J) s IPOP (Y, J=191342)
C READ IN THE D-STANCE ANp FOPULATION LIMITS(ILIMDsILIMP) OF EACH
C POSSIBLE LOCATIQN TYPE.
: READ 49 (ILIMP(U) 9J=1,s7)
READ 99 (ILIMp(1leK) sK=193)
READ 64 ((ILIMD(JgK) ¢K794) 9J=297)
PRINT 670
- PRINT 92
PRINT 95
PRINT 49%
READ IN A HCUSEROLD#S EASTING(IHE) sNORTHING (IHN) ¢ TOWNS PATRONISED
(IDVES).TH FERCENTAGE OF GROCERY DOLLAR EXPENDITURE TN EACH(IPERCEN)
AND THE WUEER FATRONISFU(JRT.
232 READ doMCvJH.JKleHD-IFEoIHNo(IDVIS(J);IPFRCEN (J) s J=1+JR)
IF(IHL.=C.7)c0 TO 8372
IF (MDEWe99) GC TO 1000
C INITIALISE vaTRICES.
DO 300 w=1,47
DO 30U J=i+5
‘ DU 301 L=1,1p
301 TVIS(KyJUsL)=0
- 300 [POSS(Ksw)=0
DO 303L4=1sl0
203 LOCVIS(LM)=0 : :
T C ORDER TOWNS PATRUKNISED ACCORDING TO0 DOLLAR EXPENDITURF.

e Ne!

ao o

JA=0

JL=JB=1 : _

DO 1oJd=19u St TR PR s Ul s
JA=J+ 1 :

DO 10JK=»A JR
= CIPERCEN Lyt gbiks IPERCEN (JK) 13410
3 JTEMP=IPERRFEN (J)
IPERCEN (J)=TPERCEN (JK)
" IPERCEN (JK)=JTEMP :
IDTEMP=1Cy S (J)
ILVIS(U)=IDVIS(JK)
IDVIS{JUR) =7;DTEVNP
10 CONTINUE

¢ CALCULATE TFE HCUSEHOLDts NUMRER OF ALTERNATIVES IN EaCH LOCATION
: C TYPE(IPOSS).
DU 20ul=191342
C CaLcULaTE TFE MANRATTAN METRIC DISTANCE BETWEEN THE HOUSEKOLD AND
C TUWNCIDIST)

IDIST=IAES(IKE=TE(I))+1ARS(IKN=IN(T))
DU 2nK=y47
IF(IPOP (1) eLTeILIMP(K))21920

21 IF(K,EQ.1)22424

22 DO 23J=1+3
IF(IDISTLT<ILIMD (KyJ)) 222923

23 CONTINUS

C CHECK IF AuY TOwWW PATRONISED LIES OUTSIDE THE LIMITS nF ALL LOCATION
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DU 86l.S=1+JB %
IF(ITO(1)+EQ,IDVIS(LS))BS986
B85 PRINT 29.110(%).10157.1P0P(1).1How~
GU TOo 290
86 CUNTINUE o
GO TO 210

192

222 IPCSS(Ks.)=IP0SS(KyJ)+1
DO 25L=19sJn
i IF(ITU(T)erQ,IDVIS(L)) 26425
26 IVTS(K.:9L)—IVIS(KquL)+1
IPCSS (Koo ) =IPUSS(KeJ) =1
GO To 2970

25 CONTINU=
GU T0 2u0
- 24 D0 Prdayes - - ; ,
IF(IDISTeLTeTLIMD(KyJ)) 222,27
.27 CONTINUE
GO TO 84

.20 CUNTINUE
200 CONTINUZ
~ CONVERT THZ waTrIX SHOWING THE NUMBER OF ALTERNATIVES IN EACH
"LOCATION TYPE(IPUSS) INTO A SINGLE ARRAY(LOCWNM),
LM=0
DO 4QUKK=143

. LM=LM+1

400 LUCNMIL)=TP0SS(14KK)
DO 4pluy=e,7
DO 4plKK= 1.4

; LM= M+

401 LOCNMIL 1) =1PESS(JJeKK)

CONVERT THE WMaTRIX OF LOCATION TYPES PATRONISED(IVIS) INTC A SINGLE
ARRAY OF OrRCEREpD LOCATION TYPES(LCCVIS).
DO 402K j=1+JE
DU 402KI,=1.3
_ IF (Ivis(lsvL,KJ) . NE, 0)4039402
403 LOCVIS(Ky) =KL

402 CUORNTINUEZ
DO 404K )=1,JR
DO 40‘+L\J=d’7
DO 404KL=1.4
IF(IVIS(LJsKLIKJI) eNEL0) 4054404

405 LOCVIS(9u) =3+ (LJ=2)#4) +KL

404 CUNTINUE

C WRITE ouT THE HCUSEHOLD#S EASTING(IE) JNORTHING(IN) sNUMBER OF TOWNS
C PATRONISED (ur) sNUMBER OF ALTERNATIVES IN EACH LOCATION TYPE (LOCNM) ¥
C AnD THE LOCATTON TYPE OF EACH TOWh PATRONISED IN CRDER OF DOLLAR
C. EXPENDITURE (LOCVIS),
PRINT 540, . IHCy IHE 9 IHNs (LOCNM(J) 9 J=1927) s (LOCVIS(K) 4 IPERC
TEN(K) *K=1» iB)
GO TO B3¢
1 FORMAT ( )(TA1213,I(\))
2 FORMAT (312,3149(3(I5+6X917)))
4 FURMAT(/IG)
5 FURMAT (313)
6 FUORMAT (4 1I3) : ‘
29 FURMAT (# wARNING NO DISTANCE CATEGORY FOR TOWN ID#1S#DISTANCE#I6#P

10PULATIUN®*17#HCUSEHOLD ID%*16)
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92 FURMAT (1FU32X9# 0CATICN TYPES AVATL ABLE#46Xe%* OCATION TYPES VISIT

1EV AND#)
93 FORMAT (# IHD 1HE IHN l 2 " 3F&ED 678 9:10 11 12 199
14 15 16 17 18 19 20 21 22 23 24 25 26 27 PERCENTAGE OF % SPENT

2 In EACHH)
499 FORMAT (1kn)

500 FORMAT (1X413,214e5X92713945X9(6(12573)))

U0 FORMATT IHGy#*LOCATION TYPES AVAILARLF TU EACH ROUSFHOLD AND THE P

1ROPORTIUNATE DOLLAR EXFENDITURE IN EACH TYPE VISITFD®)
lo0o STep

END
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Program: . PCOMP

This program is designed to calculate the implicit paired
comparisons made by each household in visiting some location types
and rejecting other available ones. It is written separately from
LOCTYPE so that different aspects of the household's choices may
be analysed with simple alterations to this program, but without
requiring to regenerate the information provided by LOCTYPE. Thus,
the paired comparisons implicit in all of a household's choices or

only in its first choice may be obtained using only this program.

PROGPAM PCOMP (INPUT,0UTPUT,TAPE1,TAPE?2)
s DIMENS ION LOCPOS(34),L0CVIS(10),PROP(34,34) yIPERCEN(10) ,F(34,34),
1AVPROP(24,34) ,TWIN(400) ,ILOSE(40D) yPROX(40D) 5 I(34,34)
DO 56K=1,JZ :
DO SEKN=1,K

56 T(K,KN)=D
» PRINT 600
600 FORMAT(1HO,*PAIRED COMPARISONS MADE BY EACH HOUSEHOLD DERIVED FROM
1 THE PROPORTIONATE DOLLAR EXPENDITURE IN EACH LOCATION TYPE AVAILA
2BLE*) : |
RFAD IN THE HOUSFHOLD#S TD(THD),THE NUMBER OF TOWNS IT PATRONISED{JB)

s THE NUMBER OF TOWNS AVATILABLE TO IT IN EACH LOCATION TYPE{LOCPOS),
THE LOCATION TYPES PATRONISED(LOCVIS) IN ORDER OF PERCENTAGE GROCERY
_DOLLAR EXPENDITUPE{(IPERCEN), . : , "
18 READ(1,1)NUM,JB, (LOCPOS (N) 4N=1,J2), (LOCVIS{M),M=1,JB)
1 FORMAT(1X,I2,6X,1342X4271I2,2X, (101I3))
JF(FOF,151101,1102

"o0olm

€ INITIALISE MATRICES,
1102 DO 10J=1,JZ T
e TRTENE T =g ] oy 2o PiR JL. b Al T ) L
F(JyL)=0. .
AVPRCP (J,L)=0,
10 PROP(J,L)=0.

P=0
g FORIEACH LOCATION TYPE PATRONISED BY THE HOUSEHOLD, FIND ALL OTHERS
€ _PATPONISED AND PEJECTED TO WHICH IT WAS IMPLICITLY PREFERRED.
' DO 1000K=1,J8
TF(LOCVIS(K) ,F0,0)1000,19
19 DO 20J=1,JZ

IF(LOCVIS(K) .E0,J) 50,20
20 CONTINUE
S0 TECRRLIBIGO TO SRl T - e e
JA=K+1
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DO 180MM=JA,JB
IF (LOCVIS(MM) .EQ.0)GO TO 180

DO 80KJ=1,JZ
IKJ=KJ :

o IF(LOCVIS(MM) ,EQ.KJ)91,80

80 CONTINUE

91 TF(IKJ.LF.J)92,93

THE _PROPORTTONATE PPEFERENCE OF ONE PATRONISED LOCATION TYPE OVER

'ANOTHER PATRONISED TYPE(PROP) EQUALS THE PERCENTAGE SPENT IN THE
MORFPREFERPRED DIVIDFED BY THE PERCENTAGE SPENT IN BOTH.
92 PROP(J,TKJ)=(FLOAT CIPERCEN (K)) / (FLOAT (IPERCEN(K) +IPERCEN(MM)))) +
1PROP(J, IKJ)
F(JyTKJ)=F(JyIKJ) +1.
T(JI,IKII=T(J,TKJI) +1

DO

GO -TO 180
92 PROP(IKJ,J)= 1.-(FLOAT(IPERCEN(K))/(FLOAT(IPERCEN(K)+IPEPCEN(MM))))
. 1+PROP(IKJI,J) S
F{JyTKJI)=F (J, Ik +1,
CTCJ,TKI) =T (J, IKJ) +1
180 CONTINUE

100 DO 110LA=1,J7
TF(LOCPOS(LA).FQ.0)110,120
= 420 FFCLRL.LE,J)121,122
C THE PROPORTTONATE PREFERENCE OF A PATRONISED LOCATION TYPE OVER A
C REJECTED TYPE(PRCP) IS ONE.
121 PROP(J,LA)=PROP(J,LA)+1.
FOJyLA)=FUJyLAY*L, ,
T(J,LA)=T(J,LA) +1 .
GO TO 110
122 FULA,J)=F(LA,J) +1,

I(LA,U)=T(LA,J)+1
110 CONTTINUE
.. 1000 CONTINUE
DO 123KP=1,J7Z
DO 123JP=1,KP
123 AVPROP(KP,JP)=PROP(KP,JP)/F(KP,JP)

DO 200LL=1,J7

DO 200KK=1,LL
o IF(PPOP(LLyKK) ¢eEDeDe o« AND.F(LLyKK).EQeD.)200,201
201 JIP=1P+1

IWINCIP)=LL

ILOSE(TP) =KK

PROX(IP)=AVPPOP(LL ,KK)
200 CONTINUE
IF(IP.,FQ,0) GO TO 18

C - WRITE OUT THE NUMBER OF TOWNS PATRONISED BY THE HOUSEHOLD, THE MORE
C PPEFERRED(IWIN) ,AND LESS PREFERRED (ILOSE) LOCATION TYPES ,AND THE
C PREFERENCE AMOUNT{PROX) FOR ALL TIMPLICIT PAIRED COMPARISONS BY THE
C HOUSEHOLD,
PRINT 202, IHD,IP, {IWTIN(K), ILOSE(K) PROX (K) yK=1,1IP)
203 FOPMAT(*N*¥2T3,(12(I3412,F5.2)))
GO TO 18
1101 ENDFILE 2
STOP

END
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Program: . Paired Comparison Preference Analysis (PCPA)

This program uses the paired comparison data for each household

in a sample, such as program PCOMP provides, and analyses the aggregate

preferénce structures of groups and the total sample, derived from the

individual data. The following major operations are performed:

1. Aggregate the individual paired comparisons of any set of households
in the form of a paired comparison matrix showing the proportion of
times each location type is preferred to each other.

2. Recompute the set's paired comparison matrix using an additivity
rule to compute indirect estima;es of the amount one type is
preferred to another, in addition to the origiﬁal observed
proportion of times the one is preferred to the other.

3. Compare the preference matrices of subsets of the sample using
statistical tests of the ﬁull hypothesis that pijl = pijZ for all

-cells in the matrix.
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Program:

This program is designed to compute household's choices of

towns which would be consistent with given deterministic and

Having computed the town(s)

- probabilistic spatial preference rules.

chosen by a household, it then allocates them and those towns

rejected to location types in the same fashion as program LOCTYPE.
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For each triplet of location tyﬁes,this program searches the
enfire sample and tests if each household makes independent implicit
- paired comparisons of one or two of the three possible pairs.
complete definition of independence is given in Chapter 4 (page 94 ).
Using the independent paired comparisons of each pair in the triplet,
the proportions are tested for transitivity, and a statistical test

for the proportions' additivity is performed.
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