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The study seeks to derive a spatial preference model for urban 

places, based on a farm population's ·spatial choices of urban places 

for retail expenditure. Specifically, the study tests for the 

similarity in households' preference orderings of urban places, and 

finds a high degree of similarity. This is achieved using a model 

with orily two simple variables, namely town population and distance 

tp town. Tests indicate n9 major variable is omitted in the model. 

The information on households' · preference orderings enables the 

aggregate preference order to be defined. 

Tests are inconclusive as to whether households also assign worths 
·----­

to urban places which indicate their awareness of the amount by which 

different places are preferred. 

The second part of the analysis seeks to determine if different 

types of households have different spatial preferences. Differences 

are revealed in the value different types attach to the locational 

convenience of places. Farm households with members workirig off the 

farm reveal a lower than average preference for convenient shopping 
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places. Smaller, more affluent households display a stronger preference 

for convenient locations and a lower preference for large towns than 

less affluent households with young children. 
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INTRODUCTION 

The research described here is based on certain premises, both 

philosophical and methodological, regarding human behavior and its 

measurement• The problem tackled is essentially one of attempting 

to define the form of spatial choice rules used by individuals to 

select amongst spatial alternatives. But before describing the 

problem in more detail, some explanation of the above-mentioned 

premises is in order. 

Order in Human Behavior 

Several approaches to the interpretability of human behavior are 

currently accepted. All approaches observe that individual behavior 

varies» i.e., · that when faced with the same set of alternatives several 

times, people do not always make the same choice. However the two 

major approaches differ in their explanation of these variations. One 

assumes human behavior is a function of unpredictable random processes. 

The argument of this school of thought is that variation in behavior 

is not systematic and that explanations based on models of learning, 

adaptat~on, etc., have not and cannot adequately explain such variation. 

Presumably, -----students of the 'random process' school would deny the 

efficacy of the study of individual behavior and advocate instead a 

macro-analysis of human events which would relate aggregate patterns 

of human action to characteristics of the social, economic and physical 

environment. 

The difference between this approach and the other is well 

summarised by Edwards and Tversky (1967, p. 315): 

1 
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· Students of behavior disagree about whether this 
seeming randomness reflects actual random pro­
cesses at work inside the organism, or whether 
it is the inevitable result of trying to use 
very simple methods of prediction to predict 
behavior that has very complicated causes. This 
disagreement is profound. 

This other group of behavioral students who see the apparent randomness 

in behavior to be a consequence of our weak understanding of complex 

casual relationships adopt one of two approaches. One takes the 

approach that such is the complexity in relationships between factors 

affecting behavior that there is little value in attempting to establish 

rules of behavior at the level of the individual. ·curry (1964, p. 138) 

epitomises this attitude: 

It is all very well when one can supply the 
parameters within which choices are made, but 
in any general location problem••••. one cannot 
begin to comprehend the infinite number of 
decisions, ·rarely coincident in time and 
separately motivated under differing circum­
stances and degrees of information. 

The other approach accepts the likelihood that complex relationships 

are the' antecedents of behavior, but nevertheless seeks to discern 

order in behavior at the level of the individual since the individual 

is the basic unit of concern to the social scientist, and therefore 

insights gained at that level are the most useful. This is the 

approach adopted in the research described here. 

Human Behavior, Choice and Preference 

When an individual acts voluntarily he usually has accepted one 

course of action in preference to one or more alternatives. His action, 
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therefore, can be regarded as the outward evidence of mental choice 

amongst alternatives • . ·nu~ basic premise of this study is that choice 

is not random but rather is based on some criterion used by the 

individual to assessthe worth of different alternatives. TI-le criterion . 

can be thought of as the individual's assessment of which features of 

the alternatives are relevant to his choice, and of the importance of 

each. ~n this study such a criterion is referred to both as a choice 

rule and a preference function. ntus the choice of one alternative 

·' ·. 	 from among several would indicate that according to the criterion, . 

the alternative chosen had more of the desired attributes than any 

other. In fact this is an oversimplification, for whilst the alter­

native may have most of one attribute, it may not have most of all 

relevant attributes. ntus in choosing between houses, one may be 

the best constructed but not be in the best neighborhood, so that it. 

is not a simple matter of choosing the alternative which is best on 

all counts. From experience in choosing, we know that this is not 

an unconunon predicament. Presumably the choice of one alternative 

from amongst several depends both upon the quantity of each relevant 

attribute perceived in each alternative (q .. = quantity of attribute i 
. 1J 

perceived in alternative j), and upon the individual's preferences rule, 

i.e., his weighting of each attribute by importance (wi =weight 

attached to attribute i). ntus for a given alternative, each attribute 

would have a worth expressed as a function of its quantity and weighting 

denoted by v. ·' the worth of attribute i in alternative j. In add.ition,
1J ' 

however, the individual presumably has some method of combining the 

worths of each attribute in an alternative (vij) by ~ans of which he 
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can assess the total worth ·of an alternative. Thus the overall worth 

of the alternative to an individual partly depends on how he combines the 

part-worths of each attribute. Thus, 

where 

(I.l) 

(I.2) 


The Rationale of a Behavior-Oriented Approach 

The primary methodological premise implicit in the previous section· 

is· that a person's rule for choosing between alternatives - in a · word, 

his preference - can be discerned from overt behavior involving choice 

amongst alternatives. Thus preference, a mental trait, is inferred 

from the overt behavior of a person choosing one alternative in preference 

to others. The ration~le behind this behavioristic approach is well 

described by Bertrand Russell (1921, p. 47) who believes that: 

The discovery of our own motives can only be 
made by the same process by which we discover 
other people's, namely the process of 
observing our actions and inferring the desire 
which could prompt them. -, 

Imp~icitly rejected as a method of determining preference is the 

mentalist approach whereby individuals are asked to verbally describe 

their preferences and "explain" or rationalise them. Miller (1962, 

p. 8) provides some explanation for this trend of behaviorism replacing 

mentalism: 

This is commonly known as the composition rule in psychology, and is 

discussed by, among others, Shepard (1964) and Tversky . (1967) in its . 

connnonest form, the additive composition model. 


l 
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Standing opposed to this trend is the stubborn 
fact of consciousness; everyone feels that he 
has direct, innnediate evidence conce.rning his 
own mind. However, a growing body of psychiatric 
and psychoanalytic experience argued that 
consciousness is too narrow a window to provide 
an unobstructed view of all that should ·be classed 
as mental. Consciousness may register the out­
comes of .thought, but the processes themselves 
remain hidden from our inner vision. Psychologists 
who tried to use scientific criteria and methods 
were forced more and more into the admission that 
they were studying behavior not consciousness. 

Behavior, therefore, is the basis used to infer preference. 

1he Purpose of the Study 

One purpose of this study, in the context of sµbjects choosing 

- amongst multi-attributed spatial alternatives, is to determine the 

relative importance people attach to the attributes. Additionally 

it seeks to determine whether the relative importance of given 

quantities of each attribute is the same for different types of house­

h.olds, or if , preference fu.nctions vary between household types, i.e., 

it seeks to determine the extent of inter-personal consistency in 

2
preferences. 

A ~hird purpose, assuming orderliness is proven in the particular 

----- considered here, to determine whetherspatial preference functions is 

individuals simply have a mental ordering of alternatives from most to 

least preferred, or if in fact they can more precisely locate alternatives 

on their mental preference scale. Chapter 1 defines these objectives 

To put the study in proper perspective, it should be noted that several 
other critical aspects of choice as defined in (I~l) and (I.2) above 
are ignore • 'Illus the extent to which an individual may vary his 
estimate of attribute importance (intra-personal consistency) is dis­
regarded, as is the matter of intra- and inter-personal consistency in 
perception of the same alternative. 

2 
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Chapter 1 THE PROBLEM 


'llle 
.. \

general purpose of this study is to describe · the nature. and 


properties of the rule or rules by which consu~ing units choose 

. . 

between alternative central .places for grocery purchases. · Two specific 

aspects are considered. Firstly, to what extent do households reveal 

similar preferences between the same alternatives, ·and, if there are 

significant differences in preference, how large are they and how 

are they related to any social, economic or other behavioral character­

istics of households? Secondly; do individuals simply rank spatial 

alternatives in order of preference or does their assignment of worths 

to alternatives indicate an awareness of quantities by which different 

alternatives are preferred to one another? 

Inter-Persona1 Difference in Space P.references 

In light of the apparent success of some existing aggregative 

models in predicting individual choice behavior (Huff, 1962; Rushton, 

1966), it might appear 'reasonable to infer that there is a considerable 

degree of agreement .in individuals' space preferences, and little cause 

. to hypothesize differences of any magnitude. However, to draw such a 

. conclusion would be to ignore the possibility that the corre~tly 

predicted choice situations are of such a ·simple kind ·that many 

different models might predict such choices equally well. nie real 

· test of the generality of any preference model is when the individual 

is confronted with a complex choice situation, and until now the · 

evidence has been that these are the situations where such models are 

most deficient(Rushton,· 1966; Ewing, 1968). ·such ·a deficiency may 

7 
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be explained, at least partly, by these models incorporating only a 

single preference function to predict the spatial choices of people 

with differing preference functions. In this research the hypothesis 

is tested that systematic differences exist in the spatial preferences 

of a sample of households with respect to grocery purchasing. 

1he following discussion provides a rationale for testing this 

hypothesis, by indicating possible sources pf space preference dif­

ferences, and by noting the frequency of this hypothesis in the 

literature. 

Sources of Inter-Personal Variations in Preference and Suggested 

Explanations 

The fact that two people differently evaluate the same alternative 

courses of action is attributable to three factors - the weight they 

attach to each attribute of the alternatives, the quantity of each 

.attribute in each alternative as perceived by them, and their method 

of combining the part-worths· of each attribute (vi). 1hus a person's 

choice rule is a function of his attribute weighting, of his perception, 

and of ,his_~ethod of combining the part-worths of attributes in a 

multi-attribute alternative. 1he introduction of the notion of 

perception requires that the original equation of part-worth, 

v .J. = f(w., q .. ),
1 1 1J 

now be rewritten as 

( 1.1) 


where ai = the perceptual weighting attached to a quantity of 
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attribµte i. It is conceivable that two individuals may attach pre­

cisely the same weightings to given attrib~tes and yet make different 

choices from the same alternatives as a result of variations in their 

perception 'of the relative quantities of each attribute in each 

a 1 terna tive. 

'llle most connnon explanation of differences in perception of the 

same thing is that they are a function of differences in what has been 

learned about it. Various explanations of learning differences exist. 

For example, the more contact a person has with a set of spatial 

alternatives, the keener should be his awareness of differences between 

them. 'illus Golledge (1967, P• 247) suggests that: 

In the course of satisfying such desires 
individuals will test a number of possible 
combinations of markets ••• From their 
experience of the results they will 'learn' 
which ·decision process ••• gives them the 
greatest rewards • •.• and they wi11 tend to 
retain 'satisfactory' responses and delete 
'unsatisfactory' responses. 'lllis process 
is likely to be continued as the search 
for the 'most satisfactory' pattern of 
responses is carried out. 

'llle inference - is that decision-making is sequential with the outcome 

from each decision contributing to the learning process. Individuals 

at different stages in learning the attributes of different spatial 

alternatives presumably may have a different perception of them. 

A further explanation of differences in environmental learning, 

and hence in perception, is that persons from differing backgrounds 

tend to frequent different paths in the spatial network, thus intro­

ducing biases into their spatial information. Wolpert (1965, p. 165) 
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suggests that: 

Differences in sex, race, formal education, 
family income and status are likely to find 
their expression in shaping the area of 
movement and choice. Although the action 
space is unique for _each individual, still 
there is likely to be a good deal of con­
vergence into a limited number of broad 
classes. 

lt would seem reasonable to hypothesize, therefore, that inter­

personal preference differences may be a function of differing 

perceptions. 

1he second source of preference variation is that individuals 

may attach different weightings to the same attribute of an alternative. 

lbus, for example, the accessibility of a shopping centre may weigh 

more heavily with the unmarried working man than with the housewife, 

whilst she may place more value on the variety of goods offered at a 

retail outlet. Shepard (1964, p. 257) describes · the problem succinctly 

in more 'general terms: 

nte relative weights to be assigned to the 

component attributes are not always deter­


- "'- mina te and may, in fact, depend on the 

---- adoptjon of one of several incompatible 


but equally tenable systems of subjective 

goals •.• (or 'state of mind'). 


It is also c·onceivable that less stark differerices in preferences may 

exist than in the above example where accessibility is invariably more 

important to one individual than to another. ntus, for example, two 

individuals may agree upon the importance of accessibility of large 

urban centres, but vary in their value judgement of the accessibility 

of small centres. In other words, the weight attached 'to one attribute 
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may vary between individuals only for a limited range of quantities 

of one or more attributes. 

'!he third possible source of inter-personal variation in pre­

ference is the method of combining the part-worths of the different 

attributes relevant to choice. Different assumptions have been made 

regarding an appropriate form for the rules of combination. In 

psychology and economics, Edwards and Tversky (1967, p. 255) . 

indicate: 

One idea so completely dominates the literature 
on riskless choice · that it has no competitors. 
It is the additive composition notion. It 
asserts that the utility of a multi-dimensional 
alternative, such as a connnodity bundle or a 
job offer, equals the sum of the utility of its 
components. 

By contrast, in geography and marketing, the utility of a spatial 

alternative is connnonly defined in terms of a gravity model where, 

u.. = M. x d
-a 
.. (1.2) 

l.J l. l.J 

where a = an empirically derived constant, 

-U'- _=:=_ the utility of alternative i to an individual j,
ij -·---­

M. = some measure of the "mass" or attraction of alternative i, 
l. 

and dij = the distance between i and j. 

In this case the part-worths of mass and distance are multiplicative 

rather than additive. 

Several possible sources of inter-personal variation in the 

components of a preference function have been indicated. This is 

reason enough to test for preference differences. Also, the test is 
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prompted by the frequent discussion of the subject both in ~sychology 

and geography, together with an absence of rigorous tests in the 

geographic literature. 

Interpersonal Preference Variation as Discussed in the Literature 

1he stimulus from the literature for a test of inter-personal 

differences in space preferences - is two-fold. The combination of 

vast amounts of psychological research into inter-personal differences 

in .intellect and attitude, and a dearth of rigorous analysis of pre­

ference differences by geographers provide adequate reason for such an 

investigation. In psychology the entire field of mental testing is 

designed to distinguish differences in people's intellectual, emotional 

and attitudinal traits. Nevertheless, relatively little investigation 

has been aimed at discriminating between individuals on the basis of 

their preferences. Thus Edwards ( 1961, p. 488) concludes: 

It is surprising that so few studies explicitly 
examine utility ••• functions, relating their 
shape in different people to personality 
variables. 

One of- the few examples of an attempt to define individuals in terms 
-~-

o( similarity of preference for the same set of alternatives is by 

Tucker (1960). Given each individual's ranking of the same set of 

alternatives, he shows a method conceptually akin to non-metric factor 

analysis, which defines each person's stimulus preference vector in a 

multi-dimensional preference space. He does not, however, pursue the 

topic in the manner suggested by Edwards, by trying to ·relate differ­

ences in their utility functions to personality trait~, but simply 
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con.eludes, not surprisingly, that individual preference differences 

do exist. 

Geographers, in contrast to psychologists, have treated the notion 

of differiag preference functions regarding spatial phenomena at a much 

less sophisticated technical and conceptual level. This point will be 

elaborated in Chapter 2. Nevertheless, the notion was discussed in the 

geographical literature as early as 1937 by Christaller (1966, p. 22): 

1be range [of a good] is determined by ••• 

•• the income conditions and the social 

structure of the population, · ••• and 

numerous other elements. 


And elaborating on this in a ~ootnote, he remarked that: 

Englander includes all of this under the term, 
'price-willingness of the buyer'. 1his short 
expression is very striking; it means approx­
imately that a certain population or a certain 
stratum of the population with regard to its 
structure and comp~sition, is willing to pay a 
certain higher price for particular goods it 
desires. (1966, p. 26) 

Subsequently the notion of differing space preferences has received 

freque~~ mention in the literature, but has been the subject of very 

----· 1few empirical analyses. Besides references to it in central place 

works, differing space preferences have been discussed by Hagerstrand 

(1966) with respect to innovation diffusion, by Moore (1969) and 

Wolpert (1965) on migration, and by Michelson (1966) and Peterson 

(1967a, 1967b) with reference to urban residential preferences. In 

l"n10se studies which present empirical tests for a relationship between 
personal characteristics and space preferences are reviewed in chapter 2. 
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central place works, the notion of differing space preferences has 

been considered in the works of Getis (1961), Huff (1959), Marble 

(1959), Mayfield (1963), Murdie (1965), and Ray (1967). The general 

tenor of these works is that personal characteristics probably 

influence spatial behavior, but that research on the subject is 

insufficient. Thus Marble (1959, p. 22) says of location theory in 

genera1 that: 

while devoting little attention to the behavior of 
the individual decision-making unit, it does 
recognize the importance of spatial location as 
well as certain social and psychological factors 
(space preference) in determining individual be­
havior in space. 

In contrast to the level of methodological refinement achieved 

by psychologists in the analysis of human preference, studies in 

geography have been somewhat circumscribed by methodological shortcomings 

_which are discussed in Chapter 2. Likewise, geographical analysis of 

differing space preferences have been characterized both by methodological 

and technical weaknesses. Consequently, as a prerequisite to the 

-.__initial purpose of testing for differing space preferences, this re­

search must first develop a more refined methodology and improved 

technique to test spatial choice behavior for evidence of differing 

preferences. 

Ordinal and Ratio-Scale Preference 

1be second major objective of the study is to determine what the 

derived preference structures reveal about the properties' of the house­

hold's mental yardstick for comparing spatial alternatives. Specifically 

• 
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the. question is whether people s i~p ly have a mental ·ranking .of 

alternatives in order of · prefere-nce, Le. an ordinal preference scale, 

or whether they discriminate acutely enough between alternatives that 

each -alternative can be assigned a specific quantity of "preferredness" 

2in a ratio scale sense. . Such a scale would ·not only imply that pre­
' ' 

ference is probabilistic, but that the probability of choosing · one 

alternative from a set could be predicted in .terms of the ratio scale 

3scores of the alternatives in the set. Ibis would constitute not 

only interesting information about h<>W individuals assign measures 

of importance to spatial alternatives, but as Luce (195.9) has shown, 

such a metric scale ·would permit prediction of choice from amongst ' 

combinations of alternatives for which no direct observations of 

choice are available. 4 .However, if the result of a test for a ratio 

scale of preference was negative, the implication would not necessarily 

be that pre.f.erence . is deterministic, but simply that the probabilities 

do not have the metric relationships necessary for a ratio scale. It 

.would mean that, at be.st, no higher ordered preference metric than an 

ordinal one could be assumed. But the fact that an ordinal function 

permits only deterministic prediction of choices would not imply that 

the choices used to induce that ordering were necessarily deterministic. 

In summary, there are at least three reasons to test for a ratio 

2In psychol9g~ the research on ratio scales tends to be confirmatory 
(Coombs, 1964, p. 365). 

3niis topic. is treated in 'more detail in Chapter 4. 

4Luce's contributions are discussed iri Chapter 4. · 
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preferen·ce scale. Firstly, such a scale would indicate a high 

sensitivity in people's discrimination between spatial alternatives. 

Secondly, ~t would enable more realistic probabilistic prediction 
I 

of choice. 5 And thirdly, as Luce (1959) ~as indicated, a ratio 

preference scale .permits the prediction of choices from amongst 

previpusly unrecorded combinations of alternatives. 

1be Study and Central Place Theory 

Assuming that central place systems are in part a response to 

the pattern of consumer demand ~nd to prefer~ed interaction patterns, 

a test for significant differences in the preferences of different 

types of consumers constitutes, in effect, a test of whether consumer 

type is a significant _independent variable affecting the size and 

spacing of central places. 

itie second part of the analysis concerned with the test for both 

ordinal and cardinal preference functions also has considerable rel­

evance to central place analysis. Little research has been under­

taken· 'to discover the effect which an alteration of Christaller's 
. ·------­

ba~ic consumer behavioral postulate (that people go to the nearest 

place supplying a desired good) would have on the pattern of a 

nie validity of assuming probabilistic rather than deterministic 
preferences is discussed frequently in the psychological literature. 
For example, see discussions by - ~oombs (1964, pp 106-118), Clarke 
(1960) and Luce and Suppes (1965, p. 331). 

5



17 


6central place system deduced using that postulate. Christaller posits 

a normative rule of central place choice by the consumer, such that 

for any point on a demand surface and for any given good there is a 

unique centre which all consumers at that point will invariably 

patronize when that good is the highest order good required. An or­

dinal preference ·rule would posit precisely the same type of normative 

behavior. But as indicated earlier~ probabilistic behavior is consid­

ered more realistic. In this respect, a ratio preference rule permits 

calculation of the probability of each centre being patronized by 

consumers at each point on a demand surface. A test is needed of 

whether the replacement of a determfr1istic preference rule by a 

probabilistic .one is lik~ly to significantly alter the properties of 

a central place system derived from it. 7 

· 
6
An ex~eption is to be found in Rushton (1970). However, even here the 
effect . of a different behavioral postulate is not tested by deducing a 
central place system using only consumer and retailer behavioral 
postulates as Christaller did in his original formulation. Rather, 
Rushton's original formulation includes not only a consumer behavioral 
postulate but also the special case of a k 3 central place hierarchy. 
ni~s the t~st is of the impact of an altered behavioral postulate upon 
a "special case" spatial system, in which the subsequently derived 
central place system may or may not have the same parameters as if any 
other initial configuration had been posited. 

7rt should be noted in passing that certain problems arise in attempting 
to derive a central place system from a probabilistic preference rule, 

· which do not .exist with Christaller's deterministic rule, at least. In 
his work the main geometric problem is to pack an many circular trade 
areas into an area as threshold requirements permit, with the hexagonal 
solution resulting in a regular triangular lattice of centres. With 
other rules, either deterministic or probabilistic, the problem of 
arranging points in space to bes·t satisfy consumer preference and retailer 
threshold needs is more complex. 1he problem is no longer the . simple 
packing one associated with a distance minimising goal and is compounded 
by the likelihood of different preference functions for different commodities. 

http:effect.of
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Certainly, at a local level the survival of a spatial alternative is 

likely to be affected not only by people's order of preference but 

also by whether consumers are almost · indifferent between it and 

another alternative or almost invariably prefer it to the other 

alternative. A preference ranking lacks such information about the 

degree of preferredness between things. Thus, whilst the . existence 

of not.only an ordinal but a ratio preference scale would have intrinsic 

interest regarding the nature of ·human b~havior, it would also be 

meaningful in terms of differences in the kinds of central place 

systems derived using an ordinal or ratio preference postulate. 

The Study and Spatial Theory 

Whilst the specific subject matter of consumers choosing amongst 

alternative places to s·hop is confined in relevance to central ·place 

theory, a broader view of the analysis suggests the pertinence of the 

sub'ject"matter to any aspect of location theory concerned with how 

individuals go about choosing from amongst courses of action which have 

spatial attributes relevant to the choice. Thus, for example, the 
- "-.. 

indus'triaiisf' ·s -choice amongst potential plant sites, the migrant's 

choice amongst towns in a country or amongst houses in a town, and 

even the innovation's "choice" amongst potential adopters at each 

sequence in its diffusion, all involve analogous spatial decision-

making processes with a change in actors rather than actions. 

The two major problems have b~en described and supporting 

argument provided. Before describing the research design devised 

for the analysis, it is essential to demonstrate that the problems 
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described have not been adequately studied in previous research. In 

Chapter 2 this theme is elaborated in a review and critique of the 

. geographical literature describing spatial preference models. 

i ... 
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Chap.ter 2 REVIEW OF SPATIAL PREFERENCE LITERATURE 

Relatively few studies have sought to define empirical regularities 

in spatial preferences. Instead, classical works in location theory 

[von Thtinen · (1966), Weber (1928), Losch (1954), Christaller (1966), Isard 

(1956), Alonso (1964)] and most derivative studies- until recently have been 

based on normative and optimal .preference assumptions. Weaknesses in these 

models are corrunonly attributed to differences between the model's environment 

anci reality ~ -s, or to the omission of a time perspective in models not 

directly concerned with diffusion. Rarely is the assumption about 

the puman agent's spatial preferences questioned. More recently some 

students of location theory haye sought to define empirical preference 

regularities in order to provide location theories with more realistic 

postulates. 

The review which follows concentrates on analyses which have sought 

to define realistic spatial preference rules or to identify personal and 

environmental characteristics affecting preference rules. 'Primarily, 

models relating to Central Place Theory are discussed, although others 

are mentioned. Within this framework, two types of preference analysis 

·-­are reviewed separately, those concerned with a sample's spatial prefer­

ences and those concerned to explain differences in spatial preferences 

in terms of differences in consumer characteristics. A methodological 

weakness conimon to almost all the behavioral analyses is identified. 

The Problem of Interdependency of Behavior and Environment 

A basic problem in deriving consumers' preference rul~s is to obtain 

a rule which is in no way dependent on the particular arrangement of urban 

20 
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places in the study area used to derive the rule. Otherwise there 

might be almost as many rules as study areas. Curry (1967, p. 218) 

suggests this to be the major problem in writing central place theory, 

and therefore warns (1967, p. 219) that "a postulate of spatial 

behavior should not directly describe the behavior occurring within a 

central place sy.stem". In other words, it is necessary to avoid such 

things as inferring preference amongst spatial alternatives from the 

frequency with which different alternatives are chosen by consumers, 

1unless the same alternatives are available to all consumers. 

An example will illustrate the pitfall in describing interaction 

frequencies as a means of inferring ._preferences amongst alternatives. 

If there are 125 people who all prefer large nearby towns to small 

nearby ones on the average three times out of four, and if all 125 are 

not so located to have a choice between these two alternatives, a 

description of the frequency with which each is · chosen can result in a 

' ·.
spurious inference about preference_. 1bus in Table 2.1 where only 20 

have a choice between the two alternatives, out of 125 people 105 choose 

the small place, 20 the large one. If the researcher were to look at 

these choices-without regard to what alternatives are available, the 

erroneous inference would be that the people prefer small nearby places 

to large nearby ones. 'lllis· is precisely the kind of error that is made 

in models of ·consumer spatial preference using frequency of choice of 

alternatives as a basis. Clearly, if the analysis were repeated for 

'llle latter condition is only satisfied in the rare event that all con­
sumers are located at the same place. 

1 
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TABLE 2.1 

Number of Households Alternatives Available ·choice 

5 

20 

. 100 

Large nearby place only · 

Large a~d small nearby pl

Small nearby place only 

large pl

5 . 

aces 15 

ace : small place 

5 

100 

1.25 20 105 

different sets of towns, a different concfusion about preference could 

probably be drawn from each analysis, provided the relative number of 

offerings of each ·alternative differed in each case. '!his is a common 

error in the behavioral analyses reviewe~ in this _chapter. 

The Regression Model of Preference 

Most preference models seek to define preference as some function of 

environmental, and sometimes also, personal factors. Early attempts to 

derive consumer space. pref~rence functions sought to, define a functional 

relationship between a consumer's choice of town for purchases and 

features of the town using a regression model. Thus for example Mitchell 

(1964) in a study of Iowa farm households sought to empirically define 

the parameters of the following functional equation: 

(2.1) 


where T = the amount spent in a given town by an individual farm ·household, 

x1 = the distance between that farm and town, . 

= the population of the town,x2 


x 3 • household characteristics, and 
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a, b, c and d =constants to be . empirically defined. 

In terms of the example in Table 2.1, equation 2.1 uses information on 

the ' number of households patronising places with small values andx2 

small x1 values (105) and the number patronising places with large x2. 

values and small x 1 values (20). Thus,the method completely ignores both 

the available~ yet , rejected alternatives, and the alternatives unavailable 

when one is chosen. Consequen~ly the method has the same basic flaw as des­

cribed above. To emphasise the inadequacy of the regression model where 

choices are made from different sets of spatial alternatives, Mitchell's 

percentage of explained variation of T using the above variables in only 

35%. In fact Mitchell (1964, p. 85), without suggesting a better method, 
,, 

indicates that the above-mentioned inter-household variation in spatial 

opportunities is the cause of the low percentage of explanation . 

••• The different spatial positions of the various 
households with respect to the matrix of places 
of ·purchase around them, represents a rather com­
plicated spatial pattern that regression-correlation 

·- is unable to hold statistically constant effectively. 

The Gravity Model 

" Generally, -the same criticism can be made of many gravity model 

formulations (not of the notion of the gravity model itself) as of the 

regression model. The explanation is that the gravity model has the 

same basic form as a regression model with two independent variables. 

Thus the basic gravity model 

(2.2) 
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where P. and Pj = the population at i and j,
l. 

= the distance from i to j,dij 

= some measure of interaction between i and j, andIij 

n a~d k = empirically derived constants, 

can be rewritten when P. = 1, as 
]. 

(2. 3) 

Logarithmic transformation of equation 2.3 produces: 

log Iij = log k +log Pj - ~ log dij (2.4) 

which has the form of a regression equation similar to equation 2.1. 

Any preference model of this form where all individuals (i) are 

not similarly located with respect to spatial alternatives clearly may 

result in misleading inferences of the type already described. Many 

examples ' of such an application of the gravity model exist [Ikle (1954), 

Garrison (1956), Carrol and Bevis (1957), Marble (1959)]. 

However, one oft-quoted work by Huff (1962) whilst employing the 
- "" 

above type o:fgravity model, is based on individuals whose location 

with respect to alternatives is virtually identical. The gravity model 

used closely predicts interactions between each of three neighborhoods 

and fourteen shopping centres (see Table 2.2). However, the high 

degree of accuracy is largely explained by the fact that between 70% 

and 90% of individuals in each neighborhood patronise the same centre 

(see Table 2.2) whose time distance is much less than any other centre 

(in neighborhood 1 it is 3.7 times as "near" as the next nearest centre, 
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in 2 it is twice as near and in 3 it is 1.25 times as near) and whose 

square footage is exceeded by only 4 other centres. As a result the 

set of discrete points to which the regression plane is fitted 

(see Figure 2.1) has only one very large value and many very small 

values. To fit a regression plane to a small number of extreme 

frequencies and thereby obtain accurate results~ is hardly surprising. 

If Huff had based the model on a .set of frequencies covering also the 

intermediate ranges of time distance and centre size and obtained the 

same accurate fit, the results would indeed be interesti~g. However, 

as can be seen in Table 2.2 for neighborhoods 2 and 3, the few pre­

dictions where observed frequencies are not extremely high or low, have 

very high residuals indicating the poor fit of the regression plane to 

intermediate frequencies. Thus the apparent accuracy of Huff's model 

is largely a function of the over-simplified spatial choice situation 

on which it is based. 

·Th~ Indifference Curve Model 

In an attempt to overcome the weakness described in most regression 

and gravity models, Rushton (1966) uses a model which takes into account 

not only the_f~~quency of choice of each spatial alternative but also 

the. frequency with which each is available, though not necessarily 

patronised. The basic argument behind the preference model is that the 

higher the ratio of choice to availability of an alternative, the more 

preferred it is. Using data on the towns patronised for groceries by 

Iowa farm households (the same data as Mitchell's) this ratio was computed 

for many "town population/distance to town" combinations ·. Combinations 

with equal ratios were argued to be equally preferred and therefore the 
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TABLE 2.2 

Comparison of Observed and Expected Number of Consumers 

from Each of the Three Neighborhoods Who Last Made 


a Clothing Purchase at One of the Specified 

Shopping Centres 


Shopping Neighborhood 1 Neighborhood 2 Neighborhood 3 
Centre Observed Expected Observed Expected Observed Expected 

J1 71 70.76 148 144.28 143 141.49 

J2 0 1.27 19 25.99 6 9.78 

J3 0 1.04 4 3.10 2 2e05 

J4 0 0.00 0 1.36 2 4.02 

Js 5 2.60 38 13.73 21 2.07 

J6 ·1 o.·n 0 2·. 36 7 1.41 

J1 0 0.00 2 2.03 6 3.22 

~8 0 0.00 0 1.67 2 1.52 

,Jg 0 o.oo 0 0.89 0 0.00 

J10 0 o.oo 4 1.87 3 0.00 

Jll 1 0.99 2 3.44 3 1.52 

J12 -- --_Q_ 0.00 0 1.09 2 0.00 

J13 1 0.78 0 10.58 6 35.92 

Ji4 0 0.79 1 5.61 0 0.00 

Total 19 79.00 218 218.00 203 203.00 

Sour~e: Huff, D. L., 1962, p. 454. 
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2 
· FIGURE 2.1 

The Spatial Interactions in Huff's Analysis by Consumers 
in Neighborhood 1 with the Selected Shopping Centres 
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Figure derived from data in Huff's 1962 paper. 
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sample could be regarded as .indifferent between such combinations. An 

indifference surface can be drawn indicating both the combinations 

between which there is indifference and the order of preference as 

revealed by .the ratios (see Figure 2.2). Thus the combinations on the 

highest indifference curve are chosen in 70% of the cases they are 

.available. Referring to Table 2.1 it is clear that this method of 

calculating preferredness is also unable to replicate the order of 

preference, as a result of ignoring what other alternatives are 

rejected when one is accepted. Thus, given the data in Table 2.1, 

large nearby towns are chosen 20 times out of the 25 times available 

(80%) whilst small nearby places are chosen with an even higher fre­

quency, namely 100 times in 120 cases (83%). Once again as a result 

of the high frequency with which small places are available when large 

places _are not, the erroneous inference would be that small places are 

preferred to large places, and not simply that they are chosen more 

often. ·As will be shown in an example in Chapter 3 using the same 

data, if only cases where both alternatives are available are used to 

calculate preference the correct preference order and proportion of , _ 
preference are -inferred. Rushton's indifference curve method, although 

not solving the problem, is the first spatial preference model to 

attempt to overcome the weakness of previous models which consider 

only the frequency with which alternatives are accepted. 

Trade Area Studies 

Although not specifically structured to elucidate empirical 

preference functions, trade area studies commonly assume, and sometimes 

claim to have proven, the Central Place Theory hypothesis of interaction 
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FIGURE 2.2 

A Hypothetical Indifference Curve Model Showing 
the General Features of Rushton's Model 
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with the nearest place offering the good desired. A trade area study 

conducted by Berry, Barnum and Tennant (1962) in southwestern Iowa 
--·--­

demonstrates, according to Berry (1967, p. 16) that: 

••• the farmers make the same clear choice [in 
patronizing central places for goods and 
services]. There is only a little inter­
digitation along the boundaries [of "trade 
areas"], and right along the edge farmers said 
they visited both centers, indicating that 
market area boundaries trace out real lines of 
indifference in choice. 

No exact quantities are provided to reinforce the conclusion that house­
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holds patronise the nearest place offering a good, although desire-line 

maps are produced. 

A test of the accuracy of the conclusion is provided by Rushton in 

a study of a sample of the di"spersed Iowa population (Rushton, 1966, p. 

16). The hypothesis tested is that a consumer makes his maximum 

3 
_expenditure on groceries in the nearest town. The definition of 

"nearest town" is successively varied to include only towns above a 

given population, with the results for each definition shown in Table 2.3. 

TABLE 2.3 

Results of Test of Nearest Town Hypothesis 
with Various Town-Size Groups 

Hypothesis 
Nearest town when only 

towns existing have 
population greater than: 

Percentage of 
farm households 

correctly predicted 

1 55 35 

2 120 40 

3 240 45 

4 500 49 

5 

6 

7 - '-..-----=:---___ 

800 

1200 

2000 

51 

52 

47 

----....... --­

8 4000 37 

9 7000 23 

10 16000 11 

Source: Rushton, 1966, p. 16. 

The trade area study is similarly "based upon responses as to where 
consumers purchased most of a given commodity" (Berry, 196'7, p. 23) • 

3 
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. Clearly, no matter which definition of "nearest town" is used, no more 

than half the sample patronises the nearest town. This evidence, 

together with the lack of quantitative evidence in the 1962 study, and 

.discrepancies between the evidence of some desire-line maps and stated 

·findings, cast doubt on the validity and generality of the conclusion 

that consumers hav~ a purely distance-minimising preference function. 

Huff's Topographical Model 

One other study merits a brief conunentary, if only to illustrate 

the inappropriateness of its title, namely Huff's "topogra~hical model 

of consumer space preferences" (Huff, 1960). In his paper he develops 

a sui generis model incorporating sev~!al groups of spatial and non-

spatial variables, intuitively deduced to be related to consumer space 

preference functions (see Figure 2.3). Those variables described under 

the headings "behavior-space perception" and "movement imagery" can be 

defined as "attributes of spatial alternatives", whilst those related 

to the consumer's "value system" describe "attributes of the decision-

maker". Although Huff attempts to deduce the connectivity between all 

variables in the model, the study cannot utilize intuitive deductive 
. '-.. 

methods to evaluate the connectivity between each variable and preference, 

and more fundamentally, the relative degree of connectivity between 

attributes of spatial alternatives and consumers and their preference 

as revealed through overt behavior. Huff's study simply describes the 

hypothesized relationship between factors which in turn he can only 

hypothesize to be related to consumer spatial preference. By contrast, 

the other "spatial" studies discussed in this chapter do attempt to 

demonstrate the relationship between attributes of the environment and 
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spatial preference. Thus what he describes as a "model of consumer 

space preferences" is simply a discussion of factors which may or may 

not be related to consumer spatial preference. 

FIGURE 2.3 

Basic Interactions of Huff's Topographical Model 
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A Model of Residential Preference 

An interesting attempt is made by Peterson (1967a, 1967b) to 

determine the role of certain attributes in contributing to individuals' 

· "preferences." for residential neighborhoods. The model is based on the 

scores· assigned by 140 individuals to 10 attributes in 23 photographs 

of residential neighborhoods in suburban Chicago. · The following 

attributes had to be scored: 

Preference 

Greenery 

Open Space 

Age 

Expensiveness 

Safety 

Privacy 

Beauty 

Closeness to Nature 

Quality of the Photography 


A regression analyf;dS
4 

with "preference" as the dependent variable, 

and the other 9 variables as independent variables results in 79% of 

preferenc.e variation being explained by the following equation: 

Preference = -0.56 (Age) + 0.46 (Closeness to Nature) (2.5) 

Thus the infe~ence might be made that preference for residential neighbor­

hoods is largely an inverse function of their age and secondarily of their· 

· closeness to nature. However several cautions are warranted. Firstly, 

the entire study is based on people's introspective evaluation of their 

.sentiments regarding the visual appearance of a place, which may differ 

This experimental analysis in contrast to most spatial behavior analyses 
is one case in which regression analysis is a valid technique, since all 
individuals are presented with the same set of alternatives to which to 
assign scores. 

' 

4
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from their actual subjective evaluation of the appearance. Thus as 

Peterson suggests (196 7 a, p. 30), the "conciusions ••• are presented only 

as refined hypotheses, because they are based on obse~ved c.orrelations 

·among psychologically obtrusive measurements". Secondly, the preference 

measured is one for visual appearance which may differ from preference · 

regarding residential desirability.- Thirdly, the sample of individuals 

"was not obtained by any rigorously random process, [and therefore] no 

external validity can be claimed" (Peterson, 1967a, p. ·22). 
"· 

Thus whilst Peterson's analysis does not contribute to an under­

standing of preference as revealed through behavior, it does provide 

an example ·of the potential in experimental spatial preference analysis 

for hypothesis generation. 

·Rushton's Scaling of Locational Preference 

Appreciation of the basic flaw of "directly describing the behavior 

occurring within a~ •• system" (Curry, 1967., p. 219) as .a means of inferring 

spatial preference is largely attributable to Rushton. He succeeds in 

overcoming the flaw by using the psychologists' Method of Paired Com­

parisons on spatial choice data as a means of reconstruc.ting preference 

structures (Rushton, 1969a, 1969b). However, since the present study is . 

based on the same method, but includes 'several extensions of arid . improve~ 

ments on Rushton's work, a discussion of the method and criticism of parts 

of Rushton' s work are left to Chapters 3 and 4. Suffice t .o· say, it will 

be demonstrated here that the Method of Paired Comparisons overcomes· the 

basic flaw discussed with r .egard to regression .models and most gravity 

model formulations and can therefore be · used to accurately reconstruct a 

sample ,..s aggregate preference structure within the limits set by sample. 
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size, scale of analysis, and the definition of spatial alternatives. 

Models of Space Preference Differences 

Several studies in the past decade have sought to distinguish 

differences in space preferences related to different types of individual, 

different time periods or different trip purposes. The earliest empirical 

test is by Huff (1962), who sought to compare the a coefficients, such as 

occur in equations 2.3 and 2.4, which are empirically derived for each of 

three neighborhoods· using least-squares regression. Each a value is, 

however, derived from a regression analysis based on different sets of 

spatial alternatives, in that each n~ighborhood is differently located 

with respect to the shopping centres. Thus the differing interaction 

frequencies with different "distance/size" shopping centres, which result 

in regression planes with differing slopes and hence differing a values, 

may be .a function of the differing spatial opportunities of each neighbor­

hood·· Thus Huff avoids the error of a regress ion analysis of d~f- . 

ferently. located consumers, by_separately ana lys i~g each neighborhood 

where consumers are similarly located, but makes the error by comparing 

regression results for differently located consumers. Empirical evidence 

that the difference in interaction frequencies of the three neighborhood 

(see Table 2.2) is prob~bly due to their different locations, is that 

neighborhood l,which has the most extremely biased patronage frequency, 

is also the neighborhood which has the most biased location, in terms of 

being closest to ·the most patron~sed centre (J ) and furthest in the
1

aggregate from all others. For example J is 2.8 minutes qistant while1 

the next nearest is 10.4 minutes distant, i.e., a ratio of 3.7 times, 

whereas for the other two neighborhoods the ratio is only 1.9 and 1.25. 
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Nevertheless, a comparison of a values obtained separately in each 

neighborhood for clothing purchases and furniture purchases is method­

ologically reliable insofar as the a value for each commodity can be 

compared for the same neighborhood. The result is, as should be 

expected, that the a value is consistently lower for the higher order 

good, furniture, by proportions of 10%, 12% and 19%. Thus the evidence 

is,as expected, that consumers are willing to travel farther for furniture 

than for clothing. · 

Mayfield (1963) purports to provide evidence of differing space 

preferences in a study of trips by P_unjabi villagers to towns to pur­

chase new milled white cotton cloth. He notes a high positive correlation 

between the number of central functions at the centre visited and the 

"round-trip distance to the nearest alternate central place of a 

functional size ~ central place where good purchased" (Mayfield, 1963, 

p. 46). On this basis he reaches the following conclusion: 

- ••• the consumer has . selected a place in a 
particular functional size class for his 
purchases. Thus a preference for a certain 
level of interaction has contributed to the 

- -......____ consumer's concept of the importance of a 
-central place. (1963, p. 47) 

In comment, it seems that the correlation discussed reflects a basic 

property of central place systems · in general, i.e., that the larger and 

more functionally diverse the town, the greater is its distance to 

anoth~r town of equal or greater · size and diversity. It is inconceivable 

to this writer how "a preference for a certain level of interaction" 

contributing "to the consumer's concept of the importance of a central 
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place" can be inferred from the above correlation. 

On the basis of a cluster analysis, "population of the village of 

trip origin" and "population of that central place where the good is 

purchased" are grouped in the same cluster. Insofar as the initial 

correlation matrix is not shown, it is not known whether the correlation 

between village population and the patronised centre's population is 

positive or negative. On the basis of this correlation the following 

conclusion is reached: 

The next factor to be added is "population of 
the village of trip origin". It was noted 
that within the social structure of Punjab 
society, an individual in a large village 
usually had a greater number of social contacts 
possible. Such contacts, in adding to the level 
of information of the individual, might encourage 
him to raise the level of his desire for spatial 
interaction. That is, a consumer in a large 
village might give more importance to a large 
center than would a consumer · from a smaller 
community. This, then, is also a factor in the 
level of importance of a central place, as 

· indicated by space preferences. (1963, p. 47) 

Two cautions are required. The first is that no indication is provided 

as to the size or direction of correlation, although the latter is 

presumably positive. Secondly, no test is performed on the central 

place system in the study area to ensure that there is no local 

tendency for larger villages to be closer to larger towns and smaller 

villages to be closer to smaller towns. Such a situation might arise, 

for e~ample, as a result of local variations in crop carrying capacity, 

so that some areas could support larger villages a~d towns than others. 

Thus of the two conclusions regarding differing space preferences, the 

first seems entirely spurious and the validity of the second cannot be 



38 

checked. 

More recently Murdie (1965) ~ompared the spatial expenditure 
. 

.patterns of O~d Order Mennonites and "modern" Canadians in. Waterloo 

· County, Ontario. The specific behavioral characteristic measured 

was "distance · travelled to the first choice center" where "first · 
. " 

choice 	center is the place where a · good is most frequently obtained" 

. (Murdie, 1965,- p. 215). Defining that distance as the dependent 

variable in a regression equation and the number of central place 

functions as the independent variable, Murdie te·sts if the regression 

·• 	 coefficients are significantly different between the two groups for · 

each of eight goods and services. Whilst visual inspection of distri­

bution maps of the 95 sample farm households · in each group suggests 

there is no great difference in the location of each with regard to 

urban centres, Murdie provides no statistical proof .of this. Thus 

significant differences in the regression coefficient. could indicate 

the groups are different distances from the same retail outlets and 

not necessarily, as Murdie suggests that their space preferences differ. 

Ass.urning, however, that the discrepancy in the two groups' distributions 

is minimal, Murdie finds significantly ·d:f:,ffering preferences r.egarding 

the f~llowing purchase trips:... . 

shoes, 

clothing (and yard goods), 

..;

food, and 

·auto 	repair-harness repair. 

No significant differences are ob-served in . trips for: 

. doctor, ­
dentist, 


, ·bank, and
·. . 
appliaric~s • . 
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Murdie explains preference) differences ·in the former group in terms 

of their being "traditional" functions "for which patterned behavior 

existed when the Old Order Mennonite culture was first established in 

this area". By contrast the other activities are higher order 

activities and necessitate both groups normally visiting a place other 

than the nearest village. Thus with some reservations about the 

absence of a test for similarity in the two groups' distributions, 

Murdie provides an example of the marked spatial preferences differences 

which can occur when two groups have very different cultural mores 

affecting their mode of transp9rt. 

A s.tudy by Ray (1967), also in Ontario, tackled this same notion 

of differing space preference with respect to anglophone and francophone 

connnunities in the same area of eastern Ontario. Unlike Murdie's study, 

the two groups are located almost exclusively in two different areas 

adjacent to one another. In the following abstruse passage, Ray (1967, 

p. ,151)" seem'.s to suggest a method for testing for different space 

preferences for differently located groups: · 

_"""- Two hypotheses are tested for each pair of 
-·~-groups. The first hypothesis tests differences 

in the covariance structure of trip length, and 
ignores the mean distances travelled, which reflect 
the geographic location of the farm families in 
relation to the service centers. The second hypo­
thesis is that no significant differences occur in 
the means and covariance structure of the distances 
travelled for services by the two groups being 
tested. Any two groups are considered to have 
different travel behavior only where both tests are 
significant. 

Several points are unclear. Firstly, it is not explained how a covariance 
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analysis can be performed on groups whose members are not paired 

according to any rule. Secondly, allowing for a covariance analysis 

of random pairs for each pair of groups, it is unclear how significant 

differences in the mean and variation of trip lengths for two groups 

allows the inference to be drawn that travel differences are more than 

a function of differing spatial opportunities. In light of the lack 

of explanation of the tests provided by Ray, it is difficult to conclude 

whether the behavioral differences observed for the two groups are a 

function of location, or of preference, or of both. 

Rushton (1966) performed a similar test for differing space prefer­

ences in different social and economic groups of Iowan farm and non-farm 

households. Having sub-divided the sample population according to a 

given socioeconomic variab:e, the null hypothesis tested was that there 

was no, significant difference in a given aspect of the spatial behavior 

of the groups (e.g., -distance travelled to the maximum grocery purchase 

toWn). The t test was used to determine if the group means were 

significantly different, and the F test to detect whether between-group 

variance was significantly greater than within-group variance. However, 

no analysis was performed on each social and economic grouping to test 

whether for each household in one group there was one in the other with 

the same or very similar set of spatial opportun~ties. Thus, without 

this evidence, it is impossible to determine whether the significant 

between-group differences in behavior which were established in the F 

tests and t tests, are a function of spatial situation, or of differing 

preferences, or of both. 

A similar criticism can be levelled against a comprehensive analysis 
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by Bucklin (1967) of shopping behavior in the Oakland, California area. 

Initially he uses a regression equation to describe the proportion of 

shoppers in a census tract interacting with a shopping centre as a 

function of distance between tract and centre. Since shoppers in each 

tract are differently located with respect to shopping centres, the 

use of regression is subject to the same error as the regress.ion studies 

discussed earlier in the chapter. 

A less obvious example of the misuse of regression in determining 

preference functions is found when he seeks to determine the variables 

explaining different shoppers' patronage of different centres. In this 

case shoppers are grouped according to the centre patronised and with 

information on 55 characteristics of each shopper, linear discriminant 

functions (LDF's) are derived to explz.:!.~ shoppers' different choices as 

a function of their variable scores. An LDF takes the form of a multiple 

regression equation without a constant, i.e., 

(2.5) 

where X = a shopper's score on the pth variable, 
p 

-" --b,b2 , ••• , b = empirically derived coefficients, and 
--- p 

Y = a dichotomous variable in the case of a two-way 

discriminant function. 

Thus in the simplest case of a two-way discriminant analysis, the LDF 

is derived which provides the maximum difference between the mean dis­

criminant score (Y) for the two groups, where Y is computed using 

equation 2.5 with the X values of each group substituted for the X values 

of each shopper. For each shopper a discriminant score (Y) is calculated 
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using equation 2.5 and the·shopper assigned to one of the groups 

according to which mean discriminant score (Y), its score is closer 

to. Bucklin uses this discriminant information to calculate the 

probability. of a shopper with given characteristics patronising one 

of several centres. For example, using LDF's, blacks are more 

commonly assigned . to the group patronising downtown Oakland than to 

group~ patronising less central shopping centres. However, such a 

propensity for downtown shopping may simply indicate blacks live 

closer to downtown, despite ·Bucklin's unsubstantiated assertion that 

this bias in patronage indicates "an attraction beyond the simple 

fact of Negroes' residential proximity to this area" (Bucklin, 1967, 

p. 85). Thus the greater probability of a certain type of shopper 

patronising a certain centre may be due _to opportunistic.; location 

as mu~h as to preference. Linear discriminant functions per se, like 

regression functions, are not designed to eliminate the effect of 

spatiai bias in shoppers' spatial alternatives. Hence the conclusions 

drawn by Bucklin about the effects of demographic, motivational and 

other attributes on spatial preference are subject to the same possible 

e.rror as the-· regression and gravity analyses described earlier. 

A more recent work by Rushton (1969b) overcomes the problem of 

the differing sets of spatial alternatives of members of different 

groups. Using the Method of Paired Comparisons, which is described in 

detail in Chapters 3 and 4, he compared the preferences of two samples 

of_rural Iowa households, one taken in 1934, the other in 1960. Rushton 

concludes that a decrease in distance minimising objectives resulting in 

a greater patronage in 1960 of larger more distant towns has caused 
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small towns and villages to lose busi'ness and either become less 

viable or disappear altogether. However, certain weaknesses in the 

method of comparison should be noted. Firstly, the scale of analysis 

is different for the two groups, since thirty classes of alternative 

opportunities are defined for the 1960 . sample and forty-two for the 

.1934 sample, although the entire domain of alternative opportunities 

is the same for both groups. Thus a finer scale of analysis is used 

for the 1934 sample, and therefore apparent preference differences 

could be wholly or partly a function of the different scales of 

analysis. A second .weakness is that no allowance is made for the 

sampling error. associated with each preference structure, in that there 

" 
is no check as to what differences might occur between the preference 

structures of two random samples drawn from the same population. Thus 

the observed difference in preferences between the two samples might be 

due .. in part or in whole to sampling error. Thirdly, the preference 

sur'faces; which are drawn in the manner of the indifference surface 

shown in Figure 2.2, are linearly interpolated between scale values 

which are ascribed to the mid-points of alternative opportunities having 
'-.. 

a form similar- to those in Figure 3.2. It is possible, however, that the 

mean of spatial opportunities actually available to each group in an 

opportunity class differs from the mid-point. Hence the basis of the 

interpolation may be inaccurate. Finally the comparison of the two 

surfaces drawn is based on nothing . more rigorous than visual inspection. 

There is no way of knowing whether the above potential sources of error 

are cumulative or cancel out in practice. Without evidence as to the 

strength of these sources of error, it is impossible to say how accurate 
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are the intuitively appealing preference differences which Rushton 

claims to demonstrate. 5 Notwithstanding the. above caveats, the study 

is probably the soundest analysis of differing space preferences to 

date. 

One other group of studies in the field of retail consumer space 

preferences deserve mention, · if only because their conclusions are often 

referred to in the literature as showing that d.ifferent types of consumer 

have ·different space preferences. ·'Ihese are studies of consumer trip 

frequencies. Marble (1959) in a comprehensive review of this literature 

finds that several authors have been able to relate trip. frequency to 

the social and economic characteristics of individuals and households 

(Gardner, 1949; Hamburg, 1957; Mertz · and Hamner, 1957; Bureau of 

Population and Economic Research, 1951; Jonassen, 1955). 'Ihe findings 

of Marble (1959) in his Cedar Rapids, Iowa study are often improperly 

c.ited as empirical evidence of differing space preferences. Yet as 

Marble suggests (1967, p. 39) the study only: 

points out the importance of the socioeconomic 
structure of the household in determining such 
things as gross trip frequencies and total time 
spent away from the home. 

- '-...._
In other words, the relationship found is with temporal aspects of 

behavior and not spatial and therefore no conclusion can be drawn as 

to whether difference$ in trip frequencies indicate differences in 

spatial preferences. 

A study by the sociologist Michelson (1966) focuses attention on 

the relationship between personal attributes and the ideal urban 

residential environment. '!he conclusions drawn are based on "lengthy 

51be present analysis overcomes all the weaknesses outlined above. 
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interviews with a sample of 75 respondents" (Miche.lson, 1966, p. 357) 

followed by content analysis of the interview transcripts. Individuals 

were shown photographs of buildings and neighborhoods representing 

variations within each of a number of dimensions of environment. The 

individual was amongst other things, required to rank the photographs 

and give associated "value rationales". In using photographs, the 

criticism can be made that the subject may be indicating preference for 

appearances rather than residential preference. Likewise the study is 

based on people's introspective estimation of their preferences, not 

on preference as _revealed in r .eal-world choice situations. His conclu­

sions are as follows: 

1. 	 The social variable explaining most variance _in the amount of 

separation people choose from others' homes is the distance people 

now live from their personal friends. This result, in a group where 

.. every family has a car, might simply indicate nobody is inconvenienced 

by the distance they live from friends. Or they may prefer to give· 

the interviewer an impression of satisfaction with personal relation­
..........__, 


ships. 
- '-.,.., 

2. 	 Rather axiomatically, people who value convenience, prefer objects 

with which they interact spatially;to be near at hand. 

3. 	 "People who are relatively cosmopolitan in their choice of stores, 

who do not patronise an establishment merely .because it is the closest 

one, are more apt to desire objects perceptually separated from their 

homes." (Michelson, 1966, p. 357) Again this seems somewhat 

axiomatic. 

4. 	 "The scale of objects desired varies inversely with expressions of 
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class consciousness. People who want small stores, chu~ches, and 

the like tend generally to speak of economic and social inequalities 

and their personal desire to limit interaction to their own class". 

(Michelson, 1966, p. 357). Once again such a relationship seems 

axiomatic. It bespeaks the exclusiveness of the rich "wasp" 

neighborhood as much as the introversion of the ethnic neighborhood. 

5. 	 The popularity of the single fam~ly house is so widespread that its 


choice is independent of any social variable analyzed. 


6. 	 0 Two major types of variable are conspicuous by their .failure to vary 

systematically with ideal choices of environment. One is social rank, 

and the other is stage in the lif~ cycle .•••. The choices people would 

make are not a simple function of their . age or status, but of more 

subtle influences their values and styles of life." (Michelson, 

1966, p. 358). 

In his first four conclusions, Michelson seems to have shown, not 


surprisingly, that some social values or preferences result in certain 


urban environmental preferences. His fifth conclusion indicates that 


for many different types of individual the single family house lies at 


- " 
the top of the- ' ~residence type" preference scale and has no close 


competitors. His sixth conclusion, if reliable, is a useful debunking 


of ·commonly held beliefs that. status and stage in life cycle affect 


residential preference. What is undoubtedly true is that status and 


· stage in life cycle affect the individual's socially or economically 

feasible range of alternatives for such things as residence type. 

Michelson's study is concerned with preference amongst complete ranges 

of alternatives whether or not it is feasible for the individual to attain 
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his ideal. 

On the basis of conclusions 2, 4 and 6, ·one hypothesis of use to 

the geographer which might be formulated,is that the personal attributes 

most likely to be predictors of differing spatial preferences are other 

of the individual's more basic preferences, spatial or otherwise, 

rather than social or economic variables. 

Conclusion 

The foregoing review has sought to demonstrate that until recently 

methodological weaknesses in space preference analyses have prevented 

almost any reliable conclusions as to the nature of consumer space 

preference functions. The studies by Peterson and Michelson which avoid 

these weaknesses have been concerned, however, with preference as 

revealed by introspection rather than the more reliable source of overt 

real-world choice. The only studies with a sound basic methodology 

which have been concerned with preference revealed through overt choice 

are the· two most recent ones by Rushton (1969a, 1969b). As mentioned 

already, there are some weaknesses in both these studies. The present 

study seeks to overcome these problems and in addition to perform further 

analyses of consumer space preference functions, which are described in 

Chapter 3. 
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THE RESEARCH DESIGN 

In Chapter 2 it was established that in situations where all 

alternatives are not available to everyone, a model of preference 

which considers ' only chosan alternatives and not those rejected, 

is likely to provide spurious descriptions of preference. In addition, 

· a basic premise is that the most reliable source of preference 

information is not what people say they prefer, but what their choices 

reveal them to prefer. Thus any improved preference model should be 

based on the axiom that t~e preferredness of any one thing over another 

is discernible in behavior only if both are available and one is chosen. 

What is required, therefore, in order to reconstruct the preference 

structures on which choices are based, is a method of handling choice 

data where choice is considered in the context of the alternatives 

available rather than in the vacuum that considers only alternatives 

accepted and not those reject~d. Only then is it possible to describe 

rules of° spatial preference which are independent of any particular 

arrangement of alternatives. Such descriptions would avoid the 

spuriousness of previous models and, in so doing, would have the added 
. ,, 

distinction of -being more likely to be reliable statements of preference 

outside the particular study area used in the original analysis. 

The Method of Paired Comparisons 

One appropriate technique for handling choice data in this manner 

is the Method of Paired Comparison·s developed in psychol ogy. It is a 

means of inducing individuals' preference structures from . their choices 

between· pairs of alternatives, by presenting them with all possible 

48 
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pairs of alternatives. To obtain reliable information on which of 

a pair is more preferred, a large number of comparisons are required. 

Such comparisons may either be made repeatedly by the same individual 

or singly by many different individuals, with the more preferred 

member ·of a pair being that which is chosen proportionately more 

often. Thus in the hypothetical example described in Chapter 2, 

where people preferred large nearby towns to small ones three out 

of four times on average,, the task, using the method of paired com­

pa~isons, would. be to reconsiruct this preference, using as data only 

household choices between the two types of town. For the 20 out of 

125 households so located as to have this choice, 15 chose the larger 

town, from which the correct inference would be drawn that large 

nearby towns are preferred to small nearby ones three times out of 

' four. 1 lhis is the simplest . example of how the method of paired com­

parisons avoids the logical pitfall, encountered in other geographical 

analyses, where people's preferences are inferred from their frequency 

of ch9-?sing each alternative, regardless of what alternatives are 

simultaneously available. 

'!he method's accuracy in deriving preference from choices in a 

more comple~ situation is shown in Figure 3.1. 

clearly, no preference information is available from the other 105 
households who did not have both types of alternative a~ailable. 

1

http:would.be
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FIGURE 3.1 

(a) 

RANK 	 ORDER OF PATRONAGE 
OF ALTERNATIVES 

ALTERNATIVES 

A B C D 

1 

- 2 

3 

4 

5 

6 

9 

10 

11 

1 2 xi 
1 x 

1 x 

.1 2 x 

1 x 

1 x 

- ------j -­
1 

1 

2 

x 

x 

1 x 

1 2 x 

1 x 

(b) 

AGGREGATE PROPORTIONATE 
PREFERENCE OF ROW ALTERNATIVE 

OVER COLUMN ALTERNATIVE 

A B c D 

A 

B 

c 

D 

A > B > C > D 

1 = first preference alternative 

2 = second preference alternative 

X = alternative available but not patronised 

blank = alternative not available 
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In this hypothetical example, all households are posited to have the 


same preference ranking of alternatives, namely A > B > C > D, where 


> symbolises "is preferred to". In addition it is a consistent pre­


ference rule such that each alternative is either absolutely preferred 


to, or absolutely preferred by each of the other alternatives. In 


Figure 3.l(a) the choices or rejection~ ·of alternatives are indicated. 


It is a·~sumed that in a . choice set where more ·than .two alternatives 

. are available, .. implici.t.· paired compar~son -information .exists for 

all pairs of. available alt.ernatives where one of the pair is chosen. 

Thus if an individual chooses town A when towns A, B, C, D 

.are available, · he is assumed to reveal implicit paired comparison 

information of the form A> B, A> C, A> D. Note, however, . that his 


choice provides no information on his paired comparisons of B, C, and 


D, since he does not select any of these in preference to the others. 


Likewise, of course, there is no information on his paired comparison 


between A ·and any other unavailable towns. In .-Figure 3 : l(a) household 


1, then, is regarded as revealing ·pair-wise preferences. between A and 


. B, A and c·, and B and· C. The sum total of the pair-wise preferences of 

the 11 households is shown in Figure 3.1(~), where A is seen to be pre­

ferred to all other alternatives, B is preferred to all others .· except A, 

and so on to D which is preferred to no others. Thus the metho.d ·permits 

the accurate reconstruction of the preference structure upon which all 

the choices are based, despite differences in the alternatives available 

to each household. By contrast if the preference structure were induced 

from measures of the frequency of choosing each alternat:ive, the erroneous 

conclusion would be that C > B > .A > D. Likewise, if the structure were 
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inferred from the frequency. of each alternative's choice as a first 

preference alternative, the inference would be ·that C > B, that 

there is indifference between B and A, and that A > D. lbus the 

method of p~ired comparisons would appear· to be :a more reliable . 

methodological basis for the. analysis of preference than inethods 

previously used in geography • 

. 'Ibe Data 

'!be data used in this analysis of consumer space preferences ·· 

are of the type indicated in Figure 3.l(a) where each household 

chooses some towns for shopping purposes from a given subset of 

alternatives. lhese subsets of alternatives normally v~ry from one 

household to another. Specifically th_e data describe the location 

of households in a stratified areal random sample of Iowa farm house­

holds (530 households), together with the towns where each bought 

groceries in 1960, and the grocery dollar expenditure in each town 

that year~ In addition the population and location of the 1132 towns 

in Iowa with a 1960 population over 50 is given, these being treated 

as ·the entire set of alternatives available to each household. 2•·3 'lllus 

for each household there is info.rmation on which towns it chose for 

. shopping, its ordering of . these in terms of dollar expenditure, and the 

many towns which were not patronised. This provides an adequate basis 

for paired comparison information of the type described above • 

. 2As a result, information on hou~eholds which crossed the state boundary 
for grocery purchases is not used.- Since this amounts to a very small 
number of information bits, it is .unlikely .to affect .the .analysis. 

· 3A more : complete description of the sample and sample .design is provided 
in Appendix A. 
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.. The Definition of Spatial Alternatives 

As presently described, each household chooses from amongst a 

unique set of spatial alternatives, insofar as no two households in 

the sample are identically located and therefore no two households 

have .the same spatial relationship to all towns in Iowa. A hypothesis 

tested in this study, however, is that towns have varying degrees of 

attractiveness for shopping patronag~ that are related to specific 

attributes of the town. In other words, towns can be multivariately 

defi~ed in a "town attribute" space, such that the attractiveness of 

a town is a function of its position in that attribute space. In the 

same sense that in Chapter 1 the attractiveness of different houses 

was described as a function of their neighborhood characteristics, 

construction quality, etc., so can alternative to1vns be hypothesized 

to vary in attractiveness for shopping as a function of those attributes 

considered relevant by consumers. It is possible to conceive of many 

such att~ibutes as relevant to spatial choice, including the diversity 

r of retail and service functions, the number of retail outlets for each 

function, product price, the reputation of the outlet, travel time 

between 
' · 

household or workplace and outlet, parking and travel costs, 

and ·utilities of the place not directly related to consumption such as 

friendship or kinship ties. There are two reasons for not including a 

large number of town attributes in the paired comparison model. 

Firstly, some of the above attributes are either strongly correlated 

With one another or with some other attribute. Thus for example it 

has been shown in south-west Iowa that the population of a town is 

strongly correlated with both the number of functional units (r = .98) 
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and the number of central rfunctions (r ·= .89) (Berry, Barnum and 

Tennant, 1962). Similar evidence is provided by Stafford (1963) and 

Thomas (1960). In addition, urban congestion and therefore intra-

urban travel time is often correlated with a town's population. In 

a state such as Iowa, with a relatively even terrain and a network 

of relatively straight roads with little variation in possible driving 

speeds, it is also reasonable to assume a strong correlation between 

time distance and road distance between consumer and town. In view of 

· such correlations between attributes it is possible therefore to 

collapse the previously-menti~ned multi-attribute space into as few as 

two relatively independent dimensions relating to the town's size or 

population and its distance to the consumer. 

The second constraint on inclusion of many attributes in the model 

is that for every addition of a~other attribute, the increase in the 

tot~l possible number of pairs of alternatives, defined in terms of 

these attributes, increases in a geometri~ rather than arithmetic pro­

gression. Consequently, with a sample of only SJO households many 

pairs of alternatives would likely never be compared, or at best so 
'-.... 

rarely as to prevent any accurate inference of preference. 

Furthermore, considerable evidence in the literature points to 

the above-mentioned attributes of town population and distance or their 

correlates as being major factors affecting consumer spatial choice of 

towns for retail patronage. Spec~fically, this relationship is 

demonstrated empirically in works by Berry (1967, pp. 10-20), Huff 

(1962), Mayfield (1963), Rushton (1964, 1966), and Thomas, Mitchell 

and Blome (1962). Thus it is hypothesized here that town population 
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and distance to the consumer (or their surrogates) are two critical 


attributes of a town's utility as a shopping place. Specifically, 

.. 

it is hypothesized that in general its utility is directly proportional 

to town size and its correlates, although there may be a point in the 

town size continuum at which marginal utility becomes negative. This 

refers to the situation where the traffic congestion commonly 

associated with larger cities results in such towns being less attractive 

4than somewhat smaller ones. It is further -hypothesized that there 


is an inverse relationship between the utility of a town and its 


distance from the consumer. 


Whilst the outcome of the .test of the above two hypotheses is 


hardly in doubt, there is doubt about the extent of their contribution 


to an explanation of variation in consumer spatial choice. A test 


of the extent of their contribution is described in Chapter 4. Tile 


need to add other independent attributes of spatial alternatives to 


· 	the pre.ference model depends, of course, on the extent of unexplained 

variation in the present two-variable model. Therefore, the question 

of how satisfactory are the attributes chosen, is left for consideration 

in Chapter 4. 

However, with regard to the argument that two attributes are 

perhaps too few to include in a preference model involving complex 

choice situations, interesting conclusions have been reached in 

psychology about how many attributes or conceptual units the individual 

can-weigh, quantitatively perceive and combine in any choice situation• . 

see Rushton (1966, p. 37) for tentative evidence supporting this 

conclusion. 


4 
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According to Shepard (1964, p. 263) the evidence indicates that: 

there are rather severe limitations on the 
number of conceptual units that can be 
handled at any one time. Moreover, although 
a small number of attributes evidently can be 
combined according- to simple linear or 
additive rules, ...•. non-linear rules or 
complex interactions between variables seem 
to offer great conceptual difficulty. 

Hence the use of only two attributes to define spatial alternatives 

seems acceptable. 

An Operational Definition .of Spatial Alternatives 

. The definition of a spatfal alternative as any point in a 

continuous bivariate space,who_se dimensions are town size and distance 

to consumer, is inadequate for the present paired comparison analysis. 

The explanation is that there would be few, if any, cases of the same 

two points being compared more than once. For rarely, if ever, in this 

sample, will more than one household ch.oose from precisely similar pairs 

of alternatives in terms of town population and distance. With a sample 

size of one associated with each paired comparison, the sample error of 

each pr:ference estimate would be extremely large and as a result little 

useful inference could be drawn. Thus whilst a punctiform definition 

of spatial alternatives would permit analysis that was not scale-

dependent, it would be virtually impossible to operationalise. For 

pragmatic reasons, therefore, it is necessary to group different town 

population/distance combinations as the same spatial alternative. 

However, there does appear to be behavioral justification for such an 

aggregation of "different" spatial alternatives, which for the purposes 
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of analysis means that all town population/distance combinations 


within given bounds are treated as the same spatial alternative. 


The notion of .imperfect discrimination, mentioned in Ghapt~r 1, implies 


' in effect that there are limits to the individual's resolving power, 

so . that things which are similar but not identical nevertheless are 

· perceived to be the same. Thus at · a certain distance, two letters 

such as'O and D may be visually indistinguishable. Similarly if two 

towns have similar amounts of the attributes relevant to choice, the 

consumer may not perceive any significant difference .between them and 

hence be indifferent as to which he chooses. 

As early as the mid ·19th century, psychologists investigated how 


large the difference in the amounts of an attribute possessed 


' by two alternatives must be for the individual to perceive a difference 

(Fechner, 1966; Brown, 1910). Usually though, psychologists have 

attempted to define that amount of difference between two things such 

that on only half of the trials, subjects notice the difference. This 

amount of difference is described as a "just noticeable difference" 

(jnd for short). Whilst the concern in .this study is for the amount 

of difference which is never or. hardly ·ever noticed, rather than that 

noticed half of the time, conclusions reached regarding the jnd would 

seem to be equally applicable to perceptions of no noticeable difference 

and the related preference concept of indiffere·nce between "like" objects • 

..	The major conclusion of relevance is that the jnd is ·a fixed proportion 

of the size of the "standard stimulus". Thus if the standard stimulus 

is for example a 20 lbs weight, the jnd may be 2. lbs, whereas, if the 

standard is 40 lbs, it will be 4 lbs. Translating ·this into attributes 
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relevant to consumer town ,choice, it .may be that a consumer who barely 


distinguishes between a town of 200 and 300 is unlikely to distinguish 


between one of 2,000 and 2,100 even although their absolute differences 


are the same. If the jnd is · a fixed proportion, for example 30%, then 


the difference between towns of 1,000 and 1,300 will be distinguished 


. as often as that between towns of 10,000 and 13,000. Thus,in defining 

spatial alternatives by town size, it would be inappropriate to have 

equal-sized town population categories, but rather categories whose 

sizes increase in proportion to the population, e.g., 1,000, 3,000, 9,000, 

27,000, etc. The same argument applies to distances. The difference 

between 3 and _6 miles is more likely to be perceived than that between 

23 and 26 miles. Thus it is appropriate to apply the same rule to 

distance as to town population. In addition,however,it seems intuitively 

obvious that whilst a town of 200 at 3 miles may be perceived as different 

from one of 200 at 5 miles, a town of 20,000 at 3 miles may appear 

similar· to one of that size at 5 miles. Thus it seems that the "distance 

to town" limits used in defining similar spatial alternatives should vary 

not only as a direct function of the distance but also as a direct 

function of the -town population. Thus for example, appropriate distance 

limits for alternatives with populations less than 200 might be 0 to 2 

miles, 3 to 6, and 7 to 12, whilst for towns between 3,000 and 10,000 

more appropriate limits would be 0 to 5 miles, 6 to 13, 14 to 22, etc. 

Beyond the information provid.ed by psychological research into the 


jnd, few other guidelines are available regarding an appropriate scale 


of analysis. It might be argued that if a hierarchical system of towns 


existed in Iowa this would provide information regarding appropriate 


http:provid.ed
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limits for defining "similar" spatial alternatives by town population. 

Two comments are appropriate. Firstly, at a state-wide level there is 

little evidence of a hierarchy of towns in Iowa (Goodchild, 1969; 

Rushton, 1966, p. 29). Secondly, and more basically, even if there 

· were a hierarchical structure, its existence is highly unlikely to 

have any bearing on the shape of the consumer's preferences. Indeed 

it is one of this study's basic arg~ents that preference functions 

are independent of any particular distribution of alternatives, 

including a hierarchical distribution. Thus it is erroneous to suggest 

the distribution should have any bearing on the choice of town population 

categories used to discover these pre.~erences. 

Three criteria, therefore, are used in defining similar spatial 

alternatives. Firstly, there is the psychological evide~ce that the 

larger two things are, ·the greater their difference must be for people 

to be able to distinguish between them. Secondly, if two alternatives 

both possess 
' 

a similar large amount of one significant attribute, the 

greater must be their difference on another significant attribute for 

people to distinguish between them. Thus if two nearby towns are very 

large, a difference of two or three miles in the consumer's distance 

to each is unlikely to have the significance it would have with respect 

to 2 very small towns. Thirdly, there should be sufficiently few spatial 

alternatives as defined by "town population/distance to consumer" 

categories, in order that many of the pairs of alternatives may be 

compared often enough to place reliance on their preference statistic. 5 

Using these three criteria, twenty-seven types ~of spatial 

5The nature of this ·statistic will be described in more detail later in 

the chapter. 
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FIGURE 3.2 

The Definition of Location Types 
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alternatives are defined (,see Figure · 3~·2), which for simplicity will 

be c
0

alled ;,location. types". 6 The criterion for defining the upper 

distance limit for each town population category is that no town is 

patronised which is further from the consumer than that upper limit. 

In other words, no spatial alternative to the right of the total 

"envelope" of location types is ever chosen. 

For the purpose of this analysis, therefore, the simplifying 

assumption is made that all households choose from some subset of 27 

alternative location types. Initially at least, the exact location of 

any alternative within a locat~on type is irrelevant. Later, however, 

this information is used. 


The Limitations of the Operational Definition of Alternatives 


Given the particular definition of location types chosen, it is 

worthwhile to consider the possible limitations of such a definition 

and means of testing its usefulness. With respect to the latter goal, 

Harvey (1966) suggests that, lacking a priori evidence of the appro­

priateness of a scale of analysis, as in this study, the test of its 

appropriateness is whether orderliness in a behavioral process is 

. ' 7
revealed at that particular scale. However, it is very probable that 

different degrees of order could be discerned in many behavioral pro­

cesses over a considerable range of scales. Thus proof of the existence 

of order at one scale would not necessarily indicate the most appropriate 

6 
The phrase was first used by Rushton (1969a) to define spatial alternatives 
in terms of the same two attributes as are used here. 

7
clearly any lack of apparent order might be attributable not only to the 
inappropriateness of the scale, but also the irrelevance of an independent 
variable hypothesized to account for behavioral variation. 
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choice of scale for discerning maximum order. The general import of 

his remarks is, however, very pertinent to the present analysis, for 

the ultimate test of the appropriateness of both the independent 

variables · a~d the scale of analysis used in this study will be the 

extent to which behavioral order can be discerned. 

Within this general frame of reference, however, the scale of 

analysis does impose certain limitations on the conclusions which can 

be drawn about the nature of spatial preference. By the very definition 

of location types, no information is directly provided about consumers' 

preference between spatial alternatives within the same location type. 

Preference at a scale any less than that chosen can only be indirectly 

inferred by assigning the preference "score" of each location type to 

its centre of gravity, 8 and thereafter interpolating indifference curves 

between these points, much in the manner of interpolating contours 

between spot heights. The major weakness of the method in reconstructing 

both topographic and preference surfaces from a · limited number of points 

is that local irregularities in "relief" are smoothed over. This 

smoothing would not be likely to affect a test for differences in 

preference surfaces if differences are relatively pronounced, but if 

differences are very localised then clearly the scale is too aggregative 

to pick out these local surface irregularities. Since we have no way 

of knowing at what scale preference differences are likely to be 

significant, the analysis can only claim to be a test for differing 

8The centre of gravity is defined 'as the mean of the co-ordinate locations 
of all available spatial alternatives within the location type, thus 
allowing for any non-uniform distribution of available alternatives 
within the type. The proceedure is suggested as a more accurate aid to 
reconstructing a preference surface than Rushton's assignment of "scores" 
to location type mid-points (Rushton, 1969b). 
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preferences at a scale equal to or greater than the scale use~. 

'IWo other possible limitations due to scale exist. lhe simpler, 

alluded to earlier, is that if few comparisons are made between any 

pair of location types, very large confidence limits must be placed 

around the . preference statistic for the pair. An ·inordinate number of 

sueh cases would make f ur t her ana1 . imposs i.ble. 9 
'111..J.uus one goa of .. ys is . 1 

the current definition of location types is to avoid such a situation. 

'!he second, less obvious limitation may result from a combination 

of the size and shape of the location type. Tiius, for example,. in 

Figure 3.3 a hypothetica~ deterministic preference surface is identified, 

together with a · row of four location types. Using location types C 

and D as an example, it is clear that despite a deterministic preference 

surface, C will not be invariably preferred to D. For in the bend 

between 40 and 50 in C and D, it is possible for a spatial alter­

native in D to be preferred to one in C, e.g., x is preferred to y. 

For the most part, however, alternatives in C will be preferred to 

any in D. 1he net result is that some proportion of alternatives 

in C, but not necessarily all, will be preferred to those in D, 

and th~refore a probabilistic statement about preference will be 

derived. 1hus, whilst the shape of the preference surface derived may 

be ~ good approximation to reality, preference will be erroneously 

ascribed probabilistic and not deterministic properties. lhe example 

9rnevitabl;, however, certain types of spatial alternatives will be 
compared very rarely. For example, very few rural households live 
within 20 miles of two cities of more than 50,000 and as a result, 
out of 530 households few, if any, comparisons between iocation 
types 24 and 25 are to be expected. 
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FIGURE 3.3 

./ 

given is an extreme one, insofar as deterministic preference seems 

unlikely in th~ light of behavioral research. Nevertheless, the example 

does highlight the possibility of deriving probability values that 

suggest greater preference variance than exists,as a result of the size 

. and shape of location types relative to the shape of the preference 

structure. There is, however, a partial method of testing whether this 
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factor contributes significantly to preference variance. For example, 

let us assume that the preference surface in Figure 3.3 is a probabilistic 

one such that for each pair_of spatial alternatives 1, m and n, 1 > m, 

m > ~' and 1 > n on more than half of comi:arisons made. In other words, 

it is possible to rank 1, m, and n in one dimension, and such a prefer­

ence ordering is described as being transitive. By contrast, an 

intransitive preference structure would be where 1 > m, m > n, but n > 1. 

Now, under the assumption made, this is not the case for 1, m, and n. 

However, even with transitive preference, intransitivity between location 

typ"es can result from the shape of location types. Thus, even though 

the true probability of prefe·rring the average alternative in E over 

the average alternative in C were .6, if slightly more than a tenth 

of all comparisons -between E and C were between alternatives in C 

lying higher on the preference surface than their paired alternatives 

· in E, ..then 'fewer than half the alternatives in E would be preferred 

to those in c. Likewise, although the average C alternative may be 

preferred to the average D, D may be preferred to C, given the same 

conditions described for E and C~ However, it is impossible to find 

any combinations of alternatives in E and D such that the one in D 

lies higher on the preference surface than one in E. As a result, 

an intransitive preference structure of the form D > C > E, E > D 

is possible. Clearly, the closer to 0.5 is the true probability of 

the average alternative in one location type being preferred to the 

average in another, the smaller the proportion of cases of the kind 

described necessary to invert the preference relationship. 1hus 
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the total number of intransitivities for all triplets of the 27 

location types will provi some indication ·of the significance of 

10
this source of error. 

Some Assumptions of the Method 

So far, the general method of analysis, the choice of attributes 

to define alternatives and the operational definition of alternatives 

have been described. To a considerable extent the efficacy of these 

choices can be tested in terms of the degree of behavioral order 

revealed, assuming order exists. However, there are other assumptions 

made in the analysis which are not ·empirically testable. At best a 

rationalization of each can be provided, but there is no ultimate 

test of their validity. 

A. fundamental assumption is that if x is chosen more often than y, 

when ·both are available, then x is regarded as being preferred to y. 

However, since x's and y's are defined as location types, it can 

often happen that more than one alternative in location type x 

and/or more than one in y are available to the same household. 'Th.e 

problem then, is to decide how many paired comparisons have been 

made. For--example, if an x location type is chosen, and 

lOWhilst a paucity of intransitivities would suggest that this source 
of error was not large, the presence of many intransitivities could 
be attributable to more than this factor. Thus it is only really 
_possible to test the hypothesis that this source of error is 
relatively slight, but not the alternative hypothesis that it is a 
s1gnificant source of error, since any large number of intransitivities 
might be consequent upon another source of error, discussed in Chapter 4. 
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two y's and three z's are not patronised, how many x, y and x, z 

paired comparisons have been made? Clearly it matters to the calculation 

of the aggregate proportionate preference statistic for x and z whether 

in this case x is treated as having been preferred to z three times or 

once. The assumption here is that only one x,y and one x,z paired 

comparison has been made, no matter how many alternatives in each 

rejected location .type are available. The behavioral evidence supporting 

this assumption is provided by Becker, De Groot and Marschak (1963). 

They describe the problem thus: 

If a person who is offered a choice between a cup 
of tea and a cup of coffee •.•.• chooses tea more 
often, we can say he prefers tea to coffee. 
Suppose this person is approached with a tray on 
which he sees one cup of tea and two cups of 
coffee. Is it conceivable that •.•••he will choose 
a cup of coffee more frequently than a cup of tea? 
We feel not. Yet a reasonable model of probabilis­
tically defined preference implies that he might do 
just that (roughly because if his choices were 
entirely random, the probability of choosing coffee 
in the three-cup offer would be twice that of 
choosing tea). 

- '-.....__ 

In an ~xperiment designed to put this paradoxical conclusion to. the 

test, they found that their feeling was supported and that despite 

the greater number of cups of coffee, coffee was not chosen more 

frequently than tea. 

In this context of choosing between two alternatives, the question 

also'arises whether it is useful and advisable to use as paired com­

parison information . data on the absolute number of dollars a household 

spends in each town or simply to consider the rank of each town in terms 
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of dollar expenditure. For example, if a household spends $100 in 

town A, $50 in town B, $25 in .town C, and nothing in town D, it is 

possible to argue that A ·is preferred to B by . the same proportion as 

dollars are spent in each, i.e., by 100~100 + 50) or _.66; whereas A 

is preferred . to C by 100,(100 + 25)or .8, and A is preferred to ·D by 

100/Q..OO + 0) or 1., ·and so on. By contrast~ if. the · rank of each town 

by expE!nditure is used, then it is possible only to say, A > B, A > C, 

A > D, and so on•. For two reasons, the latter approach is adopted. 

·Firstly, the absolute dollar expe~diture in each town patronized for 

a given commodity .over the span of a year, when recalled the following · 

spring,is likely to be subject to an undetermined amount of ·error. 

By comparison, it is probable that recollection of the town in which­

~ost was spent on groceries, and of the order of towns .in which 

succeedingly less was spent, is ·subject to less error. Secondly, ·most 

of the paired comparisons between alternatives are between ··one · that 

was patronised and ·one that was not. In terms of absolute dollars 

spent in the one,. it is immaterial in ·this case how much was spent., 

and therefore the contribution of this piece of paired comparison 

information in ·calculating the aggregate proportion of times one 

location was preferred to the other, is unaffected by whether absolute 

dollar. expenditure· or order of expenditure is ·considered. Considering, 

therefore, that absolute dollar expenditure information does little to . 

alter the computed proportion of times one location type is preferred 

11to another, and that in any case this kind of data are subject to error,· 

This was established by analysis. At one decimal point accuracy, about 
7% of the paired comparison proportions were different using the two 
approaches, and even then almost never by more than .1. 

11 
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there seems no justification for using interval expenditure data when 

ordinal data produce the same results with less possibility of error. 

Finally, it is worth considering -the purGhasing goal to which 

the spatiai preference between towns is relevant. In theory the 

purchasing goal is groceries. However, it would be na1ve to suggest 

this is an analysis of urban spatial preference associated with the 

exclusive purchase of groceries. Inevitably many of the trips made 

for groceries include purchases of higher order goods which presumably 

affect the household's choice of town to patronize. In other words, 

the town chosen is likely to be one satisfying a combination of purchase 

goals. The significance of the grocery goal in the choice is probably 

a direct function of the frequency with which groceries are purchased 

in each of the towns patronized. Thus the more frequently groceries 

are p~rchased in a town, the lower is the probability of a higher order 

purchase being made, since higher order goods are sought less frequently, 

and hence the more likely is the grocery goal to be the major factor in 

town choice. But if groceries were purchased as rarely as once a month 

in a town, it is quite probable that higher order goods would also be 

sought, which-would result in a town being chosen which satisfied higher 

order goals. as well as the grocery goal. And insofar as towns with 

higher order goods and services than groceries usually provide a similar, 

if not larger range of grocery outlets than those providing no higher 

order good than groceries, it is very probable that the grocery goal is 

as well satisfied in the higher order centre as in centres without the 

higher order functions. As a result when both groceries and higher 

order goods are sought~it seems reasonable to assume the major criterion 
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in choosing between towns '"WC>uld be their range and ·competitiveness 

in the higher order function, and not their grocery outlets. 

No information is available in the data used here on the distribution 

of purchasi?g frequency for groceries and other connnodities, but it would 

seem likely that a modal value for grocery purchases for rural households 

might be once a week for major grocery shopping, whilst fewer but 

significant numbers of households might make trips twice a week or more 

at one extreme,and twice a month or less at the other. Irrespective of 

the precise nature of multi-purpose shopping trips, it is worthwhile 

emphasizing that . the choice rule to be described is not one associated 

with the exclusive purchase of groceries, or with the purchase of 

groceries as the highest order good sought but rather it is one in which 

groceries are a major purchase item. A concern for choice rules associated 

with ~he exclusive purchase of groceries or with groceries when purchased 

as the highest order good sought, whilst of behavioral interest, would be 

uniikeiy to be able to explain that significant component of urban choices 

associated with grocery purchases where higher order goods are also 

sought. Since central place systems respond structurally to the temporal 
'-....__ 

and spatiar-1nterdependencies inherent in people's purchasing varying 

orders of goods and services, it would be unrealistic not to derive a 

choice rule explaining urban choices associated with all major grocery 

purchases. 

This 	chapter has had four purposes: 

(a) 	 to describe a method of determining preference from spatial choice, 

and to demonstrate the logical consistency of the method in contrast 

to the inconsistency of .methods described in Chapter 2; 
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(b) 	 to describe the data used in the analysis; 

(c) 	 to explain the selection of attributes o.f towns hypothesized to 

be related to urban preference and to explain the subsequent 

operational definition of spatial alternatives, i.e., location 

· types; and 

(d) 	 to describe and explain the main assumptions underlying the 

analysis. 

The following chapters describe the analyses designed to tackle 

the 	problems outlined in Chapter 1. 
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Chapter 4 THE SHAPE AND PROPERTIES OF THE SAMPLE'S SPATIAL 

PREFERENCES 

In this chapter, the total sample's preference structure is des­

cribed using the method of paire~ comparison and inferences are 

drawn from the revealed pattern of preference. The major part of the 

chapter, however, is devoted to a description of tests for ordinal 

and cardinal properties in the aggregate preference structure, and to 

a discussion of the implications of the test results with respect to: 

a) the appropriateness of the attributes chosen to define 

spatial alternatives; 

b) the nature of the sample's spatial choice rules; and 

c) the problem of deriving central place systems consistent 

with ordinal and cardinal spatial choice rules. 

The Derivation of the Sample's Aggregate Preference Matrix 

I~ Chapter 3, hypothetical examples are provided of how paired 

comparison information is obtained from household choices amongst 

alternatives, and how households' paired comparisons of the same pair 
,, 

are aggregate~--~o provide a statement of the proportion of times one 

alternative is preferred to another. As indicated in Chapter 3, the 

data set used provides information on households' spatial choices. 

The data consist of the Cartesian coordinate locations of all house­

holds in th~ sample, the population and coordinate location of all 

towns in Iowa with a population of over 50, and the towns patronised 

by each household for groceries. These are sufficient to calculate 

the location types chosen and rejected by each household, since the 

72 
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distance from. each household to every town can be conipu ted·. from their · 

d . 1 . . 1,2
coor 1nate ocat1ons. A sample of results is provided in Table 4.1. 

Clearly, for the 27 location types, certain spatial opportunities are 

. more frequently available than others. lll.us, _for example, large nearby 

towns, represented by locat'ion types 16, 20 and 24 are rarely available, . 

". whereas sinall, middle-distance· towns, represented by location _types 3, 

6 and 7 are numerous. Inevitably, therefore, information from the 

random sample is uneven. 

As indicated in Chapter 3, the choice and rejection .of alternatives 

enables paired comparison information to be derived. For. example, the 

implicit paired comparisons inade by the first household in Table 4.1, 

which patronised location types 14 and 8 and did not patronise · 1~ation · 

types 2, 3, · 6, 7 and 11, are as follows: 14 > 2, 14 > 3, 14 > 6, 14 > 7, 

14 > 8, 14 > 11; and 8 > 2, 8 > 3, 8 > 6, 8 > 7, 8 > 11 •. Location type 

14 is preferred to 8, since the household allocates more of its g.rocery 

dollars to the former, although both are patronised. 

This paired comparison informatio,n is more simply written_ in matrix ' 

.lThe distance between points is calculated using a city block metric, i.e~, 

2 where dij = the distance between points i and j, 
. d .. = ·~ Ia . - a . I ' 1J m=l 1m. Jm . a. = the coordinate value of i on the mth

1m 
dimension of the space, and 

m = 1,2 indicates a two-dimensional space. 
The Cartesian coordinate system has its origin at a point located 

· appro~imately 25 miles south and west of the · southwest corner of the 
state of Iowa, and is aligned along a north-south axis. The fact .that 
the road network of Iowa has a strong rectangular gr .id pattern with a 
north-south alignment makes the city block metric appropriate, and 
tests by Rushton (personal communication) indicate a very high correla­
tion between actual and computed road distances. 

2The programne (LOCTYPE) calculating the · location types - chosen and 
rejected ._by each household is described and listed in Appendix B. 
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Table 4 .2 

Number of Times Row Location Type Chosen in Preference 
to Column Location Type by One Household 
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3
form for the household (see Table 4.2). .Only the lower diagonal 

section minus the diagonal need be considered since intra-location 

type comparisons are not considered. Given such a matrix for each 

household, the sum of matrices indicates the total number of times 

each row location type is chosen in preference to the column 

location type. Dividing the sum in each cell by the total number 

of entries made in that cell (i.e., by the number of observable 

comparisons made between that pair), provides the proportion of 

times each location type is preferred to each other by the sample 

(see Table 4.3). 1be value -9.9 in this and all succeeding matrices 

indicates that no information is available on preference between 

that pair. 1his can arise either if no household has both alter­

natives to choose between, or if households do have both to choose 

between but alwa~s choose some other alternative in preference to 

.both. As an indication of the reliability of these sample variates, 

the sample size upon which each proportion is based is shown in 

Table 4.4 • 

. "­
Inferences ·from the Preference Matrix 

Given the proportions in Table 4.3, it is useful to note what 

inferences may or may not be drawn from this statement of aggregate 

.In the rare event of a household spending equal sums in towns 
belonging to two location types, the appropriate paired comparison 
score is .5. 

3 
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preference. Firstly, the fact that for some pairs there is consider­

able disagreement or "confusion" as to which is preferable, i.e., 

where the proportion is close to .5, does not necessarily indicate 

that individuals discriminate poorly between the two. It is possible, 

though not probable, that each individual has a different deterministic 

preference rule such that he would invariably choose the same one of 

any two location types, and that the apparently weak discrimination 

between certain alternatives is simply the result of aggregating 

dissimilar deterministic rules. Only if the preference matrix were 

composed entirely of l's and O's would it be poss1ble to . say all 

households discriminate perfectly between the same alternatives and 

therefore that all share the same deterministic preference rule, at 

least at this scale. With proportions other than 1 and O, there is 

no way of telling from the analysis whether the different individual 

spatia~ preference rules are deterministic or probabilistic. 

For reasons given in Chapter 1, however, it is assumed that 

preference functions are probabilistic, except perhaps on a broad 

scal~'-where alternatives may be so different that preference appears 

deterministic. Assuming preference is probabilistic, the extent · to 

which people do choose differently between the same pair of location 

types provides critical information about the preference similarity 

of the location types. lhe more often one alternative is chosen 
~ 

over another, the further apart they lie in preference space. In 

other words, the more preferred one alternative is, the less likely 
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is the other to be chosen on any trial. Hence two location types 

whose preference proportion is close to 1 or 0 are regarded as being 

very dissimilar in terms of preferability, whilst those with values 

chose to ."5 are treated as close neighbors in preference space. 

lbe proportions also indicate those types of choice situation 

in which differences in space preferences are likely to occur and 

those in which such differences are improbable. From the total of 

313 pairs of location types for which preference information is 

available, 174 (55%) of all sample proportions equal 1 or O, indicating 

that for these pairs of alternatives, differences in preferences are 

unlikely. Inevitably, many choice situations are of such a simplistic 

kind that it would be surprising to find any disagreements in pairwise 

choices. Such would be comparisons between large nearby towns and 

small distant ones. However, there are many pairs of location types 

where one alternative does not score higher in both accessibility and 

town population, and where one is not invariably chosen over the other. 

It is in situations such as these that differences in the values 

placed on the two attributes might result in purposive differences in 

households' choices from the same pair, producing proportions other 

than 1 or 0. 

If deterministic preference had been assumed, any preference proportion 

other than 1 or 0 would have been taken tq indicate that differing 

space preferences exist between the households whose choices contribute 

to that proportion. However, with preference regarded ·as probabilistic, 
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disagreements in households' choices between the same pair may be 

attributed to chance and/or to significant and fixed differences in 

the preference probabilities of different households. lhus a pro­

portion of .52 might indicate that 'all ho·useholds have the same pre­
. . 

ference for one alternative over the other but that it is so slight 

that imperfect discrimination results in 48% of households choosing 

the slightly . less preferred alternative. Additionally or alternatively 

it may indicate different probabilistic preference rules. which combine 

to give the proportion .52. For example, the proportion .52 might 

be decomposable into proportions of .45 and .65 associated with two 

different types of household. Certainly, the paired comparis'on matrix 

in Table 4.3 contains sufficient proportions not equal to. l or 0 

for the hypothesis of significant spac~ preferen·ce differences still 

to be entertained. 

Order in the Preference Structure - · The Test for an Ordinal Preference . 

Scale 

Tile above discussion .concentrates on inferences which can be 

drawn about preference from the .value of specific preference proportions~; 

However, more critical information about lawfulness in .preference is 

available through analysis of ·the entire preference matrix • . lhe most 

significant property of the preference matrix is that it indicates 

whether a simple or complex preference rule is required to explain the 

· proportions in the matrix. · Specifically, i-t indicates whether 

preference bet:YJeen towns can be described as a simple 
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function of town size and distance. An example of a simple preference 

rule would be a rank ordering of all location· types, in which each 

type is preferred to all types ranked lower. 4 This property is des­

· cribed as a transitive relation, such that if A > B and B > C, then 

A > C. · 

By contras~ a more complex preference structure would contain 

intransitivities of the type A > B, B > C, yet C > A. As a consequence 

such a preference ~elationship could not be represented in one dimension, 

since C would have to be both lower and higher than A on the scale. In 

this case two dimensions .would be required to represent the two preference 

orderings embedded · in the intransitivity, namely ABC and CAB. Since by 

definition in this study, individual households cannot have intransitive 

preferences, any intransitivity would therefore be a consequence of 

inconsistencies between the preference orderings of households. For 

example, the above in.transitivity could result from the kind of situation 

d'escribed in ·Figure 4 .1, where two major different preference orderings 

are aggregated. It is to be noted that the intransitivity requires that 

a ·majority of the comparisons of A and C run counter to the preferences 

for A over B, an~ B over C. Hence inconsistency implies something more 

than a minority "dissent" in the comparisons of A and C, as would be the 

case if C were prefer~ed to A only twice in the 5 cases. 

Two interpretations of such inconsistencies in households' preference 

orderings are possible. The more obvious, alluded to already, is that 

significant numbers of households assign considerably different weightings 

It should be recalled that one type is considered to be preferred .to 
another if it is chosen more often than the other when both are available. 

4 
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FIGURE 4.1 


The Scaling of an Intransitive Preference Structure 


(a) Household Ranking 

1 ABC 
2 ABC 
3 CAB 
4 CAB 
5 BCA 

J, 
(b) Proportion of times one member of each pair is preferred to 

the other: 

A> B = 4/5 

B > c = 3/5 

c > A = 3/5 
.J.. 

(c) 	 An intransitive preference structure: 

A > B > C > A 

~ 
(d) 	 Two-dimensional scaling of the preference structure, such 

that the projection of each point onto each axis reveals the 
two rankings. 
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to town population and distance, such that the same alternatives are 
•. 

ranked differently. In the economist's terms, . there are significantly 

different. trade-offs between town population and distance in households' 

utility functions. 

The second possible interpretation of intransitivities is that one 

or more major explanatory ·variables of locational preference have been 

omitte~ in the definition of location ~ypes. The greater the number of 

intransitivities,' the more significant would be the omissions and the 

relatively more minor would be the role of the a~tributes chosen to 

define location types. Thus to take an extreme example, if .the attributes 

chosen to define location types were quite irrelevant to urban preference, 

and uncorrelated with relevant ones, a household would be as likely to 

choos.e . a member of one location type as any other. Thus, each location type 

would have approximately the same probability (0.5) of being preferred 

to any other. In such a situation, many intransitivities are likely, 

since probabilities will be "assigned" to pairs quite randomly and most 

probabilities by chance will likely be a bit more or less than 0.5. · It 

should be noted, however, that if a preference structure is intransitive, 

it is not immediately apparent whether one or both of the above explana-. · 

.tions is appropriate. 

Given that the extent of transitivity provides such information about 

a preference structure, the total number · of int.ransitivities .in the 

sample's paired comparisons is calculated. The smallest number of alter­

natives in which an intransitivity can occur is .three. A triplet is 

called a circular triad if its members are intransitively. related'. · 

The more circular. triads there are, the further we depart from .a ranking 

... 
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situation. The number of circular triads is expressed as a proportion 

of the total number of triads of the 27 location types. However not 

all the implicit paired comparisons .derived from households' town 

choices are eligible for inclusion in a test of transitivity. The 

condition that an implicit paired comparison must meet is that it be 

independent of any other paired comparison used in the transitivity 

test on the triad in question. Since the sample of households is 

random, the choices and therefore the paired comparisons of different 

households are regarded as independent of one another. However, certain 

of the implicit paired comparisons of the same household are not 

necessarily independent. For example~ . if a household patronises 

location type l most, and either rejects 2 and 3 or patronises them 

less, the paired comparisons 1 > 2 and 1 > 3 are not independent events. 

Clearly the two paired comparisons are dependent on the same event, 

name.ly the choice of type 1. An example of how redundant such data 

are· in a test of transitivity is provided in Figure 4.2, where all 

three alternatives are available to each household and one is patronised 

by each. No matter what combination of single choices occurs, preference 
'-.._ 

will appear perfectly transitive, simply because of the interdependence 

of the two paired comparisons derived from each choice, and not 

5
necessarily because of any consistency in peoples' preferences. 

Where a household ranks two or three of the three alternatives by 

· dollar expenditure, then two out of the three paired comparisons are 

independent. Thus if the ranking is 1, 2, 3, 1 > 2 and 2 > 3 are 

independent, since when 1 is ranked first, it is possible for 2 to be 

preferred to 3 or 3 to 2. However, the paired comparisons 1 > 2 and 

/ . . 

rt should be noted that the method used by Rushton to test for transitivity 
included the above type of data (Rushton, 1969a). 

5
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FIGURE 4.2 


Households Location Types 

1 2 3 

1 1 x x 

2 1 x x 

3 x 1 x 

4 1 x x 

5 x x 1 

6 x 1 x 

I: Choices 3 2 1 

1 2 3 


1 

~ 1 > 2 > 3 

3 

2/5 

1/4 1/3 

1 = 	 location type chosen. 

X = 	 location type available, 
but rejected. 

1 > 3 are not independent since the choice of type 1 determines the 

form of .. b.oth ·paired comparisons. 

Therefore, only the following paired comparisons by a household 

are considered to meet the conditions necessary for the test of 

transitivity. _, -~or the triad l;>eing tested for circutarity: 

(a) 	 if only two of the three alternatives are available to a 

household and one or both are chosen, then the single 

paired comparison is acceptable; or 

(.b) 	 if all three alternatives are available and 2 or 3 are 

ranked, two of the three implicit paired comparisons are 

independent, namely the preference for the first over 

the second, and for the second over the third. 
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It should be noted that the same choice may satisfy these conditions 

in one triad but not in another. 1hus if a household chooses type 1, 

rejects 2 and 3 and has no opportunity to patronise a type 4 town, 

then in the ttiplet 1, 2, 3, the paired comparisons 1 > 2 and 1 > 3 

are not independent and only one can be included in the test. But in 

the trip let 1, 2, 4, since type 4 is unavailable, the one ·pa ired 

6comparison can be included in the test. As a result the entire 

sample must be analysed for each of the 2196 triplets of 27 location 

types, and each household's implicit paired comparisons tested for 

satisfying the above conditions before being included in the tran­

sitivity test for that particular triplet. Data are available for 

all three of the paired comparisons in 1592 out of the 2196 triplets, 

of which only 38 (2.38%) are intransitive. 

Inferences from an Aggregate Ordinal Preference Scale 

Several impor~ant inferences can be drawn from such a high degree 

~f cbnsistency in hous~holds' preference rankings. Firstly, it has 

been shown that at this scale of analysis, whilst there is not perfect 

agreement between households' choices in a deterministic sense, there 
- -........_ 


6
strictly speaking, the paired comparison 1 > 2 could only be truly 
independent if no ~ther location types were available. Not only is 
such a situation almost inconceivable outside of an experimental 
situation, but the relaxing of the independence requirement to satisfy 
only the triplet being tested tends to reduce the probability of per-. 
feet transitivity rather than increase it. Thus if 2 is preferred to 
1 when some other alternative not in the triplet is available and 
chosen, but 1 is preferred t.o 2 when that alternative is unavailable, 
the inclusion of paired comparisons between 1 and 2 when the other 
alternative is available, will reduce the frequency with which 1 is 
preferred to 2 and therefore increase the likelihood of intransitivity 
in triplets containing 1 and 2 • .Therefore, the lack of perfect 
independence does not prejudice the result of the test towards perfect 
transitivity. 
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is sufficient consistency between households' preferences for it to 

be possible to represent the general preference structure by one 

. 7 
simple ordinal scale (see the order of location types in Table 4.6). 

· This implies orderliness in consumer space preferences, and so 

reinforces the initial assumption of order in behavior. However, 

it might be ask~d how big a differen-ce- in households' prefer:.. 

enceswould result in a higher or lower percentage of intransitivities. 

An answer is provided by computing the number· of intransitivities in 

artificial samples in which there are two or more different and known 

preference rules. The same locational co-ordinates for households 

and towns as in the sample data are used and each household in the 

artificial data patronises the same number of towns as its real world 

counterpart. Each household is randomly assigned one of two or more 

known preference rules and the choices and rejections of towns con­

sistent with that rule are calculated. The information so obtained 

has, the . same· form as described for the real data in Table 4.1. A test 

of transitivity is then performed on the entire sample. This test is 

repeated on sample sets which each have different preference rules. The 

rules used,an4 the frequency of each in the sample set, are described in 

Table 4.5 together with the percentage of intransitivities. Since each 

rule is some function of one or both attributes defining location types 

the preference rules are not vastly different. The two most different 

are the distance minimisation rule and the p/d maximisation rule. 

Figure 4.3 shows the difference in terms of the indifference surface 

The method for deriving this scale is described later in the chapter. 
7



TABLE 4.5 

Result of Transitivity Test, Coefficient of Agreement and Result of Ratio-Sca~e Test 
for ~ach Hypothetical Data Set and for the Real Data Set 

. 
Preference rules and their proportionate Deterministic "I Coefficient Number of Percentage and number 
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FIGURE 4.3 


Indifference Surfaces of Two Hypothetical Preference Functions 
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characterising each, with ordinal preference values shown. 

Whilst there "is less than 3% difference between the most and 

least intransitive preference structures, the direction of difference 

(see Table 4.5) is as might be expected, given the difference in 

preference rules and/or the proportions obeying each rule. Thus the 

differences in percentages of intransitivities, though small, are 
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significant. Comparing the 2.38% intransitivity of the real data set 

to the percentages for the hypothetical sets, ·it is clear that all but 

the first deterministic set in Table 4.5 are more transitive than the 

real set. The least transitive is not surprisingly the set with the 

two most different preference rules (see Figure 4.3). 

If preference is probabilistic, only one definite statement can 

be made about the range of preference rules in the real sample. Since 

it appears that probabilistic rules .result in· more intransitivities 

than their deterministic equivalents (see Table 4.5), the 3.4% 

intransitivity in the most extreme pair of deterministic rules would 

increase if the rules were probabilistic. Therefore, it is certain 

that the real sample's distribution of preference rules, even if prob­

abilistic, is less extreme than that set's. Beyond that it is difficult 

to say what kind of distribution of preference structures the real 

sample contains. This results both from the limited number of hypo­

thetical ,probabilistic sets and from the wide range of possible meanings 

of the word "probabilistic", by comparison with the single interpretation 

of "deterministic". Thus in the present probability models, each house­

hold chooses r~~~omly from the 10 alternatives with the highest prefer­

ence scores.8 For example, in the case of p/d2 , the probability of 

alternative i being chosen by household j is given by the expression: 

Ten is an arbitrary number used since it seems unlikely that households 
would look much beyond a 10th most preferable alternative in making a 
choice. In addition, computer time needed to generate one set of pro­
babilistic data is of the order of 100 minutes and increases as a 
function of the number of towns ranked by preference score. 

8 
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. 2
(p./d .. .·'. )

l. l.J 
Pr .. = (4. l)

l) 
. 10 . 2 
.tl(p./d .. )
i.= l. l.J 

In reality the consumer's probabilistic calculus may be more biased 

in favor of the larger-appearing alternatives, as defin.ed by their 

preference scores, than is the· case in equation 4. l, i.e., the rule 

may be more akin to a deterministfo one • . If so, real preference 

would be less intransitive than in this model. Or, · if. larger-appearing 

alternatives are weighted less, intransitivity would be greater. Thus 

any conclusions ·about the sample's .range of preference rules,. if prob­

',, aailistic preference ·is .assumed, must be hedged around by "if •·s". If 

probabii'istic weights · a.re assigned to alternatives a~ in the hypo­

th.etical cases, . the sample's distribution of preference rules can be 
. 2 

said to be . less extreme than p/d3 max. (.5) a~d p/d · max. (.5), but 

.only marginally. wider . than p/d2 max.· 'with d's ~xponent· normally 

distributed .with a variance of l. If, however, larger-appear~ng · 

alternatives are more heavily weighted, the real sample's distribution 

of preference rules ~y exceed both the above . distributions. If the · 

real sample assigns less weight to larger-appearing alternatives than 

in equation 4.1,· then the distribution .of rules may be less than the 

distributions in the two probabilistic sets• 
\ 

Since none of the hypotheti~al sets have very different preference 

rules; . the real sample's 2.38% intransitivity suggests that it contains 

similar rather than identical preference· structures. A test of how 

http:defin.ed
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similar these structures are, is described in Chapter 5~ · 

The second conclusion of major significance is that such' a high 


degree of consistency means that no major explanatory variable has 


been omitted from the model, and that the two attributes chosen to 


· define location types (and/or ~heir correlates) are the major 

variables explaining consumer urban choice. As discussed earlier 

. (p. 84 ~, one possible interpretation if more than a few intransitivities 

were obtained, would be that an attr.ibute with signif.icant . bearing on 

consumer preference had been omitted from the model. In order to 

corroborate this reasoning the effect of omitting a significant attribute 

from a preference model was calculated experimentally. A preference 

model is formulated with 25 location types defined in terms of distance 

·only, .namely two-mile categories between 0 and 51 miles. However, house­

holds are assigne4 a preference rule maximising p/d (see Figure 4.3b). 

The hypothetical data set is generated in the same manner as the others, 

but although spatial choices are determined by the p/d function to be 

maximised, they are described only in terms of the distance location 

types chosen. A test of transitivity reveals 760 intransitivities 

(32.73%) in 2322 triplets, and since no intransitivity can b.e attribute~ . 

to differing preference within this hypothetical sample, the number of 

intransitivities might normally be higher in a heterogeneous group. 

1he vast difference in intransitivity between this sample "with a major 

preference criterion missing and the rear sample (2.38% intransitive) 

is powerful evidence that no major preference criterion has been omitted 

from the mode 1. In addition; the relative s ~milari ty in intrans i tivi ty 

percentages for the real sample, and for hypo.theticiil samples ·known to · 
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obey preference rules based on the same attributes as define location 

types, tend to further s ·trengthen this evidence. This would tend to 

refute the need for a complex model involving more preference criteria, 

for all but the most detailed central place analyses. 

A further conclusion regarding the location types is that the high 

degree of consistency indicates they are significantly different in 

terms of their preference .distances. David (1963, p. 21) puts it thus: 

if there is no difference between the objects 
the [judges] cannot reasonably be expected to 
be consistent, while it is easy for [them] to 
be consistent if the differences are great. 

Clearly, differences are sufficient for a high degree of consistency to 

be· found, but are not so vast that in every paired comparison there 

is perfect agreement as to which location type' is preferrab le. 

In addition to the inferences drawn above, proof of an ordinal 

preference scale also has an implication for future data collection. 

Knowing the genera 1 order o-f preference, future samples should be biassed 

towards choices between location types close together in the ordering, 

where present sampling error still casts doubt on the exact ordering. 

Consequently, samples should avoid trivial choice situations where - one 

location:_ type is so very much higher on the ordering than the others 

available that the farmer's ordinal position relative to the others 

is almost certainly unaffected by sampling error. 

One other measure of orderliness in pref~rence sheds light on the 

extent of agreement in preferences. 1he coefficient of agreement as 

formulated by Kendall(l955, pp. 148-149) is based on the proportion of 

all paired comparisons which are the same. The expression is as 

follows: 



----

0 

95 

2Lq) 0 

---- 1 	 (4. 2)}: c;) 

where 	y the number of similar choices in the same pair, 

m = th'e number of times a pair is compared, and 

r = is the sum over all of£-diagonal cells in the triangular 

paired comparison matrix. 

If y equals m in all cells, there is 100% agreement between households 

in every paired comparison and the coefficient equals one. If Y equals 

~in every cell, there is maximum disagreement (i.e., 50%) in all 

paired comparisons and the coefficient equals zero. The coefficient 

for the total sample is .74 indicating 87% agreement. However, the . 

coefficient varies according to the preference similarity of alternatives, 

with disagreement more likely between preferences for similar things. 

Hence the value is scale dependent, in that a grosser location type 

s~ale would result in a higher · coefficient and a finer scale in a lower 

coefficient. Thus . the figure .74 has limited interpretability unless 

compared with other coefficients derived at the same scale and from 

households with the same spatial alternatives. Using the artificial 

data, such a comparison is possible since the scale is the same and 

the hypothetical behavior is based on the same household and town 

locations. The results are shown in Table 4.5. Clearly the sample is 

considerably .more in agreement than any of the two probabilistic sets 

and less in agreement than all but one of the deterministic sets. 

Since this result is similar to the findings regarding the real sample's 

transitivity relative to the hypothetical samples, similar conclusions 

can be drawn regarding the sample's distribution of preference structures. 
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Derivation of the Ordinal Preference ·scale 

For the test of transitivity it is necessary to use only independent 

paired comparisons. However, given the proof of transitivity, the same 

restriction is unnecessary in deriving the form of the location type 

ranking. Essentially a preference ranking of two things, say A and B, 

_is simply a statement of which is more often chosen when both are 

available, and it is immaterial whether or not such information is 

obtained from the same choices that indicate whether A is preferred to C. 

Therefore the ranking of the 27 location types is derived using all 

implicit paired c_omparisons contained in households' choices. 

The method of obtaining the most appropriate ranking is more 

straightforward in the case where no data are missing from the preference 

matrix. Therefore, this method is described as a prelude to explaining 

the choice between alternative methods if data are missing. Without 

;-missing data, a matrix of the type in Table 4.3 is rewritten as a 

r 'ectangular matrix such that pij = 1 - pji for all i and j. Rows and 

columns can be rearranged such that the first row has most p values 
·-...... 

greater than .5. All other rows and columns can be similarly rearranged 

· so that 
"-.. 

location _types are ranked in order of preference from top to 

bottom and left to right in the matrix (see Table 4. 6).. This provides 

the ranking most in accord with the preference probabilities. Also the 

number of intransitivities in the matrix can be easily computed without 

comparing the probabilities in all .triplets. Kendall (1955, p. 148) 

provides the formula for computing d, the number of intransitivities: 

· ·1 1 n 
d = n(n - 1_) (2n - 1) - - l a. 2, (4. 3)

12 2 j=l J 
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where aj = the number of p0 values in row j greater than .5. 

Where the matrix is complete, the number calculated by the formula 

equals the actual number of intransitivities. However, where data 

are missing, the number calculated can exceed the actual number, and 

unlike. the case without missing data, the number is not invariant 

over permutations of rows and columns (Coombs, 1964, p. 358). Thus 

the most appropriate ranking with missing data is that which minimis.es 

the number of intransitivities calculated by Kendall's formula. 9 

Four ranking algorithms were tested on sample preference matrices with · 

missing data. The following are the criteria for ranking location 

type i: 
. 27 

(1) l i\J·,
j=l . 


27 

(2) l (p .. x n .. ) , 

j =1 	 l.J l.J 

27 
(3) 	 l (p . . > • 5) , and 


j=l l.J 


(4) 	 compare pij and pkj' j 1, 27, and rank location 
- '-... 

---:::--~Pe i higher than k if pij > pkj more often than 
,., ,., 

pk. > p ..•


J l.J 

Comparison of the results obtained using the four alternative algorithms 

show the first criterion to produce consistently fewer intransitivities 

Since Kendall's formula can only be used in a complete matrix, blank 

cells above the diagonal of the matrix are assumed to hav~ values 

greater than .5 and those below to have values less than .5. Values 

on the diagonal itself are ignored in the calculation, since they 

represent paired comparisons .of location types with themselves. 


9 

http:minimis.es
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than any other method. 

To avoid assigning too low a rank to location types with missing 

27 


data cells, and whose l p.j is therefore decreased, the ranking 

. 1 ].J= 

algorithm, in comparing each pair of location types, sums only those 

pij and pkj where information is available for both. The rectangular 

ordered preference matrix obtained using this ranking procedure upon 

the initial preference matrix, is shown in Table 4.6. The ranking of 

location types according to their aj score (see Table 4.6) is shown 

in Figure 4.4. The trade-off between the utilities of accessibility 

and population is clear from the ran~ing. However, other implications 

of the ranking are more appropriately discussed after the test for 

a cardinal preference scale is described. 

'Consumer ·Preference Funct1ons, Appropriate for'Testing Central Place Theory 

B~fore testing for cardinal properties in the preference structure, 

it is worthwhile constdering what type of consumer preference postulate 

would be ·most useful to theoretical central place analysis and to compare 

an ordinal preference rule with this ideal. 

The basic hypothesis of Central Place Theory is that the number, 
- .... 

' 
size and spacing of central places on a demand surface is such that the 

central place system comes as close as possible to maximising people's 

spatial preference functions, within the threshold constraints imposed 

by the suppliers' profit goal. In a market economy, such a system is 

arrived at by each centre competing freely with every other in an attempt 

to maximise its share of the market, within the constraint _imposed by 

the form of the consumer's spatial pr~ference function. The ultimate 

pattern presumably reflects an equilibrium adjustment, or an approximation 
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Figure 4.4 

The Sample's Preference Ranking of Location Types 
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thereof, of spatial supply to demand. To have a testable model of 

this situation, one prerequisite is that for any arrangement of 

central places it should be possible to compute for each point on 

the demand surface the probability of a household or households at 

that point interacting with each competing central place in the 

system. Only by this means, is it possible to compute the most 

probable income of each supplier and hence the viability of each 

central place, as well as compute the total income of suppliers 

which is maximised in an optimal system. Thus for example, in the 

situation illusfrated in Figure 4.5, it should be possible to compute 

what proportion of expenditures by consumers at I can be expected to 

be allocated to each of the three centres and to any other competitive 

centres not shown. However, an · ordinal preference function, which is 

necessarily deterministic, can only predict that all expenditures from 

one p'lace will go to the same place, despite the indications that 

urban spatial preference is probabilistic rather than deterministic. 10 

But as the data indicate (Table 4.1) many households patronise more 
- , _ 

than one place for a given good, and though similarly located with 

respect to a set of alternatives, households frequently allocate 

differing proportions of their expenditure to each centre. But the 

present ordinal preference model can only predict that all households 

at the same point allocate all of their expenditures to the same centre. 

10only for the rare cases where only two places are at all likely to 
obtain a consumer's patr-Bnage, do we have the information to compute 
his probable allocation to each place, in the form of pairwise prefer­
ence probabilities. 
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Figure 4.5 

A Hypothetical Spatial ·choice Situation 

In terms of deducing a realistic central place system, ordinal 

preference postulate~ may well produce spurious results. For example, 

consider the town A in Figure 4.5 in competition with other towns, 

B and C, for the . patronage of consumers in the area. Now if A belongs 

to some location types which are only marginally preferred to some of 

those to which B and C belong, and if A also belongs to other location 

types which are almost invariably preferred by location types to which 

B and C belong, then it is quite possible that A may not be a viable 

centre. However, an ordinal preference rule which says nothing about 

the keenness of competition . indicated by preference probabilities 

would ~uggest A was just about as often preferred to B and C, as they 

were to A. Consequently, the ordinal preference rule would give A a 

much better chance of remaining in the system than the more realistic 

probabilistic rule. However, the problem is that to predict the pro­

bability of one alternative being chosen from more than two alternatives, 

given only pairwise probabilities, requires proof that a ratio scale 

11
of preference exists. 

lbe justification of this ·assertion is provided in the next section. 
11 
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Order in the Preference Structure - the · Test for a Ratio Preference Scale 

. Proof of the existence of a ratio ~cale of preference depends 

on proof that pr,eference probabilities . conform to two assumptions· of 

conditional probability. lbe first is that the probability of an 

event, in this case, the choice of one location type from a set, is 

constant between trials, and the second is that trials, in this case, 

paired comparisons, ..are independent. If pairwise preference probabilities 

meet these conditions, then it is valid t~ use these probabilities to 

calculate conditional probabilities of the form P(x!T), defining the 

probabilit·y of location type x being chosen from all locat.ion types • 

.	It is these latter probabilities which can be used to define ratio _ 

scale values for location types, representing their amount of "pre­

ferredness" or · utility. 

Tile second of the two assumptions is readily satisfied by meeting 

the same requirement for independence between paired comparisons as 

· was . specifie.d for the transitivity test (see page 86 for details). 

ni·e empirical validity of the constant probability assumption, however, 

· is less readily verified but can be checked indirectly by .. testing 

whether a consequence of the assumptions is valid. Luce (1959) has 

shown that · a ·consequence of the assumptions 'in conditional probability 

is that one pairwise preference probability can be estimated from two 

others. Since this calculated value can be compared. with .an observed 

one, a test is provided of the empirical validity of using conditional 

probability and its ·assumptions to describe ·preference. It is the 

result of this test, therefore, which provides inforination on whether 

.. · .. 
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a ratio scale of preference exists. Details of · the test are· shown 

below. 

nie method of calculating one pairwise probability from . two 

other·s .is based on the definition of conditional probability: 

.P{xjR} = P{x" R} l.P{R} (4.4) 

where f {xjR} is the conditional probability of event x, given event 

R. In terms of choice, this defines ·the probability of choosing · 

location type x, given that · a type from set R is chosen. However, 

in a choice sitliation, x is defined as contained in .R, i.e.,x is one 

of two or more alternatives in s~t R, and therefore (4.4) can be 

re:?lritten as: 

P{xjR} ~ P(x)jP(R) (4.5) 

since P { x) :: P { x " R} where x c R. 

Cross-multiplying (4.5) gives: · 

P{x} .= P{x!R). P(R} (4.6) 

If Risa set containing only the pair of .al.ternatives .x and y, (4.6} 

can be rewritten as: 

P(x} = P(xjxvy). P(xuy) (4.7) 

Likewise P (y) = P(yl x u y}. P (x u y) = [ 1-P (xix v y}] P(x v y} (4.8) 

.since Pcx r x v y 1 + P cy 1x ".' y} = i. 

~ ~· P(x(xv y} . 
(4.9)

P{y) . . 1-.P{xf xv y) · 
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Similarly, P(y} 

P(z } 
= P(yfyvz} 

1-P {y IY v z} 

(4.10) 

and ~ 
P(z} 

= P(xlxvz} 

l"". P{xix v z} 

( 4.11) 

(4.11) can be rewritten thus: 

p x[ xv z P(x}
= 

1-P(x x u z} P(y} 

P(y} 

P(z} 
(4.12) 

_Substituting the right-hand sides of (4.9) and (4.10) in (4.12) gives: 

P {xix u z} = P(x!xvy} P{ylyv z} (4.13)
1-P(xjxv z} 1-P(xlxvy} • 1--P(ylyuz} 

Defining this ratio as r: 

P { x I. x u z } = r I ( l+r) (4.14) 

Since r is computed using only the two probabilities P{xl xv y} and 

P{yf ·~/v z), one pairwise conditional probability has been calculated 

from two others. lbe test of· the validity of this operation on pre­

ference probabilities is whether . the independently observed sample 
- -......... 


value .of P{xl x ~ z} is not significantly different from this theoretical 

value. If it is not, then the constant probability assumption can be 

considered valid. 

Letting Pik = P(il i u k), the theoretical value of Pik can be 

calculated as a function of pij and pjk' and compared to the ind~pendently 
,. 

observed sample value pik. 

Specifically, the hypotheses tested are: 
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· where p .is · the observed probability of i being chosen over k, 
. ikl . 


when one is chosen. lbe estimate of this (pikl) is based on the 


number of times type i ·is chosen (x ) in n paired comparisons of 

ikl 

. ,..
i and k, Le., p = x · /n • P · . i-s the theoretical probability


ikl ikl ikl ik2 


of the same event, based on the two probabilities p and p of which 

ij jk 


we have estimates 
A 

p(j and " p jk• 

AZ test is used to compare the two sample proportions, for all 

cases where the sampling distribution of the binomial random variables 

is approximately normal, i.e. whenever a propo~tion is based on a sample 

size~ 30 and np and n(l-p) ~ 5.. However, little efficiency in the 

2test is lost by relaxing sample size conditions to those for the x

· test. lbus, all cases ·are tested where the sum of the sample .size for 

the observed . proportion and the smaller of .the · two for the computed · 

proportion is greater than or equal to 20, and np and n(.1-p) 2:: 5 for ·· 

all three proportions. 

lbe usual Z stati.stic used in comparing two s.~mple proportions 


takes the form: 


" I\ 

pikl pik2z = '(.4.15) .. /p( 1-p) + p{l-p) « 
. nl nz 

where p, the pooled estimate of both sampte proportions· ·1s defined 
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from two other proportions, the basic Z statistic requires some 

modification. In particular xik and nik2 are undefined, so that a2 

pooled estimate, p, can~ot be defined. 12 Also, in calculating the 

A I\
variance terms in the denominator for p and p , the latter's 

ikl ik2 
. A A

variance is some function of the variances of p and p To allow
ij jk. 

for this, (4.15)· is rewritten as: 

(4.16) 


where a close approximation to Var(pik ) is given by:" 2

/\ I\ I\ /\A (1 A ) /\ (1 /\ )p.. -p .. • p jk -p jk pjk(l-pjk) ,\ 
p .. ( 1-p .. )

I\l.J l.J 2 2 l.J l.J+ pij + pjk
n .. njk njk n ..l.J l.Jvar (p.ik2) . = 

(4.17) 

Using _the above statistic, the results in the twelve cases satisfying 

the sampling constraints are shown in Table 4.7. With a = .1 and 

12The effect of using two variance terms not based on the pooled 
estimate, p, is to reduce the value of the denominator in (4.15) 
when nikl and nik2 are similar and therefore increase the Z statistic 
and with it, the likelihood of rejecting the null hypothesis. If nikl 
~nd nik2 are different, the .absence of a pooled estimate is as 
likely to decrease as increase the denominator and therefore cannot 
be thought of as increasing the likelihood of a~cepting the null 
hypothesis. · 
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confidence limits of -1.~4 < Z < 1.64 all tests accept the null 

hypothesis. 

1he implication of this result is that the method used to compute 

one probability from two others is valid in the context of preference, 

as are the assumptions on which the method is based. In particular, 

the assumption of the constant probability of an event is verified. 

1his means that the probability of. choosing one location type over 

another is invariant under changes in the other alternatives available, 

which changes are not un.common in the data analysed. This in itself 

is . suggestive of a ratio scale of preference on which the relative 

distances betwee_n location types are invariant. But the most imp?rtant 

point to note is that all probabilities are implied to be constant, 

including p (xi T) for all x c T. If so, each location type x can be 

assigned a unique score, v(x), equal to kp(xl T}, where k is any 

co.nstant. ; Since p(xj T} has -a rang~ ·of 0 to 1, any multiplication by 

k leaves the origin unchanged at 0 and simply "stretches" the scale 

uniformly without altering the relative v scores of location types. 

This is the definition of a ratio scale. ,, 

Returning ----to the fact that only 12 cases were tested, since the 

10 location types involved are spread over a considerable range of 

the scale, this is considered sufficient to infer that the entire scale 

has ratio properties. The only parts of the scale not represented 

by the 10 location types (2, 4, 5, 6, 9, 10, 13, 14, 19, 22) are the 

upper and lower extremes, where location types are either too in­

frequently compared to others to meet the sample size requirements 
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0 TABLE 4.·7 

Results of Ratio-Scale Test on Real Sample 

z /\
pikl(observed) 

/\ .
pik2(est1mated) . 

LocErt ion t_ye_es 
k ji nik n ..

1J njk 

-.750 .467 .600 10 2 5 15 70 36 

-.526 . 727 .805 14 2 5 22 67 50 

-.687 . 758 .876 14 2 10 33 30 29 

1.053 .476 .318 9 4 5 21 120 41 

.048 .565 . . 555 13 4 5 23 104 51 

.291 

-.967 

. 629 

.179 

.582 

.281 

13 

14 

4 

4 

9 

9 

35 

28 

39 
.. 
70 

34 

28 

-.001 .200 .201 14 4 13 35 43 32 

.829 .471 .331 10 5 6 17 16 49 

.990 

- . 9'80 
! 

.832 

.488 

. 659 

.627 

13 

14 

5 

5 

9 

9 

95 

86 

16 

35 

123 

. 81 

- . 954 .438 . 678 22 5 9 16 10 121 

.......... 


of the test~~or -are so frequently preferred to or by other alternatives 

that np and n(l-p) < 5. Thus, the absence of z tests for such location · 

types is the effect of sampling constraints rather than evidence that 

the preference scale has interval properties over only part of its 

range. 

Inferences from an Aggregate Ratio ·preference Scale 

In order to ascertain the significance of the inference made 
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from the z test results, the test was run on the same hypothetical 

samples as were tested earlier . for transitivity. Details of the 

results are given in Table 4.5. 

1he very small number of tests in all but the two probabilistic 

sets makes inference tenuous. However, it appears that in general 

the narrower the · distribution of preference rules in a sample set, 

the ~ower is the percentage of s ta t'is tica lly significant differences. 

1hus, the likelihood of an aggregate ratio scale of preference would 

seem to be a function of the homogeneity of the preference rules 

contained in a sample. Also, the likelihood of a ratio scale woutd 

~appear to be greater if individuals' preference rules are 

probabilistic rather than deterministic. 

1he fact that several deterministic preference scales apparently 

have ·ratio properties is highly critical and seems most likely to be 

a function of the scale of the analysis. In Figure 4.6 two indifference 

curves describe the general shape , of a deterministic preference rule 

as it refers to the three location types A, B and C. Now, whilst an 

alternative is invariably preferred to all others lower than it on 

the indifference surface, it is clear that no location type can be 

invariably preferred to another since each contains alternatives 

which are both lower and higher on the surface than alternatives in 

any other location type. In fact, the average proportion of times A 

is preferred to B can be obtained by comparing the relative proportions 

of each location type lying above and be low the same in.difference 

curve. lb.is assumes a uniform distribution of alternatives in each 
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loc?tion type. But, even if this assumption is not met, the same 

conclusion can be drawn provided the distribution of alternatives in 

A, for example, is the same when compared to B as when compared to C. 

lhus, the probability of A being preferred to B (pAB) is .5; PAC = .875; 

and pBC = .875. Without troubling to use Luce's formulation, it is 

clear one probability can be computed from the other two. For, if 

there is indifference between A and B then on a ratio scale A should 

be preferred to C by the same amount as B is preferred to C. lhus, 

proof of ratio properties · in the aggregate preference scale does not 

necessarily indicate that individual preference scales have ratio 

properties. 

Nevertheless, proof of an aggregate ratio scale does have utility 

on other levels. One advantage is that knowledge that a ratio scale 

FIGURE 4.6 
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exists is sufficient to calculate the ratio scores of all location 

types, and hence all n(n-1)/2 paired comparison proportions, from a 

minimum of n-1 proportions. In the present analysis this is not done 

due to the ·considerable sampling error in many proportions. Also, 

the large number of proportions available in this study permits a more 

reliable interval scale to be calculated using a multidimensional 

scaling algorithm described later in the chapter. However in future 

studies, by concentrated sampling on only nearby location types on 

a preference sea le, large· samples would enable a 11 location types' 

ratio scores to be calculated using the formula: 

v(y)" P(xl xv y}v(x) = (4.'i8) 
1-P(xlxu y} 

given that an initial arbitrary value was assigned to one location 


type from the entire set. 


1h~ effort saved in not sampling all n(n-1)/2 paired choice 

. situations, most of which contain redundant information, could be 

· used in more intensive sampling of the few paired choice situations 

requi~ed. __lbe saving could also be used to reduce the range of-
population/distance combinations covered by each location type, thus 


reducing the effect of aggregation. 


In addition, a ratio scale is more useful in testing central 

place hypotheses than an ordinal one, if, as the data indicate, house­

holds patronise more than .one centre. An ordina1 sea le can only pre­

diet a household to patronise one place. But with a ratio scale, the 

household's probability of patronising any one alternative in a set 
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can be estimated using only the original pairwise probabilities. 

Luce (1959) provides the equation: 

i/ ~ xv y}P(yP(xl S) = (4.19)
yES p x xv y 

where S is any subset of location types in the total set T. 

Consequently, it is possible to specify what proportion of 

expenditure on a given commodity each town in a system can expect to 

obtain from each point in the area served by the system. 1he probable 

gross retail income of a town for that good can t~en be calculated 

using these proportions together with information on the number of 

people at each point and per capita expenditure on that good. The 

repetition of this calculation for different goods and services 

having different space preference functions would indicate the probable 

economic s~pport of · any town in terms of retail trade. lhus, one 

value of knowing ratio space preference functions for different 

conunodities is that it is then possible to test the extent to which 

a spa~~al supply system is adjusted to spatial demand. 

Hence, irrespective of whether individual preference is p.rob­

abilistic or deterministic, proof of an aggregate ratio preference 

scale enables predictions of multiple choice behavior, which are 

impossible with only ordinal information. 

Further value in a ratio scale is to be seen in (4.19), for it 

implies that the probability of choosing one type from a ·subset of 

alternatives never observed, can be ·predicted from the appropriate 
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pairwise probabilities. In other words, the probability of certain 

unobserved events is predictable. 

Finally, the assignment of ratio scores to location types, which 

represent ' combinations of town population and town distance, enables 

the weightings on P and d referred to in (1.1 ) to be calculated. 

In fact, only interval scores are necessary to compute such weightings, 

and therefore for reasons stated above, a multidimensional scaling method 

is used as described in the next section, to compute these interval 

.scores. 

nerivation of an Interval Preference Scale 

Given that an interval preference scale can be derived from the 

observed pairwise proportions, the shape of such a scale should 

provide interesting information about the exact nature of the trade-

off between town population and distance. For the same reason as in 

'deriving the ordinal scale, it is unnecessary to use only independen_t 

paired comparisons in deriving the interval scale (see page 96 ). 

1he problem is to derive a one-dimensional configuration of points 
'-.. , 

representing location types, such that the distances between points 

on the scale (s) are a function of the preference dissimilarities 

between location types as given by Idi = Ip-0.51 • Now, since each I
/\. 
di 

is merely as estimate of the true jdl, a perfect linear relationship 

between the Idi 
/\ 

values and the _scale distances (s) cannot be expected. 

However, there is a method of obtaining an interval scale arrange­

ment of points with as much accuracy as possible, given the inexact 
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nature of the data. 'Ihe ... method, k?own ·as Guttman-Lingoes Smallest 

Space Analysis (SSA-1) 16 , is one of many scaling techniques devised 

to construct· metric scales from non-metr.ic data. 17 ·Whils·t the data 

in this analysis have been shown to have metric properties, the method 

· ... is equally applicable to metric as to the non-metric· data for which 

is devised. '!he basic input to the model is .a matrix of dis­

similarity coefficients which are assumed to indicate only the order 

of dissimilarity. '!he ·algori.thm determines a ~uclidean configuration 

of points, in this case location types, in .which the distance (s) 

be tween each pair of points has the same rank order amongst the .inter­
. A 

point distances, as has that pair's dissimilarity measu~e (jdl) amongst 

the inter-point dissimilarities. In other words the algorithm seeks 

that configuration of points such that the inter-point .distances, s, 
I\ 

are some monotonic function of the ldl coefficients. 

In fact, the method seeks that configuration, which, for the 

· smallest possib_le sacrifice of monotonic~ty, requires the fewest 

16netails of this scaling method are provided in Guttman . (1968), Lingoes 
(1965, 1966a, 1966b), Lingoes and Roskam (1970) and Roskam and Lingoes . 
(1970). A more verbal ·and readable explanation of a similar multi­
dimensional scaling algorithm is given in Kruskal (1964a and _b).. A 
general discussion of multidimensional scaling methods, of which SSA~I 
is but one example, is to be found in Coombs (1964, Chapter 7) and 

. . Torgerson (1958, Chapter 11). 

17Metric .dataare used here to mean data with interval or ratio scale 
properties, which give information about how much larger . is the 
distance separating one pair of objects compared to another. By 
contrast, the strongest norunetric information obtainable about inter­
point separations is which one is the larger. '!he reason for. using a 

·~ethod which requires . only nonmetric information .to derive a metric 
sca1e is provided later in . the chapter. · 

http:non-metr.ic
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dimensions to locate the points. Obviously, with absolutely no 

sacrifice of mono~onicity it is always possible to represen~ n points 

in n-1 dimensions. However, the object of SSA as with all multi­

·· dimensional routines includipg factor analysis, is to achieve parsimony 

in the number of dimensions depicting stimulus and/or · subject separations, 

whilst violating as few as possible of the original coefficients of 

dissimilarity.. Given a parsimonious solution, the test of the veracity _ 

of the configuration which is continually applied within the algorithm, · 

is how "closely" the rank order of the initial coefficients can be 

·replicated by the derive.d scaling of objects • . In the case of SSA . 

the closest replication possible is, of course, if the derived scalar 

distances are some monotonic function of the dissimilarities. 

nie reason for not seeking a perfect metric .relationship · in which 


distances and dissimilarities are rel~ted by some fixed formula, as 


in routines such as metric factor analysis, is that the initial data, 


if nonmetric, do not justify such an assumption. Also,- if· nonmetric . 


constraints are imposed in sufficient number, in the form of an ordering 


. of inter-object dissimilarities for many pairs, it can be· shown that 

the nonmetric constraints begin to act like metric ·ones. Now, if 

only the rank order of a set of points is known, an ordering of inter-

point dissimilarities is possible .for only a limited number of pairs. 
. . . 

In fact, if A.and .B are any two points with A lying to the left of B· 


on an ordinal .scale, then only for those other pairs ·of points where 


one lies to the left of A .and the other to the .righ~ of B, is· it .po_ssible 


to say such pairs have a g~eater interpoin~ distance than A ·and B. With 

only that limited information, the poii::its on the· scale can be moved about 

4 
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quite extensively without violating the inequalities (i.e., without inter­

changing any two points in the original ranking). However as Shepard 

(1966, p. 288) indicates: 

as these same points are forced to satisfy more 
· and more inequalities [i.e., statements of which 
of two pairs of points are more. distant] on the 
interpoint distances ••• the spacing tightens 
up until any ·but very small perturbations of 
the points will usually violate one or more of 
the inequalities. 

He goes on to describe the results of ~ test by Abelson and Tukey (1959, 

1963) which indicate how tightly constrained is the metric solution for a 

set of interpoint ~ne.qualities (nonmetric data) . as the number of inequal­

· ·ities increases. Essentially they ask what is · the sma.llest possible 

·product-moment correlation between the coordinates which produce a given 

set of inequalities and the metr.ic coordinate solution .derived using 

these inequalities, which can be achieved without violating monotonicity 

between "the two sets of inequalities. In other words, how· big a difference 

between the given and the computed configuration of points is possible, 
. . . 

whilst still satisfying t _he basic monoton~city constraint? "Shepard (1966, 

pp. 288-28_9) describes the results for the case ·of four points on a 

one-dimensional scale: 

they found that, if only the rank order of the 
points themselves is known "(the ·ordinal scale), 
the squared maximin .correlation, r2, is already 
.65. If, in addition, the rank order of the · 
dis tan~es be tween adjacent points is known (an · 
ordered metric scale), r2 incre;ases to between. · 
.67 and . • 94 (depending upon the particular . 
ordering given). Finally, if the comple .te 

. . ordering of a11 · interpoint distances is known 
(a higher ·ordered ·metr .ic scale)," r2 increases 
still further to between .91 and. •9t (depending, 
again, on the particular ordering). For many 
practical purposes, ·then, a knowledge of the rank 
order o~ . the interp<;>int distances may become almost 

http:comple.te
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as good as a knowledge of the actual distances 
themse 1 ve s • 

For the above reasons therefore, it seems unnecessary in this analysis 
A 

to make strong metric assumptions, particularly since each Idj co­

efficient is not invariant under changes in sample size. 

· lhere are several multi~dimensional scaling algorithms with the 

general characteristics described, which have been developed in the 

past decade, particularly Shepa~d's work on the analysis of proximities 

(Shepard, 1962a, 1962b), Kruskal's MDSCAL (Kruskal, 1964a, 1964b), McGee's 

HYBRID (McGee, 1966), Young and Torgerson's TORSCA (Young and Torgerson, 

1967), Guttman and Lingoes' G-L-SSA-I (Guttman, 1968; Lingoes, 1965, 1966a), 

and Guttman, Lingoes and Roskam's M~NISSA-I (Roskam and Lingoes, 1970). 

lhe method used in this analysis is Guttman and Lingoes' Smallest Space 

Analysis (G- L-SSA-I). It is the most recent working program in the 

Guttman-Lingoes serie·s for handling the off-diagonal elements of a 

square, synnnetric matrix of coefficients and incorporates recent changes 

designed to improve the algorithm's ability to minimize loss of perfect 

monotonicity. In fact it is "equivalent to [the not yet operational] 

MINISSA-I" (Lingoes, 1970), which Roskam and Lingoes (1970) describe as 
- '-...._ 

being: -----­

Based on extensive empirical studies (Lingoes 

and Roskam, 1970) of the nonmetric algorithms 

advanced by Kruskal [Kruskal, 1964a, 1964b], 

on the one hand, and by Guttman and Lingoes 

[Guttman, 1968; Lingoes, 1965, 1966], on the 

other, [and as being] an integrated program 

containing the best features of both 

approaches (Roskam, 1969). 


Empirical comparisons by the author indicated that G-L-SSA-1 is more 

able to closely approximate perfect monotonicity than MDSCAL, and is there­

fore a preferable method. No direct comparison has been made between 
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G-L-SSA-1, TORSCA, HYBRID, and Shepard's method. However, Young and 

Appelbaum (1968', ·PP• . 22-23) suggest:. 

It is probable, although no proof exists that the 
methods of Lingoes and Torgerson will have less 
local minima probl~ms [Le·., problems of finding 
apparently optimal solutions in terms of minimising 
deviation from perfeGt monotonicity, when a better 
solution may exist] than the other methods 
[Shepard's, Kruskal's and McGee] since the initial 
configuration is biased in such a way as to be 
closer to the overall minimum [deviation from 
perfect monotonicity]. · 

The reason for using G-L-SSA-I r·ather than TORSCA is that the former is 

subject to continual revision and improvement, and whilst ·this is no assur­

ance of its superiority, it would seem to be an advantage. Certainly its 

authors claim the "virtual elimination of local minimum traps (which 

are far more frequent than one would suppose without suitable counter­

measures)" (Roskam and. Lingoes (1970)). 

Before describing the scale derived using G-L-SSA-I, the method's 

· go.odnes~-of-fit function is described, which indicates how closely the 

derived distances between points are a monotonic function of the dis­

similarities data. The coefficient of alienation is: 

n 
2 l s .j2 (4.20) 

j>i l. 

where sij = the distance between points i and j as computed by the 

algorithm, and 

s' =the s value with the same rank as ldijl has in the total 

ranking of !di 's (Guttman's rank-images). 

The equation is simply half the normalized sum of squared deviations 
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of s .. 's from the ideal. Its minimum is 0 when perfect monotonicity is 
1] 

achieved, and its maximum is 1 when the function can be no less monotonic. 

1he preference scores of location types, obtained from a one-

dimensional scaling of the total sample's matrix of dissimilarity co­

efficients, are shown in Figure 4.7. 18 , 19 An interval preference 

18
The Idi matrix is derived from the p matrix shown in Table 4.3 with two 
modifications. The first entails estimating [dj for each cell which 
had no information, using Luce's product rule (equation 4.13), since the 
SSA-I routine required a value in every cell. The second modification 
requires the removal from the analysis of all location types whose 

,/\.

!di coefficients are invariant over all 26 paired comparisons. Leaving 
such location types in the analysis results in a degenerate solutiono 
1hat is, if one location type's 1a1 coefficients invariably equal 
0.5, the routine gives a solution where all other location types 
converge to almost the same poirit at one end of the scale, and the 
remaining l~cation type locates at the other extreme~ The only 

_invariant jdj throughout the study is .5 where one location type is 

always or never preferred to all others for this sample. Thus it 

is impossible to scale such a location type metrically, except to 

say that it must be sufficiently far to the left or right of the 

location types on the scale to be invariably preferred to or by them. 


19 ' 
·. The coefficient of alienation in the scaling solution is 0.25, which 

·. in effeet means there is a 25% discrepancy from perfect monotonicity. 
Considering the varying precision of the dissimilarity estimates, it 

, might be reasonable to attribute some of this coefficient to sampling 
error. There is, however, no rigorous method of testing this hypo­
thesis. Nevertheless, some indication of the effect of sampling 
error on the value of the phi coefficient is provided by an experiment 
by Sherman and Young (1968). Using a two-dimensional set of points in 
Euclidean space, they randomly perturbed their positions according to 
a given normal probability distribution and derived a set of inter­
point distances from the relocated points. Using TORSCA they then 
attempted to scale the points in two dimensions and obtained a 
coefficient of deviation from perfect monotonicity - in this case 
Kruskal's stress coefficient, which is very similar to the phi 
coefficient (Kruskal's stress coefficient for the SSA-I analysis of 
the total sample is .22). The proportion of error introduced into the 
configuration was defined as a = x.y, where y is the standard deviation 
of the configuration, and x is a constant of proportionality. Four 
qifferent values of x were chosen, .0, ol, .2, and .5. For 30 points, 
the stress coefficients corresponding to the above amounts of error 
are 0002, .049, .099 and .221. For 15 points the values were .003, 
.031, .074 and .173. Thus a considerable amount of the stress value 
in this analysis might be attributable to sample error. 
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FIGURE 4.7 

Lo~ation Types' Interval Preferenee Scores 
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Location types 12, 16, 19, 20 and 24 are not scaled using G-L-SSA-I since 
all are either invariably preferred to or by all other location types with 
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surface is also shown. It is based on linear interpolation of curves 

on the x axis between the values assigned to the centre of gravity 

20of each location type. Since they axis is logarithmic the 

sinuosity of the surface is exaggerated. The trade-off between the 

utilities of town size and distance is clear. One significant devia­

tion; however, is the bending back of the highest preference curve. 

lhis reinforces .the pattern noted in indifference curve analyses of 

the same data (Rushton, 1966; Ewing, 1968). It indicates that large 

nearby towns, i.e., towns greater than 25,000, are less attractive 

than only fractionally nearer medium-sized towns (10,000 - 25,000). 

lhe implication seems to be that at small distances large towns with 

associated traffic congestion problems have their size advantage over 

medium-sized towns negated by congestion. niat is, the larger towns 

. b~com~ effectively more distant in terms of time than medium-sized 

towns at a similar physical distance. 

lhe initial hypothesis of this study is that the utility of a 

central pl~ce for shopping is a trade-off fun~tion of its size and 

distance and/or ---their correlates. Given the interval preference or 

utility scores and the mean p and d values of each location type as 

defined by the centre of gravity, it is possible to solve for the 

functional relationship _, u = f(p,d), ·where u is a utility score. 

20since each location type has a whole range of p and d_ values, it is 
necessary to obtain some single p and d value for each location type, 
which can be regarded as "most representative" of that type. This is 
calculated to be the centre of gravity of all alternatives (each with 
its associated p and d values) available in that location type to any 
sample member. 
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The trade-off function is niost readily computed with a gravity model 

of the form: 

P B 
U =~ (4.21)ij 

d~. 
l..J 

where uij 	= the cardinal utility of alternative j to a consumer at i, 

= the population of al te.rnative j,pj 


= the distance from i to j, and
dij 

a and B = empirically derived constants. 

Equation 4.21 can be rewritten in its logarithmic form as 

~{4. 22) 

The equation now has the form of a regression equation and can be solved 

for the two unknowns, ~ and 8, to determine the average trade-off between 

population 	and distance • For the 22 location types scaled,- the solution 

\ · . . 

log u = 1.93 + .52 log p - 1.7 log d. 	 (4.23) 

Rewriting 	this in gravity model form gives 

~ u = 1.93 x (4.24)
dl.7 

Howeve~ since the unit of . measurement of u is arbitrary, the constant, 

1.93, can be deleted. Thus, 

p.52 
u =-­ (4.25)

dl.7 

The multiple correlation coefficient, r, is .756, and therefore the 
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proportion of variance in log u explained by a linear regression on 

.log p and log d is given by the coefficient ·of multiple determination, 

r , as .579, or 57.9%. 

lhe inference from (4.25) is that the utility of towns increases 

as the square root of population, i.e., the marginal utility of town 

population is decreasing. Also, the disutility of distance . increases 

as an exponent (1.7) of distance which means the marginal disutility 

of distance is an increasing function of distance. 

Regarding the specific values of the exponents of p and d in 

(4.25), a caution is appropriate. In geographical analyses employing 

gravity mode ls, comparisons are some times made be tween the exponents 

obtained in different studies. lhe implication is that different 

exponents indicate different spatial preferences. lhis would be 

a fair inference if it could be shown that each preference surface 

had constant slope, . i.e., if each was a linear and not a curvilinear 

function of p and d. However, if as in this analysis, the surface 

is curvilinear, comparison of the gravity equations is inappropriate. 

Comparison is appropriate only if the ranges of spatial alternatives 
- ......... 


for which -the - rwo surfaces are derived, are the same. Otherwise, dif­

ferences in two equations' exponents may be simply the result of analysing 

different, albeit overlapping, parts of the same curvilinear preference 

surface. An example is· provided when those location types with the 

l~rgest residuals are removed in the present analysis. Specifically, 

on each of three successive regression analyses the location type in 

the previous regression with the largest residual · was removed. 1hus, 

the third regression analysis lacked not only the originally missing 
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location types 12, 16, 19, 20 and 24, but also 3, 7 and 11. In 

effect these three least pre.ferred location types of the 22 scaled 

(see Figure 4.6) tend to increase the negative slope of the surface 

with respe~t to d and hence increase d's exponent. As a result of 

their removal, the exponent drops from 1.7 to 0.85. Thus the shape 

of the surface derived can be ve~y dependent upon the range of spatial 
. 

alternatives considered and differences _need not reflect preference 

differences. The implication o·f the change in exponent for this 

analysis is that utility declines less sharply at smaller distances. 

Also, the exclusion of more distant places results in a more linear 

surface with d's exponent closer to 1, and also results in a higher 

proportion of explained variation, namely 73.9%, compared to the 

former 57. 9%. 

Sununary 

The following _are the major conclusions reached in this chapter. 

Firstly, a high degree of consistency in households' preferences has 

been shown. Comparison with the consistency found in hypothetical 

groups-' preferences indicates members of the rea1 sample to have 

co~siderable, but not overwhelming, similarity in preferences. Secondly, 

it has been shown fairly conclusively that the model omits no major 

explanatory variable. Thirdly, a ratio preference scale has been 

shown to exist at an aggregative scale. However, it is impossible to 

determine whether this reflects the same characteristic in individual 

preference scales. In the Conclusion, a method is discussed which 

would test for this latter characteristic. Fourthly, the ratio 



preference scale has been shown to have more useful properties than 

the ordinal scale, in terms of: 

a) determining the specific weightings on p and d in preference 

functions; 

b) predicting multiple patronage; and 

c) predicting probabilities of choice from unobserved sets of 

alternatives, from a minimum of (n-1) observed pairwise 

probabilities. 

\ 
\ 

-~-



Chapter 5 COMPARATIVE ANALYSIS OF SUBGROUPS' PREFERENCE STRUCTURES 

In the previous chapter the implicit assumption was made that 

· variation in subjects' reactions to the same alternatives was attributable 

solely to differences in the alternatives. Thus,the smaller the difference 

between alternatives, the more likely are individuals to choose differently 

between them. However, it is hypothesized that the probability of one 

alternative being chosen over another is not ·only a function of their 

differing amounts of attributes relevant to preference, but also of the 

differing weights households may attach to the same attributes. The basic 

goal of the analysis described in this chapter is to determine if house­

holds weight the same attributes differently, and if such differences in 

weighting can be related to identifiable differences in household 

characteristics or goals. 

Methods of Grouping Households for Preference Comparison 

In principle, there are two poss.ible approaches to testing this 


double-barrelled hypothesis. One is to divide the total sample into 


subsets of households whose town choices and rejections indicate a 


similarity in _t~eir preference rules. The validity of the grouping 


could be tested by comparing the groups' preference matrices for 


significant differences. If preference differences were determined, an 


analysis of household characteristics in each group would determine 


whether there was any relationship between the characteristics and their 


prefe~ence rules. Unfortunately, this approach is infeasible in this 


study, due to the inadequate amount of ·information ·about preference pro­


vided by any sing~e household's choices and rejections of places to 
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patronise. Thus many of the households could have their behavior 

attributed to such a wide range of preference rules that few households 

could be said definitely not to share the same preference rule. How­

ever, even if adequate data were available,a serious criticism of this 

kind of approach might be that it is limited by the variety of preference 

_rules which the analyst can con~eive, and by his assumptions whether 

behavior is deterministic or probabilistic. Hence this approach is not 

used. 

The other approach is to divide the total sample into subsets of 

households, where. the groups are univariately or multivariately defined 

in terms of given amounts of a certain household characteristic. Thus, 

for example, one subset may consist of all households in the sample with 

no children, another of households with fewer than three children, and 

a third consist of all other households. The hypothesis can then be 

tested whether households with different "amounts of some characteristic" 

(to ' be called "variable scores"), also have different preference rules. 

Most households are defined in terms of the variables listed in 

Table 5.1. Whilst it would be possible to group households into many 
'-..._ 

small groups according to their variable scores, and thereby compare the 

preferences of households with different and similar variable scores, the 

resultant small sample size of each group would make preference comparison 

almost impossible. There would be so many empty cells in the preference 

matrix of one or both groups being .compared, that the test would be 

inconclusive. Thus,the sample is normally divided into only two or three 

groups, keeping sample sizes in the 100 to 300 range. Details of the 

"variable score" definition of. each group will be provided in the detailed 



-----

129 


description of the analysis·. 

Table 5 .1 

Socio-Economic Attributes, Their Watershed Values 

and Associated Group Sample Sizes 

Watershe·d Sample sizeAttribute value Lower Upper 
group group 

1. 	 Number of persons in household 198 2583 

2. 	 Number of persons 10 years old or 

less 
 2310 225 

3. 	 Number of persons between 10 and 29 0 240 216 

4. 	 Age of homemaker 43 230 226 

5. 	 Homemaker's number of years of 

formal education 
 10 161 293 

6. · 	Age of farm ·operator 207 24644 

7.. Farm operator's number of years of 

· formal education 
 10 215239 

8. 	 Number of persons working at off­

farm employment 
 2610 195 

9. 	 Farm acreage 175 217 236 

~O. 	 Number of years household operated 
"this farm 24516 .211 

~l. 	 Number of years household . lived in 
this house 13 239 217 

~2. 	 Net farm income in dollars 2,300 219177 

Improved Estimates of Group Preference Structures 

Having defined each group, the accuracy of p estimates can be 

improved using Luce's method. Using (4.13) and (4.14) for each 
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observed "pik' other estimates of the. same pik can be computed using 

I\
pij and 

A
pjk values, where j refers to each other location type in 

1 
turn. Rather than average the estimates of each pik' each estimate, 

incl~ding the observed p , is weighted by its sample size, so as to 
. ik 

avoid attributing too much significance to small sample estimates. 

Also, since two p values are used to estimate pik' the smaller of 

the two associated sample sizes is used as the weighting factor. 

lhus,for all pairs of location types the recalculated value of 
/\
p is: 

ik 

~ A ~ A · 
n P· · PJ·k P· · Pjk-* . = { [ L: ( ~ ~ I < 1. + 1 J r )) .><MIN(n. , n.k)] 

p ik j =1 . ~ . . pk]. i J. 1· . k. 1j J 
•..J.· k J1 J .Jr1, 

n 
(5.1)+ (1) .k >< n. k)) /( [ L: MIN( n .. , nJ.k)

1 1 j=l 1] 

j:/:i,k 

1
lhere are situations where one or both of the p's used to provide an 

estimate of the third p equal 1 or O, in which Luce's calculation is 

impossible. In that case the product rule given in equation 4.13 will 

contain a ·zero in the numerator or denominator of the right hand side and 

so be insoluble. However, if i is invariably preferred to j .in the 

sample and j and k are indifferently preferred or j is preferred to k, 

it is reasonable to conclude that i will be invariably preferred to k 

also. In such cases · an estimate of Pik using Pij and Pjk' is possible 

without using the product rule, but without violating any of the principles 
of Luce's method. If, however, i ·is invariably preferred to j in the . 
sample and k is preferred to j, it is impossible to estimate how much 
i is preferred to k. For, where Pi·= 1 is the maximum possible preference 
measurement, it is impossible to estimate whether the distance separating 
i ~nd j is infinitely great, or just large enough to avoid a value of Pij 
less than 1. Thus without a reliable estimate of the d~stance between 
members of one pair, a reliable estimate of preferredness between members 
of the third pair is impossible. 1hus situations of the latter type are 
disregarded in the calculation of pik using pij and pjk• 
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where p = the observed sample proportion of times one alternative is 

_preferred to another; 

p* = the recomputed probability of one alternative being preferred 

to another; and 

MIN(nij'njk) =the minimum of the two sample sizes, nij and njk• 

An example of the resultant matrix of recomputed preference pro­

babilities for the total sample is shown in Table 5.2 for comparison 

with Table 4.3. The number of cells with missing data is reduced from 

38 to 10 as a result of_us.ing the method. Significantly ,many of the 

rec~mputed values are closer to .5 than the initially observed values. 

In fact, a comparison of the ma~rices in Tables 4.3 and 5.2 shows 80 ., cases 

where the recomputed p is less extreme than the observed /\p, and only 27 

cases where the opposite is true. This accords well with sampling theory, 

and with the properties of the binomial distribution, since the smaller 

the · sample ~ize, the more likely are estimates of true proportions to 

approach the extreme values of 1 or O. 

However, it should be noted that the question of the interdependency 

of estimates has not been raised. An example will best illustrate the 

possible interdependencies--- in_estimating a proportionate preference, say 

pl • In principle, all the following pairs of estimates can be used to3
' 

compute an estimate of p although as has been shown, several are1 3 ,, 
likely to be inadmissable for reasons already given and others will be 

shown to be inadmissable later in the comparison of groups: 

P1 2 P3 ,2' 
P1 ,4 P3,4 
·pl 5 P3,5

' 

P1.21 P3:27
' 
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Inevitab.ly, for example, ~l 
2 

and i are partly interdependent
' 1,4 

since in some instances where 1 is chosen over 2, it is also chosen 

over 4. In other instances, however, 1 is chosen over 2 when 4 ' is 

absent as an alternative. lhus there is only partial independence 

in the estimates used to compute p1 , 3 • For this reason, the 

recomputed probabilities shown in Table 5.2 are not used in the 

Guttman-Lingoes scaling analysis described in Chapter 4. However, 

it is admissable .to use partially interdependent probabilities in 

comparing groups' preferences, if and only if the number of statis­

tically significant differences between random groups' partially 

'interdependent probabilities is used as a benchmark to judge the 

non-random groups' number of significant differences. 2 Since the 

original proportions shown in Table 4.3 are also partially inter-

depe~dent, such a comparison with random group results would be necessary 

in any case. lhus, . the use of recomputed probabilities seems justified 

for t:Wo· reasons. Firstly the disutility of partially interdependent pro­

babilities is compensated: for by using the amount of "significant" 

difference between random groups as a benchmark to judge the amount of 

difference- between non-random groups. Secondly, added information is 

gained from the independen·t component of pairs of p's. 

The Selection of a Method for Comparing Groups' Preference Structures 

Having defined each group and derived its preference matrix using p* 

rather than p estimates, a method is required to compare pairs of prefer­

ence matrices for significant differences. ·several methods might seem 

2The details of this compariso·n between ranaom and non-random groups' 

results are described later in the chapter. 
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appropriate. For example, ,. it is poss.ibie to compare two groups' ranking 

of location types. For several reasons, however, it would be difficult 

to place confidence in the statistical reliability of the result. 

Firstly, rankings are not invariant under changes in the ranking 

algori·thm used. At least four such algorithms were discussed in 

_Chapter 4, and more could be devised. Certainly all do not produce 

the same ranking and presumably the differences between two groups' 

rankings might vary between algorithms. However, even assuming this 

error source were sufficiently small to disregard, none of the ranking 

8:1gorithms allows_ for the sampling error associated with each estimate 

of p. Thus,any ranking obtained is not invariant under changes in the 

sample size associated with each ~. Therefore, it is difficult to know 

the confidence to place in a comparison of rankings which are subject 

to variation due to sample size • 

.. This latter argument can also be used against comparing G-L-SSA-I 

scale values of location types derived from the dissimilarity matrices 

of two groups, since estimates of d are subject to the same error as 

the estimates of p from which they are derived. Thus, the scalar 

position of -a location type is not. invariant under changes in sample 

size. In addition, since the scale derived by G-L-SSA-I is an interval 

and not a ratio scale, the relationship between points on the scale is 

not altered by any uniform stretching of the scale. In every case one 

location type always lies at one e~treme of the scale (-100), and one 

at the other (+100), irrespective of the proportion of times the one 

is preferred to the other. Thus,it is unreliable to infer differences 

in the amount two groups' prefer one thing to another, from the distances 
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the two things are apart on the two scales. An example of the differences 

between the scale values of two groups of similar size drawn randomly from 

the total sample is provided in Figure 5.1. 

The third of the methods for testing for preference differences, and 

·the one used here, is to statistically test for significant differences 

in the two groups' . estimates of pij for all pairs· of p estimates in the 

matrices. Depending on how often the two groups significantly differently 

prefer one location type to others, that location type can be defined as 

more preferred by one group than the other. Repeating this for all 27 

location types, and provided sample sizes associated with the tests are 

not small, preference differences between the two groups can be identified. 3 

In each comparison of two groups' pij estimates, the null hypothesis 


is: 

\ 

p.1J·1 = pij2 \ 

and the alternative hypothesis is: 

where p .. k =the true proportion of times the total population represented 

1J ----­
by k prefers alternative i to j. To accept the alternative hypothesis 

. requires that the difference between the two ptj's be greater than might 

connnonly be expected between two random samples of the~ pij. 

If sample size is very small, e.g., less than 5, it requires very large 
differences between estimates of p for a statistically significant 
difference to be inferred. The use of Luce's product rule to compute 
p*, however, normally provides adequate sample sizes to -test for 
differences. 

3 
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Figure 5.1 

A Comparison .of the Guttman-Lingoes SSA-I Scale Values 

Derived from the Diss~milarity Matrices of Two Independent 

Groups Drawn Randomly from the Total Sample 
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In this case a 5% chance· of a type I error is taken, i.e.,· C'J. = 0.05. 

In Chapter 4 it was assumed and subsequently verified that 

P(xjT) is constant for all trials in the sample, and by implication 

that P(xj xv y} · is co~stant. However, it is arguable that such 

.... verification may not necessarily be absolute but rather imply virtual 

constancy of probabilities. In other words, the test may have been 

insensitive .to minor variations in probabilities. Hence, it is 

hypothesized that there are cases where small but significant . differences 

· between certain pairwise probabilities of groups exist. lbus, it is 

assumed that P(xl x u y} .is constant ·for all trials within defined 

. ·subgroups of 'the sample. 

Since the pij estimates are based on binomial random variables, it 

is unnecessary to generate .a random sampling distribution of i>fj differ­

ences against which to compare observed inter-group differences. 

Instead, observed differences can be compared with theoretical ·random . 

sampling distributions as a means of testing whether the observed 

differences are larger than., might normally occur by chance • . First, 

the statistics used for the test on each pair of p*'·swill be described, . 

.	followed by a definition of how often two groups must prefer one 

location type significantly differently to others, to regard the 

groups as significantly differently preferring that location type. 

'Whiist the. same statistic can be used in comparing all p estimates, 

· it is computationally more expedient to use one of two statistics on 

any pair, depending upon .~he associated sample' sizes. · 'llle sample size 

~2requirements of· the first statistical test, the test for two 
' · 
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independent samples, are best described by an example. Members of 

each group can be classified only two ways, either as choosing one 

alternative or the other. Thus, a two-by-two contingency table is 

sufficient to contain every possible event (see Figure 5.2). Each 

cell describes the number of times one group chooses one alternative. 

Figure 5.2 

Group. _ 

Alternative 1 2 Total 

i 	 A+B~ 

j 	 C+D~ 


Total A+C B+D N 

-*A= * nijl P.l.J·1 

---~--- c = n* (1 - -* )p. ·1ijl l.J 


B = n* -* 
ij2p ij2 

D = n~.2(1 - -* )
l.J pij2 

N = nijl* + *nij2 

n 
n~. = n .. 	+ - ~ MIN(n.k, njk). l.l.J 	 l.J k=l 


k=fi, j 
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x2To use the test re~uires that either N ~xc~~d 40, or if N·is 

between 20 and 40, _that all expected frequencies be greater than 

or equal to S. The expected frequency in any cell is obtained by · 

multiplying the two marginal totals common ·to that cell and· dividing 

this product by N. Thus 

A u = f.A + B) x(A + C)_ (S .2)
--rucp N .· 

where AEXP = the expected number of times alternative i is c~osen by 

group l. The ·null hypothesis that there is no . significant difference 

between the groups ' p~j may be tes_ted by: 

2 2 (.O - E ) 2 
mn mn 

x2 = l l E 
(5 .3) 

m=l n=l mn 

where O = the observed number of cas~s in the mth row of the nth mn 

column, and 

E· = the number of cases expected under the null hypothesis in the mn 

mth row ·of the nth column. This equation covers the general 

case of comparing two independent samples with two possible responses. 

The x2 values .y~elded .by the formula are distributed·· approximately as chi · 

square with l degree of freedom. The sampling distribution of x2 shows 

the probabilities, given the null hypothesis is true, of· various x2 values. 

If the probability of a computed value of x2 ,together with the probabilities 

of obtaining any larger value of x2 ,'is relatively small under the null 

hypothesis, say 0.05, then it can be said with 95% certainty that such a 

x2 value indicates the two samples are drawn from different populations. 
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In this anal~sis, given 1 degree of freedom and r:t. _= 0.05, the- null 

hypothesis ~s rejected if the computed X 2 is greater than 3.84. 

· Where only two responses are possible for each group, however, 

Siegel (l956, p. 107) suggests the following derivation of x2 , since it 

"incorporates a correction for continuity which markedly improves the 

x2approximation of the distribution of the computed by the chi-square 

distribution": 

N ( IAD - DC I - [NI 2 ] ) 2 
2 (5.4)

X = (A+B) (C+D) (A+C) (B+D) 

with- one degree of . freedom. 

The second test, the Fisher exact probability test is used only if 

x2conditions for the test are not met. Its particular advantage is 

that it can handle very small samples, given that they can be described 

in a 2 x 2 contingency table, such as in Figure 5.1. Given that the 

marginai values are fixed, the test computes the probability of the 

actual cell frequencies or any more extreme frequency distribution. _ Thus, 

if column 1 has values 7 and 2 and column 2 has values 3 and 6 for 
- ' ­

alternatives -~ - and j respectively, more extreme frequency distributions 

would be 8 and 1, 2 and 7 for groups 1 and 2 respectively, and 9 and 0 

and 1 and 8. 

The exact probability of observing a particular set of frequencies 

in a 2 x 2 table, when the marginal totals are fixed, is given by the 

hypergeometric distribution: 

(5.5)P(A,B,C,D) = 
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which can be rewritten as o 

P(A,B,C,D) = (A+B)l(C+D)l(A+c)l(B+D)I 
(5.6)N!A!BIC!D! 

The Fis~er exact probability .test entails computing this probability 

for the given frequency distribution and all more extreme distributions. 

_If the probability is less than or equal to 0.05, the null hypothesis 

that the two samples are drawn from the same population is rejected. As 

in the x2 test, therefore, a = o.os. 

However, Siegel (1956, p. 102) describes a slight modification of 

the Fisher test by Tocher (1950) which "provides the most powerful one-

tailed test for data in a 2 x 2 table". The modification is designed to 

cover situations where the sum of probabilities of both the observed 

frequency and all more extreme frequencies would result in accepting the 

null h~pothesis (H0 ) of no difference between groups, but where the sum 

of probabilities associated with all the more extreme frequencies, and 

not ' that ·observed, would indicate rejection of H0 • The modification in · 

effect tries to answer the question as to how much importance should be 

attributed to the actual frequency distribution observed, since repeated 
- '-.. . 

samples from. the same population are likely to vary. Tocher suggests in 

cases where the smaller probability indicates H0 should be rejected and 

the larger indicates it should be accepted, that the following ratio be 

computed: 

a - Pr(more extreme cases) (5.7)
Pr(observed case taken alone) 

where a = probability of a type I error. If a random variable drawn from 

a uniform distribution between 0 and 1, is less than the ratio, H0 should 



142 


be rejected, but if larger, H0 is accepted. Thus,the closer the .second 

term in the numerator approaches a, the closer the ratio approaches 0 

and therefore the smaller is the chance of the random variable being 

less than the ratio. In effect the modification implies that in a 

certain proportion of cases where the stun of probabilities exceeds a it 
~ 

is still justifiable to reject the null hypothesis, due to the likely 

variability in such frequencies over repeated samples. Just what pro­

portion is acceptable is,of course,defined by the ratio in (5.7), 

and since the frequencies are subject to random error, it is necessary 

to employ a randomization procedure to determine if this particular case 

should be regarded -as indicating significant group differences or not. 

Earlier the need was indicated for a criterion to judge whether the 

preference structures of t~o groups were significantly different. In 

princi~le, if each pij estimate were independent, and a = 0.05, more 

than 5% of two groups' p~j's would require to be statistically different 

in order ·to consider the· preference structures significantly different. 

However, the pij estimates in .each group are only partially independent 

and therefore the 5% criterion is inappropriate. Instead the method used 

to judge whether a given percentage of significant differences could be 

attributable to random differences is to compare the preferences of random 

samples drawn from the total sample. Each household in the total sample 

is randomly assigned to one of two groups and the proportion of "significant" 

differences between the two groups' p estimates computed. The process is 

repeated 50 times to provide a distribution of significance percentages 

(see Figure 5.3). 4 · 'Ihe mean of the distribution is 5.8%. Whilst the 

Ideally, each preference matrix contains 351 paired comparisons and 
4 
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theoretical 5% ~ignificant difference -is · not used as a reference, it 

is notable that the average percentage derived from random groups with 

only partially independent p .. estimates is not much greater than 5%. 5 
l.J 

therefore 351 possible sources of significant difference. However, 
certa~n cells can be ruled out as possible sources of difference, 

~ either because in one or both matrices there is no information about 
. . 

preference between a .pair of location types, or because the total 
, 	sample'_s preference proportion ..for that pair equals 1 or O, and is 

therefore invariant for any subset o·f the sample. 'Ihus, in each of 
the 50 iterations, certain of the 3_51 cells are eliminated from the 
computation of the significance percentage. 

5 	 . . 
Regarding the small difference, it should be noted that each group's 
preference matrix is not computed independently using Luce's product 
rule. This was the approach used initiallyj but the average percentage 
of "significant" differences per iteration was 15%, indicating a strong 
bias has been introduced in calculating the p* values. The source of 
the bias was the algorithm (an earlier version of RECOMP in Appendix B) 
used to compute p~k' described in footnote 1 in this chapter. Treating 
each group indepekaently often resulted in different ~·~'sand ~.k's 
being excluded from the calculation of each group's p.~~ Thus, for 
example the table below shows characteristic sets of~.. and pjk values 
originally used to calculate p1k for two groups: iJ 

Group 1 	 Group 2 

-* = f~1,3 " P2,3 Pl,2 " Pl,6 " P2 6 
' 

A A A" Pl,7 ' P2 7P1 4 ' Pz 4 
'' ' 

" A"P1 ,s P2,S P1 ,8 P2 ,8 
/\ /\ 

pl 6 Pl,9 ' P2,9"' , ' 
I\ 

Pz ,6 

The calculation of the two p~ values therefore showed biases dependent
2 

on the different ~ values used to calculate each. In addition, such 
biases would of ten be repeated in calculating p* values containing common 
1ocation types, e.g., p p • an wagon ec-* 

2 , -* 
1 3

, ••• ,p-* Th.is "b d " e ff t is.
1 	 1 27 

· illustrated below. ' ' ' 

-* 
Pl,2 = f " Pl,3 

A 

P2 3
' 

/\ /\ 

P1,4 ' P2,4 

. 
P1,6 ' " Pz 6 

' 

-* = fP1 3 , " P1 2 i3,2
' 

P1 4 i3 4 

. ' ' 

~3. 6il 6
' ' 

-* = f' ... ' pl 5 
' 

" /\
pl 2 P5,2

' 
/\"Pl,3 ' Ps,3 

. 
/\ 

P1,S ' ~5 ,6 
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Histogram of the Percentage of "Significantly" Different Paired 

Comparisons in the Preference Structures of 50 Pairs 


of Independent Random Groups 
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'!be above distribut~on for random subgroups of the ·total sample pro­

vides a benchmark, against which to evaluate the true significance of 


observed amounts of "significant" differences between non-random groups. 


'!be general hypothesis tested here for each of 12 household attributes 


is that households with lower scores on an attribute have significantly 


different locational preferences than households with higher scores. 


'lbus, for example, it is hypothesized that wealthier households have 


differing preferences than less wealthy ones, etc. Attributes of the 


type listed in Table 5.1 are often alluded to as possible sources of 


differing spatial preferences.. Whilst there are others not available 


to this analysis which could be hypothesized to have a bearing on 


preference structures, those available provide an adequate cross-section 


of household variables conventionally regarded as "explainers" of 


behavioral variation. 


Preference Comparisons of Twelve Pairs of Social and Economic Groups 


Fbr each attribute the total sample is partitioned into two group.s 

char·acterized respectively by lower and higher scores on the attribute. 

Since for most of the variables, there are no established hypotheses as 
'­

to critical watersheds in the relationship of these variables to behavior, 

Clearly, in the example similar sets of p1 . are used in the calculation 

of different Pfk's. This means that if tw~ groups' Pfk's values are 

"significantly" different for one value of k, they are likely to be so 

for several values of k, since many of the plj's used in the calculation 

are connnon to several Pfk's for .one group. 


'lbe problem is overcome by calculating the groups' p~k's concurrently. 
'lbus, in calculating Pfj' only those p .. 'sand p.k's are. ~sed which meet the 
required conditions to use Luce's prodiidt rule irt both groups. 1he 
resultant large decline in "significant" difference percentages would seem 
to indicate that this source of bias is eliminated. 
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the choice . of a watershed value for each attribute is relatively 

arbitrary. Thus,initially values . are chosen which maximize the sample 

size of both groups. If small samples were used to determine groups' 

preference structures, any apparent absence of preference differences 

might si~ply be a function of the small sample size, since .the smaller . 

the sample size, the larger must be the difference between two p · 

estimates in order to reject the null hypothesis with reasonable . 

confidence. Table 5.1 shows the watershed value for each variable and 

the sample size of each· group~ Due to. incomplete information particularly 

on the attributes age, education and income, the 'total samp~e size 

.associated ·with each g;rouping varies. Only with res_pect to income is 

· ·the ._sample size any less than 450, specifically -396. 

The percentage of pairwise ·preferences which are significantly 

different for each pair of_groups is shown in Table 5.3. It is clear 

Table · s.3 

Percentages_of Significantly D.ifferent Paired Comparisons 
in Socio-Economic Groups' Preference Structures 

Percentage ofWatershedAttribute significant.value 
dlfferences 

1. Number of persons. in household 63 

0 92. Number of perso~s 10 years old or less 

9 . 03. Number of persons be~een 10 and 20 

6434. Ag~ of homemaker 

10 . 85. · Homemaker's number of years of formal education 

446. · Age of fann operator 10 

4· . 10 7. Farm operator's number of years of formal education 

o· 148. Number of persons working at off..-..farm employm~nt " 

175 49. Farm acreage 

1610. Number of years household operated this farm 9 

1011. Number of years household lived in· this house 13 

12~ Net fann income in dollars 2,300 ­ 7 
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from the percentages, as cbmpared to the distribution of percentages 

for random groups in Figure 5.3, that only one pair of groups can be 

regarded as having significantly different preferences, namely the 

group with ~obody employed off the farm and the group with one or 

more household members employed off the farm. 

In order to determine the specific location types which the two 

groups prefer significantly differently, it is necessary to compare 

the proportion of times the two groups prefer each location type 

significantly differently (see Table 5.4) with the proportion of times 

Table 5.4 

The Percentage of Times Households with Nobody Working Off­
Farm Prefe.r each Location· Type Significantly Differently 
from Households with One or More Members working off-Farm. 

Location type 1 2 3 4 ~ 6 7 8 9 10 11 12 13 14 15 

9 32 0 14 23 29 0 0 14 36 14 0 

Location type 16 17 18 19 20 21 22 23 24 25 26 27 

0 5 64 0 0 10 5 11 0 o· 5 5 

Percentage of 
significant 9 18 14 
differences 

Percentage of 
significant 
differences 

two random groups would prefer the same location type significantly 

differently. The latter proportion for two random groups is shown in 

Table 5.5 for each of the 27 location types and for 50 different pairs 

of random groups drawn ·from the total sample. This provides 50 random 

percentages for each location type against which to compare the non­

random percentages in Table 5.4. As might be expected, some location 

types are more likely to be "significantly" differently preferred than 
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others (see Table 5.5). For example, a location type such as 17 is rarely 

"significantly" differently preferred, whereas type 10 is more frequently 

so. Inevitably where some location types are almost invariably preferred 

to all others, the chance of a significant difference in group preferences 

is reduced. Thus, for location type 17, a percentage of significantly 
,J 

different preferences greater than 9% occurs only once in 50 cases, whilst 

for location type 10 the proportion exceeds 9% in 22 of the 50 random 

groupings. As a result a different critical value is used for each 

location type in determining whether a particular percentage of significant 

preference differences is larger tha~ might be attributable to chance. 

Given the SO random values for each location type, only proportions greater 

than 94% of the random values, i.e., greater than 47 of the 50 values, are 

regarded as unlikely to be due to chance. This involves a 6% chance of a 

type I .error. Table 5.6 shows for each location type the four highest 

proportions of significant differences in the 50 random groupings. To be 

considered significant, a proportion should at least exceed the lowest of 

the four values, i.e., the 47th largest of the 50 values. 

Figure 5.4 shows those location types satisfying the above condition 

for the gro~ing related to a household's number of off-farm workers. 

Inspection of the statistical tests relating to each of those location 

types reveals the direction of the preference differences for each location 

type (see Figure 5.4). Interpreting the pattern, inferences · can be made 

both about the location types wh~ch show up as significantly differently 

preferred and those which do not • . There are three possibl~ explanations 

for absences of significant differenc~s. With regard to certain location 

types such as 12, 16, 20 and 19, the total sample always chooses the first 
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Table 5.6 

Four Largest Significant Difference Proportions for Each Location Type 

in 50 Random Groupings 

Location type 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 
. 13 

·. 14 
! 

15 

16 

17 

18 
-----:J.9 ­

-
20 

­

21 

22 

23 

' 
24 

25 

26 

27 

.18 

.27 

.14 

.18 

.18 

.23 

.10 

.OS 

.18 

.32 

.14 

.oo 

.14 

.24 

.27 

.oo 

.OS 

.18 

.oo 
.. oo 
.05 

.14 

.lS 

.00 

.OS 

.14 

.14 

Proportions 

.18 .24 .59 

.32 .32 .36 

.14 .14 .14 

.18 . • 18 .27 

.23 .32 .38 

.23 .27 .32 

.10 .14 .15 

.05 .05 .10 

.18 .18 .23 

.36 .41 .48 

.14 .18 .18 

.oo .00 .00 

.14 .14 .14 

.27 •36 .50 

.27 .36 .45 

.oo .00 .00· 

.09 .09 .15 

.32 .32 .41 

.oo .oo .oo 

.00 .oo .oo 

.OS .10 .21 

.27 .27 .32 

.15 .16 .17 

.oo .oo .OS 

.05 .OS .05 

.18 .27 .27 

.18 .23 .53 
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Figure 5.4 


Location Types "Preferred" Significantly More or Less 


· by Households with one or More Members Working Off the Farm 
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significantly differently preferred. 
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three and never the last one. Therefore no subset.a of the ·sample can 


differ in preference for these types. In the remaining location . types 


the abs·ence of. significant differences in any ·great number may truly 


reflect the absence of preference differences for these location types 


· in the population which .each group represents. Alternatively, ·in some 

·of t .he statistical tests the nuli hypothesis may have been wrongly 

accepted, whereas a larger sample would reduce the chance of this and 

show other significant preference diffe.rences. 

The general pattern. and direction of significant preference 


differences suggests households with members working off-farm "prefer" 


· more distant, larger places and smaller, nearby places, whilst other 

households have ·a greater preference for places. intermediate to these 

other types •. However, by one interpretation of this. difference the 

phrase "spatial preference" is inappropriate in this situation. Those 

householders whose daily work takes them off the farm, very· probably 

work in or pass through towns. Since larger places .are larger employ- _ 

ment sources and since people are generally willing to commute further 

to earn money than to spend it, it is probable that many of them work 

in larger and more distant places than they might otherw~se shop in. 

As a result,it is feasible that some grocery and other purc~asing is 

done by the of£-farm worker at or on the way t ·o the work place. . A 

complementary response to the household's opportunity to shop in larger 

places is that the household needs .only patronise very -local places for 

occasional needs. By contrast,the household which lacks the .advantage 

of someone regularly visiting a · "large" place is more likely to patronise 

a smaller, less distant place and as a result have less need to patronise 
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a very local place. 

The above analysis of 12 pairs of socio-economic groups is repeated 

using different watershed values since it is arguable that preference 

-variation m~y be a discontinuous function of socio-economic attributes, 

and therefore more discernible with some watershed values than with 

others. The range. of possible watershed values for each attribute is 

limited by the problem of one group being too small for effective 

statistical comparison of preference proportions. The watershed values 

chosen are shown in Table 5.7. Table 5.8 shows the percentages of 

Table 5.7 

Other Watershed Values Used ··to Group Households 
by Socio-Economic Characteristics 

Socio-economic 
attribute 

Watershed 1 
values 2 

3 

l 2 3 4 5 6 7 8 9 10 11 12 

2 0 0 36 8 37 8 0 100 10 8 1,500 
3 1 1 43 10 44 10 1 175 16 13 2. 300 
4 2 2 50 12 51 12 2 250 22 18 3,100 

Table 5 .8 · 

Percentages of Significantly Different Paired Comparisons 
· ,, in Socio-Economic Groups' Preference Structures, 
sing T_hree Different Watershed Values for Each Variable 

Groups defined 
in terms of 1 2 3 4 5 6 7 8 9 10 11 12 
variable no. 

% of significant 
differences 
using each 1 5 9 9 8 5 7 6 14 4 4 7 3 
of the three 2 6 7 5 6 8 10 4 6 4 9 10 7 
watershed 3 8 6 8 10 5 8 5 16 1 7 4 4 
values 

significantly different paired comparisons achieved with each of three 
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watershed values for each variable. No other pair of groups is revealed 

to have significantly different preferences. The explanation of the 

percentage variation for variable 8 is that there are few households 

· with more t~an one member working off the farm and very few with more 

than two. Hence the percentages on the second and third iterations are 

based on the compa.rison of very few p estimates, ·resulting in the large 

variance in significant differences • . Therefore,within the limits set 

by sample size, no significant increase in preference differences is 

obtained using other watershed values. 

It is arguable,however,that preference differences are more likely 

between groups whose socio-economic c~aracteristics are very different. 

For example, very young and very old households may have more marked 

spatial preference differences than simply younger and older households, 

whose mean age difference may only be 15 years. In other words, the 

relationship between preference and socio-economic characteristics may 

be observable in a sample only when extremes of socio-economic types 

are compared. This hypothesis is tested by comparing the preferences 

of only those households who have relatively extreme scores on a socio­

economic variable. The upper score for the lower group and lower score 

for the upper group for each of the 12 variables is shown in Table 5.9. 

None of the groups has significant preference differences which 

could not be attributed to chance. In the case of the one pair of 

groups already found to have significant preference differences, the 

most likely explanation of an absence of significant difference in this 

case is that one group contains only 66 households. 
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Table 5.9 

Upper and Lower Variable Scores of "Extreme" Socio-Economic Groups 
and the Sample Size of Each Group 

Variable Upper limit Lower limit Sample size 

Lower group Upper group 

l 2 5 117 160 

2 0 3 231 75 

3 0 3 240 39 
4 · 35 49 132 154 

5 8 11 124 277 

6 36 . 50 115 181 

7 8 11 192 197 

8 0 2 261 66 

9 100 250 86 126 

10 10 20 150 184 

11 9 18 173 171 

12 1,500 3,000 109 157 

Table 5.10 


The Highest Loading Variables on Each of 5 Factors 


Factor Highest loading variables Factor loadings 

1. Youthfulness 
of household 
and __residency. 

---­
2. Adolescent/ 

off-farm 
workers 

3. Prosperity 

4. Education 

5. Family size 

Years operating this farm 
Age of farm operator 
Age of homemaker 
Years living in this house 

Number of householders 
. working off farm 

Number of persons between 10 
and 20 

Number of acres 

Homemaker's. years of education 
Farm operator's years of 

education 

Number of persons in household 
Number of persons between 0 

and 10 

-.846 
-.835 
-. 796 
-.782 

.858 

.636 

.901 

.848 

• 771 

.923 

.835 
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Pref~rence Comparisons of Groups Defined by Households' Factor Scores 

A further hypothesis tested is that households are more adequately 

characterised by attributes common to more than one variable. In other 

words, it i~ hypothesized that households are characterised by more 

basic dimensions than the variables discussed, and that households' 

-scores on these more fundamental attributes are more likely to explain 

preference differences. In order to derive these attributes from the 

existing variable scores on 11 of the 12 variables, 6 a principal 

component factor analysis with orthogonal rotation is used. The 11 

original variables most appropriately collapse to 5 dimensions, which 

are labelled in Table 5.10. On each factor, one to four variables 

load very highly (over 0.77 in all cases but one) and the remainder 

have low loadings exceeding 0.38 in only one instance. As with variable 

scores, so are households' factor scores on each factor used to group 

households. · For each factor in turn, households are assigned to one of 

' 
two groups depending on whether the factor score is greater than or less 

than 0. None of the five percentages of significant differences are 

higher than might be attributable to chance. As in the test on variable 

scores, the-Watershed is varied to -0.5 and +0.5 on each factor, but in 

no case is the percentage of significant differences between two groups 

higher than 10%. A comparison of groups characterised by extreme factor 

scores (less than -0.5 and greater than 0.5) results in no increase in 

the percentage. Thus the hypothesis is rejected that a factor character­

isation of households reveals a significant amount of preference differences. 

Missing information is too frequent on the 12th variable, net farm income, 
to include it in the factor analysis. 

6 
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Preference Comparison of Groups Making Different Spatial Choices 

In Chapter 2 reference is made to Michelson's suggestion (1966) 

that general values and preferences are reflected in people's spatial 

preferences. For example, he finds that people who seek class 

exclusiveness also desire spatial exclusiveness for a class. Thus, 

differences in spatial preferences may be viewed as revealing value 

differences. This notion is tested here in a limited fashion, sin.ce 

few hypotheses can be made about people's values from the limited 

data available. However, it is hypothesized that households which 

value time more highly will prefer c.onvenient places more than other 

households. The operational hypothesis tested is that households 

whose maximum grocery purchase town is the nearest have different 

preferences from other households. Even if the latter hypothesis is 

accepted, it can only be surmised that this preference for convenient 

places is attributable to the higher value of time. The 33% of house­

holds maximally patronising the nearest town do indeed have significantly 

different preferences, with a 17% significant difference between the two 

groups. Those location types whose proportion of significant differences 

exceeds the- fourth largest proportion for random groupings (see -Table 5.6) 

are shown in Figure 5.~. Indeed,it is noteworthy that of the 9 location 

types satisfying that· condition, 5 exceed even the largest random grouping 

proportion for that location type and 3 more exceed all but the largest 

pro-portion. Therefore the preference difference between the two groups' . 

is much stronger and more widespread in terms of location ~ypes affected 

than the significant differences related to off-farm workers. 

The pattern very clearly indicates that the difference between house­
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Figure 5 ..5 


Location Types Preferred Significaritly' More or Less 


by Households Maximally Patronising the.Nearest Town 
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holds patronising the nearest place and those not, is to be explained 

by more than just the opportunistic location of households in the former 

group. The analysis shows that even when similarly located with respect 

· to spatial ~lternatives, certain households have a greater preference 

' for nearby locations. Inevitably this difference in "nearness" prefer­

ence manifests itself only with regard to smaller towns, since for large 

nearby_ towns, any difference in the weighting on distance is obscured by 

the effect of a large population on the household's preference calculation. 

However, the nearness preference _is revealed for larger places in the 

second nearest distance categories for all towns larger than 10,000, 

i.e., for location types 17, 21 and 2~. As a result of this emphasis 

on nearby places, it is significant that amongst towns less than 10,000 

the slightly more distant location type 13 is less prefe~red by the 

group patronising nearest towns. This result would appear to agree with 

the intuitive notion that a location type which is just a bit larger but 

als'o a bit more distant than types 1, 4, 8 and part of 9 is most likely 

to suffer as a result of their gains. Thus, the loser in the 

spatial competition is location type 13. Likewise, amongst towns over 

10,000 location type 26 suffers vis-a-vis the gains of types 17, 21 and 

25 in exactly the same fashion as 13 suffers vis-a-vis the gains of 1, 

4, 8 and 9. 

By contrast, location type 9 is both loser and winner. With 


regard to location types 1, 2, 4, 5 and 8 it shares the fate of type 13. 


But 9 is relatively more preferred to 13, 21, 22, 25, 26 and 27, though 


not always significantly, by those preferring nearby places than by 
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others. 7 Thus,it lies astride the boundary separating location types 

more and less preferred by households preferring nearby places. Where 

nearer places are available,9 loses trade, but where it is nearer than 

· other larger: places, the group's "nearness" preference operates in 9's 

· favour. 

The exception.s to this "nearer types are relatively more preferred, 

further are less preferred than 9"' generalisation are location types 14, 

17 and 18 to which 9 is less preferred by the group preferring nearer 

places. The explanation may be ~hat location types 14, lS and 19 comple­

ment the more preferred small, nearby places .• In other words, if the 

maximum grocery purchase town belongs ..to location types 1, 4 or 8, less 

frequent purchases may be made at a larger, more distant place such as 

types 14, 17 and 18, which supply goods not commonly obtained in the 

smaller places. Thus, the fact that location types 14, 17 and 18 rank 

higher vis-a-vis 9 on the nearness-preferring group's scale may simply 

ref.lee t ·. their complementary role to small, nearby places. 

The overall preference of one group for nearer places is illustrated 

more vividly in Figure 5.6. The general direction of preference differences 

irrespective-·a-f ·statistical significance is obtained from a matrix of 

differences in preference proportions. Location types are indicated ~s 

more or less preferred by one group if more than 75% of all preference 

differences for a particular location type are in the same direction. 

It should be noted that a location type which is relatively more preferred 
to certain location types by one group than another simply lies higher on 
one group's preference scale. It does not necessarily mean the location 
type lies above these others on the one group's scale. 

7 
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Figure S .:6 


l-fajor Direction of Preference Differences for Each Location Type 


with More Than 75% of Preference Differences in the Same Direction 
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Particularly regarding towns less than 10,000,one group's relatively 

greater preference for near places and lesser preference for distant 

places is clear. For larger towns,the nearest towns are equally 

highly pref~rred by both groups excepting location type 24. Thus 

for towns greater than 10,000,preference differences are more notable 

. only 	at intermediate and far distances. 

Best-fitting gravity models of the kind described by equation 

p. 32 
4.21 	yield the following results for the two groups - ~~ for 

.32 d2.2 
the group preferring smaller, nearby places, and .E.:-=-:. for the 

dl.O 
other group. The greater disutility attached to distance by the 

former group is to be expected. However, the difference between the 

functions may result from each being derived for a different number 

of location types. The different number is a consequence of the 

previously discussed problem of the scaling algorithm being unable to 

scale location types whose proximity to all other types is invariant, 

' ·. 
in this case 0.5. Obtaining utility scores for only those location 

types scalable for both groups,results in the following gravity models 

n.32 	 n•53 
- ~ for the first group and L--- for the other. Only 

d2.2 ' - d2.2 
13 location- types are involved. All but three types above the 10,000 

population limit (18, 26 and 27) are omitted, while below that population, 

some of the nearest types (1 and 12) and of the farthest (3, 7 and 11) 

are omitted. Within these limits, the two groups attach the same 

disutility to distance, but the group preferring smaller, nearby places 

reveals its lower preference for larger places by its smallerp· exponent. 

Having defined two groups with differing space preferences, a 

statistical test on the variable scores in each group is performed. The 
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null hypothesis tested for each of the 12 variables is that the sample 

means for each group can be regarded as samples of the same population 

mean. The appropriate rejection region. for the statistic t is 

-1.64 > t > 1.64 at the rt. = 0.1 level~ In all three cases the null 

hypothesis is rejected at the~= .O.l level (see Table 5.11). 

Table 5.11 

Socio-economic variable t value 
Sample mean for 
group preferring 
nearby places 

Sample mean 
for other 
group 

Number of persons in household 

Number of persons from O to 10 
years old 

Net farm income in dollars 

-2.046 

-1. 718 

1.695 

3.8 

.95 

2875 

4.2 

1.2 

2470 

The ·conclusion is that smaller, more affluent families with fewer young 
. .. ·. 

children .prefer to patronise more nearby places than other families. 

This could be taken to indicate that the small affluent family emphasizes 

convenience, whereas the larger family with young children and a smaller 

budget, emphasizes savings through comparison shopping. Comparison 

shopping could commonly involve trips further afield. It is also note­

worthy that apart from "the number of childrenlO years old or less", 

the most highly correlated variables with "family size" are "age of 

homemaker" (r = -0.45) and "age of farm operator" (r = -0.39). Thus, 

although the two groups are not characterised by a statist_ically 

significant difference in average age_s of homemakers and farm operators, 

it seems likely from the above correlations that a higher than average 

preference for nearby places may also be characteristic of older house­
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holds. Thus, for e~ample, the family in which the children have grown 

up and left home, being relieved of the financial burden of children, 

might well prefer convenience to savings. Put another way, families 

· with youngel:'. children are normally at that stage in the life cycle 

where 'non-convenience good purchasing is at a maximum. Thus, such 

families are more likely to engage in grocery purchase trips in which 

groceries are not the highest order good sought. Therefore,they are 

more likely to patronise larger places which are usually not the nearest 

town." By contrast ,older families, especially those whose ·children no 

longer live at home, demand high order goods less often, so that the 

goods they seek on a grocery trip may. _be provided more often by the 

nearest place. 

It should be noted that in the initial groupings on the basis of 

variable scores, no significant preference differences are noted for 

the three variables subsequently sh'own to be related to preference 

variation. It would appear there are sufficient smaller, more affluent 

families without a higher than average preference for nearby places,for 

no significant preference difference to show up when households are 
"-­

grouped by ;ocTo-economic attributes. However, when grouped by town 

patronage the socio-economic differences in the two preference groups . 

are revealed. It is therefore not necessarily valid to conclude that 

a socio-economic variable is unrelated to preference variation solely 

on the basis of comparisons of socio-economic groups' preferences, 

contradictory as the statement may_seem. Also,it appears from all of 

the foregoing group preference comparisons that grouping by spatial 

behavioral traits is a more powerful method for revealing spatial 
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preference variation than grouping by socio-economic attributes. 

Preference Comparison of Multivariately Defined Groups 

Despite the above conclusion, one further hypothesis involving 

socio-economic grouping is tested. It is hypothesized that a multi­

. variate grouping of households in terms of the · three variables shown 

to be related to preference variation, may result in significant 

preference differences between the groups. Specifically,one group 

is characterised by scores less than the watershed values shown in 

Table 5.1 on all three variables 1, 2 and 12, the other by scores 

greater than all three watershed values. Although preference differ­

ences between the two groups are not significant it is impossible to 

say whether or not this is the result of each group having fewer than 

70 members. In cases of very ~mall samples, preference differences 

are very unlikely to be revealed, since so many matrix cells lack data. 

Comparison of Preferences Based on First and Second Town Choices 

In line with the earlier . hypothesis that differing goals may be 

reflected by differing space preferences, two further hypotheses are 

tested. , It is hypothesised that first choice towns and second choice 

towns, as defi-Ued by dollar expenditure, satisfy different goals and 

therefore that the location types preferred as maximum purchase towns 

will differ from those preferred as second choice towns. Essentially, 

this is a test for complementarity in spatial preferences. Two paired 

comparison matrices are derived,. one based only on paired comparisons 

related to households' first choice location types and the. other based 

on comparisons related to second choice location types. However, only 

10% of all paired comparisons are significantly different. Whilst such 
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a percentage might be attributable to chance, it is noteworthy that 


two location types are significantly differently preferred in a pro­

portion of cases greater than in any of the random groupings, namely 


- type 7 (0.3~) and type 18 (0.52). The direction of the differences 

' is consistent and indicates 7 is more preferred as a first choice 

town and 18 more preferred as a second choice town. This indicates, 

not surprisingly, that a small distant town whilst ranking low both 

as a first and second town choice, is even less likely to be chosen 

as a ·supplementary grocery supply centre than as a primary supplier. 

This is because the role of secondary supply centre is more than 

likely taken by more distant large plqces in which grocery shopping 

is a secondary goal. Indeed,this would seem borne out by 18's 

greater preferredness as a second choice place. . 

The absence of an ·overall significant amount of preference 


difference between the two groups need not be regarded as a rejection 


' -. 

of the hypothesis that different location types are preferred as first 

and second choice towns, at least at the individual level. The 

aggregation of households may cancel out complementaries in location 

type preferences for first and second choice places which may only be 

observable at the level of the individual household. Thus ,some house~ 

holds may prefer small, nearby places as first choice towns and comple­

ment this with ·a large, more distant second choice town. Likewise, 

other households may have an opposite complementary preference. But 

if two such sets of households are combined in one sample, the one set 

of preference complementaries cancels out the other, so that no great 

difference between first and second town preferences is ' revealed. 



Preference Comparison of Households Patronising One and More Than 

One Town 

The final hypothesis tested is that households who patronise 

only one town for groceries have different space preferences from 

households patronising more than one town. The hypothesis is 

rejected with only 5% significant differences between the two groups' 


paired comparison proportions. 


Test of the Method's Sensitivity in Discriminating between Groups' 


Preferences 


To put the above results in pe~spective, tests are made to determine 

how small preference differences can be distinguished by the method used 

above. Using the hypothetical data sets. described in Chapter 4, each 

sample is divided into two groups according to its known preference rules. 8 

The prpportion of significant differences between each pair of groups and 

the proportion of times each location type is significantly differently 

' ·. 
preferred,are shown in Table 5.12. 

Of the first four groupings the method can distinguish signifkant 

amounts of difference between groups with the two most different rules, 
- ......._ 


but not betw-een ·groups with the two least different rules. It is notable 

that neither the deterministic data set (3) nor the probabilistic set 

(10) with the same preference . rules contains significant differences. 

Consistent with its inability to distinguish between the 3rd and 4th 

Wher:e three preference rules ex"ist, one group contains households 
obeying the first two rules as defined in Table 4. 5, and _the other 
group contains households obeying the third rule • . Where rules are 
normally distributed one group contains households obeying rules 
less than or equal to the mean rule, the other group contains the 
remainder. 

8 
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Table 5.12 

The Proportion of Statistically Significant Preference Differences 
for each Location Type by 11 Pairs of Groups 

with Known Hypothetical ·Preference Rules 
Pairs of groUES

Location 1 2 3 4 5 6 7 8 9 10 11 

~

tYE_es 

1 
 .s2 .38 .]4 .10 •15 .14 o.oo .Jo • ] 0 .2s .35 


2 
 .84 .33 _.is o.oo •OS .os o.oo • 11 .os .14 .23 

3 
 .56 o.oo o.oo o.oo 0•00 o.oo o.oo o.oo o.oo .os ,o9 

~4 
 .59 .18 • ) 4 .14 •14 .18 o.oo .so .29 .23 ,36
5 
 .11 .36 .21 •18 •14 .?3 ,23 ,36 .23 ,32 .36 

6 
 ... 36 .10 o.oo o.oo •05 o.oo o.oo • 11 o.oo 0•00 .14

7 
 ~o o.oo o.oo o.oo 0•00 o.oo o.oo 0 • 0 Q-&-.-0-0~-o---.--0-9-
8 
 ·3~ ·3s .os .os •05 0.02 o.oo •1<1 •lg O•~O9 
 .s • 2 .14 • o.s •09 • l .11 .1A • 1 • 4 :~3 


10 
 .56 .14 .-ns 0·00 o~oo .O".... o.oo .23 .os • 1 ii 23 

11 
 ,33 o.oo o.oo o.oo 0•00 o.oo o.oo •10 o.oo .14 :27 

12 
 0•00 0•00 o.oo 0•00 0•00 o.oo o.og 0•00 o.oo 0•00 ().oo
13 
 ,44 .20 .14 tl 0 •09 ,09 .o .23 .10 .os . • 0-9-­
14 
 .1a .21 .10 .os •OS .o9 .os ,24 .14 •00 ,23
15 
 .1a .12 .i 1 •Of> •Oq .06 o.oo •32 .23 .21 .45 

16 
 • 

0•00 
- o.oo ().oo 	 O•O~o•go 0 •!JO 0•00 o.oo o og o.oo o.ogie

17 
 • 0 o.oo o.oo o.oo 0•00 o.oo o.oo .o o.oo .o _ .o 

18 
 .... 43 ·19 .ns •OS •OS .16 .06 .io o.oo 0•00 ... 14

19 
 -0.00 (). 00 g.no o.eg 9•GO g,Og g.ee g,gg 0 • 0 0-fh-{}~-fh-o-0-
20 
 .o.oo 0•00 o.oo o.oo 0•00 o.oo o.oo 0•00 o.oo 0•00 o.oo21 
 .so 0•00 o.oo o.oo o .• 0 0 o.oo o.oo .13 o.oo ,12 o.oo 

22 
 i.oo - .24 .22 • 11 •06 ,24 o.on . • 10 .1i 10
.o~23 
 .89 , .36 .i 1 •OS •lo o.oo .11 .Jo • 1 • 11 :35 

24 
 .67 0•00 o.oo o.oo O•OO O-. Oo o.oo 8·00 o.oo 0•00 c.oo25 
 .ao 	 g,oo.06 o.no o.oo O•OO o.oo • 0-0--0-.--0-0--G-*-O~ 

26 
 .as .29 .11 0•00 •QS .06 ·~5 o.og O•On .10

27 
 .as ,6 .26 .16 •e:o 0 :Y9 ,06 • 5 .2 .16 ,20 

,59 -··i 8 - .o9 .c;s •06 ,07 ,o4 · ·19 •09 .10 .1~ 

The final row shows the total proportion of significant differences 
between each pair of groups. The pairs represented in each column 
from left t~ right are: 

1. 	 d min. (.5); p/d max.(.5) 8. p/d2 max. normally distributed 
with d's exponent variance = 1.2. 	 p/d4 max. (.5); p/d2 max. (.5) 
As in 8, but with d's exponent3. pId 3 max. ( . 5) ; p Id2 max. ( . 5) 9. 
variance = .5. 

4. p/d2.5 max. (.5); p/d2 max. (.5) 
10. As in 3, but probabilistic.

5. p/d 3 max. (.33); p/d2 •5 max. (.33); p/d2 max. (.33) 
11. As in 8, but6. p/d 3 max. (.2); p/d2.5 max. (.2); p/d2 max. (.6) 

probabilistic.
7. p/d 3 max. (.1); p/d2 •5 max. (.1); p/d2 max. (.8) 

http:i.oo-.24
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pairs of groups, the method does not show up marked difference between ·. 

the 5th, 6th and 7th pairs, none of which have more extreme rules than 

the third pair's p/d 3 and p/d2 • In the 8th data set, and in the . 11th, 

where d's exponent variance is l ·, sign~f icant .difference-s are observed, 

where one set is probabilistic (11) and the other deterininistic (8). 

However, a reduction of the variance to .5 in the 9th set results in 

only 9% significant difference compared to 19% with a variance of 1 in 

the 8th set. 

It can be concluded that fairly similar preference rules such as 

p/d3 and p/d2 and even more similar rules cannot be distinguished using 

-this method Wi.t'h the given significance criteria and with this sample 

size. Thus,those groups shown to be different in the real sample 

analysis have more than just a small difference. in ·their pr.eference 

structures. 

A simple comparison of the ranking of the two preference groups in 

sets 3 and 4 does,however,distinguish between the two groups in e~ch 

set, sufficiently to be able to discern tha~ the group in each set with 

the higher d exponent ranks larger and more distant places lower than 

the other group,and consequently ranks small nearby places higher {see 

Figures 5.7 and .5.8) ·.· . Thus,th.e effect of the higher d exponent is 

revealed in those groups' .lower preference for more d'is tant places. 

The ·conclusion to be drawn is that,although the rigorous demands of 

the s tatis tical significance c.riteria do not necessarily show up the 

smaller preferenc~ differences with .this sample size, the differences 

·can be distinguished ·using ·the statistically less reliable .rank 

differences method. . Thus, the inethod of paired · ·comparisons itself is 
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Figure 5.7 


Location Types' Rank Differences (p/d 3 Rank - p/d2 Rank) 
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F~gure 5.8 

Location Types' Rank Differences (p/d 2 • 5 Rank - p/d 2 Rank) 
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highly sensitive even to small preference differences. Since the members 


belonging to each preference group in the hypothetical data sets are 


known, no risk is run using this method. However, where the preference 


. rule of each member of a real sample is not known, the risk with the rank 

·difference method, as was discussed earlier in this chapter, is that of 

drawing spurious conclusions about preference differences between randomly 

different groups, since no statistic~! criterion is available to indicate 

what amount of rank difference can be attributed to chance. 

As well as being able to distinguish the preference difference 

between two groups, the results of the statistical tests, which are 

sunnnarised in Table 5.12, enable the ~~ture of the preference difference 

to be determined. Figure 5.9 shows the direction of preference differences 

for location types significantly diff crently preferred by the groups 

maximising p/d4 and p/d2 • From the figure it is clear that the former 

group prefers nearer places and therefore can be inferred to assign 

greater .weight to distance than the other group, as is in fact the case. 

As is shown in Chapter 4,the information in the preference matrix for 

each such group is adequate to determine the relative weightings assigned 
- ' 

' 
by each group top and d. Therefore,the method of paired comparisons 


together with Guttman-Lingoes SSA-I enables a relatively accurate 


reconstruction of the initial. preference rule of such groups. Any 


inaccuracy would seem from the present analysis,to be more a function 


· of sampling error and the aggregating effect of location types than of 

the above two methods. 

SuIIllllary 

In summary,several points are worth stressing. Firstly, regarding 
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Figure 5 .:9 

t~cation Types Preferred Significantly More or Less by Households 
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the socio~economic variables considered, it would appear that the 

correlation between socio-economic scores and ·preference rules is 

not sufficiently strong for groupings based on socio-economic scores 

to show up preference differences associated with these characteristics. 

By contrast, groupings based on households' spatial behavior have proven 

more powerful in showing up preference differences, which were sub­

sequently linked to certain socio-economic household attributes. One 

tentative conclusi9n is that a characterisation of households by spatial 

behavior would seem a more fruitful approach to grouping,for the purpose 

of discerning preference differences. Therefore,in addition to collecting 

socio-economic data on consumers ·in future, it would seem worthwhile to 

collect more data on their spatial behavior. Thus,f'or example, information 

on trip frequencies to different centres and the mix of goods and services 

purchased at each,would supply useful data for characterising households 

behaviorally. 

, Regarding the method ·used to compare groups' preferences, it seems 

the method of paired comparisons used in conjunction with the statistical 

tests described is sufficiently sensitive to show differences for all but 
-, 

small preference differences such as p/d3 and p/d2. However, since there 

is no way to know what magnitude of preference difference is significant 

either in terms of be~avior or of central place analysis, it is impossible 

as yet to judge whether this level of refinement is adequate. Therefore,· 

it would be worthwhile either to seek larger data sets or, lacking this, 

to pursue statistically less rigorous techniques for preference comparisons, 

such as the method of rank differences, if a suitable test of statistical 

significance could be devised. 
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CONCLUSION 

The purpose of this study has been two-fold. The first was to 

determine tqe amount and nature of lawfulness in consumers' spatial 

prefer.ence functions, with regard to towns for grocery purchases . 

. The second was to determine if space preference functions differ 

significantly between households in any orderly fashion. A review 

of geographical and other literature revealed serious weaknesses in 

most of the few studies aimed at one or other of these goals. In 

the one set of studies by Rushton (1969a, 1969b) which come closer 

than any others to satisfying the above goals, their scope is more· 

limited than this study's, and the reliability of some of the 

analytical methods was questioned. 

In the most general terms, the conclusion reached here is that 

there is considerable lawfulness in consumer space preferences, but 

that different preference rules characterise different types of con­

sumer. Whilst a unique assignment of preference rules to household 

types was not sought, it is now at least possible to say that certain 

household types- have a higher probability of conforming to one prefer­

ence rule than another. 

More specifically,in Chapter 4 it is shown that no major explanatory 

variable has been omitted from the m~del, given the high transitivity 

computed using the present model. · Thus, it seems reasonable to conclude 

that a general model of central place preference should not require any 

more complex a definition of spatial alternatives than that used here. 

Although the aggregate preference proportions are concluded to have 
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ratio properties, analysis0 of hypothetical data shows these 

properties to be partly a function of the similarity in the preference 

rules of members of a data set, irrespective of whether the individuals 

have probab~listic or deterministic rules. In addition, proof of a 

ratio scale seems to be a function of the scale of analysis, in 

. particular the assignment of many population/distance combinations to 

the same location type. If so, any future test for individual cardinal 

utility functions should avoid the present study's kind of operational 

definition of spatial alternatives. No empirical proof, therefore, is 

provided as to whether individuals have deterministic or probabilistic 

preference functions. 

Despite the disadvantage of the scale of analysis, it does appear 

to have an accompanying advantage in the event that preference is 

deterministic. The scale effect on preference probabilities is that 

values othe.r than 1, 0 and • 5 are possible, whereas, if preference is 

truly d~terministic, and the scale effect removed, only the above three · 

values, signifying absolute preference and indifference, would be 

possible. In the latter case a cardinal preference scale, such as that 

derived using-1;uttman-Lingoes SSA-I, could not be obtained with such 

values and instead only an ordinal preference function could be derived. 

As a result it would be impossible to compute the weightings assigned 

to population and distance in a preference function. The latter com­

putation is of course possible, given more than the above three probabil­

it1es in a preference matrix, which, as the hypothetical data sets show, 

is possible with deterministic preference functions given the present 

scale effect in defining spatial alternatives. 
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Proof of a ~atio scale · i~ also shown to eliminate the necessity of 

collecting infonnation on pairwise preferences for every pair of 

alternatives. Instead,it is possible to compute all n(n - 1)/2 

. paired comparison proportions from a minimum of n - 1 proportions. 

In addition, it is shown that a. ratio pref~rence scale has 

more useful predic.tive properties for central place analysis than a 

determ~nistic ordinal preference .scale. The latter assigns all 

expenditures from a point to the same most preferred alternative 

available. By contrast, the probabilistic properties of a .. ratio 

scale enables different proportions of expenditure from a point to 

be allocated to competing alternatives. This less extreme allocation 

of trade to centres would seem more realistic and hence more useful 

in empirical central place analysis~ 

R~garding the likely range of preference rules, discussed in 

Chapter 4, the answer depends on whether individual preference is 

det'erministic or probabilistic. If the former, the evidence is that 

the preference rules have a fairly limited range. But if probabilistic, 

it is impossible to estimate the range of rules present in the sample, 

since the possibility of so many different types of probability 

function limits the inference to be made by comparing the real data 

set with hypothetical samples based on only one type of probability 

function. 

In Chapter 5, it is shown how proof of ratio properties in the 

preference matrix can be used to obtain improved p estimates. 

A comparison of socially and economically defined groups results 

in little difference being observed in their space preferences, except 
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in the case of households with members working off the farm. In that 

case, these families "prefer" or more likely have a better opportunity 

by virtue of work-related travel, to patronise larger, more distant 

places _than other households. In contrast to the relative absence of 

differences when households are grouped socially and economically, 

marked preference differences are revealed when households are grouped 

behaviorally according to whether they patronise the nearest place or 

not. Instead of discovering, as might be hypothesized, that those 

patronising the nearest place are simply more opportunistically 

located by having a larger than aver.age alternative nearby, it is shown 

that the group does in fact prefer nearby places more than the other 

group. This former group is shown to be characterised by significantly 

higher incomes, smaller households and fewer young children than the 

other group. The preference difference reflects perhaps the different 

goals of the two groups, given that the less affluent households with 

more young children and a larger family would likely be more budget 

conscious, and therefore more likely to engage in comparison shopping, 

which _conunonly involves trips to more distant places. In addition,young 

children in a "ramily tend to coincide with the time when more non-

convenience goods are ~ought, so that larger, usually more distant, 

towns are more likely· to be patronised. 

A general, though somewhat tenuous conclusion,based on the results 

in -Chapter 5 is that clues as to preference differences would seem more 

likely to be gained from observing overt behavior rather than social and 

economic variables. This coincides with Michelson's finding (Michelson, 

1966) that socio-economic variables were poor explainers of preference 
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variation but that more subtle variables such .as more general values, 

as well as behavior, seemed better indicators of spatial preference 

variation. 

Finally, the method of paired comparison combined with statistical 

tests · is fairly sensitive to preference differences in hypothetical 

data. Any inadequ~cy in preference discrimination seems to. be more a 

functiQn of the scale of the analysis and the sample size than of any 

innate deficiency in "the method • . Thus, the continued use of this method 

for c·omparing preference structures seems justified. 

Future Research Problems 

Probably the most pervasive stumbling block in this analysis is 

the generalisation of spatial alternatives into 27 location types~ 

Future . analyses would be better designed without this aggregation. 

This should be possible in the future, certainly if ratio scale 

preference can be proved, and probably even with only knowledge of 

the general order of preference. Using the ratio case- as an example, 

if only the approximate shape . of a preference function is known, as it 

is from thii-study, n discrete population/distance combinations can be 

selected, p/d combinations for short. Knowing their relative positions 

on the approximate ratio preference scale, or their order on an 

ordinal scale, a population can be sampled such that only information 

on the proportionate preference between the n - 1 pairs of adjacent p/d 

combinations on the ratio scale need be sought. From these proper­

tionate preferences, the distance between adjacent points on the ratio 

scale can be calculated. Having defined the ratio scale, the distance 
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between and therefore the amount of preference between all pairs of 

points can be readily computed. Therefore,only a very few pairs of 

specific p/d combinations would be .needed to accurately derive the 

preference functio~. It should be possible to find appropriate 

· pairs · of specific p/d combinations which exist in reality and to 

intensively sample residents so located. This can be repeated for 

as many pairs of p/d combinations ·as . thought desirable, since the more 

p/d combinations that are assigned preference scores, the more 

accurate a preference function can be fitted to the set of scores 

for p/d combinations. Thus, it would appear possible in future 

analyses to remove the current genera.~isation of spatial opportunities 

and the associated inaccuracies. Since the data used in this study 

were not collected with the above objectives in mind, fe~, if any, 

households compare the ·same pair of p/d combinations. Thus it is 
' 

necessary to aggregate many p/d combinations into the same location 

type, in · order to derive an approximate preference function. 

In light of this study's inconclusive findings regarding ratio-

scale -preference, an analisis properly designed to test for this 

at the lev-er-of--individuals would seem an obvious progression. 

The· knowledge gained would have both intrinsic value in terms of human 

spatial preference, as well as being useful in formulating more 

realistic preference premises in central place analysis. Just as in 

the previous discussion, current random samples would appear 

inappropriate for such a test. Once again, intensive samples in 

specific locations which meet the conditions of a test for ratio-saale 

preference would be required. 
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Other more obvious and simple extensions of the present work are 

apparent. The analysis might be repeated for other commodity purchases 

and the nature of difference in preference structures be observed. 

Given a space preference function for each good and service, it would 

be possible to compute for each town in any given area, such as Iowa, 

what functions the town could economically support, in light of the 

threshold requirement of each. The result could be compared with 

reality. Presumably such an exercise would be useful in determining the 

possible future pattern of central place growth and decline in an area, 

if we accept the assumption that the. pattern of supply centers is a 

response to consumer spatial preference as revealed in spatial demand. 

Finally, although individual preference has not been shown to have 

ratio-scale properties, th~se have been shown to characterise the 

aggregate preference s true t_ure. 'lbe problems of· incorporating such 

a preference- function into a central place model, to replace Christaller's 
. ·. 

distance .minimising behavioral· postulate, and determination of the 

spatial consequences of . such a change would seem an obvious application 

of-_present results in the effort to make the premises and predictions 

uf Central Piace -Theory more realistic. 
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APPENDIX A 

Description of the Sample 

INTH.ODCCTIOX 

In the spring of 1961, a survey of household3 and farm expenditur~..s 
and sales by pcr~ons living in rural Iowa was conc1nctcd by the lo".n!. State 
University Statistical Laboratory .for the Io\~'a College-Community Ile· 
search Centcr. 1 The purpose of the study was to measure tho economic 
impact of the expenditure patterns of these people on towns of various 
sizes and at various distance3 and to gain some insight into the probable 
effects of con~inned decrease m the rural population of the 8ta.te on these 
types of communities.. 

THE 	UNIVEI'~E 

Two units of observation, househol<ls2 and farms,2 were recognized in 
this study. The l~niverse ·sampled i.ndu<led all hou:-;eholds located in the 
open country zone of Iowa and all farms operated by porson3 living in thesa 
households. 'rhc open co~ntr_r zone, as defined by the MnstC;r Sample of 
Agriculture, consists of all land area outside the boundaries of incorporated 
towns and citios, unincorporated name places, and built-up areas near cities 
having a population density of 100 or more per~:or1~ per aqH!\l'C :-.1ilc. 'l'he 
boundaries and, in the latter case, the population <lensity, arc defined as of 
1940. 

THE 	S.Ai\IPLE DESIGN 

In order to make the territorial distribution of the farms in the sample 
as broadly representative as possible, the 5ample was allocated to the coun­
ties in Iowa in proportion to the total number of farms in each cot1nty nc· 
cording to the 1959 Census of Agrirultnrc. .Although the sample size per 
county (4 to. _13 segments) is too small for making individual county esti· 
mates, estiin.ates for aggregations of counties (e.g.; types of farming areas, 

- -,____ 	census economic areas) can be made. 
---~ecause it was assumed that rlosely grouped farms would tend to have. 

•This appendix, a preliminary · dl'sl!ription of tht> sample methods, was written by 
ProfeS80r Strn.nd and his staff at thP- Stati,tical Snvice Division, Iowa State UnivP-rsity, 
·Ames. 

1 T11c. Iowa College-Community RcSt-·•·rl"l1 Cl·uh•r i:; compose<! · of Iown businessmen 
and selected rc>St:arch per5onncl of 1.nwa ~l;i!,• 1·,;,,·,·r;lity and Th~ University of Iowa. 

2 These terms nrc defined l'hwwh1•1, 
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similar shopping patterns leading to sizable intra-segment corrC'latiuns,' a 
cluster (area. segment) of size one (i.e., one dot on the Ma&ier Sample map) 
was designated as the sampling unit. 'fhe reason for this becomes intui­
tively obvioua when one considera that under this assrnnptio:i, n<lditional 
farms in the Eame area would tend onl)- to duplicate the information ob­
.taincd from a single farm. 

In order to achieve the desired number of farm households (600), some 
adjustment of the .?\faster Sample material \~ms necessary in order to com­
pe1Jsate _for the decrease in the number of farms since the ·constrnction of 
the sample. In this study, the adjustment consiste<l of increasing the num­
ber of segments to he taken in a given county by the factor: 

number of ~faster Sample farms in the county 
~umber of farms jn county a\?eording to the 1959 Census of Agriculture 

For example, as a result of proportionnl allocation, six farms were to 
be taken from All~makee County. The ~laster Sample indiratecl 2,362. 
farms (dots) in the ·open country zone, while the 1059 Census of .Agricnl-: 
ture reported 1,717 farms: Thus, 1.375 l\la8ter Sample dots were cquiYalcnt 
to one farm in 1959. C~:m.seqncntly, the sample in. Allamakee County con­
sisted of eight segrnen~s ( 1.375 x ()) which were experteel to yield six farms. 
Over the entire state, 743· such segments were drawn with the expectation' 
that they would yield 6003 farms. Within each rounty, s~gmcnts were 
drawn with replacement. The ~rimp1e ,.,.·ns c;clf-weighting, with a uniform 
sampling rate of approximately 1 in 291.• Although technically the coun­
ties corresponded to strata, the small sample size per county necessitated .< 

that counties be grouped for purposes of nnalysis; therefore, the six census 
ec-onomic areas were design~tc<l as strata. 

TRAINING OF' INTERVIEWERS 

A two-day training sC'hool was conducted to instruct the interviewers 
in all phases of their· work. ..:\ nwnual dcscrib~ng the proce:clurcs to be fol- . 
lowed, including detailed instructions on the questionnaires, was prepared 
for their use as a. guide during the training school and as a re~crencc clur- t _-, _ 

~ 	 i.ng the subsequent field work. Practice interviews were cornluetcd during 

the- training school. In addition, eYcry interviewer was obsencd by a 

supervisor in at least one actual interYiewing situation at the beginning . 


3 For rN1.sons discusst>d f'lsewher<>, the numb<'r of farms actually found was . consiclcr­
ably short of the desired 600. 

• Slight fluctuations occm from ('Our:• .r to M1mty because of rounding tl1c number 
of s<'g~cnts to integers. .A1~o, this hMi1· ~ampli1tt.: rntP d1w!:I not inclu<]P, any ndjulitrnent 
for nonresponse, subsampling, et~. · 
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of his assignme:it. Periodic supervision in the field was carried on through­
out the field work phaae of the study.. 

GENERAL FIEIJD PROCEDURE 

·. .Atl was stated previously, the sampling unit was an area segment. All 
households in the uegments which were outlined on county maps were to be 
included regurdksa of whether or not they were rcprcse11te:d by a. rlot on 
the map. The interviewer was to sketch each segment as he canrnssed it, 
m~rking the location of each household with a household identiflcation 
number. Vacant dwellings and segments containing no <lwellinga were 
identified .by appropriate notation rather than merely by the absence of 
any household identification. 

A que3tio1inairc pertaining to the household 'yas to be completed for 
each household in the s[irnple. If the household contained a farm operator,5 
an additional questionnaire pertaining to the farm business was ·completed. 
If the hot<sehold contained more than one fa.rm operator or if an operator 
had more .than one .distinct operation, separate fann questionnaires were 
completed for each. 

SPECIAL SI'l'U.A;fIONS IN FIELD PROCEDURES 

.Although the survey was con<lurted in the sp;:ing of 1961, information 
wa3 soHght for all of 1960. Since the popnla tion was not static, special 

· procedures were a<lopted for situations in which ehangC's had occurred . 
between .January .1, lDGO, and the interview date. For ex.ample, persons 
living in a house in the set,rrncnt at the time of enumeration who had moved· 
there after March 1, 1D60, were included in the sample only if they had 
Jived . SOrllCWhere else in the. open COllll try zone previous to the change . of 
residence. The data were .rolleeted for the entire year just ns if these p,cople 
had been in the same location. Pr.r~ons moving into the open country zone 
from a town or city after March 1 (hereafter rrferred to as ineligible 
households) were not included in the sample, sinrr the nature o.f the in­
formation sought precluded any intc1·est in persons ~rho hau been living in 
a to.'".'.n or city for any substantial part of 1960. On the othrr hand, pcrso11s 
who in-1960 hn.d lived in a dwelling included in the present sample but had 
moved away prior to the interviewer's visit wer.e not, in general, traced 
down and interviewed. Those moving elsewhere in the open country still . 
had a chance to be inchided in the sample (sec above) ; those moving into a 
town or city were essentially lost from the uni\·erse. 0 

5 This term is defined elsewhere. 
·,Actually, ns will hl' lliscu,s1•rl !ttl•'r, sr•mc of tht•l't' person~ were trnr.Pd down. In 

general, however; th~ cost of s1wh nu '>pr.ratinn is pt0hil1itivc relative to tlw gain. 

.·· .• , 1 
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Since the l\Iastcr Sample materials were prepared, many areas in the 
open country zone around urban centers ha,·e been transformed into hous­
ing developments and thus contain far more households than arc indicated 
on the :Ma~ter Sample maps. In this. study, three of the sample segments 
fell into nreas of this type. In order to avoid the corrnidcraHc expense of 
fotcrvicwing all the households in these segments, a subsampling procedure. 
was employed by which a knovm fraction of the honscholcls was interviewed. 

After completion of most of the field work, 40 segments were found to 
contain households for which questionnaires were not completed because 
of various reasons. 1 Snbstitnte segments were drawn to repluce these house­
holds. Out of the 40 substitute segments, 2 contained no h·ouscholds and 6 
conta1ned households for which, again, questionnaires were not obtainable. 
Thus the apparent nonresponse rate was substantially reduced. 

One hundred .sev-cnty segments were found 'to be vaC'ant in the initial 
canvass. As a cheek on the quality of the field work, a sample of approxi­
mately one-half these segments was selected for re\'isit. Five .additional 
farm households w<!re found in this check~ 

Twenty-one segments were found to contain only ineligible nonf<! rm 
households (.i.e., houseliolds whose occupants had moved into the open 
country zone after March 1, 1960)'. Fourteen of these scgmcn~s were re- · 
visited in order to determine whether or not the previous occupant had been 
a farm operator at this place in 1960 and had moved cut of the open coun­
try zone (thus having no chance of being enumerated in 1961). If thi~ 
were the ease, the interviewer located this person and comp.leted the neces­
sary questionnaires. Three additional farms were added to the sample by 
this procedure. 

DE!i'INI'l'IONS 

Dwelz.ing unit {1950 Cens·us defin-itions) 

In general,· a dwelling unit is a group of rooms or a single room oc­
cupied (or intended for occupanr.y) as separate living quarters by a family 
or other group of persons living together or by a i>crson living alone. Spe­
cifically, the above constitutes a dwelling unit if it has either 1) separate·----­
co-eking equipment, or 2) two or more rooms and a separate entrance. 
Houses, apartments or flats, trailer houses, and ·1idng qnatters above or in 
back of places of bmincss are common examples of dwelling units. 

IIouseJwld 

A household consists of thosf' prrsons residing in a dwcHing unit. Thu~, 

11.'hirty que:ition'laircs .wern Di>t r.on1j •i1·t•~d ht'c:au~•'? of r11 fusal3, 5 in which the house· 
hold was a.n ineligible farm houst·holcJ, :t:11.l 5 for miscPllarH~ous reasons. 
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there is a one-to-one correspondence between d\vclling lmits and households, 
and the terms- a.re often nncd synonymously. 

Parm (general definition) 

A farm consists of all the tracts of land, contiguous or noncontiguous, 
ui1der the operation of fl. single imlividnal or a group of individuals. An 
operator usually owns at least part of the us....;;ets but, as in the case of a 
hired ma.nngcr, he need 11.ot. The farm acreage includes woodland, pasture, 
wasteland, etc., as well ns cultivated land. · In addition to the type of opera­
tion usually thought of as a farm, special operntions snch as apiaries, green­
houses and nurseries, feed lots, etc., arc considered to be farms. 

Farm (.1959 Census definlt~01i) 

In ·order to qualify as a census farm, places such as those just 1..lescribcd 
must meet the following conditions: 

l. 	If the place is less than ten acres in size, ·at least $250 \\Orth of 
agricultural products must have been sold from the pla('c in 1960 
(of which at least $125. mt1st have come from something other than 
forest products).· · 

2. 	 If the place .Is ten or more a~rcs in size, at least $50 worth of agri­
cultural products must have been sold from the place in ln60 (of 
which at least $25 must have come from something other than forest 
pr()(lttcts). 

Farm, operator 

A farm operator is a person acti,·cly engaged in running a farm. Ifo 
must participate in the decision-making function and supply at leust part 
of the labor. 

' Partnership . 
A partnership is a joint operation of a iarm by two or more persons. 

These persons need not have a written agreemc11t nor nceJ they be related. . 
In this stu<ly, a person in order to be considered a partner had to 1) work 
on the place at least 90 days in In60, 2) share in the decision-making, and 

-- - ~)_~e~ive a share of the profits (or absorb a share of the los.~). 

Pri11..ciplll pa.rtner. 
In this stn<l.Y, the junior partner (i.e., the younger or youngest) wa~ 

considered the principal partner. The part11ership operation entered the 
sample only. with thl' principal partner. Conscquei1tly, if a junior partner 
lived in the segment, both household an<l frtrm qncstionnaires were rom­
pleted; if a senior partner liwd in the sC'gmcnt, only a household question­
naire was completed. 

( . : .. .,. . 

http:terms-a.re
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Hired manager 

.A hireJ manager does not usually own any land or eapital in the farm 
he operates. He is considered to be an operator because he is hired to make 
the decisions nnd is in direct control of the operation. 

llomemaker 

The homemaker is the person who manag<'s the home. Ordinarily the 
homemaker 'vill be the wife of the opcrat.or, but this need not be the ease. 
The homemaker may be a daughter, a sister, or a mother of the operator or 
she may be a hired housekeeper. In some cases, the operator himself may 
also be the homemaker. 

COl\IPARISON OF NUMBER Oli' F.AR~IS IN SAMPLE 

WITH NCjlBER EXPECTED 


As was stated eurlier, the original expectation was GOO farms. How­
ev.er, thi_S expectation Wa8 .based on the total 11Uil1ber of fanns in the state 
in 1959 and was erroneously high. When the rcnsus figures arc adjusted 
to the uniYerse sampled (the open country zon<') and arc reduced to reflect 
one )·ear's losses in. number of farms, the expectation is rcdurcd to 556 
farms. The sample· yielded a total of 530 farms. Of this total: 497 were . 
int<'rviewed and 21 were contacted but"not intcn·icwed (refusals, etc.). An 
additional 12 farms were added as a1ljustmcnts n·snlting frorn the subsam­
pling in built-up segments ( 5 fcn·ms), the eh eek of a subsample of segments 
originally classed as vacant ( 5 farms), and the check of a subsample of 
segments _containing only nonfarm. incl igiblt! households ( 2 farms). In the 
lntter operation, ·when it was dis~onrcd that the predous occupant had 
operated the place <luring .the l!JGO crop seasoi1 and had since moved ·out of . 
the open country z·onc, he (rather than the present occupant) was con­
sidered to be in the sample (cf. footnote 6, Chapter Vl) . 

.An approximate 93 per rent tonfl<lencc intcnnl p)a(·ed around the 
sample number has an upper limit of 551, indirat ing that the disc~repancy . 
is slightly outside the sampling error. However, it must he remembered 

- "--~- ~hat the presample expC'etation is based on approximations, the accuracy of 
,\1lich cannot be verified. The n<ljustment t.o the open <'ountry zone is based 
on work by the late l\Iargarct Haygood of the United Statr·s Drpartmcnt o.f 
.Agriculture. Since this work was done on:r 15 yea rs ago, the degree to 
which her findings rcflrct the prc~ent situation cannot be tletcl'minrd. At 
that time, she found that approximately 9-1 per cent of the farms in Iowa 
had their headquarters (residcnec of oper·a~or) in the :.Jaster Snmplc open. 
counfry zone. 'I'he adjustment for lossl's i11 number of farms from l!lG!J to 
19~0 (1 lh per cent) is based on th ri'~!i;ti,: ••f another survey eondnctc<l by 

http:opcrat.or
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the fowa St~te University Statisticaf Laboratory and is, of course, subject 
to sampling error. The purpose of these prcsamvle adjustments is to obtain 
some i<lea. of the sampling rate ncces5ary to yield a predetermined number 
of farms. Ordinarily, differences bet ween the prcsample estimates and esti­
mates based on the sample data are a.scribed to inaccuracies in the former. 

BSTL\LA'I'ION OF POPUIJATION MEANS AND VARIANCES 

Since an approximately uniform sampling fraction was used, popula­
tion means \vcre easily estimated by the simple sample mean. Furthermore, 
since the segments were so small, the clustering that did occur can be 
ignored· and estimates of the variance computed using the formula for 
stratified random sampling. 

Let 
YhtJ ==observation .on jth unit, ith segment, hth stratum wlierc strata 

are defined as census economic areas 
nh 1 ==number of units, i.th segment, hth stratum. 

Estimates of population means m:~ obtained by 

A - -. - ~L~ . LL - 1 ~LL 
y - ' - } . . \11.1; I J • ll11.1 - - l .. YhtJ 

· • 1 1 J • i 1 n.. i 1 J 

Ignoring the finite population eorrection, variances can be estimated b)· 

/\ 
1 ~ n L~v(Y) == - b· (Y11.iJ -yh)2 
n ~ · h nh. - 1 i j 

I ~--}: ­
-,-- . .. 

where 5·11. == ~ j Yi.1 J/nb 

Use of the random sampling formula will tend to undc.rcstimate the vari­
ance. On the other hand, usin~ the rcnsus cro~wmic areas rather than the 
individual counties as strata inflates the variance. 

- -........____ If estimates of state totals for farms arc desired, they ran be obtained 

by------._: 

/\ . /\ 
y == ] 61,711 y 

where 161,711 is the estimated total number of farms in the open counti·y 

zone of Iowa in 1960 and Y is <lcftncd as abo,·e. The va1iauce can be 
cstima ted by 

/\ /\ 

v(Y) == (161,111): v (Y) 

. - .. ~...-~··.:. 
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APPENDIX B 

Description of Major Computer Programs Devised for the Analysis 

The following is a description of the major programs written 

specifically to perform the analyses described in Chapters 4 and 5. 

All are written in Fortran IV, and after a description of their 

purpose, an annotated program listing of each is provided. 

Program: LOCTYPE 

This program is designed to compute for each member of a sample 

choosing from a set of alternatives, the types of alternatives 

available to it and the types it_chooses. Each alternative belongs 

to a type defined in terms of attributes describing the alternative 

and its relationship to the sample member. 

In this case, the sample -members are households choosing from 

alternative towns which are classified into types - location types ­

in .terms of population and distance to household. 

The basic information required is a definition of each type. 

Also for each sample member, data on the alternatives chosen are 

required. _ 

In this case, location types are defined in terms of population/ 

distance to household categories. Towns are described by their 

population and by their co-ordinate location, which in conjunction 

with the co-ordinate location of households enables household-to-town 

distances to be computed. Given that data, together with the towns 

chosen by each household, each household's alterna~ives, both chosen 

and rejected, can be assigned to location types. A sample of the 

program's output is shown in Table 4.1. 

190 



191 

Pi'toGR~M LuCTyfJE ( It\JPO I ,,cu I Po r) 
oI MENSJ<.if\ I To (1342) 'IE (1342) 'IN (134?.) 'IPoP (1342) 'InVIS (lo)' IPERCEN 

l (10) •I L IM P (7) tlLJM0(7t5) t!POSS<7t5) .Ivls(7~5tl0) ,j 'OcNtJ (34) tLOCVIS 
-·. --- ·-- -~~- '" 2 ( l 0 ) . . . . . . . . 

c READ IN UATA n Es~RI~ING EACH TOWN-~ PQPULATJON(IPOP)tFASTING<lE)t 
C AND NORTH I 1G ( ,. N) • 

R~Af) 1, (I ro (Jf t IE (J) 'jr-., (J) t !POP (j) .J~l t 1342) 
·c R€AO IN fH E U STA~CE ANO FOPULATION LIMITS(JLIMOtlLIMP) OF EACH 
C POSS .l.BLE L 'J CtH!QN TYPE. - .. -------· ~ --~ .. --- --·-·--· ------------~ . _, -~-~----- --· ..... ._____ 

Rt:AD 4, <!L IM P (J) •J=l,7·) 

. RE .AO:>, <lLI MC(ltK) •K=lt3) 


READ b, C<ILlt-J.D(J,K> ,K~1t4) ,J:2t7) 
'. l 

PRINT 92 

PRINT 9J 


~--~~--~~~-~~~.~-----~~A~. 4 ~ ':1PRINT 

C READ IN ~ ti CUSEHLlLD~S EASTH.GCIHE> •NORTHING( IHN) ,TOWNS PATRONISED 
c <IOVlS),TH ~ ~ ~ RcE~TAGE OF G~OcERY DOLLAR EXPENDITURE tN EACH(lPERCEN) 
c M~o THE 1m1,;e f_k pA rRar-ir se. o, J8, • 

q32 Rt AD 2, ,,1C,JH,JKM,lHD•H-E•lHN, <IDV!S(J) tIPERCEN (J) ,J:1,JB) 
.. I~CIHU. ~ G.7>G6 TO $32 

~.,............---:-··,·· 1FcMD•E {~ .:; 9 ) Ge TO 1000 


C INITIALISE ~ A TR!~ES. 
oo 30iJ l\:=1,7 
oo 300 J-1.5 
D0 3 ol t.,. =1 , l O 


jOl IVIS(K,J, L>=o 

,.-·-····-:~-- ::fO'<f ·1Poss <K ..- \oi > =O 

DO 303L '. 11; l tl O 
'.1 04'.\ L0CVJS( L fY)=O 

C - OROE~ ICWNS PA ! RO~ISEO ACCORDING TO DOLLAR EXPENDilUR~. 
JA:o · 
JL=JF3-1 

,_..,,,,_.w_, __ _, ~_ _.,., oo '1 ()J= l f "J1:"•" "'"·--•·<>·-_,;,_·•'-------·-·--·-----·-••'>-·-·~----~-·--••----•··-•---- ~-·---w~ ,,.,,,....__.,......- ..·.·•- ""'""""'""'" 
j~=J+l " ' 

DO · 1 OJK~...;A, J8 

It (JPER Ct N (J) .LT.lPERCEt\ (JK) )3,10 


3 J!EMP=I PER r E~ CJ) 

IPERcEN (J>=rPERCEN (JK) 
,..,.,,,___._., __.~··--••• I p ER cE f\j ( ~J K ) =~TEMp '""" .....-.._.... ·• -·-·---·- -~~·•• "'""""""~'•···•••>«•"'"""""'"''"'"""' "'"'"-" ·"""'_'_"______.. ••·-·--•••-'·-·-""""~""'~'"" ·----------·• '" 

I [J T E ~p =I cv T s .(J ) 

1uv1s<J)=IDV1SCJK) 

1Dv1s<J1d~ r orbf'IP 


10 co t,Tif~U E ­
C CALCULATE TrE HC~SEHOLOtS NUMBER OF ALTERNATIVES IN EACH LOCATION . c . TY PE (I PoSs) • ' . 

00 20v1 : ltl342 
c CALCULAT[ r ~t MANhATTAN METRIC DISTANCE AETwEEN T~E HnUSEH0LD AND 
c iO~JN <IorST). 

I 0 IS T=I At S C Ir;- I E ( I ) ) + l A 8 S (.I HN- IN ( I > > 


OU 2nK= l '7 

I ~ ( I POP ( I > • LT • I L u1 P <K ) l 2 1 ' 2 0 


21 If (K.EQ.1)22,24 

22 D9 23.J= t t3 


IF <IoIST.LT.1LIMO(K,JJ )222,23

23 cO ~ TINU ~ .. 


c C ~ ECK IF A ~ Y TO~'~ PATRONISED LIES OUTstoE THE LI~ITS nF ALL LOCATION 

http:oIMENSJ<.if
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C TYPES, 
0


84 D9 86LS=l "'JB 

IF ( ITD < r) .EO. IOVIS CLS) > 8St86 


85 P~INT 2 l ,lTD(l),!DISTtlPOP(l)tlHD 

-~·-·------------- . G 0 T 0 2 !) 0 . .. . - .. ,,__ . ------------ .·-"-·-···--~-·--··-----·-----·----------------- _,, ____ ····-----·-·-- ·-·· 

86 	 CONTINU E o 

GO TO 2 tJ O 

?22 1Pcss(K~~)=!PUSS(K,J)+l 


00 2SL= l 'J~:.i 


------· ..---~---·2-6 -~ ~ ~ ~ 1~ !-~ !L. ~ ~ i ~ ~ ~ ~ ~; ~ ~ Lf- ~ i 2~--- -------:-----·--·---------~----------- -·----------------- · -~--------" .. --· 

1Pcss<K~~>=IPUSS(K•J)~l
GO 	 TO 2 00 . 

25 	COt-:T I NU r: 

GU TO 2 1;0 


24 	 DU 27J: j •4 
--·----------------·------ If ( fD Is r. Lr·.·1 ~ fMo.<t{, J > > 22 2~ 21 

. 27 	 CONTI' US 

GO TO B·+ 


20 	 CU NTif..;U t: 
?Oo C9NTINU ~ 


C CONVtRT TH E MA TPIX SHOWING THE NU~BER OF ALTERNATIVES IN . EACH 

_--·-·-·c ·-··-LOCATION TYFE(!POSS> INTO .A SINGL~ ARRAY<LOCNM) • . -~-----..·-···· 

LM=o . 
00 	40GKK=l•3 
LM=U-1• l 

400 LUCNM(L r1)=IPc.SS(l 9 KK> ., 
. oo 4olJJ =2.1 

---·-·-~-----·D0. 4O l K K =1 ~ 4 .. --··- -------..·------·-------------------~------·--~---~---~-"N-----------~----,,., ______________ ..... 
LM=LM+l 

401 LUCNM<L. · )=IPr.SS(JJ,KK) 
.· C CONV~RT IH ~ MHIRlX OF LOCATION TYPES PATRONISED<IVIS) INTO A SINGLE 

c ~RRAY OF ORCERto .LOCATION TYPES<LOCvI~>. 
. 00 402K J =l,J8---------"--:··-------_-"· D 0 ' 3 ... ····· w• .. , ....w-- ··4 0 2KL. : 1 ,. ______':'"'"____ ·---------------------~--- •. -~---~------------·---·--,---..--------·:···-----~----- • ·-----------------· ·-- ... - -­

I f~ ( rv I s ( l , k L ' K J ) • NE • 0 ) 4 0 3 ' 4 0 2 
403 LOcvrS< ~ ~)=KL 
t+U2 CVNTINU [ 

00 404K.J=l,JA 
DO 404L ..._.1=c,7........_..... .,,.,.,.., ........................----.-_..,... oo···- i • 4. 	 ..._,..-.... ...____________....... ~--,..,.,. .......... .,,..,,_......,.--....,..,.,.,.,.,.,,....,.__....,......._ ____ ______,,..,,. .... _ ...._ ---......
.. 4o4K1..,,.·= .......,...... ..,_......,..,,.__....,..,_,,.,._,.........~ __.... _____....... _ .,,.......-._...., ....___....,,.,.._._..._ ... _._... ......,.............,__.... ., .... ..--,,.1
~ 

I~<IVlS(LJ,KLtKJ).NE,0)405,404 
~05 L0CVIS< ~~)~3+((LJ-2)•4)+KL 
i~04 C0NTF-J0 ~ 

c WqITE ouT T~E HcYSEHOLO~S EASTING(lE>,NoRTHJNG(JN)tNU MB ER OF TOWNS . 
C PA TR0 f\ I St. D<1 t:1 ) ' f\ ~ tJ 8ER 0 F A L T ER N A T I VE S I N E A C t-i LO CA T I 0 N T Y P E ( L 0 Ct'" M ) '\of 

c . ' A,,~ D THE L 0 c A TT() t\ Ty p E 0 F EAc H T 0 wr, p AT R<) N I s EI) I N r RD~ R 0 F D0 LL AR 
C. 	 EX PENO I TUR E ( LOCV I_ S) • 

PRINT S1: Q, . IHCtIHEtIHNt(LOCNM(J),J=i•27)ttLOCVIS(K),!PERC 
!EN CK) •K.=I • ;8) 

GO TO 832 
l 
2 

FURMAT( 5 (T4•~13,I6)) 
F 0RMA TC 3 IC, 3 I 4' ( 3 (I 5, 6 X' I 7) ) ) -,~"'-··---.~-·- -·· _..____...,. 

4 FURMAT(7!d) -
5 FU ~ MAT( 3 13) 
6 F U t-< MA T ( - i I 3 > 

29 FORMAT( ~ ~AR~l~G NO DISTANCE CATEGORY FOR TOWN ID~T5~DISTANCE~I6~P 
1QPULATI0~*!7~HCUSEHOLD IO*I6)

......... _.. .
~ 
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lED AND*) 
93 FORMAT(• I HD ~HE IHN 1 2 3 4 5 6 7 8 9 10 11 12 13 l 

14 15 16 17 18 19 20 21 22 23 2~ 25 26 27 PERCE~TAGE OF $ SPE~T
2 l N EAC H« ) ,. . , . . . . 

·4 9 9 F 0 RMA T ( l ir n ·, _ 


~Ou F0R t1AT( ] X,I3,l!I4•SX•?71J,5Xt (6(I2,j3))) 

goo FOR MAT ( lri OtlCOCATIO N IVPES AVAILA8Lf ro EACH hOUS~HOLO AND THE p 


1R0PORT1 0~ATE DOLLAR EXFE~DITURE IN EACH TYPE VISITFD*) 
··-w-·--··--· :._1_q_~..:)__ sTo P ·--· __ - ____ ...-~---.. ,.. ------------·--···~------·-----·---·--··-··- ... "--- ___ __ __ _·- ~ ___ ,. ....... __ _


END 

I 
\ 
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Program: . PCOMP 

This program is designed to calculate the implicit paired 

comparisons made by each household in visiting some location types 

and rejecting other available ones. It is written separately from 

LOCTYPE so that different aspects of the household's choices may 

be analysed with simple alterations to this program, but without 

requiring to regenerate the information provided by LOCTYPE. Thus, 

the paired comparisons implicit in all of a household's choices or 

only in its first choice may be obtained using only this program. 

PROGPAM PCOMP -<INPUT, OUTPUT, TAPEt, T APE2) 
,-~-----·..:DI MENS ION LOCPOS <34J, LO.CV IS <10 l, P~OP C34, 34), IPERCEN <10 > , FJ34, 3.4 >, . 

1AVPROP<34,34l,IWIN<400>,ILOSE{400),PROXC400>,IC34,34> 
DO 56K=1,JZ 
DO SrKN=1,K 

56 I<K,KNl=O 
. PRINT 60 0 

___:_·~·~600. __ fORMATUHO,•PAIRED COMPARISONS MADE BY EACH HOUSEHOLD DERIVED FROM 

__:~C,w~-DOLLAR EXPENDITUPE <IPERCEN>. , --~--,. ,.. ._.. ,_... _______ ._ .... 

1 THE PROPORTIONATE DOLLAR EXPENDITURE IN EACH LOCATION TYPE AVAILA 
2RLE•) 

C R~AD IN THE HOUSF.HOLOtS IOCIHD>,THE NUMBER OF TOWNS IT PATRONISEO{JB) 
C ,THE .NUMBER OF TOWNS AVAILABLE TO IT IN EACH LOCATION TYPE(LOCPOS>, 
C THE LOCATION TYPES PATRONISED<LOCVIS> IN ORDER OF PERCENTAGE GROCERY 

"~- --~-- ~---· 
18 READ<1,1lNUM,J8,<LOCPOSCNJ,N=1,JZl,CLOCVIS<M>,M=1,~B> 

1 FORMAT<1x,r2,6X,I3,2X,27!2,2X,C10I3>> 
IF<EOF,1)1101,1102 

C INITIALISE MATRICES. 
1102 DO 10J=1,JZ 

-------~~- 00 1 OL=1, J ____ ·­
F <J, U =O. 
AVPROPCJ,L)=fl. 

10 PROPCJ L>=O. 
IP=O 

C FOR EACH LOCATION TYPE PATRONISED SY THE HOUSEHOLD, FINO ALL OTHERS 
_____C __ PA.TPONISEO AND ~EJECTED TO WHJCH , IT WAS IMPLICITLY PREFE.RREO. . -·--·-­

00 1000K=1,JB 
IFtLOCVl~CKJ.E0.011000,19 

19 DO 20J=1 JZ 
IFCLOCVISCK>.£0.J>S0,20 

20 CONTINUE 
~· -~---- 5 U . J F <K. EQ_. J B) G 0 

JA=K+1 
T 0 __ 10 0 ----­ __ ~-------·- ____ ·----·-··~- ,---- ·---------· ------~·---· ·--­- ·----~·· · ____ _ 
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DO 180MM=JA,JB 
!FCL~CVIS<MMl.EQ.OlGO TO 180 
00 80KJ=1,JZ . 
IKJ=KJ 

-·-~~-----. IF<tncvrs (MM>. EQ. KJ>_9t,. ~Q______ ---·---,--~-----
80 CONTINUE 
91 TF<IKJ.LF.J>q2,q3 

C THE PROPORTTONATE PPEFERENCf OF ONE PATRONISED LOCATION TYPE OVER 
C . ANOTH~R PATRONISED TYPE<PROPl EQUALS THE PERCENTAGE SPENT IN THE 
C MORF~REFERRED OIVIOFO BY THE PERCENTAGE SPENT IN BOTH. 

-·--·-9.2_ PRQP CJ, I KJ) =J FL 0 AT< I_P_ERCEN.( Kt)_/_(EL O~TJ I PE RC EN .<K)_+I PERCE N<MM)>)>~~ ---
1 PR 0 P ( J , I K J) 


F<J,!KJl=F<J,IKJl+1. 

T<J,I~J)=I<J,IKJ>+1 

GO ·TO 18 0 
9~ PROP<IKJ,Jl=1.-<FLOAT<IPERCEN<Kll/(FLOAT<IPERCEN<K>+IPERCEN<MM)))) 

___,____1_+~R_O P <I KJ , J) . . ·-·,----~·-· ----·· --------~---·--~--~··----~- ······---·---v~~-
F~J,TKJ>=FCJ,!KJ>+1. 
I<J,IKJ>=I<J,IKJ>+1 


180 CONTINUE 

100 	 00 110LA=1,JZ 


IF<LOCPOS<LAl.EQ.Ol110 7 120 

___1_2_!1 __ JF (LA • LE. J) 1 21 , 12 2 _ ---~- __ .. 

C THE PROPORTIONATE PREFERENCE OF A PATRONISED LOCAiib~ -TYPt ·~~ER . A 
C REJECTEO TYPECPROP> IS ONE. 

121 	PROP(J,LA)=PROP<J,lA)+1. 

·-·-·-~·-···E(.J, LA> =F <J, l A> +1 • ~---------------------------------­
. ICJ,LAl=I<J,lA>+i 

. GO · TO 110 
. 122 F(LA,J):F(LA,Jl+1. 

I<LA,Jl=I<LA,Jl+1 
111J .CONTTNUE 

__J_OOQ._. CO_NTINUE . -------··---------­
00 123KP=1,JZ 

00 123JP=1,KP 


123 AVPROP<KP,JP)=P~OPCKP,JP)/FCKP,JP) 


00 200Ll=1,JZ 
. 00 200KK=1,ll 
__ ·--~ .... _ IF <PP 0 P <L l , .K.!< l .• EQ_. 0 • .. • A__N 0 • E..<LL t . ~K> • E Q .Jt~J 2 0 0 , 2 01._. _ ·-·. -~----~- ---··-··-·-·-·---·-·-- ... 

201 	.IP=IP+1 
IHIN<IP)=LL 
ILOSECIPl=KK 
PROXCIP>=AVPROPCLL,~K) 

200 	 CONTINUE 

IF <IP. fQ. o·> GO TO 18 


··---c-···:-- w~ITE OUT THE NUMBER OF . TOWNS PATRONISED BY THE HOUSEHOLD, THE MORE 
C PPEFERRED<IWIN> ,AND LESS PREFERRED<ILOSE> LOCATION TYPES ,ANO THE 
C PREFEPENCE AMOUNT<PROXl FO~ ALL IMPLICIT PAIRED COMPARISONS BY THE 
C HOUSEHOLD. . 

PRINT 203,IHO,IP,<IWIN<Kl,ILOSECKl,PROX<K>,K=1,IP> 
·-__ ....,2 0 1 F 0 PM AT ( • 0 • 2 I 3 , <1 2 <I 3 , I 2 , F 5 • 2 ) l ) 

GO TO 18 
1101 fNOFILE 2 

STOP 
ENO 
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Program: . Paired Comparison Preference Analysis (PCPA) 

This program uses the paired comparison data for each household 

in a sample, such as program PCOMP provides, and analyses the aggregate 

preference structures of groups and the total sample, derived from the 

individual data. The following major operations are performed: 

1. 	 Aggregate the individual paired comparisons of any set of households 

in the form of a paired comparison matrix showing the proportion of 

times each location type is preferred to each other. 

2. 	 Recompute the set's paired comparison matrix using an additivity 

rule to compute indirect estimates of the amount one type is 

preferred to another, in addition to the original observed 

proportion of times the one is preferred to the other. 

3. 	 Compare the preference matrices of subsets of the sample using 

statistical tests of the null hypothesis that pijl = p .. 2 for all 
l.J 

· cells in the matrix. 
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.. ,_..... ·---·----·--···- P~ OGPA M PCP.AC INPUT, OUTPUT, .PUNCH TAPE 4, TAPE 5 =INPUT, TA PE6= OUT PUT> 
. DIMENSION IBAPC30),IWINC60>,ILO~EC60J,PROXC60>,IDATC20> ,IVARRC20J, 

- 1SUML <?00> iSUMUC500l, LOCTYPL<30> iLOCTYPU<30> ,FCS),
2 t'--1S U B ( 2 7 , ? ~ > , P P 0 P C 2 7 , ? 5 ) , I B AR 1 C 3 0 > , B A R ( 5 ) , 8 AR 1 ( 5 ) , SUMS U 8 ( 3 0 > , SUM CT < 
3 -~ lJ J , l1 V S 0 M l 3 U J · 

COMMON NL<SOO>,NUC500>fSUMONEL<SOOJ,SUMONEUC500),AGMATL<500J,
1AGMATUC500) ,Z1<SOO> ,TYPTES <500) ,DIFGROC27,27> ,FOIFF<500>,
2NCOUNTC?7 1 25J,L8 1 JROW,KCnL 1 LVAR 1 CUMPROBC30) ,!Y,JZ,JMN,PROXLC500>, 

-~ ...•.. ,. 3 PR 0 X l J <5 fJ nJ , 0 P ( 4 0 J , !1 P P U N <4 , j 0 ) ., NuI S <0 0 , 3 > .~.,y.~,~_.,,,.~,,. 	 . 
PE A l NL , N tJ 1 NC 0 UN. T , N S U B , L 1., L 2 , L 1 E , L ?. E 


C IN! TI.Al J Sf THE Ut!I FORM RAND OM NUMBER GENE RA TOR. 

CALL RA NOU(7,IY,Y> 

12 FO~MAl 5]5)

C READ IN THE UPPFR VARIABLE SCOR£ LIMITS FOR LOWER GROUPS. 


c RFAdE~~ (fH~) ~6~~~ ~iktistE~~boRE LIMITS .. [QR... Uf?.PER _GROUPS... .. ,.. 
-~-'-- ~ ~~~· ~~~. R E A D <5 , ? ) ( I 8 A R 1 <J > , J = 1 , 2 5 ) 	 ,,.~·- .. -~~-~ -~- ~ .. 

2 	 FO~MAT<20I4l 

W~ITF<6,5 03) (I8AR(J) 1 J=1,25)

WRITF.Cf,503 ) <IBAR1CJ> ,J=i,25)


5 0 .3 F IJ RM A 1 t 1 H , 3 0 I 4 J. 
C READ IN THF UPPER FACTOR SCORE LIMITS FOR LOWER GROUPS. 


:c .. REA2: rn :~~~ ~ ~~m:rnt~~~~foE LIMITS. FOR UP.PE.R GROUPS. -··- . -· .... -· 

502- FOqMATC10F5.2) 

READ<5,405}I~O,CIDAT<J>,J=1,IND)
405 FORMATC40I2> 

C READ IKJ OOIPUI LISI OPllONS, ANO IRE GROOPIN!,S W!fA WHICH SOBROOllNE 
C RECOMP IS TO BE USED. 

READ 532,<0PCJ>,J=i,30> 
····-·-------- ?. 3 2 ~~±Y~I~;~b~>~ 6p cJ > ; J =11 3 o> ----···-----------..---,--·· ··-····------·--··-···---------···------·-··........---·------······- ----·-----·-···--- - · 

504 FORM~T(1X,30F3.0) ­
Rf AD S 3 2 .! ( rn PPUN (J, K> , K=1, 3 0) .r.J= 1, 4)
WR.ITF (f;,'::>04) ( <OPPUNCJ,K> ,K=1,-50) ,J=1,4)

·JZZ=JZ-1 
LVAR=O 
JT::O 
KQ=O .. ·- ........ ~~....... ___...........-....................-..--.........-.......... .:............. .,......... ~.---·-·"--" ... _......_.. _.,..__,...,.....--........... .,., .... ............,. .................................... ................................... .................:-- ......... .............,....................., ,........... 
 - -'•--·---. .. -- ----·-·--····· - J T T =0 
JN=O 

C INITIALJSE ARRAYS ANO MATRICES. 
DO g1<=1 , JZ 
' = ' 

PR.OP~K,J>=O. 
NSUBCK,J)=O. 

~ 	 NCOUNTCK,Jl=O.
00 9L=1,K 
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KL=<<K~<K-1))/2)+L · .... ·-·----~-·-···:··--- SUM l (KL >-= 0 • ...-------------·-----------------.......-····-----···--..---·-----·--- ·--····------ .. ··-·----· ........................................ ···--··----­
SUMO NE L (Kl ) =O. 
NLCKL >=O. 
SUMUCKL >=O. 
saMol't t a<Kc >- a • 

CJ NUCKL >=O. 

~8M§Shd>~o: 0 

.............................. ..... SU MC T CJ > =0 • ····-····--· ·-·----------------··-··--------..·.---------····--··--·---·--··---..·····---·-----·--·-·······-··-·····. ·····----~----·--·--···--·-······· ................ 
-
AVSUtHJ> =O. 

901 CONTINUE 
00 764 J=1,60 


. NOIS<J,Ll =O'°" 

764 CONTINUE 

······· c 5 ~~Att {2p6ti~) H~Bs~Hh[o0 ¥6cro> 'AND DATA ON ALL ITS PAIRED COMPARISONS 
C WHEPE LOCATION TYPE IWIN IS PREFERRED TO TYPE ILOSE BY A DEFINED 
C PPOPO~TTO~HPPOX). IP=THE NUMBER OF PAIRED COMPA~ISONS BY THE
C HOUSEHOLD. . 

c RE zrn I APF MCl. ZZ141h ALL I Nlf\I CHOICt.S PAIRED COMPARISONS 

C NOTE FOP 1ST TOWN CHOICE PAIRFD COMPARISON ALTER READ FORMAT TO 
C · 517 ANO ALTER ~EOUEST TO REOUEST,TAPE3 2 HY. REEL NO ZZ1416 TO READ 
C ONLY. ALSO ADO PFWTND<TAPE4) AND COPYC~<TAPE3,0,1> AND COPYCF 
C <TAPE3,TAPE4,1) TO CONTROL CARDS REFORE RUN<S>. . . 
c 

:_'1; PEAn<4,517>!D, IP, CIWIN<K>,ILOSE<K>,PROX<K>,K=1,IP>
570 TFCf0Ff4)10?,566
566 JKJ=Jf\l+ 

DO 9~0J=1,IP 
c COMPUTF 2 PAIRED GOMPAJUSON MATRICES FOR THE TOTAL SAMPLE. THE FIRST 
c INOTCATFS PPOPOPT!ONATE PREFE~ENCE USING INFORMATION ON PERCENTAGE - c EXPFNDITUPE IN LOCATinN TYPES. THE SECOND INDICATES PROPORTIONATE 
c PREFERENCE usr~·G ONLY IMFORMATION ON WHICH OF EACH PAIR OF LOCATION 
c TYPES A HOUSEHOLD PREFERS. 

L=IW!NfJ)

Ll=ll0$E (J)


31 KK=<<L~<L-1))/2)+Ll 

r, IN CALCULATTt\tG THE FI~ST PREFERENCE MATRIX FOR EACH PAIRED 

c COMPAQISON ny EACH HOUSEHOLD 1 ADO PROX TO tHE CELL WHICH INDICATES-· ... c LOCATION TYPf TWIN IS PREFEP~ED TO !LOSE. . ­

SUML (KKl=SU~L CKK)+PROXCJ) . . 
NL CKK)=NL <KKJ+t. 

c IN CALCULATINr; THE SECOND P~EFERENCE MATRIX, FOR EACH PAIRED 

c (, () Mp A~ I <: 0 fl Hy Fl\ (, H Ha a s t H() [ IJ ' AIJ 0 1 I () l A E c EL L wA I c A I N 0 I c A T Es 

c LOCATim! TYPE TWIN IS PREFERRED TO ILOSE. 

. TF <PPOX (J). GT. D.• 50) SUMONEL <KK) =SUM ON EL <KK> +1. 
CJ30 CONTINUE 

GO TO 3 
10?. PEtHND 4 

PJ<TNT 501,JN
501 FOPMftT{•Q NUMBER OF HOUSEHOLDS WITH DATA ON BEHAVIOR=•I4> 

' 45 FORM~T<tH1,• $$$$$$$!$$$$$$$$i$$$~~$l$$$$$$$$$i$$$$$$$$$$$$$$$$$$$ 
1$$~$t$$1~1.~$~1$$$$$$$i$X$$$S$~$$S$$~$i$$$$$$$$$$$$$$$$$$$$~$$$$$$$ 
2"'/1H 45X • LOCATIONAL PREFEPFNCES OF TOTAL SAMPLE .. /1H • $$$$$$$
3$$$$$$$1$~$$$$~~$$~i$$$$$$$$$$~$$i$$$$i$$$$$$$$$$$$$$$$$$$$$$$$$$$ 



c 

·""'­
0 	 199 

0 

-~-----............. -- ~ 1$ i $~$ii$ [ $ $ $ :r. $ $ $ $ ~ $ i $ $ $ $ $ u; $ $ $ $ $ $ $ $ $ $ $ i $ $ $ $ $ $ • > . ___ . ___ . __ ___ _ _

PRIMT 17,JN

17 FOR MAT<•o PPEFERENCES FOR ROW LOCATION TYPES AGAINST COLUMN LOCA 
1TION TYPFS ns PEPRfSENTEO BY PROPORTIONATE ALLnCATION OF DOLLARS•/
2•0 BETWEEN EACH PAIR OF LOCATICN TYPES•/~O 1. INDICATES TOTAL 
3 E X P EK• 0 1 I 0 P L I N RI 1 w L 0 L A I l 0 N I Y P E. "'I "' lJ 0 • I NI JI C A I E S I 0 I Al E X P E N 0 I f 
4URE IN ~OLU~ N LOCATION TYPE •t•O -9.9 INDICATES NO OATA•t•O VA 
5LUFS CALCULATED FROM ALL GROCERY EXPENDITURES BY EACH HOUSEHOLD,N=
6¥-I 3 ) 

·--·- C . CALL THF SlJBPOUTHJE MATr~ALC WHICH CALCULATES THE AVERAGE 
C PROPORTIONATE P 0 EFEPENCE AETWEEN EACH PAI~ OF LOCATION TYPES USING 
C . BOTH OF THf ABOVF SETS OF INFORMATION ANO WRITE OUT THE 2 PREFERENCE 
C MATRICF~. 

CALL MA ILA[(. (SOMl,SOMONEL,AGMA IL,NL,JZ,OP,OPPON(2 1 1>)
20? 	 IFCOPPLHl<4,1>.fO.O.>GO TO 203 

C CALL THF SUBROUTINE RfCOMP WHICH RECOMPUTES AGGREGATE PREFERENCE" 
C MATRICE S LJSING AN ADDITIVITY RULE TO COMPUTE ADDITIONAL INDIRECT 

______ ,r, ESTIMAT FS OF Tl-lE AMOUHT ONE TYPE IS PREFERRED TO ANOTHER. 
CALL RECOMP<t> 	 . 

C CALL THF SURPOlJTINE RFOROtR WHICH REARRANGES ROHS ANO COLUMNS OF A 
C P~EFER Ff\1Cf MATP I X S 0 T H A T L 0CAT I C N TYPE S ARE RAN KE 0 
C P RE Ft RU ' CF F R OM 1 0 P I fl 8 0 1 1 0 M , A N 0 L E F 1 1 0 RI G H T • 

203 CALL PEOPOEP .CAGMATL,NL,JZ,LOCTYPL,OP,OPPUNf3,1JJ 
C COMPUTE ANO COMPAPE PREFERENCE MATRICES FOR GROUPS 

........N.C OF 

601 

··-- · · ~- -- ·-- · 

VARI/\Blf SCOPES, FOR_ ALL .. VARIABLES FROM. THE JYTH no 4~K=JYY,JY 
RE~.JH!D 4 
LVAR=K 
MN=K+1 

I N 0R0 ER 0 F 

DEFINED IN TERMS 
TO .THE JYYTH. 

oa ."t n1 '"J - 1 , J z 
00 3n1L=1,J
KL=f<J•(J-1))/2)+L
SUML(KL>=O.· s u Mo NEL <KL> =n • ·----------·-··--·----------------· 
.NL <KU =n. 
SUMU«KU=O. 
SUMOf'.!EU<KL>=O. 

___........·---------------.. ·-------·-··-···..........._..................,.....~... ------· · 


- . 
Z1<KU=O. 
FOIFF<KL>=O. 
TY PT EST <KU = 1RX .................. 	. .. .. ..... J t\J G L =0 .........--------------~·----····-----------------~·-·-·--w----·--····----- ..--·····----·--····..·-- ..................-........._.........__ ,..__ .__................ 

3 0 1 J t\J G ll =0 -- - · - -_ 
!F(0P{1G>.GT.0.)f,0 TO 315 

READ LOGTCAL UNIT N0.4 • . 

c READ IN ONF HOUSEHOLD ro, DATA ON ALL ITS PAIRED COMPARISONS, ANO 
c ITS SCORES ON 25 VARIA9L~S<IVARR,F>. IP=THE NUMBER OF PAIRED 
c COMPARI ~ ONS BY TH~ HOUSFHOLD. . 

100 READ<4,515)!0,JO,IP, <IVARR<L> ,L=1,20>, CF{J) ,J=1,5>, <IWIN<N> ,!LOSE<
1 M > , PP 0 X<t\!) , " ' = 1 , IP> 

515 	FOPM~T<I3 1 I 2,10I2,I4,6!2,I4,3I2,5F6.3,6<2I2,F5.2>1<15C2I2,F5.2))) 

C 
JF(f0F,4)41~, 3 11J 

ASS !GN I Ht HOU$F RflLIJ I 0 A RANDOM GROUP. 

C 

~1~ JFCOP(16l.LT.0.>31~,~14
313 CALL RANOUCIY,IY,U>

IF € U.LT •• 5>400,181
ASSIGN THE HOUSEHOLD TO ONE OF TWO GROUPS IF ITS ~TH VARIABLE SCORE 



0 

200 

0 

. . .....g__ ~ ~~e~ ~ ~ K> 0 C? F ( K Z >> LIES_ WI TH. IN_ THE .L IM I TS 0 EF: IN ED F 0R 0 NE 0 F THE __ 

314 TFCK.LE.20)40~,311 

404 JFCIVAPP{K).Lf.IBAPCK))8 18 


18 IF<IVARDCK>.GT.IBAP1CK>>l81,100
8 IF(lVAPP(KJ.Gf.1)400,401

401 00 4Q2J=1,IND
IF<TVARR{K,.LT.1.AND.K.EQ.IDAT(J))400,402

402 CONTINUE · -- ----- ..-· . G 0 T 0 1. 0 0 . . . -··· _... ---- . ----·--··------·----------· .............. ·----.---·····-·-·· ............._.........,, .....·-·-··-··- ··----···- ·---·---·-·--·-· ·····--··-·· ............~--- -... ···--- ..
·-- --

311 KZ=K-20 
IF<F<1>.ro.o •• AND.FC?>.EO.O •• AND.F(3).EQ.O •• ANO.F<4>.EQ.O •• AND.F<5 

u .En.o.> 100,:7:1? 
3 1 2 I l- C F ( I< l > • l t • 8 A l~ t K Z J J 4 0 0 , 1 8 2 

182 IF<FCKZ>.GT.BAR1<K?l>181,100 


c READ TAPr NO.AAO?og WITH HYPOTHETICAL BEHAVIOR 
c READ IN ONE HOUSEHOLD ·rn AMO HYPOTHETICAL DATA ALL ITS PAIRED 

------ c-- COMPADISONS RASFD ON A PANOOMLY ASSIGNED PREFERENCE RULE, DETERMINED 
C IN PRnGq~M HY~REH. THF HOUSEHOLDtS LOCATION AND THE NUMBER OF TOWNS ­
C PATPO~I~EO ARF THE SAME AS FOR THE EMPIRICAL DATA. 

315 TF{OPC16>.GT.1.>316~317
31 6 P. E A 0 ( 4 , 5 1 8 } k . Z , l P , <I I N .<L> , I L 0 S E <U , P R 0 x ( [) , L=1 , I P J 
518 FORMATC1x,11,2x,r3,c1x,12<I3,I2,F5.2>>> 

c Assl~~E~~~ 4 ~~B~t~gzo TO ONE OF TWO GROUPS ACCORDING TO WHICH OF 2 . 0R 
..... ·-·r, ··· MORE 00 rFEPENCf 0 ULES ITS BEHAVIOR CONFORMS TC. . 


407 IF<K?.GT.2)~16,406

C RFAO TN ONE H8USFHOLO ID,AND SEPARATE SETS OF PAIRED COMPARISON 
C DATA BASEQ ON ITS tST CHOICE TOWN, ANO ITS 2NO CHOICE TOWN, IF MORE . 
C IHAN ONf 10WN ~AS CHO~,EN.

317 REA0<5,S16>IO,KZ,IP,<IWIN<N>,ILOSE<N>,PROX(N),N=1,IP>

516 FOPMnTCJ~12r2,1x,<a<2r2,F5.2)))


IF{J0.Gf .Y00)4n3 4n~

4 0 8 . IF ( K 7 • GT • ?> :H 7 , 4 06 - . .. . ·-- .. ·- ... .. . . . ... 

C ASSIGN ~OUSEHOLOtS 0 AIRfD COMPARISONS BASED ON ITS 1ST CHOICE TOWN 
C TO ONt GROUPf A~'D ITS PAIRED COMPARISONS BASED ON ITS 2ND CHOICE TOWN 
C <IF ANY) TC HF OTHER GROUP. 

406 IF tK?.EU.1J400 1 181 
400 JNGL=JMGL+1 

C CALCULATf. PPEFEP.ENCE MATRICES FOR BOTH GROUPS IN THE SAME MANNER AS 
c IS DESCRinEn ABOVE FOP THE TOTAL SAMPLE.n0 9 1 0 J =1 , I P - .. - ..... . . ·- ·-· ................ --·-· - .. -- ..... ­

L=IWIN<J> 
Ll=ILOSE"CJ)

11 KQ=<<L•<L-1))/2)+Ll
SUMLCKtJ J-SOfJ![(KQ >+PROX(J)

NLCKQ >=NL<KO )+1.

IF<PROX<J>.GT.O.SO>SUMONEL<KQ >=SUMONEL<KQ )+1.

910 CONTINUE 
TF <0 Pf 1E» • GT. 0. > ~15, 100 

181 J"-IGU=JMGU+ 1 
ong1gJ=1,1P
L=TW!N{JJ

= \,I • 

22 KT=tCL•<L-t}l/2)+Ll
SUMUCKT >=SUMU<KT )+PROX(J)
NUCKT >=NU<KT l+t. 
IFCPPOX<J>.GT.0.50)SUMONEU<KT >=SUMONEU<KT >+1. 

http:IF{J0.Gf


0 

201 

0 

271H ,•[()LArroNAL PPEFERENCtS OF HOOSEHOLIJS WI IA VALUE OF SOCIOECON 
30MIC VARIABLF•I3•LESS THAN OR .EQUAL TO•I3•, N=•I3/
4 1H ,•1.$tX$$$$$$$$$$£~$$~$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 
5~$~$$$$$i$$1$1$i$$$$i$$$$$$$$i$$~$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 

---------·-· 6 ~ $ $ $ $•) 
CnLL MATCALCCSUML,~UMONEL,AGMATL,NL,JZ,OP,OPPUN(2,MN>>
PRINT 47 K I8AR(K) JNGU 

47 FO~HAT<1.Hr:~i1~i~$~$$$$$~$S$$$$$$$i$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 

2 0 4 	 C~. l l Pf oQ 0 E R ( J'. C., M A T L , M L , J Z , l oC T Y PL , oP , oPP 0N<3 , MN ) > 

CALL REO~GER(AGMATU,NU, _JZ,LOCTYPU,OP,OPPUN(3,MN>)

PRINT Li.8, <LOCTYPL CJ>, J=1,JZ> 


-·--··--------·N- 4 -8 ~ ci ~ ~xT ti 8a;~~ I~ fu ( J, ,J =1 , J 2 , __ .. ------..---·-- ----- --·- --- --- - - ... -----·-- ------------ -·-----~--· _____________ -----·- _ 

C 	 SUBTRACT THE P~EFE~E~CE MATRICES OF THE 2 GROUPS. 
00 71J=1,JZ 	 . 
00 71JA=1 J 
1=<€J•tJ-1>172J+JA 
DIFGPO(J,JA>=~f,MATL<I>-AGMATUCI>
JFCAGMATU<Il.EQ.-9.9.0R.AGMATL<I>.EQ.-9.9lDIFGRO<J,JA>=-9.9 

..........._..________] 1 CONT INUF
IF<OPC1> .NE.1.>GO TO · 74 ------ ·---------- -- --------- - -·----------·-----· - --- .. - ---------- _______ ,,____ ­
PRINT 72,K ­

72 FORMAT<•O OJFFERENCES BETWEEN PREFERENCES OF UPPER AND LOWER GRO 
iUPS AS D~FH'F.0 IN TERMS OF S E VARIABLE•I3/•0 <UPPER GROUPS PREF 
2ERENCE -LOWER GROUPS PREFERENCEJ+/•u -9.9 SIGNIFIES NO OAIA+)

PRINT 13 
DO 73L=1,JZ 

c· b5N ~fB~~C~ 2l ~ vJ 2I ~g~o~~A¥~§T1~AC'~ ~STS IS ALP HA=. O5. ----··---·--... ----------·--·-·-----·---------------­
-74 ALPHA=0.05 

IFCOPC2>.NF.1.>GO TO 75 
IFCK.GT.~)GO TO 75 
PRINT 360,ACPPA

360 	 FORMAT(•1 CHI2 STATISTICS AND FISHER EXACT PROBABILITY ·(T
10CHEP S MOO!FICATinN) ~TATISTICS FOR TEST OF HYPOTHESIS•/•O THAT P 
2 HATCAiR> OF LOWER GROUP IS SIGNIFICANTLY DIFFERENT FROM P HAT<A,B 

.. - · -- .. 3 l 0 F UPP ( R GI:? 0 U P , A L P H A =•F 5 • 2 ) 

PRINT 361 


361 FO~MATl•O 1 -2 3 4 
1 s 6 7 8 9 10 

75 no 420 JH=t,JZ
C CHECK WHETHFR THE PCIJ> CELLS IN BOTH MATRICES CAN BE COMPARED 
C STATISTICALLY. FXCLUD~ F~OM COMPARISON THOSE WHERE NO INFORMATION 
G IS AVAILABLE FOR EITH~R GROUP, OR WHERE LOCATION TYPES 12 1 16,19 OR 20 

http:ALPHA=0.05


0 

0 

C A~E REJNG COMPARED EIT~ER TO _ AN~ OTHER LOCATION TYPE OR TO . ONE-· . . c · . A N 0 TH ER • 
JFCJH.F0.12.0P.JH.EQ.16.0R.JH.EQ.19.0R.JH.EQ.20>GO TO 420 

~~cJ~~EX.~JBI~~ ro 424 
1F t J 0. EU. 1 C:. CJP. JD. t Q. 16. OR. JO. EQ .1 g. 0 R. JD. t Q. 2 0 >G 0 I 0 4 2 4 
LB=.C<JH•(JH-1)J/2)+JD
JROW=JH 
KCOL=JD 

------ --·--·-·- - ·rF ( AGM ATL CL 8). EO. ;..g-;·q ~OR. AGMATU ( UD ~ EQ~ -9. 9) 441, 423 --- ...... -···---·····-·-------- -----­
441 Z1<LR>=-9.9 

FDIFF{LR)=-9.q
NSUA<JROW,LVAPl=NSU9CJROW,LVAP1+1.
NSOB<RCOL,LUAP>=NSOB<KCOL,LVAR>+1.
GO TO 424 

c TrsT WHFTHfP THE 2 PCIJ) VALUES ANO THEIR ASSOCIATED SAMPLE SIZES 
C MEET THF RfOUIPEMENTS OF THE CHI SQUARED TEST. IF NOT USE THE ------ ·c FISHE~ FXACT PPORA8ILITY TEST. -- . ­

423 JFCCNLCLB>+NUCLB>>.GE.40.)425,426
425 CALL CHITEST 

GO Tr 424 
4 2 6 IF € 0'L <L U > +N0 ( l 8 > ) • GE • 2 0 • >4 2 I , 4 2 8 
427 Wi=SU~ONEL<LB)

L1=NL<LB>-SUMONELCLB) 
W2=SUMO~ EU {LBl

-·-· ... -~---··-- -·- . ·12= NU ( L n ) - SUM 0 NEU ( l 8 l 
W1E=<<W1+W?l•~L(L8))/(NLCLB>+NUCL9))
W2E=<<W1+W2J¥NU(L8))/(NLCLB>+NUfLB>> . 
L1E=C(L1+L2J~NLIL8))/CNL(L8)+NU<LB>>
l2E= < tl1+L2> ""t10 <LBJ> I <NL <LB> +NU <LB> J 
IFCW1E.G~.5 •• AND.W2E.GE.5 •• AND.L1E.GE.5 •• AND.L2E.GE.5.>GO TO ~25 

428 CALL FEPTEST 
424 CONTH1UE 
420 CONTINUE 

c· PQINT T~E RESULTS OF EACH STATISTICAL TEST BETWEEN THE 2 PREFERENCE 
C MATRICES.

TF<OP{2).NE.1.>GO TO 76 
I F ( K • G I • ~~ >!_, 0 I 0 I 6 
00 444L=1,J? 
LA=f<L~<L-1))/2)+1
J=LIF <L • GT • 1 0 > J= 1 0 .,.......- ... ----·--···-·--····-------------------------·---------------·--·..-"' ..............--..-·-··---·--· ·- ·---· ...... ·-----··---------- ..... -- ------ ... ...... -----­
L 8 =( ( L~€L-1))/2)+J 


PRINT 431,LfCTYPTE~TCLUJ,ZiCLU>,LU=LA,LB> 

431 FORM~TC1HO, ~,10CR6,F6.2)) 


-

12 13 
18 19 20 

aa 3 t zt L - 1 1 , J z 
LA=<<L~<L-1))/2)+11
J=L 
IF<L.GT.20lJ=20 
l8=CCL•CL-1))/2)+J ­

14 
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-·····--···-··· .	~~1~t j ~ ~:1b{~~ ~6 ~c! ~ ~~!L~~Ii~~~ Lu= LA' _LB) ---------·-··-···---- ·-··· ·----·--------- ·-· .. -----------· 
PRINT 362,CFOIFF<LU>,LU=LA,LB>

364 	CONTINUF 
PRINT 365 

365 FO~MA1C 4 0 	 21 22 23 24 
1 ~5 26 


00 3f.6L=21,JZ 

LA=<<L~ ( l-1))/2)+21

................ L ~= ( CL•~ L-1 »') I 2 >+L 

PRINT 4~1,L,<TYPTEST<LU>,Z1<LU>,LU=LA,L8)
PRINT ~6?, (['JFGROCL 1 LR> ,LR=21,U 
P~HH "?!62, (FOIFF CLUJ, LU=LA,LB> 


366 CO~J t INOE 

76 J~O~~=JZ' 


IFCOPC2?l.NF.1.>GO TO 43 
CALL OIRTEST 

... -- ----· 4 3 	. CON TI NUE 
IF COP<3 >.NE.1.>STOP 
PRINT EB? 

887 	 FORMl\T(1H1>
C PPHI 1 FC'P EA CR PA IR OF COMPARED PPEF ERE NCE AA TRICES , THE NUMBER OF 
C TTMFS FAC~ LOCATION TYPE WAS SIGNIFICANTLY DIFFERENTLY PREFERRED BY 
C THE 2 GPOUPS. 

PR I N T l' 8 8 , C CN C0 UM T ( J , K ) , K=1 , 2 5 > , J =1. ' ·J Zl ____ ····--········-----····--·-····---·---·----·--······ -··-·-· .... _____ _ .. . -~~ ~- 8 8 8 	 F 0 RM AT ( 1 H , 5 X , 2 SF 4. 0 ) 

00 896 K=1,25

DO 8q? J=i J7 

SUMS l 1R ( ¥> =$UM 5 U 8 ( K) +NS U 8 ( J, K) 

SOMCI tl<'.J-SO MCI (K)+tJCOUNI (J,K)


897 	CONTH!UE 
SUMCT{2o)=SUMCTC2o)+SUMCT<K>
SUMSUR<2E->=SUMSU8(?6>+SUMSUB<K>
AV SU~ CK) = { SUt-1 CT {K) I 2. ) I (. 2 5 3. - CSU MSU B ( K) I 2. ) ) ---·-·--·-------- ·--------·---·-··· ............... 

896 CONTTNUE 
PRINT 8~8,CSUMCT(K),K=i,26) 
PRPH 889 

BB 9 FORMll I (1 ADJ 
895 PRINT RP~,{(NSUB(J,K>,K=1,25>,J=1,JZ>

PRINT 888,CSUMSUB<K>,K=!,26>
PRINT 889 -· - ····-- --·. 	 .. 0 0 8 g Q J =1, .J z . . . . .... ···-· --·--··--··------·-·····--·.-·-·--···--·--····· ----···-·····------·--·----·····-··---------------··· ·-··-··--···--··-·---···-- ·- -~---~··--·· --· ··-· 

DO 891 	 K=i,25 
JFCNCOUNT(J,K>.EO.~ •• OR.NSUBCJ,K>.EQ.26.)891,893

893 	PR'JP<J,l<')=f\JtOUNTCJ,K)/(22.-NSUBCJ,K>> 
891 	 coq11NOE

PRINT R9~,(PROP(J,L>,L=1,25)
894 	FO~MAT<1H ,25F5.?)
890 	 CONTINUF · 


PRINT 894,CAVSU~CKl,K=i,25)

SS=O. 

00 898 	 K=1,?5 
~S=S<:+flVSUMCK) 

89R 	 COl\Jllf\!OE 
AVAV=SS/2? • 


. P~TMT 8<J9,nVAV

899 FORMAT<1HO!Fn.3)


G PRJ~T HISTOGRA~S OF CHI SQUARED AND FISHER EXACT PROBABILITY VALUES 

http:JFCNCOUNT(J,K>.EO


~04 

c CALCULATED IN All TESTS.D 0 7 fl 7 L =1 , 3 - - ·---·-·--·-----·---·--------·-·····------------------·..··· -----·-···-·-···-··--···----··· ··--·-···--·------···-- ··- -­
00 7f.7 J=1,59
NOISC6P,L>=NOISC60,L>+NDIS<J,L)

767 CONTtNUF 
=. '·~ 

W~ITF<6, 766) CNOIS<J,U ,J=1,60)
766 FOPMAT<1H0,30!4)
76'5 CONTHlUE 

-·~ - ,., ~·~·~··. 4 F 0 R M A T ( I ) , 2 X , I 2 , 7 4 X , 6 ( 2 I 2 , F 5 ~ 2 ) ·1 <1 5 <2 I 2 , F 5 • 2 > > ) . . .. ,. .. .. ,.,..., -., . . . .. , . ¥ 

514 FO~MATCr~,2x,r2,gr2,r4,6I2,I4,3I2,5F6.3,6(2I2,F5.2)/(15{2I2,F5.2)) 
1) 

517 FORMAT{I~,?X,I2,74X, 6C2I2,F5.2)/(15C2!2,FS.2>>>
13 Fa RM A I (;: 0 1 z· 3 4 5 6 7 8 g 10 11 12 13. 

1 14 15 16 17 18 19 20 21 22 23 24 25 26 27•)
42 FO~Mnrc~ ~12,2X7?7F4.1) .

. t ~ f ~g ~ ~g~ ~ i ~ O: f~ :~ X; ~ ~ F 4 ~ 1 , 2 X , F 6. 3, F4. 0 >-----------·----.- ---------·----------------· - ---·-------- . ., ·-- - .... ­
19? FORMAT<• ~r2,?X,27F4.0> 
232 FORMATC1H ,r2,2x,27F4.0,4X,F4.0)

C3211 STOP 
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s u A R ru TTM F MAT cAL c ( s u M' s u M0NE . AGM AT ' N ' J t ., 0p , 0pp ) -· ... -- .... ­
DIMENSION SUM<SOO),SUMONEC500~,N<500>,GROMAT<500>,AGMAT<500>

10Pf40) . ' 
PEAL N= • 
DENN1=0. 
JF(OPC4>.NE.1.>GO TO 1 
P~IMT 44 

-------··. -- ··44 FORMJ\ T <~ 0 PPEFERF.NCES FOR ROW LOCATION TYPES AGAINST COLUMN L OCA 
1TION TYPES•/~C -g.q SIGNIFIES NO DATA•)

PR1NT 13 
1 00 4SLA=1 ...17 

J 1- t <LA• <ln-u >121 +1 

170 GROMAI lKS)--o.g
AGHAT CKS>=-9.9 
GO TO 4o 

171 GRO~~T <KS>=SUM <KS )/N <KS )
AGMAT CKS>=~U~ONE (KS )/N CKS .> 

C CALCULATE T HE DF NnM TNA OR ANO NUMERATOR OF KENDALLtS COEFFICIENT 
C OF AGRfEMENT. THIS COEFFICIENT INDICATES THE PERCENTAGE OF AGREEMENT 
C BETWEEN A GQOUP nF HOUSEHOLDSt PAIRED COMPARISONS. 

IF<N <KS >.EO.f.}(,Q ID 46 
IF<SlJMONF CK~ >.EO.D.>172,173

172 GAMMA =GAMMA +<CN CKS >•<N <KS >-1.))/2.>
GO TO 174 

173 . IFCSUMm1 F CKS >.E0.1. •• AND.N CKS >.EQ.2.)174,175
175 GA~~A =GAM~~ +<<SUMONE CKS >•<SUMONE <KS )-1.>>12.>

1+<<<N (KS l-SUMONf CKS >>•<N <KS l-SUMONE <KS l-1.))/2.>
174 DENO~ =DFNOM +(CN <KS >•<N <KS >-1.>>12.> 

46 CO~ ! I J NOE 
IF{0P(4}.NE.1.)G0 TO 45 

C WRITE 0 UT T HF. PRE FERENCE MA TR IX 8 A SE D 0 N p·R0 P 0 RT I 0 NATE 0 0 L L AR 
C EXPENDTTUPE INFOPMATTON. 

--~·· '" PRHH 42,LA, CGROMAT (J) ·;,J=JT,KS> 
· 45 COtHINUE 

IF~OP<S>.ME.1.>GO TO 2 
PRINT Sc 

. . 
1LUMN LOCATION TYPES•/•O -9.9 SIGNIFIES NO DATA•)

PR I NT l ::.2 
DO 53LM=1,JZ 

. JTT=C(Lf1J.< {U1-1))/2)+1 
KQ=C<LM~<LM-1)l/2)+LM
TF<OP ( 1A J.Nf.1.>GO TO S3 

C · W~ITE Ol'T THE PPFFEPEMCE MATRIX BASED ON WHICH OF ANY PAIR OF 
.. : .. ~ •PUNCH 180,CAG~AT<JO),JO=JTT,KQ)


1RO FOr P. ~TC16FS.?)

5 3 P ~ I NT 4 2 , L M , C f1 G M A T <J 0 ) , ·J 0 =J T T , K Q ) 


2 IFCOP<~>.NE.1.)GQ TO 3 
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0 

P~INT 190---··-·------·--·---·· ....... 	PR I N T 1 3 . 

no 193JG=1,J7

KF=<<JG•CJG-1))/2)+1
KH=<CJG•<JG-1l)/2)+JG · 
J.F (QPnYJ .. Kit .1.) GO I 0 193 

c WRITE OUT n MATRIX JNnICATING THE SAMPLE SIZE ASSOCIATED WITH EACH 
C PREFE~fNCE PROPOPTION. 

___ . ·-------	 ~g ~ ~ ~T t~ B~ ~ ~ ~ ~U > , KU= K F '· K H) . . ···--·-··------·····--····--------···--------·-··-··-·---------·-···--··---·----··-···- ··--·····--·--·-·---.----· _........ ___ _
1 81 
193 P~TNT 192,JG,C N <KU >,KU=KF,KH>

3 IF<OPC15>.E0.1.l62,63
62 !F(QDP.F0.1.)64,63
64 00 60LM=1,JZ

00 61LU=1,LM 

l A = ( <U1 ~ <L M - 1 > ) I 2 >+L U 

SUM<LA>=ABS<A~MAT(LA>-0.5)

------- ... -------- I F t A G M A T <l A > • E(') • - g • g > S U M <L A >=- 0 ~ 0 1 ·--·----- ---------···· .. ·------ --- -------·----------------··---------·-- .. -;-- ··--··· .. ­
61 CONTINUE 

LR=<<LM•CLM-1>>1?.}+1 
LC=C<LM~<LM-1))/2)+LM 
PUN C 8 180 , <SOM <L 0 > , L 0 =LB, LC J 

60 CONTINUE 
63 CAGPFE=<<2.•GAMMAl/DF.NOM>-1. 

__.... ~ . f: RI ~~ I ~ ~E5 ~ ~g~ ~ -~· ~ ~ C 0 E F F I C I ~ NT 0 J: ... A G REEM ENT • ..... -------· ----·--··· ··----·-····-------·--·· . ·-------· ·- ... 
SS FORMATc~n COEFFICIENT OF AGREEMENT EQUALS •FS.2)

PRINT ?n1 . 
20t FOPMfiT C•n O.O TNOICATES M~XIMU~ POSSIBLE DISAGREEMENT BETWEEN PR 

1EFf?.RENCFS OF RtJOSEHOLDS*/""0 1.0 lNDICAIES tOlAL AGREEMENl BETWEE 
2N PREFEPENCf S OF HOUSEHOLDS~> 

13 FORMAT(~Q 1 2 3 4 5 6 7 8 9 10 11 12 13 
1 14 15 15 17 1R 19 20 21 22 23 24 25 26 27•)

.- ..... .. - -- 4 2 F 0 R t-1 A T ~ • • I 2 , 2 X , 2 7 F 4 • 1 ) 
19D FORMAT<•O NUMBER OF TIMES EACH LOCATION TYPE IS COMPARED TO EACH 

1 OTHFR LOCATION TYPE•> · 
192 FOPMAT~• •I? 7 ?X,27F4.0)

RE 1OPf\I 
END 
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--·- ·--·----·---·--· sun ROUT I NE Pf ORDER ( AGM AT' N' JZ' L OCT YPL OP' 0 pp) . . . --· ---· . -··---·· - ·- -· 
DIME ~'SI ON AG f.-1 AT ( 5 0 0) , N ( 5 0 0 > , TEMP L t 2 7 , 2. 7) , P 0 PM L C2 7, 2 7) , L OCT Y PL ( 3 0 > , 

1SUMROWL<3D>,ROWSCOL(30),NROWL<30>,SUM(30),0!SSIM<30) 7 0P<40)
REAL N,NROWL 

00 	 1.l =1 , JZ 
no 1J=1,L
Ll=C<L•<L-1)l/2)+J-·-·---·--······--··- TE: MPL <L , J) =AG MAT ( L l) --·--··-·---·----------·-·----~------····--· ·-··--·-···----·---·--·--··--··--·-~..-···---···-·c.········--·-- ·····-·-·······--···--··--···---­

POP NL CL, J l =N<LL> 
P 0 PN l ( J , l ) =f\1 ( l L > 
TfMPLCJ L1=1.-AGMATCLL> 

J F ( A (.. M A f t L l J • f Q • - Y • Y J I E M PL ( J , L J - - 9. 9 


1 CONTINUE 
DO 	 2S8KK<J=1 7 JZ 

... 2?.8 LOCTYPL <KKQ) =KKQ 
no 	 2sg JT=1,JZZ
JG=JT+1 

00 2~gJU-=JG,JZ 

HW=O. 


= • 

WW1=0. 
WN1=0. 

C ALGORITHM FOR REARRANGING THE ROWS ANO COLUMNS OF A PREFERENCE MATRIX 
. 	 DO 2f1JIG=1,JZ 

TFCTFMPL(JT,J.IG>.En.-9.g.oR.TEMPL<JU,JIG>.E0.-9.9.0R.POPNL<JT,JIG)
1.ro.o •• OP.POPNL(JU,JIG>.E0.0.>2&1,260

260 WW=WW+TfHPL(JT,JIG>
ww1-m:1+1. 
WN=WN+TEMPL(JU,JIG>
WN1=WN1+1. 

261 CONTTNUf . ····-· ... IF <WW. f 0. 0•• 0 R. WW 1. EQ ... 0. >601 76 0 2 - --·- - ··--·-----·-··----------------··-··-···-- -···- -· .............................. ­
601 AVJT=O. 

,GO 	 TO 60 3 
602 AVJT=WW/WW1

6 0 ._1. I F <wKl • E 0 • 0 •• 0 R • wfl 1. E0 • 0 • J 6 0 4 , 6 0 5 

604 AVJU=O. 

GO TO c06 
605 AVJU=W~l/~N1<... 6 0 6 J F ( A VJ T • L T • A VJU} 2 6 2 , 2 5 g .. ..... --···--·------------------------·· ·---------------···- ·-------- ---···---------- .--·-····-·--·· .-----­
262 TEMP01=LOCTYPLCJT) . 

LOCTYPL(JT>=LOCTYPLCJU>
LOCTVPL(JU>=TEMP01
Ou 263JS=1,JZ
TTEMPL =TF~PL(JT,JS)
TPOPNL =POPNL<JT,JS>
TEMPLCJT,JS>=TFMPL(JU,JS> 
POPNL{JT,JS>=PO~NLCJU,JS>
TEMPLCJU,JS)=TTEMPL
POPNL{JU,JS)=TPOPNL

263 CONTINUE 
DO ?64JV-1,JZ
TTEMPL =TF~PL(JV,JT) 
·TPOPNL =POPNL (JV, JT> 
TEMPL(JV,JTl=TFMPLCJV,JUl
PQPNL(JV,JT>=POPNL(JV,JU) 
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TEMPL ( JV , JU > =T TEMPl ··-··-··· ·--···-·--··-·-----··-···-······-----··-··-···---··--········-·····----···----·--------·······-· .. .·-··-··-······ ______ "' ................
POPNL(JV,JU>=TPOPNL
264 CONTINUE 
259 CONTINUE 

TF{OPOU.NF.1.>GO TO 11 
C wRilt 	 OUT IPE REARRANGED PREFERENCE MAIR!X.

PRINT 2&t;
26S FORMAT<•o PREFERENCES FOR ROW AGAINST COLUMN LOCATION TYPES WITH 

1 HOST TO LEAST PPEFERRED LOCATIOM TYPES ORDERED FROM_ TOP TO BOTTOM 
.---··--······-·. 2 .. I • 0 AN0 l E FT T0 RI GHT ._ ) 

F'Q.I NT U . g , <L 0 CTY PL CJ > , J =1 , J Z> 
DO 266 JA=1,'-'Z

266 PRINT 121,LOCTYPL<JA>,CTEMPL<JA,JC>,JC=1,JZ>
11 IF t (IP tl 2) •NF • 1.) (,Q I 0 .131 


C WRI Tf 0UT TH f REARR ANGE 0 DI SS IM I LAR IT Y ·MAT RIX • 

PRINT 1D6 

106 FORMAT<~O PROXIMITY MATRIX WITH MOST TO LEAST PREFERRED LOCATION 
--···· · --· 1 TYPFS OPOEPfO FROM TOP TO BOTTOM AND LEFT TO RIGHT•> 

P~INT 107 
107 FOPMAT<•O -o.ot INDICATES MISSING DATA•) 


131 ~~~~ici~f!~~?~!!~b~1b~t~tf~~k.I.>GO 10 12 

00 100 JA=1,JZ 
00 110JP=1,JA . 

2--- ·--··-·..··. 1 0 1 . Bi ~! ~ ~ ~J~ )1~! ~ ~ ~ i EQ • - g • g ) 1O1 ' 1 ~ .. ·.... --~···- ·-··:----···----------······--···· -----··-~ ..... --~- ·- ···-------·---·- -······ . ........ 
GO TO 110 . 

102 OISSIM<JA)=ABSCTEMPL(JA,JB>-.5>
110 CONTTNUE 

1F H1P U2 11 • NE • 1 • ) b 0 f !J 13 2 
IF(OPP.NF.1.>GO TO 132 . 
PUNCH 105,L0CTYPL(JA> 1 <DISSIMCJC>,JC=1,JA)

105 FORMAT<I2,~X,C15F5.2)J 	 . - ··--- - 13 2 	 I F { 0 P ( 1 2} • NF • 1 • ) G0 T 0 1 0 0 .. ······- -·- ...•····-- ... ···-- ··---- ·- ...... ----·-· .......... .. ...... ...... ­
PRINT 104,LDCTYPLCJAl,<OISSIM<JC>,JC=1,JA>

104 FOPMATC1H ,I2,?.X,27F4.1> 
10fJ CONTINUE 
12 DO 2h7JA=1,JZ

267 SUMCJA>=O. 
SUMSC=O. 
TRANS=O. 

·· '----· c T~ANSFORM THE PREFERENCE . MATRIX TO A <1,0) MA TR.IX ACCORDING TO THE 
· C FOLLOWJMG RULE S . IF P IS GREATER THAN .5, IT BECOMES 1 AND IF LESS 

C THA~1 .s IT RECOMES O. IF P=.5, IT BECOMES 1 ABOVE THE MATRIX 
C DIAGONAL AND 0 BELOW IT. ALL VALUES ON THE DIAGONAL . ARE SET EQUAL TO 

• 
00 2€18 JA=l,JZ 

oo ? f BJ"'= 1 , J z 

IF<J~.EO.JW)269,270

269 TEMPL(JA,JWJ =O. · 
GO TO 258 

270 I F CT FMPL <J A1 J \4 > • l": Q. - 9 • g • 0 R• TEMPl <J A, J W) • EQ •• 5 0>2 71 , 2 7 2 
271 IFCJ~.GT.J~ ; 273,274 
273 1E~P[(JA,Jw > =U. 

GO TO 268 
274 TEMPL<JA 1 JWl=1. 

GO TC' 27?
IF<TFMPL<JA,JW>.GT.0.50>2?6,277 . ___.................... . ... ·-· -- -·
272 
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2 7 7 	 l,~ H~B (~ ~8JW) =(l. ·-·· ----- -·----··--·------·---·---------------------------·--·----· ·- ---· - --- ·-· .... ··-····· -----······-- ­

276 TEMPLCJA,JW>=1.

275 SUM<JA>=~UMCJAl+TEMPL(JA,JW>

268 CONTINUE 


r, REAPRAK!C,f. IRE (1,C> MAIRIX 10 OBlAIN AS CLOSE A Fii 10 PERFECI 
C TRIANGULARITY AS POSSIBLE • 

. DO 5fJJ=1,JZZ
.JG=J+1................................~..,............ ;· .. D 0 5 0JC= JG JJ Z . 	 ...,...,..........................._ ...........__....._.............-.......--...-... -- .................... ,, ................
~...........-_..,_.,, __.. ........ __.._____... ..._._ ......... .. ..................,._..,. ..............................._ ...........:....-- ...-.....____ 


IF<SUH(JC>.GT.SUM(J))51,50
51 TEMP01=L0CTYPL(J)

TEMP02=SUMCJ> 
lOt. I YP( ( J>-LOC 1 VPL CJC) 

~Ut-.1 {J) =SU!-1 (JC>

LOCTYPL(JC>=TEMP01

SUM<JC>=TEMP02 

.... -~-- •.• h-- ..... ·" .. .... 0 0 5 2 J s= 1 ' J z 
TTEMPL=TEMPLCJ,JS) 
TE~PL(J,JS}:TfMDL(JC,JS> 

c 

TEMPL(JC,JS>=TTFMPL 

00 278Jl1=1,JZ
278 	~UMSO=SU MSQ+<SUMCJA>••2.> 


.T~ANS= « JZ/12.>•CJZ-t>•cc2•JZ>-1>-<SUMSQ/2.>

AMAXJNT=<JZ•CCJZ••2>-1))/24 • 

... -··--~--·-· ·" CTRANS=TPANS/AMAXIf\!T 

JF(OP(13>.NF.1.JGO TO 13 

P~INT 27g · 

279 	 FORMAT<•O TPANSITIVITY MATRIX•> 
· PRINI 119,tLOCIYPL(J),J-1,JZJ
00 2BOJTR=1,JZ . 

280 PRINT?32 1 LOCTYPLCJTR> ,CTEMPL<JTR,JURl,JUR=1,JZ>,SUM(JTR>
13 P~TNT 281,CT?ANS

281 	 FO~MAT<•O COEFFICIENT OF TRANSITIVITY IS•F6.3) · ­
119 	FOPMATC1H0,4X,27I4>
121 	FOPMAT<1H ,r2,2x,27F4.1)
232 	 FOPMAT(iH ,I2,2X,27F4.0,4X,F4.0l 

http:I2,2X,27F4.0,4X,F4.0l


. 

,OPPUNC4, . 
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3pnoxu<s~n ,nP(40 	 O>, .N IS<60,3)
REAL NL1 NU,NCOUNT
PRINT 4rPRINT 4 6 6 . ·-·--··· ----- --··. -· -- ··-------·-·---- ··- ..... - - --· --·-------· ·· .... . -------------· - . ­

466 FORMAT C•O CALCULATED USING DIRECT ANO/OR INDIRECT ESTIMATES OF T . 
1Hf PPOPORTION-V)

PRINT 20fJ 
'- . - ' DO 30J=1,L

LL=<CL•CL-1))/?)+J
A<L J>=SUMO NEL<LL>
A C J : L >:: f\I L <L l > - SUM 0 N E l <L L >·---·-------~-··---·--------- ----·---------- -··-- -·-- -·---~----·-· ----·-----·----·--- --·----· --·- ·­
8 { l , J ) =~1 l C l L ) 

RCJ,U=Nl(Ll)

IFCL\/AR. EQ. D)GO TO ~O 
C<L,J>-SUf10NELl<LL>
C LJ, U =f\I U(LL> -SUMONEU CLL> 
OCL,J> =NLH'. LL> 

---------- · 3 0 	 g~Kif i ~I U~U ( L l ) ....... -··-------·---··------------------------ -·-------------···-···~--------------·--···--··----- - -----··-------··-----···--·----·-········--------
00 1 LL=1,50C 

SUMO~!El <LU =O. 

SU M 0 ME lJ< l l ) =0 • 


- . 
1 NU <L U =fl • 

c TO rsTIMATE P(LJ) USING AN AOITIVITY RULE ON PCLI> ANO P<IJ>. 
C T~ST 	 IF INFO~HATION . ON PCLI> AND PCIJ> . EXISTS FO.R THE TOTAL SAMPLE 

-- .. C 0 R 	 A GR 0 UP • 
00 6DL ·=t, JZ 
DO 10J=1,L 
LL=C<L~<L-1))/~)+J 
IF<L.EO.JlGO 10 10 

37 00 40 !=1,JZ
IFCI.EQ.L i GO TO 40 
IFCJ.EO.I>13 14 

--···-···---- . 13 	SUM Of\1El <l L >=SUM 0 ME l <LU + ACL, J) ---· ----------- ------- --·------------·---·---·----·-- .. -----·--·---·-·--·--·--·----------·------- ..... -~--------· 
NL<LL>=~LCLLl+8CL,J>
JFCLVAR.EO.OlGO TO 40 
SUMONEUCLL>=SUMnNEU<LL>+C<L,J)
i"JO (LL J -N 0 ( l () + iJ t L, J)
Go rn 40 · 

C Tf.ST IF THE ADCITTVITY RULEtS ASSUMPTIONS ARE MET BY THE VALUES OF 
C PCLI> Af\1 0 P<IJ>. 	 . 

14 IFCBCL,I>.EO.O •• CR.BCI,J>.EQ.O.>GO TO 40 
IFCLVAR.FO.Dlf.O TO 7n 
IFCO {L,I>.EO.O •• OR.DCI,J>.EO.O.>GO TO 40 

7 0 	 IF C<A <L, I> I BC L, I> > • LT •• 5. AN 0. CA (I,
1 J J I B <I , J > J • F tJ. 1 •• 0 R. t A<l , I ) I 8 l L , I > ) • t Q. 1 •• A NO. t A C I , J > I 8 l I , J > > • L I •• 
2 5. 0R. {A <L, I> IR Cl, I> ) • GT •• 5. ANO. CA (I, J) / 8 <I, J > > • EQ. 0 •• 0R. CA< L, I> I B ( 
3L,I,>.FO.O •• A ~ O.<A<IiJ)/BCI,J>>.GT •• 5lGO TO 40 

IFCLVAR.EQ.O>GO TO 7 	 · 
IF<CC<L,I)/O(L,I>>.LT •• 5.AND.<C<I, 

http:IF<CC<L,I)/O(L,I>>.LT
http:O.<A<IiJ)/BCI,J>>.GT
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1 J) !(HI 1 J l > • E Q. 1 •• OR. ( C <L , I> I 0 ( l , I> > • EQ. 1 •• A NO. <C CI 1 J >I 0 <I 1 J) > • l T•• 
-~---- ------····---- 2 5 • 0 P • C l; C l , I> I D C L , I> > • G T • • 5 • A N 0 • <C <I , J) I 0 <I 1 J >> • EQ. u•• 0 R • ( L <L , I> I 0 C 

3L,I>>.fa.o •• AND.<C<I,J)/0(!,J>>.GT •• 5)G0 Tu 40 
71 	 IF<B<L,I>.LT.BCI,J>>24,25 . 
24 	RMIM= B CL,I> 

., 

25 BMIN=B<I,J> 

·26 IF ·<LVAR.~G.~lGO TO 29 

·-------··-..- .....2 7 6~} Ri!B{c!j ~ T. 0 ( .I 'J) } 2...!___,__g _B___________________________:...........-··--·-----------------··-·····----------···-·---·-·--·-·······-···--··---------..·-- :·-------- - . 
GO TO 29 . . 

28 OMIM=DCI J) 
2 9 	 IF { CA <l , ~ >I f3 <Lf I> l • E0. 1 •• ANO. (A <If J) I 8 <I}J >> • GE •• 5. OR. (A CL, !) I 8 <L,

1 I i 	J- • GE" • • ? • Af\I D • A C I , J > I 8 <I , J >J • EQ • • >1 5 , 1 
15 	SUMONEL<LL =SUMONEL<LL>+BMIN 

NL(lll=Nl(lll+BMIN
GO TO 	 61 

--·-· .........___17 r F ( ( fl ( l ' I ) I r ( L ; I ) ) • E Q • 0 .- • A ND • ( A ( r, J ) I 8 CI ' J n • LE ~- . 5 •·0R • ( A ( [ ' I> I 8 ( L ' 
. 1J}).LE•• S.ANO.<A<I,J>IB<I,J».EQ.0.)18,16 . 

18 ML CLU =t,' l <LL> +BMIN 
GO TO 	 61 

C LOCFtS AOO!l!VJ1V ROLE FOR COMPOlING P((J) (R(J) FROM P<LI> <A<ll 
C LUCEtS ADDITIVITY RULF FOR COMPUTING P(LJ) I.E. RLJ, FROM PCLIJ I.E. 
C A<Ltn/BCLiI > , J\NO P<IJ) I.E. A(!,J)/B<I,J>. APPLIES TO LOWER GROUP
C OR OTAL SAMPLf. · . 
-- - 16 RLJ=<<A<L,l)/8CL,I>>IC1.-<ACL,!)/B(L,I>>>>~<CAtI;J>IBCI,J))/(1.-<A 

1<I~J)/8<I,J))}) 
SUMONEL<LL > =~UM0NEL<LL>· +<BHIN•<RLJ/(1.+RLJ))) 
NL <LU =ML (LL> +BMIN 

61 .lFCLVAR.EQ. u Jl-0 10 40 
IF { CC (L, J) / 0 <l, p > • E0. 1 •• ANO. <C <I, J >/0 CI! J >>.GE •• 5. OR. <C <L, I> ID <L, 

1 I) l • GE •• S. AN 0. <C <I , J) I 0 CI, J >> • EQ. 1. >6 2, 6 s 
62 SUMO~'fUCLU=SUMr.NEUCLU+DMIN ......... ._... - .- NU ( l U =f'.!U ( LL l +0 M I N . - ... _.,. ·- .......... ._______.. ·---· ---·--· --··· ............ ·-···· .. -- - ...
-·-----~------

GO TO 40 
63 IF(Cf.<L,Tl/DCL,I>l.~Q.O •• AND.CC<ItJ>IDCI 1 J>>.LE •• 5.0R.<C<L,I>ID<L,

1 I> > • L f •• S. AN 0. <C<I , J > I 0 CI, J >> • EQ. u. >64, 6? 
64 NUtLU=f\IOtLL>+UMIN 

GO TO 	 40 
C 	 LUCEtS AOOITIVITY RULECUPPER GROUP>. 

65 	 PLJ=<Cr(L,I >tn<L,I))/(1.-<C<L,Il/O(L,!))))•((C(!,J)/0{!,J))/(1.-(C 
. ·- - ... . .. - · 1 { I , J J ID ( J , J J 1 >J 	 . . . · ·· · · 

1SUM0~ EU<LU =SUMOMEU <LU+ <DMIN• <RLJ/ <1.+RLJ>) > 
NU <LL) =NU <LU +DMIN 

40 CONTJNUE -. 

, ­

6TJ r.ONTJNUf 
c OBTAIN PEC0.MPUTFO P(LJ) <FOR .EAC HF CPECLLLJ)OFCAMLCAUTRLIATXE> 1 UAs INVGE.THE AVERAGE c OF 	 ALL THE I~DJRECT ESTIMATES 0 u 80


DO ?L=1jJZ

00 3J=1,L

LL=<<t•<L-1 ) )/?)+J
TF CJ.EO.U 50, 51 

50 	 AbMA1LllU-.? 

AGMATU<LU=.5 

GO TC' 3 


51 	 IFCSUMOMEL(LL) .Eo.o •• AND.NL(LL) .EQ.fl.)4,5 
. 4 AG~ATL(LL>=-9.9 

http:lFCLVAR.EQ
http:AND.<C<I,J)/0(!,J>>.GT
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GO TO 72 · 5 . A GHAT l ( L L ) =$UM 0 NE l C l L ) IN L ( LU...-------------··--··--·-· ·--·-·-·-------·:-·· ___ .._______....____ ,.......-.. 

72 IFCLVAR.EQ.OlGO TO 3 

IFCSUMONEUCLL>.EO.O •• AND.NU<LL>.EQ.0.)73,74
73 AGHATUCLL)=-g.q . 

., '­

74 AGMATUCLL>=SUMONEU(LL)/NUCLL>
3 CONTTNUE 

LA=< Cl"" CL-1> > /2) +1·--·--..·--······· . . . L 8 = <Cl• ( L -1 >>12 > +L ....--..·.. ·--·-..--..-·--·-- ..-·..-·-····-·--·--··-·--·.... .......-···-·-··------·------..--- ........__...._____....- ... --. ·- ....... · -~....... ..... ..... . 
IFfOP<?J.NE.1.>GO TO 180 

C WPITE OUT PECOMPUTEO PREFERENCE MATRICES FOR BOTH GROUPS OR TOTAL 
C · SAMPLE. 

PR!Nf 6,L,<AGMAIL<lOJ,LO=lA,LB> 
6 FORMAT<• ~I2,2X,27F4.1)

IF(LVAR.FO.OlGO TO 180 

--·- 180 i~m (~n; ~m~;ms~~~m~~rI~ NE.1~TGO ro · 2 ---------------~------ - --­

2 CONTINUE 
IF (l VA P. NE. C. AND. OP C2 0 ) .• EQ .1 •• AND. 0PPUNC1, MN) • EQ .1.) 181, 18 2 

1 81 D.O 1 A 3 L -1 , J 7 
LA=<<L~<L-1))/?J+1 
LB=<<L~CL-1 ) )/2}+L . 


183 PUNCH 555 (tGMATU<LU> LU=LA LB> 
.. ·-----·-- 18 2 IF <0 r> C8 > • ~J E • 1 • >G 0 T 0 l g ' . . ... ·-·-------..--..------·-----..--- ----·····-.. ·-- -··--·-·-.. ·-·· '" ·- .-.. --- ...... --· ·-- .. - ..... 
PRINT 190 . 

190 FOPMATl•O NUMBER OF TIMES EACH LOCATION TYPE IS. COMPARED TO EACH 
1 OTH FR LOCATION TYPE•) 

' ,

PRINT 200 
200 FORMAT«•O 1 2 3 4 5 6 7 8 9 10 11 12 13 . 

1 14 15 15 ~7 18 19 20 21 22 23 24 25 26 27•)a WRITE CUT THf SAMPLE ~IZE ASSOCIATED WITH EACH RECOMPUTED P<LJ) FOR 
C COMPUTE AND WRITE OUT PROXIMITY MATRICES BASED ON THE NEW PREFERENCE 
C MATRICES. 

DO 7l=1,JZ 
c.n= c cc• <L-t> >121+1 
LB=<<L•(L-1))/2)+L
PRINT 192 1 L1 CNL<LU>,LU=LA,LB> 

......_____ .. __ ... _ . . JF ( L VAR.Fu. ~. l) G 0 T 0 7 g .. _......._.".. ·-------·--- .... .................._..______........._.................._.. ___ ~ ...,.-..-·---···--··--· 
PRINT 19?,L,CNUCLUl,LU=LA,LB>

7 CONTINUE 
79 IF~OP(9).NE.1.>GO TO 80 

PRINT 554 -.. 
554 FO"MA I (*!_I PROXIMJ.IV HAIR!X•/• -9.9 SIGNIFIES NO DAIA•>

PRINT 2nn 
80 no 5S2 L=1,JZ 

00 5Sli JJH=1 l .. -· ..·-·-· ............ LL= <Cl~ {L-U ) I?> + JJ H 
PROXLCLL>=AeS<AGMATLCLL>-.5) 
JF(Af,MATlfL L l.F~.-9.9)PROXL<LL>=-9.9
!FfLVAP.f.0.0)r,0 TO 5S3 
PROXUtLL>=A hStnt,MAIO<LL>-.5J
IF<AGMATUCLL>.E0.-9.9)PROXU<LL>=-9.9

5 5 3 C 0 f\JT I t\I U E 
~A:{(L~<L-1))/2)+1 
JB=<<L~(L-1))/2l+L 

http:hStnt,MAIO<LL>-.5J
http:PROXIMJ.IV
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IF<OP(g).NE.1.>GO TO 81... ..... .......... ...........-.. ..... .. PR I f\! T 	 .J A,.... J B) ........--..··----.. ·-----·---..----...------ ...........__... _..... ____.... .. ...._..............~.......___ ...._........... ---~--.-..... - ......... _
~ _ _ 6 , l , ( PR 0 XL <LU) , L U= _ 	 ...- .. ·­

81 	 M=L 
JF(OP(i~).Nf.1.lGO TO 552 
IF<OPPUN(1,~N>.NF.1.)G0 TO 552 

. 

IF ([VAP.EG.n GO 10 82 
DO 	 R3L=1,JZ 
JA=((L~<L-1))/2)+1
JR=CCL•CL-1))/?)+L--·-·-·-----------·····,·· · ----r F co P cg > • ~' E. i • > Go r o a4 -·--------· ---- ---·· --------~- ------..-M----------------------··-----------· ----------· ·-···-·"·--·----·------·--·· ··· -­
PRINT 6, L, CPPOXU CLU), LU=JA, JB> 

84 	 JF<OPC10).Nf.1.)G0 TO 83 

I F <0 PPUN <1 r1 N ) • NF • 1 • > G0 · T 0 8 3 

p tJ ~' c: p 5 5 5 ' { JJ p 0 x a (L a) ' La= J A ' J B)


83 	 CONTINUE 
82 JFCLVAR.EQ.0)210,211 

C_ 2 r~Mj~~l A HISTOGPAM OF PRO·XIM _Il::Y VALUE~ F_OR ONE O~ _BOTH GROUPS. ·-··-·--·-· ·--· 

GO 	 TO 211 
211 JS=2 

21~ no 7SLLL=1~JS 


DO 34L-1,1C
34 	IHI~T<U=O 
76 DO 78!=1,JMN

IFCLLL.NE.2>GO TO 77 
· · "----~- '"'" '" ,_ ··· PR nxL CJ > =PP r xucI> 

78 CONTINUE 
7 7 	 0 0 3 l .J =1 , JM N 

IF<PPOXLCJ>.LT.O.>GO TO 31 
= • '. no 	 ~?L=1,9 

R=R+0.05 
IFCPROXL(J).Lf.R)3~,32 	 - ~ 
IHIST<L>=IHIST<L>+1 .. 
GO 	 TO 31 
CONT JNUE -­
JH I ST t 10 J =I~I ST C10) + 1 

214 PRINT 36 
36 FORMAT<•o FREQUE~CY DISTRIBUTION OF PROXIMITY VALUES•t•o .oo 

1 .05 .10 .15 .20 .25 .30 .35 .40 .45 . 
2 .50lft)

75 PRINT 35,\IHISTtJ>,J=i,10>
35 FQqMAT<1H0,4X,10(3X,I4l)

192 FORMAT(¥ •I2,?X,27F4.0)
4 ( Ffl 0 M I\ 1 <"" 0 p F'Cl p 0 R I [ uN 0 F I I MEs Raw [ 0 c A I I 0 N I y p E p REF E RR E0 I a c 0 [ 

1 UM"' L 0 CAT I 0 N TY Pt:•/ • 0 - 9 • 9 S I G~ ~ IFIE S N0 DAT A~ >
PETU 0 N 	 . 
ENO 

http:R=R+0.05
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... --·---·------·---· - SUB P. OUT IN E CH IT EST . ---- ....... ···-------· ---- --·-------·-······-----·--·· ........ -·--····· - ........... ... . .... .. 
COMMON ~L(SQO),NUCSOO>,SUMONELC500J,SUMONEU<500>,AGMATL{500),

1AGMATU{500 >1 71C500),TYPTESTC500> 1 DIFGROC27 1 27>,FDIFF<500>, 
2NCOUNT(?7~2 ~ l ,LR,JPOW,KCnL~LVAR 6 cuMPR08(30J,IY1JZ,JMN,PROXL(500), 

ltSUMOf\!Fl<lB>.EO.u.>GO fO 55 
J=SU~' ONEL ( LB > 
S:SUMOtJELCL8>-J 

··-~-----· --- '7 4 I~ ~ §(1 ~g~' tL'c C6f~ tT. <NL cLs> 12. > >s 4, s s ······--····-------- -······· ·-····-----------------· ..·--- ------ ------------ ·- --­
54 AC2>=SUMONEL<LA>+1. 

GO TO S6 

55 f'. ( ? ) =SU l'-~ nNEL CLR)

56 Ati>= NL([B ) -AC?) 


IF<SllMO MF.UCLR>.EO.O.lGO TO 58 
J= SUMONFU {LP )
S=SUMONfU<LB>-J 

:-··---~ ......_................. I F <S • [ C • r) • >5 8 , 7 5 . . ... ----- -- . ---------------- ·--------- --------· ----·--·------------··------····-·····----------------·-··· ...... ···--·--·····-·-· ­

75 IF<SUMONFU<LB>.LT.(NUCLB)/2.>157,58
57 A(4 ) =SU MONEU<L8}+1. 

GO TO '39 
58 At4J-:3.0f1tlNEOCLB> 
59 A(3)=NU(L8>-A<4> 

X= A~ 1 > 
. XX=A(2) 

---·-:-------~-·······-- - y = A ( ~) 


YY=A(4)

IFCX.EO.o •• AMO.Y.EO..o •• oR.XX.EO.o •• ANO.YY.EQ.0.)61171

71 IF<X.fO.~ •• rP.XX.EO.O •• OR.Y.EO.O •• OR.YY.EQ.0.)62,7~

12 IF C('I/XX) .EC. (y/yy) J 61,62 

61 Zi ( LB>=O. 


TYPTESTCLB>=4RCHI2 
FOIFFCLR>=O • . ····-·--·-·-- ·-· .. GO TO 4 4 

62 R1=X/Nlql8)
P2=Y/NUCUD
IF<P1 .GT.R2>5,6 

· 

.IF <J.E0.1>4?.,43

42 CALL OSTRrH 0 > 


C T~ST IF THE COMPUTED GHI SOUARED VALUE EXCEEDS THE CONFIDENCE LIMIT 
C OF 3.84 IN ~ ONE-TAILED TEST WITH ALPHA=.05. IF IT EXCEEDS THAT 
C VALUE, PEPfAT THE TEST WITH PROGRESSIVELY LESS EXTREME DISTRIBUTIONS 

http:ALPHA=.05
http:AMO.Y.EO


0 

215 

0 

C OF VALUFS IN THE TWO RY TWO TABLE, WHILST KEEPING MARGINAL TOTALS 
c · FIXED, UNTIL THAT DISTRIBUTION IS OBTAINED WHICH RESULTS IN CHI 
C SQUARr:O B~ING LESS THAN OR EQUAL TO 3.84. 

43 IF<Z1<L8>.GT.3.84>1,2
1 TEMP=Z1 (L8l 

TEMP1-ARStX/Nl(LB>~f7NO<LB>J
GO T.O ( 8, 9> , KU 

8 X=X-1. 
· XX=XX+1.-----..··- .... -.. -... ... y =y +1 • ........ ··----..···--····----- ·--····------·-·------------------------·-··--···--···--·······...... ··--·--·-·---·--·······- ··----------- ····· ........................ ····---·. 

YY=YY-1. 
GO TO 21 

q X=X+1. = ,... 
Y= Y-1. 
YY=YY+1. 


21 IF\(R1-0?)~CX/NLCLR)-Y/NUCLB>>.LE.0.>4 10 
--- -·-··-·-- 2 IF (J • f 0 • 1 ) ~ , 4 -·-- . . . -- .... '" . . . . ' . . --- ---· ·--·-·--··--·--~-·----· --------·-·· 
3 TYPTfSTCL8>=4RCHI2 

FOIFF<LB>=D.
PETURM 

4 l 1 <l P >= 1E t1 P 
TYPTFST<LBl=5R•CHI2 · 

C OOMPUTE THE SI?E OF THE GAP BETWEEN THE ACTUAL DIFFERENCE BETWEEN 
C THE TWO GPOUPSt P ESTIMATES ANO THAT HYPOTHETICAL DIFFERENCE<GIVEN 
C THE SAME MARGINAL TOTALS > WHICH WAS JUST SIGNIFICANTLY DIFFERENT. 

FOIFF<LB>=ABS<ABS<DIFGRO<JROW,KCCL>>-TEMP1)
NCOUNTCKCOL,LVAR>=NCOUNTCKCOL,LVAR>+1.
NCOUNT<JPOW 1 LVAR>=NCOUNTCJROW,LVAR>+1. 
REIOPN 

10 CONTINUE 
R.ETUPN 

41 Z1{LRl=O.--· "·--· - --~--. ·. TY PT f ST ( l 8) =4 PC HI 2 · ----···-------- -~----·-···-·--·--·------------------·-··---·····--·-··-··----·---··---··--···---··--- ..... ­
44 CALL DSTRBCO> 


RE TURf'.I 
ENO 
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·-·: ·-- ----·--· - ·- ·------·· SU BRr UT I NE F f P TE ST .... ·-- ---·---·-- -----------· ... ·······--------·--. -· -··-- ·- .. . . ...... ·····-·· .. . .-- ··-·· ..... . 
COMMrN NLCSOO>,NUC500>,SUMONEL(500J,SUMONEU(500>,AGMATL<500>,

1AGMATU<500> 1 Z1<500>,TYPTESTC500),0IFGR0<27 1 27>,FOIFFC500l, 
2 NC OUf' 'T ( 27' 2 ':» 'L 8 I JD Q w'Kc OL 3Lv Ap 0CUM PRO 8 ( 30) 'IY' JZ' JMN' PRO XL ( 50 0)'
3 PR: ux0 ( 5 ti (1 ) 0 P t 4 IJ , tJ P P 0 N t 4 , 0 J , N 1 S ( 6 0 1 3 ) 

or Mr~'sr oN 'A <4 > , GG<s > , Rcs uM<4 > , Nu M<4 > , uEN oM<5 > , r <4 > 
PEAL NU,f''L ,MUM,NCOUNT . 

----- -- -- --- -.- I~ l~ g~ ~T Etr ~,~ ~6~ ~G~ ~ ~ ~1t ~ ~f~a T c 1 a3 - - ... - ·· -.-- - ------ --······· -- ­
C 	 ASSIGN Jf''TEGfR VALUES TO TH£ TWO BY TWO CONTINGENCY TABLE, SHOWING 
C 	 THE NUMBEP !N FA.CH GRnUP ACCEPTING EACH LOCATION TYPE CA <1> TO A<4>).

rFtSUMONEL{LRJ.EO.O.>GO TO 55 
J=SUf"OM"O:LtLBJ 
S=SUMONFL<LB>-J 
IFfS.ED.D.155,74 . --·-·-·- ..... ~t .!~ ~ f~ ~s~b~: t7LB~! i !NL ( L8 ) I 2 • l_}.5 4 ' 5 5 ---- ------ ------------·--·· .. ------ ---· -·----------···- ... ------­
GO TO S~ 

55 	 AC2>=SUMONEL<LB> 
5 6 	 A ( 1 >=1'1l ( L 8 ) - A <2 ) 


IFtsOMOf\fFO([fl).EQ.O.JGO to 58 

J=SUfv'ONEUCLB> 
S=SUMOMEUCLBJ-J 

·-···--·--·-·· 7 5 . ff ~ ~lJ f, g;J~U~ [ ~ i ~rT. (NU <LB) / 2; )· ) 5 7 ; 5 8 .... ---- ·······-----··-·---······----·-·----- ····----~---·---·- -- -·-···---­
57 AC4)=SlWONEU<Lf3)+1.

GO 	 TO SS 
5~ 	 A(4)=$VMONEU<LR>
5q 	At3>=N0([H)-A(4J 

X= A ( 1> 

XX=A <2> 


. Y=A(~)
- "·-~ ----·-·--·..······- ---- YY=A ( 4 > -··· - ... ······ ---- --· .. ----··-·--··· ------·- ---- .. ... ... .. . .--· ............". ···-··· .. --·····--····-······ ······-· .. 
. IF<X.EO.O •• AMD.y.Eo.n •• oR.XX.EQ.O •• ANO.YY.EQ.0.>61,71

71 	 IF<X.fO.o •• oR.XX.EO.o •• oR.Y.EO.o •• oR.YY.EQ.0.)62,72
72 	 IF< (X/XX> .EQ. (Y/YY> l 61,62
61 	 Zl{[PJ=1.

TYPTEST<LB>=3RFEP 
GO 	 TO 104 

62 	 Ri=X/NL<LB>R2 =Y I NU Cl B] .. ····· ..... ··-- ------------..--·-···-----····-··· ----.......·----·--·.............---····--·-··------- -· ......... ---- ···-··- .···-----·..·--·- ·--····-· ­
IF<R1.GT.R2l42,43

42 	 KW=1 --­
GO TO 6"3 


. -
c COMPUTE INITIAL VALUE~ TN THE FOPMULA FOR COMPUTING FISHERtS EXACT 
c c 

PRORARILITY. SF.E SIEG~L 1 S. 1 NONPARAMETRIC STATISTICS 
BFHAVIORAL SCIENCES, PAGE ~7, EQUATION 6.1. 
63 GG<1>= NLCL BJ +NUCLB> 

FOR THE 

ALPHA=0. 05 
RCSUMC1>=A<1l+A{2) 
PCSU ~ C2>=A<?>+AC4) 
RL SOP Cn - A t 1 J +A t 3) 
PCSU~C4>=A<2>+A(4)
DO 9J=1,3
L=J+1 
DO 9K=L,4 
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__ ........ -----·· 1.. tt~§~ ~~ ~ ~~~ (Jj. RCS UH <J >> 11 , q ... ·---..------·-----·--·-·---··------------···----·------- ..----· ····-----··--·-------·· ____ .. ··- ···---- ...... _ _
1 
RCSU~CJ>=RCSUMCK)
PCSUM<K>=TEMPZ 

g CONTINUE 
DU 	 f110J1=1,1UO
DO 	 60J=1,4

60 	 I<J>=A(J)
C 	 REARRANGE VALU~~ IN THE NUMERATOR AND DENOMINATOR IN ORDER OF 
~ 	 MAG~ITUnE TO MAXIMISE CANCELLATION BETWEEN NUMERATOR AND DENOMINATOR 
C 	 AND THEPEFORE MI NIMISE THE SUBSEQUENT CALCULATION OF FACTORIALS. 

GGC2>=A<U 
GGC3l=A<2> 
GG <4 J=A L.O 
GG ~ 5>=A«4> 
tiMIN=At1)
DO 	 27K=2 4 .--- -··---··--··· ··-··-·-----· IF CA CKl • ( T ·• AM IN> .AM t N:: A-CK> --·--------------·---------------·· · ---·-""·--·-~----·----·--·---·---------------·--·-··-···--- ------·······-- ·---··-·--···· 

27 CONTINUE 
50 	 JMIN=AMIN+1 

Pi=O.= • 
KU=1 
DO 	 10J=1 JMIN 

· IF<JMIN.f0.1>KU=4-·-·····-··· ·-· ~--· ····- - D 0 14J J =1 , 4 .... ·---------------------·------------·..----·------------·-··· ----·····-- -----·--··----·-··--···--............ -. ------· 
NUMCJJ>=i. 

14 	DENOMCJJ)=1.
OENOM(5 ) =1. 
l.10 	 26JL-2, ·4 
LL=JL+1 
00 	 ?EL=LL,S 

-- - ·- . . .... 2 8 f~ t~ ~ ~!hb(J~) G G C J L > >2R 1 ?0-··---------·------------- ________..___ -.. --- ·--- ----------"-·-- --·-- -· ....... --- ....... ----- . -.... ---· .. 

'	 GG(Jl) =GG<U 


G G Cl. >=Tf M P Z 

26 	CONTTNUF 

C 	 CANCEL r'UI REtWEfN NOMEPAIOR ANO DEKl0Mlf\JA10R ANO COMPOIE IRE 
C 	 FACTORIALS OF THE VALUES REMAINING IN EACH. 

DO 	 1SJJ=1,4
JF(PCSUM(JJ).GT.GG<JJ>>16,1716 	K K =RCS Ut.-1 <J J > - G G <J J) .. . . . .. ·········- ........_... .......... ......., -·--· ···-·------·-·----- ·--·······-----------···-·--·------· ··--------·· · ·-- --­
00 20JV=1.,KK 
~UMCJJ>=NUMCJJ>•RCSUM{JJ)
RCSUMCJJ>=RCSUMCJJ>-1 

I. ·­

GO TQ 15 

17 JF(QCSUM<JJl.F~.GG(JJ))15,18

18 l<'K=GG(JJ>-RCSUMCJJ)


DO 	 21JV=1,KK . 
OtNOM<JJ J =OENOM(JJ>•GGCJJ) 
GGCJJ>=C:GCJJ >-1 

21 	 CONTJNUf 


KK=GG(S}'-1

T-FCKK.Lf .0)34,15

35 	no ~7LU=1 KK
0EN0~<5>=6ENOMCSJ•GGC5l 

http:T-FCKK.Lf
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. GG(5>=GGC5>-1·-·--·· -----· 3 7 C0 NT J f\! UF ...... ··- ..........._·- ·-·------..----·-------··----·-·---------··----··-------··· ... ----- ----··. -· ·--· - ··- ·--·--·· ··-··- .. 

c COMPUTF THE rRroucr OF THE VALUES IN THE NUMERATOR ANO DENOMINATOR 
C OF THf FOP~~llU~ • 

.34 PP=PP+(NUM(1l•NUMC?)•NUM(3)•NUMC4)}/(DENOM<1>•DENOM<2>•DENOM(3)•0E
1 N0 M ( 4 ) • 0 ENar• {s) ) 

T~ <J. E0. 1l 2 2, 2 3 


22 IF .<JHIN.E0.1>101,102
102 Pt=PP . pp= 0 • . ····· ---· ·-....·-··-···· ----..···--······--·----------·-·---·--.---·-----··--··----·--------·-·-------·. 
10 1 GO TC' ( ?:7, 1, 2, 10) , KU 

C CHECK W~ICH r.ELL VALUfS SHOULD BE INCREMENTED 
C SO THAT T~f MOST EXTRFMf DISTRIPUTION OF CELL 
C EOOAL~ /ERO, Alll BF fiCHIEVED IN AS FEW SltPS 

23 
76 

........... ·--:·-·- ~~ 

79 . 
80 
81 
8 2 
83 
84 
BS 

IFCI<1>.FO.AMIN.AND.I<2>.EQ.AMIN)76,77
IF{I(3).GT.IC4))1,?

f~ ~ i ~ r~ :f, ~: i ~Vi )~ ~ ~. I ( 4 ) • Ea. AM I N) 7 8 ' 7q 


C OECPEMEMT ANO JMCREMENT THE APPROPRIATE CELL 
1 KU=2 

A<1>=A<1 l-1. 
AC2l=A(?l+1. 

2······ . .. .. 

40 

IF<I<1>.FO.AMIN.AND.I(4).EQ.AMIN>1,80
IF<I<2>.EO.AMIN.ANO.JC3J.EQ.AMIN>2 81 
IF€I(1>.EO.AMIN.AND.IC3J.EQ.AMIN>82,83
1 F l 1 t 2 J • (, 1• I C4 > J1 , ? 
IFCI(2).EO.~MIN.AND.I(4).EQ.AMIN>84,85
IFC!{i).LT.!(3))1 2 .
IF<If1>.FO.AMTN.O~.I<4>.EQ.AK!Nl1r2 

Al3l=At3')+1.
A<4>=A<4>-1. 
~O T0 40 

· KU=3A ( 1·1 =A { 1 >+ 1 • 
At2l=A<?.>-1. 
AC3>=AC:_l)-1 • 
.A ( 4 >=A £4) + 1 • 

···~· . C .. . Rf TU~N T0 PFGINN IN G 0F 
C WITH EACH MO?E EXTREME 

1rJ CONTINUE 
C CHECK IF TH~- CUM ULA TIVJ: 

IF (PP.C,l. f\(PHA) Y1,CJ2
91 IFCJI.GT.1)96,97
97 Z1 cun =PP+-Pt 

TYPTFST<LB>=3PFEP 
·. qs ·FDIFFCUD =O. 

GO TO 104 

GGt2J-A(U

GG(3)=A<?>

GGC4)=AC'?> 
GG~S>=AC4> 

··---··-· 

. . 

AND DECREMENTED BY 1 
VALUES~ WHERE ONE VALUE 

·--··--------·..·--· -···---·-···-··--·····-·· .. .............................. ­

AS POS 

..... ---------··--

VALUES. 

I 

\ 
--··· ---·-·· ..... ···-----·----····------------------·--·---- .... -···~--·· _.._.... ···-·-···----·-·· ·--····-····--·----·-··-..··········-····- ·- ... ··- .·-· 

IBLE. 


· w------··---··-·----.~ ··--- .. ··---···· ..... .. 


·-······-···-········..·---·---·····-·- ···-·· 

- . 

l 00 P .AN 0 C0 MP UTE .THE PR 0BAB IL IT Y ASS 0CI ATE D 
OtSTRIBUTION. 

PROBABIL TTY COMPUTED EXCEEDS ALPHA<. 05) YET. 

C IF THE SUM OF ~LL PPOBABILITIES EXCEPT THE LARGEST IS LESS THAN ALPHA 
C , 8UT EXf-FEOS ALPHA IF THE LARGEST 
C MOIJlF [LAflCH! 1CI UtLIDE wHEIHER 10 
C . SIGMIFICANTL Y DIFFFPENT OR NOT. 

92 IF((P1+PP).Lf.ALPHA)94,93
93 R=CALPHA-PP)/P1 

. CALL RANOUCIY,IY,T> 

IS INCLUDED, USE TOCHERtS 
ACCEPI IRE PROPORllONS AS 
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IF<T.LT.R)q5,91
·---.-------· --- 9 5 	 z1 ( l P. ) =pp+ p 1 

TYPTfST(LRl=4P~FF.P 

NCOUNTCJ~nW,LVAR>=NCOUNT<JROW,LVAR>+1.

NCOUNTC¥COL,LVAR>=NCOUNTCKCOL,LVAR>+1. 
IF ~JJ .EU.1JY8,YY


C AS IN THE · r.~I ~OUARED TEST, IF THf ACTUAL PROPORTIONS ARE 

C SIG~1 IFICANTLY DIFFERENT 1 REPEAT TH~ TEST WITH PROGRESSIVELY LESS 
C EXTPEME HYPOTHFTICAL DI~TRIBUTIONS OF VALUES IN THE TWO BY TWO 
c· TABLE(W~ILST KFFPING THE MARGINAL TOTALS FIXED>, UNTIL THAT 
C OIST~IBUTION IS OBTAINED WHICH RESULTS IN FISHERtS EXACT PROBABILITY
C EXCEEDI NG .os. . 	 . 

94 TE~P=PP+P1 
lt.MP1=APSiX/Nl<lBJ-V/NO<LBJ>
GO TO <44,45> ,KW . 


44 A<1>=A<U-1. 

AC:?>=A<2>+1. 


- --- ··~·-· -. .. 	 A { 3 ) = A <3 ) +1. • 
A<4>=A<4>-1. 
GO TO 46 

45 A{1>=A<1>+1.
PU)-Al2>-1. 
Anl=A<3>-1. 
A(4)=A(4)+1. . 

· 4 6 I F C ( R 1 - R ? ) ~ C A (1 ) I N L ( L B ) - A <3 )_j NU ( L B ) ) • L E • 0 • l 9 6 , 1 0 0 . ---··. ··-· ______ .._.. ______ ....·-· . _ 
· -· - .. 9 f> 	 Z 1 CLP) =T FHP 


TYPTFST(LB>=4R•FFP 

f\'C C' U ~! T <JR NI , l VAR) =NC 0 UN T { J ROW , L VAR> +1. 

NC 0 U ~' T ( K C 0 L l V A R ) ="-I C 0 U N T ( KC 0 l l V AR ) +1 • 


C AS JN 	 1PE SRI SnUARED TFSI COAPDit tRE SIZE OF THE GAP BETWEEN THE 
C ACTUAL DIFFEPf NC EBETWFEN THE TWO GROUPtS P ESTIMATES AND THAT 
C HYPOTHETICAL DifFERfNCE<GIVEN THE SAME MARGINAL TOTALS>, WHICH WAS 
C _ JUST SIGNIFICANT. 

99 FOIFF<LBl=ABS<ABSCOIFGROCJROW,KCOL>>-TEMP1l 
CALL OSTRB<U 
RETttFM 

100 CONTINUE 

---.... 
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0 

3 PR IJ xa ( 5 tJ 0 ) ' t \I~ { 4 I) ) ' up F' 0 N ( 4 ' .. 0 ) ' N0 Is ( 6 a ' 3) . 
C CALCULATE THE DISTRIBUTION OF STATISTICAL VALUES FOUND IN EACH TYPE 
C OF STATISTICAL TEST. 

JF<N3l2,2,3 
.. c . CALCULnTE A HISTOGRAM oF · CHI . SQUAREff ' VALUES BETWEEN 0 ANO 10 ·rN . 

C INCPEMENTS OF .2. 
2 X=O. 

Y=.2 

f\1=50 
GO TO 100 

C 
---···· C. 

CALCULATE A ~ISTOGt?AM Of__ EX_AGJ 
I NC PE M f NT S 0 F • U 5 • 

PROBABILITY VALUES BETWEEN 0 AND. 1 IN 

3 X=O. 
Y=. 05 
K=1 
-

100 DO 10J=1,N 
X=X+Y . 

--··-··-----·-··· JF ( z1 ( L 8) • LT. x) g' 10 -~----------··-·----~------------···---·-··-----·----------··---····· ·· ·--······------··----··--······ ····· ...... ·- .. g· .. f\IO I ~ CJ , K > :: ND I $ ( J , K> + 1 

RETUPN 


1fl CONTINUE 
NPt=N+1 
ND1S t NP1,R>-ND!SlNP1,KJ+1
RETURN 
END 
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Program: HYPBEH 


This program is designed to compute household's choices of 


towns which would be consistent with given deterministic and 

- probabilist~c spatial preference rules. Having computed the town(s) 

· chosen by a household, it then allocates them and those towns 

rejected to locat~on types in the same fashion as program LOCTYPE. 

INTEGER DETPRO,HE,HN
C READ IN DATA DESCRIBING EACH TOWNtS POPULATION<IPOP,EASTING<IE>, ANO 
C .NORTHING <IN>. 

- - -·· - - . 2 8 	 RE A 0 1 , <I T0 <J > , IE <J > , I N <J > , I P 0 P -<J > , J =1 , 1 3 4 2 ) . 
1 FORMAT<5<I4,2I3,I6>l

J=1 
C READ IN A HOUSEHOLDtS EASTING<IHE>,NORTHING<IHN> ANO THE NUMBER OF 
C TOWNS 	 PATRONISEO<JA>. 

8 READ 2,JB,IHDCJ> 1 IHE<J>IIHNCJ> 1 <I1<K>,I2<K>,K=1,JBJ
2 FORMAT<2X,!2,2X 1 jI4L(3( 5,6X,Ir>>> 

_ 26 IF<IHDCJ>.GE.90u>5,1--------:·..·---- --7 	 NT <J >=-J B . - --·-- ----- ---·---------·----------------- ---------------·--···-"'---·-------------------···- ··----··· -----···· 
J=J+1 
GO TO 8 

. 5 NHOUS=J-1 
C REAO IN THE DISTANCE AND POPULATION LIMITS<LIMDIS,LIMPOPJ OF EACH 
C . POSSIBLf LOCATION TYPE. 

READ 4,<LIMPOP(Jl,J=1 7 7J 
4 FORMAT<7I8> 

---- - -------~--- . . PRINT 31 , <LI MP 0 P <J > , J =1 7 l --------· ------····--·------·---------------·------··------------· -----··---------------·-------------------·· .. 
31 FORMAT<1X,7I8) 

7 

READ 6,CLIMDIS<1,K>,K=1,3>
6 FORMAT<4I4> 

PRINT 31,tt!MO!SC1,K>,K=t 1 3> 
READ 6i<<LIMDIS<J,K>,K=1 7 4>,J=2,7>
PRINT 31,<<LIMDIS<J,K>~K=1,4)~J=2~7) 

c READ IN THE NUMBER OF SET~ OF PRcFERcNCE RULES FOR WHICH BEHAVIOR 
C IS TO 	 BE GENERATED • 

. READ 21,NLOOP
PRINT21,NLOOP 
00 10 J-=1,NLOOP

C FOR EACH 3FT, SPECIFY WHETHER THE RULES ARE DETERMINISTIC OR 
C PROBABILISTIC<DETPRO> ANO THE NUMBER OF PREFERENCE RULES IN THE SET 
C <NRULE> • 

. READ 22, DETPRO<J>,NRULE<J>
PRINT22, 	 DETPROCJ>,NRULE<J>
N=NRULE<J> 

C READ IN EACH OF THE PREFERENCE RULESCEXP> WHERE THE BASIC RULE IS A 
C GRAVITY MOOEL OF THE FORM P/O••(XP WHERE P=TOWN POPULATION, D= 
~-fPOM HOUSEHOLD TO TOWN. ALSO READ I 

C TOTAL SAMPLE TO BE RANDOMLY ASSIGNED TO EACH OF THE NRULE RULES. 
READ 23,<FXP<J,K>,CUMPRO<J,K>,K=1,N>
.PRINT23, <EXP (J, K>, CUM PRO CJ, K>, K=1, N> 

10 CONTINUE 
C READ IN THE TOTAL NUMBER OF SETS OF PREFERENCE RULES INCLUDING THE 
C NUMBER IN THE FIRST SET. 

READ 21,NTOT 
PRINT~ 1, !HOT 
IF<NTOT.EQ.NLOOP)GO TO 99 
NP1=NLOOP+1 
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C SPECIFY WHETHER THE SET OF RULES IS .DETERMINISTIC OR PROBABILISTIC 
C (OETPROl,THE MEAN EXPONENT VALUE FOR ALL THE RULES<EXPM> AND THE 
C EXPONENTtS STANDARD DEVIATION<EXPSD>. THE BASIC RULE IS AGAIN A 
C GRAVITY MODEL OF THE TYPE P/O••EXP, BUT IN THIS CASE THERE IS AN 
C INFINITE POSSIBLE NUMBER OF PREFERENCE RULES NORMALLY DISTRIBUTED 
C AOOUT 	 A MEAN PREFERENCE RULE P/O••EXPM WITH A STANDARD DEVIATION OF 
C EXPSD. 	 HOUSEHOLDS OBEYING RULES WITH AN EXPONENT LESS THAN THE MEAN 
C RULEtS 	 ~RE ASSIGNEO TO ON[ GROUP AND THE REST TO ANOTHER GROUP. 

READ 24,(0ETPPO<J>,EXPM<J>,EXPSOCJ>,J=NP1,NTOT> 

c INI~~!~i§~'i~~T~~~~~kMC~p~~~)NB~~~E~~)ols~~ie~t~J>RANOOM NUMBER 
··--·--- C 	 GENE RAT 0RS • ... · ... · 


99 IX=9 

IIX=9 
CALL RANOU<IX,IY,Y)
CALL GAU33<Irx,1.,z.,EX>
DO 20 	 JP=1,100
CALL GAUSS< IIX,1. 1 2.,EX>

20 CALL RANOU<IY,IY,YJ ... ---·--··-----··--· ·· . 	 0 0 10 0 1 J Q:: 1 , NT 0 T .. . . --·-· . --··--····--·--------··---·-·------·---------····-····-·---·--~------····· ··-·----.------·-. 
IF<JO.E0.8.0R.JQ.EQ.10)999,1001

999 00 1000 KQ=1,NHOUS
IFfJO.GT.NLOOP>52,51

51 CALL RANOU _CIV,!Y,U)
JT=NRULE<JQ>
00 53 	J=1,JT
IF<U.GT.CUMPRO<JO,Jl)53 1 54 . ·····~--,.--··-.-~· 5 4 	 NU M=J - -· . . . --·-·----·-·--··---------- ------·--·--·---···----·-·-----------· -····-·--···---···--·... -----···-- ·------------· 
EX=EXP(JQ,J)

C CALL THE SUAROUTINE WHICH COMPUTES WHICH TOWN<S> THE HOUSEHOLD 
C PATRONISES CONSISTENT WITH THE PREFERENCE RULE RANDOMLY ASSIGNED 
C T 0 	 T H·tttet:JSE1t0 • 

CALL RULE<IHE<KQ>,IHN<KQ>,NT<KQ>,NUH,OETPRO<JQ1,EX>
GO TO 	 1000 

53 CONTINUE--"·-··-···· ·-···--. ..... PRINT 5 5 .. -···-·-·-----·-·--·----------------···-·--····--·---··---------·--------····--- -·-----------·--·-.,............. ·· ........................_ 
55 FORMAT<• ERROR•>

GO TO 	 51 . 
52 EM=EXPMCJQ)

f3D-EXPSDCJQ) 

12 NUM=2 
113 CALL 	 RULECIHElKO>,IHN<KQ>,NT<KQ>,NUM,OETPROtJQ),EX>

1000 CONTINUE 
PRINT 	 97 

97 FORMAT<1HU 
ENDFILE 1 

1001 CONTINUE21 FORM~A~r~c~r~x-,~r~?+>~~~~~~~~~~~~~~~~~~~~~~~~~ 
~2 FORMATC1X,79!1)
23 FORMAT<1X,15F5.2)
24·FORMAT<1X,I1,2F5.2)
95 STOP 

END 



'
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· ~g~~g~TJ~~,~~~~:~~l~~;~JJ~~~-t~~~~~~f~~~~1soo>,
-····--·-- ----~ ·-· 1 I I 0 VIS <9 > , LI MP0P C7 > , LIM DI S<7 , 4 ) , . 00I ST (5 0 l --· . ... .... ... 

- COMMON .!Y 
DIMENSION OISRAT<91>,IDVIS<90),U<91> ,DISTC90)
REAL ~AXPDE MINDIS . 
INTEGER fX,OfTPRO,HE,HN
NN=10 
NNP1=NN+1 
GO TO c20,1g),DETPRO 

.··-~--·----·-· 2 0 NN=NT -	 · · ···- ····-···-------·-----·------------··---·-·--······- ·---· - ·---··----·--- ··-····· --- .. · ·· 
IF<NN.EQ.O>RETURN

19 00 1 	 K=1 NN 
IF<EXP.EQ.0.>25,26

25 MAXPOE-999. 
GO TO 27 

26 MAXPDE=O. 
27· KK=K-1 ·---·· c FOR EACH TOWN CALCULATE IF IT LIES WITHIN THE LOCATION TYPES DEFINED. c 

c ~~T~~M~~~~+rgA~8~~A~~N~H~H~'~;~~~~,ss~~~H0 ~A~~AlH~ 0t~~G~~~ ~CORES1 
c FOR AS MANY TOWNS AS THE HOUSEHOLD PATRONISES. FOR A PROBABILIST!~ e RULE 	 FIMO THE TOWNS WITH THE 10 · HIGHEST SCORES ANO RA"NlJ01-1LV SELECT 
c AS MANY TOWNS FROM THE 10 AS THE HOUSEHOLD PATRONISES, WITH EACH c TOWNtS PROBABILITY OF BEING SELECTED EQUAL TO ITS P/O~•EXP SCORE 
c EXPPESSED AS A PROPORTION OF THE SUM OF THE 10 SCORES. 

DO 2"1=1~1342 
IF<IPOPCJl.EQ.O.OR.IPOPCJ>.GT.LIMPOP<7>>GO TO 2
IF<K.EQ.1lGO TO 5 	 · 
DO 4KL=1 1 KK 
IF<IDVIS<Kt>.EO.ITO<J>>GO TO 2 

4- CONTINUE 
5 LX =IABSCHE-IECJ>>+IABS<HN-INCJ>> 

· . DO 28L0=1,7
--· ··----····· ..... ,IF< I POP< J > • l T. LI MPO P <l D> ) 29, 2 8 ·· -· ----·-- ·---···-----·--·----......_. ······· ·--···--·······--·--·····--··-· ··--··-·---- - -· ·· 

29 IF<LD.EQ.1)30,31
30 00 32LE=1,3

IF<LX.LT.LIMOISCLD,LE>>33,32
32 CONTINUE 

GO TO 2 
31 DO 34LF=1,4

IF<LX.LT.LIMOIS<LO,LF>>33,34...... - ···- 34 	 C0 NT IN UE - . .... . · ··· ······-···---- ...... --........._.....................--............................-...............-..... ···--····--····--··· · ---···· ·---····--·· ······ · 

GO TO 2 


28 CONTINUE 
33 BX=LX 

IFCBX.EO.O.>BX-0.001 
. IF<EXP.E0.0.)13,14

13 COMP=BX
IF<COMP.LT.MAXPDE>3,2 

·- •. - 14 8 X=BX•• E XP 
D=IPOPCJ>•10. 
COMP=D/BX
IFCCOMP.GT.MAXPDE>3,2 

~~~~3~M~A~ 

IMAXO=ITD<J> 
2 CONTINUE 
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1 ·--------·---. 
21 

23 

IOVIS<K>=IMAXO 
OIST<Kl=MAXPOE 
CONTINUEG0 T0 <2 1 , 22 >, 0ETPR 0 --------------·····-----------··--·-·--· ·----···----- ·-- ----··· ··--··-----·- ·-·· ·- . 
00 23JU=1,NT
ODIST<JU>=DIST<JU> 
IIOVIS<JUl=IDVISCJU) 

~---e--HH-#HAv-t~n THF TOWNS CHOSEN ACCO~OING TO A DETERMINISTIC RULE, CALL 
C. THE SUBROUTINE CALC WHICH ASSIGNS THESE TOWNS AT THESE DISTANCES 
C FROM THE HOUSEHOLDS TO LOCATION TYPES AND COMPUTES THE LOCATION TYPES 
C TO WHICH REJECTED TOWNS BELONG, AND THE NUMBER OF SUCH TOWNS IN EACH 

. C TYPE. . . 

CALL CALC<NUM,NT,HE,HN>

RETURN 

22 UCU=O. 
IF<EXP.E0.0.>15,16

15 00 6 K=1,NN
OISRAT<K>=OISTC1)/0IST<K>
UCK+1>=U<K>+DISRATCK> ._.. ·---------·-·---- 6 	 C0 NTI NU E ..... ···---·-----··--·-----·------··-------·--,----·--··----·-····--·-···--------------­
GO TO 18 

i~ B~K;I,~u~k~~orsr<K>
18 LX-NN+1 

00 7 J=1,NT
KK=J-1 

12 CALL RANOU<IY,IY,V>Z=V• U( MN P1> ..... ·-·-·--·--------------------------·-------------·--··-----· 
00 8 JJ=2,NNP1
IF<Z.LE.U<JJl>9,8 

g IF<J.EQ.llGO TO 10 
00 11 Kl-1 1 Kt< 

. IF<IIOVIS<KL).EQ.IOVIS<JJ-1>>GO TO 8 
11 CONTINUE . 
10 IIDVIS<J>=IDVIS<JJ-1> 

....... ··· -· ..·-~ · · · · .0 0 IS T {J >=0 IS T <J J-1) 

GO TO 7 

8 CONTINUE 
7 CONTINUE 

C HAVING FOUND THE TOWNS CHOSEN ACCOROING 
C THE SUBROUTINE CALC. 

CALL CALC<NUM,NT,HE,HN>
RETUPN .··--· ---- ·-----·-- --·------ -· EN D ~ 

---·-····-----------···--· ........ ...... 


·----···-------··-·-------····---- -------- ---·--- .............. ­

TO A PROBABILISTIC RULE CALL 
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~~~~g~ri~5(r~ag:~Y~<~Jo~i~~~~1500>,IPOP(1500>,. ··-·--·---·-- 1I I 0 vIs ccn ' LIM p 0 p ( 7) ' l IM DIs (7 ' 4 ) ' 0 0 IsT ( 5 0 ) COMMON IY 
DIMENSION LOCPOSC27>,LOCVIS<27>
INTEGER HE,HN

C C 0 M PU TE AI~ D WR_.I_,..T-f'l'E--AO++u~T-..p.F-o-e~----f!'-E*A.,,...CH-H-H1::1-0A++U~sE,...,H~o~t1-10~__.T~H~Ei----ifo+t~U-ttM~8'!H'E--fR~owF~At-t-t--"IT~E~RttMttAr-"'IT I~V,_.,._E~S...... 
C REJECTED IN EACH LOCATION TYPE ANO THE LOCATION TYPES PATRONISED IN 
C THE ORDER OF PREFERENCE DEFINED BY THE PREFERENCE RULE.

Egc ij r~ ~L [ J~6 · -·· --·· ----------------· ·-------·-----------···-·------ ···--··· ·---···----- ·-- ·---------· -· · · -· · -·· ··-·-·---·-- .... 
2 	 LOCPOS<LL>=O 


~~<fggP~Kf!~~~ft>GO TO 100 

IOIST-IABS<HE-!E<K>>+IABStHN-IN<K>> 
00 20L=1,7

IFCIPOP<K>.LT.LIMPOP<L>>21,20
21 IFCL.EQ.1)22, ·24 

--·-------·-·-· 22 	DO 23J=1, 3 ... ...... . ....... ···------··--------- ----------·---------------···--·.. ·-··.. -·...·---·----····-·---·------·-- -------· 
IF<IOIST.LT.LIMDISCL,J>>222,23

23 CONTINUE 	 . 
GO TO 	 100 

24 00 	 27J-1,4
IF<IDIST.LT.LIMDIS<L,J>>222,27

27 CONTINUE 
GO TO 	 100 

·---w--~- 2	2 2 IF <L. EQ. 1> 13 , 14 --·-..---··-----------------···----··---..------------·-·-..·-·---·------~·--····· .. - .......-.---.. --·---·----· . ­
13 KK=J 

GO TO 	 12 
14 KK=<<L-1>•4)+J-1
12 00 !() 	 I-1,NT

IF<IIDVIS<I>.EO.ITO<K>l11,10
11 LOCVIS<I>=KK _

GO TO 	 100 
···--·-.-·----~··1. 0 	 C0 NT IN U E - -- ... --------··- -------------··--··-·--·-·---· ·------·--·-----·-·-·-·--··--·............... ··--·-·--······--·--····· .. 

LOCPOS<KK>=LOCPOSCKK>+1 
GO TO 	 100 

20 CONTINUE 
100 CONTINUE 

WRITf<1,1)NUM,HE,HN,NT,<LOCPOS<L>,L=1,27),(L0CVIS<K>,K=1,NT>
1 	 FORMAT<1X,I2,3!3,2X,27I2,2X,C10I3>>

RETURN 
··· ·---"'·--·-···-~ 	 ENO . -~--
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Program: TRANAD 


For each triplet of location types,this program searches the 


entire sample and · tests if each household makes independent implicit 

· paired comp~risons of one or two of the three possible pairs. A 

· complete definition of independence is given in Chapter 4 (page 94 ). 

Using the indepen4ent paired comparisons of each -pair in the triplet, 

the prpportions are tested for transitivity, and a statistical test 

for the proportions' additivity is performed. 

-
DO 611 '1=1,'125 . 
JSEC=J+1 
DO 612 K=JSEC,J26-----.---·--·-----··· ·-·'-· J THIP.= K+1 ------·-------------······----------------.------------------··-·-- ------·-------------------------··--··--·--·····---···-···· ...... ··---­
00 613 L=JTHIR,JZ
00 700 KV=1,3
NLL<KV>=O. 
SLLtKV>=O. 
FCKV>=O. 

700 CONTINUE 
REWIND 1··--·· ·c · ­ ~ READ IN HOUSEHOLDtS NUMBER OF LOCATION TYPES PATRONISED, LOCATION 

c TYPES AVAILABLE, AND LOCATION TYPES PATRONISED IN ORDER OF $ 
c EXPENDITURE. 

- 616 READ<1t614>JB 2CLOCNM<JJ) tJJ=1JJZ>, <LOCVIS<N> ,N=1,J8}
614 FORMAl Yx,1~, x~2112,2x, 1013 ) . 

IF<EOF,1>633,61r 

~ii it~~~E1~;;l88~i~~I>
TEST IF HOUSFHOLDtS IMPLICIT PAIRED- COMPARISONS FOR THIS TRIPLET 
OF LOCATION TYPES<J,K AND L> ARE INDEPENDENT. 

673 IF<ICHOSEC1J.EQ.J)618,619 . 
618 IFfLOCNM<K>.GT.O.AND.LOCNM<L>.EQ.0)624,625
624 NLL<2>=NLL<2>+1. 

GO TO 616 
625 IFCLOCNM<K>.EO.O.AND.LOCNM<L>.GT.0>626,616
626 NLL<3l=NLL<3>+1.GO T0 616 ·--- ·--·-··"··-··-··· .. -·· ......·-··------··-· ···------- ~. ··-··--···-···--······-- ............ ............ ····· 

619 IF<ICH0Sf<1>~EQ.K)620 1 621 
620 IF<LOCNMCJ>.GT.O.ANO.LOCNM<Ll.EQ.0)627,628
627 NLLC2>=NLLC2>+1. 

SLL<2'>=Stt<2>+1. 
GO TO 616 

628 IF<LOCNM<J>.EO.O.AND.LOCNMCLl.GT.0>629,616
629 NLL<1>=NLLC1>+1. · 

GO TO 616 
621 IFCICHOSf(1).fQ.L)622,616
622 IFCLOCNMCJ>.GT.O.AND.LOCNMtK>.E0.0>630,631
630 NLL<3>=NLLC31+1. 

Stl<~J-SLL<3>+1. 
GO TO 616 

631 IF<LOCNMCJ>.EO.O.ANO.LOCNM<K>.GT.0>632,616
632 NLL<1>=NLLC1>+1.

SL L CU =SL L ( 1> +1. . . . - '"' ..... 
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GO TO 616 . 

662 KQ=O


DO 676 KS=1,3 
IND O<S> -0 

676 	CONTINUE 
669 	00 6n3 MM=1,JB 


IF<MM.EQ.1)666,667

667 	NN=MM•1 

00 668 LT=1,NN .... ·-·------· ... !F <LOCVIS CMMl .EQ. LOCVIS <LT>) 663 ·; 668 ..... -··--···--·---··--------------------------------------------··---------------·-···-·· 
668 CONTINUf 
666 	 IFCLDCVISCMMl.EQ.Jl664,665
664 	 KQ=KQ+i · 

ICHOSECKQ)-J
IND<1>=1 
GO TO 663 

. 665 	 IFCLOCVIS<MMl.EQ.K)670,671-- - .---- --- .. 67 n 	KQ= K 0 + 1 -----------···-------.--------·------..·--- ------------------------··-···------------·-······--·--·· .... ---····------- .. ------···· 
ICHOSE<KQ)=K 
.IN0<2>=1 
GO TO 663 

671 	 IF <LOCV!S<MMJ .ta.u 672,663
672 	 KQ=KQ+1

ICHOSE<KQ>=L 
IND<~>=1 

--···-- ----.M 6 6 3 	 c0 NT INuE -. ··-··--···-·-- ----- ··--·-·····---------------------------------·--·----------·---------------··--------·-····· -------­
IF< KO. E0. 0) G0 TO 616 
GO TOC673,674 1 675>,KQ

674 	 IFCIND<1>.EO.u>678,677
678 	 NLL<1>=NLLt1J+1. 

IF<ICHOSE<1l.EQ.L)67g,680

67q SLL<1>=SLL<1>+1. 


. 680 	 IF(LOCNM<J>.Ea.n>Gn TO 616 
·. .. ·-· ,., ... 68 1 . IF <IC H0 SE ( 2) • EQ. U 6 82 , 683 

682 NLL<3>=NLL(3l+1 • 
. SLL<3>=SLLC3l+1 • 
. GO TO 616 


68~ NLLl2J-NLLt2>+1. 

SLL<2>=SLL<2>+1. 
GO TO 616 

677 	 IF<IN0<2>.E0.0>778,776
7 7 8 	 NL L C3 >=Nl L <3 ) +1 • --· ----·-·-·----···------------------------·,·---- ---------------··---------- ··-------------------------------·--· ·-···· ··--~· 

IFtICHOSE<1>.EO.L>779,780 

779 SLL<~>=SLL<3>+1. 

780 	 IF<LOCNM<K>.EO.O>GO TO 616 
781 	 lF llCHOSE(2) .EO.LJ 782, 783 
782 	 NLL<1>=NLL<1>+1. 

SL L <1J =SL L <1> + 1 • 
. GO 	 TO 616 

-- 783 NLLC2l=NLL<2>+1. 
GO TO 616 

776 	NLLC?>=NLL(2l+1. . 
IF<IrHOSE<1>.EO.K>684,685 

684 	 SLL<2>=SLL<2>+1. 
68~ 	 IFCLOCNM<LJ.EO.O>GO TO 616 

IF<ICHOSfC2l.EQ.K)686,687 
· 686 NLL<1>=NLL<1>+1. 

GO TO 616 
687 	NLLC3)=NLLC3)+1.

GO TO 616 
675 	 IF<ICHOSEC1l.FO.L)688,68q
688 	 IF <ICHOSEC2) .EQ.KJ690,691 
690 	 NLLC1l=NLL<1>+1. 

SL L <1> =SL L<1> + 1. 
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NLL<2>=NLLC2>+1. 
SLLC2>=SLLC2l+1. 
GO TO 	 616 o 

,.,_, ......... 691. 	NLL <~> =NLL (3) +f;· 

SLL<~>=SLLC3)+1.
NLLC2>=NLL(2l+1.
GO TO 	 610 

. . . ' 692 	 IFCICHOSE<2>.EO.L>694,695
694 	NLL<1>=NLL<1>+1. 

NLL<3>=NLL<3>+1. 	 .·-·------ --- . . 	SL LC3>=SL L<3 > +1 • . ·-- -- --·-- ----.____________.. _______________..________..____-----·--· -- ---------------..---..-----····-·..·-·---·------· 
GO TO 616 

695 	NLL<?>=NLL<2>+1. 
SLL<2>=SLL<2>+1. 

GO TO 
v 	 -

616 
• 

693 	 IF<ICHOSEC2>.ED.L>696,701 
. 696 	NLL<3>=NLL<3>+1. 

· ·-~- - · ·- NL l <1>=NL l C1l +1. .. .. ---------.-----·--------·--------------·---··--·--·------------···----------· ···------------------------··----·---··· 
SLL<1>=SLL<1l+1. 
GO TO 	 616 

701 	 NLL<2>=NLL<2>+t. 
Nll(l>-NLL<1>+1.
GO TO 	 616 

633 ¥~<~t~c~~f!~~.O.l~O TD 613 .. IF ( SL L CK Rl. EQ. 0• >6~ 4 , 635 
634 F<KR>=O. 

GO TO 	 640 
635 	FCKRJ=SLLCKRl/NLLCKR> . 
640 	 CONTINUE 

----- - --····------·--------..···-·-· ..·---·----··---------------------· -------··----·----·---· . 


c 	 TEST IF TRIPLET OF LOCATION TYPES IS TRANSITIVELY RELATED. 
639 	 IF<F<1>.GT •• 5.AND.F<2>.GT •• 5.AND.F<3>.LE •• S.OR.FC1>.LT •• 5.AND.F<2 

1.LT•• 5.AND.FC3>.GE •• 5>GO TO 650
IF <F <1l • EQ •• 5 >642, 6 L+ 3 . 	 . ... .... ­

642 	 IF<F<2>.GT •• 5.AND.F<3>.LT •• 5.0R.FC2>.LT •• 5.AND.FC3>.GT •• 5)650,652
643 	 IF<F<2 >.E0•• 5>644,645 . 
644 	 IF€F <1>.GT•• 5.AND.F<3>.LT •• 5.0R.F<1>.LT •• 5.AND.F<3>.GT •• 5>650,652
645 	 IF<F€3J.fQ •• 5J646,6S2
646 	IFCF<1>.GT •• 5.AND.F<2>.GT •• 5.0R.F<1>.LT •• 5.AND.F<2>.LT •• 5>650,652 
65~ 	TRAN=l+RTRAN 

GO TO 	 6500 ............. -- 65 0 TRAN= 6RI NT RAN . ........ _.. -- ...--..-.................... --·-· ------- ····-·· , .....,.. ·----·------- ......... ... .............·- .... . --- --------------- ·--- ··--·--· 
6500 PRINT 651,TRAN,<F<KQ>,KQ=1,3>,<NLL<KQ) 7 KQ=1,3>,L,K,J

651 	 FORMAT<1X,R6,3F9.3,10X,3FS.o,1oxt313>
C 	 TEST IF SAMPLE SIZE PERMITS ADDI IVITY TEST 

647 	 1=NLL<3>-SLL<3> 
IF<SLL<3).Gf.5 •• AND.T.GE.5.)653,613

653 	T=NLLC2>-SLL<2> 
IF<SLL<2>.GE.5 •• AND.T.GE.5.)654,6136154 	 T=Nll <1l-SLL <1> , ............ 
IFCSLL<1>.GE.5 •• AND.T.GE.5.)655,613 

ON TRIPLET. 

··-·----··-----·-· ---·-----·-------------------------·------·--·· 

655 	W=<SLL(1)/(NLLC1>-SLL<1>>>•<SLL(2)/(NLL<2>-SLL<2>>>
X=W/ H. +W> 
FNUM=F <3 >-X 
P=<FC3)+X)/2.

c 	 TEST FOR ADDITIVITY IN PROPORTIONS USING Z TEST. 
DENOM:SQRTCP•<1.-P>•<1./NLLC1)+1.INLL<2>+1./NLLC3JJJ
Z=FNUM/DENOM 

!~i~R~~F/;.96.0R.Z.LT.-1.96>656,657 -··----- ___ --·-···--·--·-- _________..___ .. ............. . 

GO TO 658 · 


657 	 ASTEP=2RNS 
658 	P~INT 6591ASTER,z,x
659 	FORMtT(1HU,R2,F8.3,14X,F9.3)
613 	 CONTINUE 
612 	 CONTINUE 
611 	CONTINUE 

STOP 
END 

656 

http:5.AND.F<2>.LT
http:5.0R.F<1>.LT
http:5.AND.F<2>.GT
http:IFCF<1>.GT
http:IF<F�3J.fQ
http:5.AND.F<3>.GT
http:5.0R.F<1>.LT
http:5.AND.F<3>.LT
http:IF�F<1>.GT
http:5.AND.FC3>.GT
http:5.0R.FC2>.LT
http:5.AND.F<3>.LT
http:IF<F<2>.GT
http:5.AND.FC3>.GE
http:S.OR.FC1>.LT
http:5.AND.F<3>.LE
http:5.AND.F<2>.GT
http:IF<F<1>.GT
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