COST-VOLUME-PROFIT ANALYSIS AND
THE VALUE OF INFORMATION: AN
EVALUATION FOR THE NORMAL
AND LOGNORMAL DISTRIBUTIONS

by

A. W. Richardson

Working Paper No. 273
February, 1987
COST-VOLUME-PROFIT ANALYSIS AND THE VALUE OF INFORMATION:
AN EVALUATION FOR THE NORMAL AND LOGNORMAL DISTRIBUTIONS

A. William Richardson
Associate Professor of Accounting
Faculty of Business
McMaster University

February, 1987

The financial support of the Accounting Research and Education Centre of the Faculty of Business, McMaster University, is gratefully acknowledged.
COST-VOLUME PROFIT ANALYSIS AND THE VALUE OF INFORMATION:
AN EVALUATION FOR THE NORMAL AND LOGNORMAL DISTRIBUTIONS

ABSTRACT

In contrast to most papers dealing with cost-volume-profit analysis which focus on the decision to accept or reject a project, this paper examines the decision whether or not to seek improved information about the inputs to the decision model. The maximum benefit from this information-seeking process is measured by the expected value of perfect information. Expressions for the expected value of perfect information for the lognormal distribution, an asymmetric distribution which is generally more realistic in such decisions, are presented. The results from these expressions are compared to those obtained from the expression for the normal distribution over a range of parameters. This comparison shows that the results for the normal distribution approximate those for the lognormal distribution only over a narrow range of parameters.
Cost-volume-profit (CVP) analysis has been widely taught and used as a tool for short run business decision making. The basic CVP model, which assumes a single product, a single time period and certain knowledge of the variables to be used, is useful but has obvious limitations. Research has been done to extend the basic model in regard to these assumptions, e.g. multiple time periods [Manes, 1966], multiple products [Johnson and Simik, 1971], and uncertainty of the variables [Jaedicke and Robichek, 1964]. The work of Jaedicke and Robichek has been extended in a number of research studies. Some studies have examined alternative specifications for the statistical distributions of the inputs to the CVP model [Buzby, 1974; Hilliard and Leitch, 1975; and Liao, 1975] while other studies have examined the effects of related statistical assumptions such as the correlation of input parameters [Ferrara, Hayya and Nachman, 1972]. Other research studies have examined the stochastic CVP model when allowance is made for the possible inequality of production and demand with different assumptions about fixed and variable costs and various penalties for over- or under-production [Ismail and Louderback, 1979; Lau, 1980; and Shih, 1979].

The primary decision criterion in the various CVP models is the maximization of profit. Recognition that performance is frequently evaluated by use of return on investment for both external and internal purposes has led to research in which the decision criterion of maximization of expected return on investment has been applied to the case of stochastic demand CVP analysis [Thakkar, Finley and Liao, 1984].

All the research discussed above can be characterized as focusing on the accept/reject decision for the project, assuming the availability of acceptable data on the required inputs for the particular model. Refinements in the basic model have involved an improved decision criterion
(e.g. maximize expected return on investment rather than profit) or an additional decision criterion (e.g. evaluate risk of the project via a probability statement as well as expected profit). These refinements differ in their practical applicability because of the need for information on details of the distributions of input parameters and their correlation, which may not be either available or known with any accuracy.

It has been suggested that another decision relating to the uncertainty of knowledge of the input data for CVP analysis should be considered [Richardson and Wesolowsky, 1977; Kaplan, 1982]. The particular suggestion is to use cost-benefit analysis in the decision whether to seek more information about the input variables before making an accept/reject decision on the project. The present paper extends the work in this area. In particular, a measure of the benefit from seeking additional information is presented for an asymmetric (lognormal) distribution rather than the usual symmetric (normal) distribution. In addition, the extent to which the normal distribution may be used as an approximation for the lognormal distribution is examined.

The plan of this paper is as follows. First, the basic issue of the approach to decision making in CVP analysis is examined. Then, the relevant previous research is reviewed. Next, measures of benefit for the normal and lognormal distributions to use in the cost-benefit decision described above are presented, and then compared and evaluated. Finally, some conclusions are drawn.

**DECISION APPROACH IN CVP ANALYSIS**

In general, the approach to the decision process in CVP analysis can be characterized as illustrated in Figure 1. That is, the information on
the inputs appropriate to the particular CVP model being used is assumed to be available and the issue is whether an accept or reject decision should be made based on the specified decision criteria, normally related to return and risk.

A decision process that is more realistic in general is presented in Figure 2. This model recognizes that an initial decision whether to make the accept/reject decision with the available information or to seek additional information must be made first. The focus of the current research is on the decision whether to seek additional information. The results of previous research on the accept/reject decision are taken as given.

In order to decide whether to seek further information, the relevant benefits and costs must be estimated. For a particular situation, the cost may be estimated more or less easily. However, it is generally much more difficult to estimate the benefit which would result from seeking further information. An upper limit on the benefit, which is very useful in many situations, is provided by the expected value of perfect information (EVPI). Expressions for the EVPI for a normal distribution are well known. However, it is generally recognized that the distribution of the key variables relevant for CVP analysis are unlikely to be symmetric, let alone normal. Therefore, an expression for the EVPI of an asymmetric distribution—specifically the lognormal—should be more useful. The conditions under which the EVPI for the normal distribution is a good approximation to the EVPI for the lognormal distribution are also of interest.
REVIEW OF RELEVANT RESEARCH

The simplest CVP model is the single period, single product case where all input variables are assumed to be deterministic. The key decision results for this case are given by the following two equations.

\[ Z = Q \left( P - V \right) - F = Q M - F \]  
\[ Q_b = \frac{F}{(P - V)} = \frac{F}{M} \]

where

\[ Z \] = profit \\
\[ Q \] = quantity to be produced and sold \\
\[ P \] = unit selling price \\
\[ V \] = unit variable cost (total) \\
\[ M = P-V \] = contribution margin per unit \\
\[ F \] = fixed costs (total) \\
\[ Q_b \] = breakeven quantity

and all variables apply for some specified time period. Given that values for \( P, V \) and \( F \), and possibly \( Q \), can be determined, a decision can be made on the basis of \( Z \) and \( Q_b \) calculated from these equations.

Because of the obvious weakness of assuming that the input variables to equations (1) and (2) are deterministic, Jaedicke and Robichek [1964] incorporated uncertainty explicitly by making the following assumptions:

(i) \( Q, P, V \) and \( F \) are normally distributed random variables. 
(ii) \( Q, P, V \) and \( F \) are statistically independent. 
(iii) \( Z \) is a normally distributed random variable.

The mean and standard deviation for \( Z \) can then be calculated straightforwardly from the means and standard deviations of \( Q, P, V \) and \( F \). This
allows the computation of probability statements about profit. For example, the probability of profit exceeding breakeven is given by

$$\Pr(Z > 0) = \int_0^\infty f_N(Z) \, dZ$$

(3)

where $f_N(Z)$ is the probability density function of profit $Z$ which is assumed to be normally distributed.

$$f_N(Z) = \frac{1}{\sqrt{2\pi} \sigma_Z} \exp \left[ -\frac{1}{2} \left( \frac{Z - \mu_Z}{\sigma_Z} \right)^2 \right]$$

(4)

Probability statements like equation (3) provide information related to the risk of the project's which may be used with the information related to the project's return from equations (1) and (2) (calculated using expected values) in the decision to accept or reject a project.

Subsequent research has examined the limitations of assumptions (i) [Buzby, 1974; Hilliard and Leitch, 1975; and Liao, 1975] and (ii) and (iii) [Ferrara, Hayya and Nachman, 1972] and has produced interesting and useful results.

THE BENEFIT OF ADDITIONAL INFORMATION

As illustrated in Figure 2, the decision whether to seek additional information about the input variables, before making a decision about the project itself, is being examined. In many situations, it is generally possible to estimate the cost of obtaining additional information within reasonable bounds. However, estimating the benefit that would result from that information is typically much more difficult because of the need for more detailed specifications and more complex calculations than are generally feasible. A useful upper limit to the benefit to be obtained from obtaining additional information, and so to the cost to incur in any
information gathering process, is the expected value of perfect information (EVPI).

It is well known that, for a normal distribution, the EVPI can be calculated from the equation

$$\text{EVPI} = \sigma_Z L_N(|R_3|)$$

(5)

where

$$R_3 = \frac{\mu_Z}{\sigma_Z}$$

(6)

and $L_N(|R_3|)$ can be obtained from standard normal loss function tables [Winkler, 1972] or calculated from the equation

$$L_N(|R_3|) = -R_3 F_N(R_3) + f_N(R_3)$$

(7)

where $f_N(R_3)$ is obtained using equation (4) and

$$F_N(a) = \int_a^\infty f_n(x)dx$$

(8)

THE LOGNORMAL DISTRIBUTION AND EVPI

The use of the normal distribution in CVP analysis is unrealistic in some, if not all, cases because it is symmetric and allows negative values of the independent variable. The lognormal distribution has been suggested for use in this situation because, among other useful properties, it can be made to have a specified lower limit and a specified degree of skewness [Hilliard and Leitch, 1975]. For $F$ fixed at a value $\mu_F$, the lognormal probability density function of profit $Z$, $f_L(Z)$, is given by the equation

$$f_L(Z) = \frac{1}{(Z + \mu_F) \sqrt{2\pi}\sigma_F} \exp \left[ -\frac{1}{2} \frac{\log (Z+\mu_F) - \mu_F}{\sigma_F} \right]^2$$

(9)
where

\[
\mu_\star = \log \left[ \frac{\mu_Q^2}{\sqrt{\sigma_Q^2 + \mu_Q^2}} \right] + \log \left[ \frac{\mu_M^2}{\sqrt{\sigma_M^2 + \mu_M^2}} \right] \tag{10}
\]

\[
\sigma_\star^2 = \log \left[ \frac{\sigma_Q^2}{\mu_Q} \right] + 1 \right] + \log \left[ \frac{\sigma_M^2}{\mu_M} \right] + 1 \right]
\]

\[
+ \log \left[ \frac{\sigma_Q^2 \rho_{QP} \sigma_P - \rho_{QV} \sigma_V}{\mu_Q \mu_M} \right] + 1 \right] \tag{11}
\]

Because the lognormal distribution is not symmetric, the calculation of the EVPI is more complex than for the case of a normal distribution. In particular, the computation of the EVPI is different for the cases of \( \mu_Z > 0 \) and \( \mu_Z < 0 \). For \( \mu_Z > 0 \), the EVPI is related to the possibility of \( Z \) actually turning out to be negative and is given by the expression

\[
EVPI_1 = - \int_0^\infty Z \frac{f_L(Z)}{\mu_F} dZ
\]

\[
= -\exp \left[ \frac{\sigma_\star^2 + 2\mu_\star}{2} \right] G_N \left[ \frac{\log \mu_F - \mu_\star - \sigma_\star}{\sigma_\star} \right]
\]

\[
+ \mu_F G_N \left[ \frac{\log \mu_F - \mu_\star}{\sigma_\star} \right] \tag{12}
\]

where

\[
G_N(a) = 1 - F_N(a) \tag{13}
\]

For \( \mu_Z < 0 \), the EVPI is related to the possibility of \( Z \) turning out to be positive and is given by the expression
\[ EVPI_2 = \int_0^\infty Z f_L(Z) \, dZ \]  

The definition of \( \mu_Z \) leads to the following result.

\[ \mu_Z = \int_0^\infty Z f_L(Z) \, dZ - \mu_F \]
\[ = \int_0^\infty Z f_L(Z) \, dZ + \int_0^\infty Z f_L(Z) \, dZ - \mu_F \]
\[ = - EVPI_1 + EVPI_2 \]  

Therefore,

\[ EVPI_2 = EVPI_1 + \mu_Z \]  

or the EVPI for the lognormal distribution can be written in the more general form

\[ EVPI_L = EVPI_1 + \min[ \mu_Z, 0] \]  

Examination of the preceding shows that, although the computations are somewhat more involved, the EVPI for the lognormal distribution requires the same information about the distributions of \( Q, P, V \) and \( F \) as for the normal distribution.

**COMPARISON OF THE EVPI FOR THE NORMAL AND LOGNORMAL DISTRIBUTIONS**

The reason for calculating the EVPI is to establish an upper limit for the benefit from, and therefore the cost to be incurred in, seeking additional information before making a final decision using the CVP model. Given the familiarity of the normal distribution, it is of interest to determine whether the EVPI calculated for it is a good approximation to the EVPI calculated using the more realistic lognormal distribution. In order to make this evaluation more tractable, a stochastic demand CVP model will
be used; that is, it will be assumed that only Q, the quantity to be produced and sold, is uncertain. This is not an unreasonable assumption because in most short run decisions, for which CVP analysis is an appropriate tool, the value of Q is the most uncertain variable. Research using this assumption in a different approach to CVP analysis has recently been reported in the literature [Thakkar, Finley and Liao, 1984].

The EVPI for the normal distribution is given by equation 5 which depends primarily on the variable \( R_3 \). With the assumption that Q is the only uncertain variable, it may be shown that

\[
R_3 = \frac{\mu_Z}{\sigma_Z} = \frac{\mu_Q M - F}{\sigma_Q M} = \left(1 - R_1\right) / R_2
\]

(18)

where \( R_1 \) relates the breakeven quantity to the expected quantity

\[
R_1 = Q_b / \mu_Q
\]

(19)

and \( R_2 \) is the coefficient of variation which relates to the width of the normal distribution

\[
R_2 = \sigma_Q / \mu_Q
\]

(20)

Equation (5) can now be rewritten in a standardized form as

\[
\frac{EVPI_N}{\sigma_Z} = L_n\left[\left(1 - R_1\right) / R_2\right]
\]

(21)

That is, the EVPI for a normal distribution, in units of the standard deviation of profit \( \sigma_Z \), is a function of the two variables \( R_1 \) and \( R_2 \).
With the assumption above that \( Q \) is the only uncertain variable, equations (10) and (11) for the lognormal distribution can be simplified to the following.

\[
\mu_\star = \log \left[ \frac{\mu_Q^M}{\left( \frac{1}{2} \right)^{1/2} (R_2^2 + 1)} \right] \tag{22}
\]

\[
\sigma_\star^2 = \log [R_2^2 + 1] \tag{23}
\]

In addition, equation (17) for the EVPI of the lognormal distribution can be expressed in a standardized form as

\[
\frac{\text{EVPI}_L}{\sigma_Z} = \frac{R_1}{R_2} G_N \left[ \frac{\log R_1 + 1/2 \log (R_2^2 + 1)}{\left[ \log (R_2^2 + 1) \right]^{1/2}} \right] - \frac{1}{R_2} G_N \left[ \frac{\log R_1 - 1/2 \log (R_2^2 + 1)}{\left[ \log (R_2^2 + 1) \right]^{1/2}} \right] + \min[ (1-R_1)/R_2, 0 ] \tag{24}
\]

Note that, for the lognormal distribution, \( R_1 \) still relates the breakeven and expected quantities, but the coefficient of variation \( R_2 \) is a measure of the skewness of the distribution.

Equations (21) and (24) allow the EVPI, in units of \( \sigma_Z \), for the normal and lognormal distributions to be compared as a function of \( R_1 \) and \( R_2 \). A comparison in this form is particularly useful because of the meanings of the two variables for the normal and lognormal distributions. Table 1 provides values of the EVPI, in units of \( \sigma_Z \), for the normal and lognormal distributions as a function of the two variables \( R_1 \) and \( R_2 \). The table also
provides the difference between these two values as a percentage of the EVPI for both the normal and lognormal distributions.

Examination of Table 1 leads to several conclusions. For a given value of the coefficient of variation $R_2 = \sigma_Q / \mu_Q$, which reflects the skewness of the lognormal distribution,

(i) The two values are closest for $R_1 = 1$, i.e. for $Q_b = \mu_Q$.

(ii) The value of EVPI$_N$ gets increasingly larger (smaller) than the value of EVPI$_L$ as $R_1$ moves farther below (above) 1, i.e. as $Q_b$ gets increasingly smaller (larger) than $\mu_Q$.

For a given value of $R_1$, the difference between EVPI$_N$ and EVPI$_L$ varies smoothly, with the particular relationship depending primarily upon whether $R_1$ is less or greater than 1.

The most striking observation is that the difference between EVPI$_N$ and EVPI$_L$ increases rapidly as $R_1$ moves away from 1, i.e. as the difference between the breakeven and expected quantities increases, and as $R_2$ increases, i.e. as the skewness of the lognormal distribution increases. These general observations result from the difference in the nature of the distributions. It is interesting to see how rapidly the EVPI calculated for the normal distribution becomes significantly different from the EVPI calculated for the lognormal distribution.

**CONCLUSIONS**

In this paper, the decision whether to seek additional information about the input variables of the CVP decision model, a decision that is
generally not explicitly dealt with in the accounting literature, has been investigated. A cost-benefit approach to this decision has been employed, with EVPI, the expected value of perfect information, used as the upper limit to the benefit which would result from seeking additional information. Expressions for the EVPI of the lognormal distribution, an asymmetric distribution which should be useful in the CVP decision, have been derived and presented. The values of the EVPI calculated for the normal and lognormal distributions have been compared. This comparison shows that the EVPI for a normal distribution approximates that of a lognormal distribution only under relatively restricted conditions.

In summary, the paper has presented an explicit approach to the decision whether to seek additional information before making an accept or reject decision using CVP analysis. It has shown that the computations for the lognormal distribution, which will better approximate reality in most situations, should be used rather than the more restricted normal distribution.
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Figure 1

Representation of Decision Process in CVP Analysis
as Usually Assumed

ESTIMATES OF
INPUT DATA

A/R: CVP ACCEPT/REJECT DECISION
Figure 2

Improved Representation of Decision Process in CVP Analysis

C/B: COST/BENEFIT DECISION
A/R: CVP ACCEPT/REJECT DECISION
<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
</table>

**Comparison of the EVPI Calculated for the Normal and Lognormal Distributions (1)**

<table>
<thead>
<tr>
<th>EVPI</th>
<th>Normal</th>
<th>Lognormal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td>1.4</td>
<td>0.0016</td>
<td>0.0016</td>
</tr>
<tr>
<td>1.6</td>
<td>0.0028</td>
<td>0.0028</td>
</tr>
<tr>
<td>1.8</td>
<td>0.0040</td>
<td>0.0040</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0052</td>
<td>0.0052</td>
</tr>
<tr>
<td>2.2</td>
<td>0.0064</td>
<td>0.0064</td>
</tr>
<tr>
<td>2.4</td>
<td>0.0076</td>
<td>0.0076</td>
</tr>
<tr>
<td>2.6</td>
<td>0.0088</td>
<td>0.0088</td>
</tr>
<tr>
<td>2.8</td>
<td>0.0100</td>
<td>0.0100</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0112</td>
<td>0.0112</td>
</tr>
<tr>
<td>3.2</td>
<td>0.0124</td>
<td>0.0124</td>
</tr>
<tr>
<td>3.4</td>
<td>0.0136</td>
<td>0.0136</td>
</tr>
<tr>
<td>3.6</td>
<td>0.0148</td>
<td>0.0148</td>
</tr>
<tr>
<td>3.8</td>
<td>0.0160</td>
<td>0.0160</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0172</td>
<td>0.0172</td>
</tr>
<tr>
<td>4.2</td>
<td>0.0184</td>
<td>0.0184</td>
</tr>
<tr>
<td>4.4</td>
<td>0.0196</td>
<td>0.0196</td>
</tr>
<tr>
<td>4.6</td>
<td>0.0208</td>
<td>0.0208</td>
</tr>
<tr>
<td>4.8</td>
<td>0.0220</td>
<td>0.0220</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0232</td>
<td>0.0232</td>
</tr>
<tr>
<td>5.2</td>
<td>0.0244</td>
<td>0.0244</td>
</tr>
<tr>
<td>5.4</td>
<td>0.0256</td>
<td>0.0256</td>
</tr>
<tr>
<td>5.6</td>
<td>0.0268</td>
<td>0.0268</td>
</tr>
<tr>
<td>5.8</td>
<td>0.0280</td>
<td>0.0280</td>
</tr>
<tr>
<td>6.0</td>
<td>0.0292</td>
<td>0.0292</td>
</tr>
<tr>
<td>6.2</td>
<td>0.0304</td>
<td>0.0304</td>
</tr>
<tr>
<td>6.4</td>
<td>0.0316</td>
<td>0.0316</td>
</tr>
<tr>
<td>6.6</td>
<td>0.0328</td>
<td>0.0328</td>
</tr>
<tr>
<td>6.8</td>
<td>0.0340</td>
<td>0.0340</td>
</tr>
<tr>
<td>7.0</td>
<td>0.0352</td>
<td>0.0352</td>
</tr>
<tr>
<td>7.2</td>
<td>0.0364</td>
<td>0.0364</td>
</tr>
<tr>
<td>7.4</td>
<td>0.0376</td>
<td>0.0376</td>
</tr>
<tr>
<td>7.6</td>
<td>0.0388</td>
<td>0.0388</td>
</tr>
<tr>
<td>7.8</td>
<td>0.0400</td>
<td>0.0400</td>
</tr>
<tr>
<td>8.0</td>
<td>0.0412</td>
<td>0.0412</td>
</tr>
<tr>
<td>8.2</td>
<td>0.0424</td>
<td>0.0424</td>
</tr>
<tr>
<td>8.4</td>
<td>0.0436</td>
<td>0.0436</td>
</tr>
<tr>
<td>8.6</td>
<td>0.0448</td>
<td>0.0448</td>
</tr>
<tr>
<td>8.8</td>
<td>0.0460</td>
<td>0.0460</td>
</tr>
<tr>
<td>9.0</td>
<td>0.0472</td>
<td>0.0472</td>
</tr>
<tr>
<td>9.2</td>
<td>0.0484</td>
<td>0.0484</td>
</tr>
<tr>
<td>9.4</td>
<td>0.0496</td>
<td>0.0496</td>
</tr>
<tr>
<td>9.6</td>
<td>0.0508</td>
<td>0.0508</td>
</tr>
<tr>
<td>9.8</td>
<td>0.0520</td>
<td>0.0520</td>
</tr>
<tr>
<td>10.0</td>
<td>0.0532</td>
<td>0.0532</td>
</tr>
</tbody>
</table>

**Notes:**
- EVPI: Expected Value of Perfect Information
- Normal: Normal distribution
- Lognormal: Lognormal distribution
- The values are calculated based on various parameters and conditions, which are not explicitly shown in the table.
(1) The variable \( R_1 = Q_b/\mu_Q \) (see Equation (19)) varies horizontally and the variable \( R_2 = \sigma_Q/\mu_Q \) (see Equation (20)) varies vertically.

The variance is \( R_2^2 \) and the skewness of the lognormal distribution is \( R_2^2(R_2^2+2) \).

For each \( R_1, R_2 \) combination, the information given is:

(i) \( R_3 = \mu_z/\sigma_z \) (see Equation (6)).

(ii) \( EVPI_N/\sigma_z \) (for the normal distribution (see Equation (21)).

(iii) \( EVPI_L/\sigma_z \) for the lognormal distribution (see Equation (24)).

(iv) \( 100* (EVPI_L - EVPI_N)/EVPI_L \)

(v) \( 100* (EVPI_L - EVPI_N)/EVPI_N \)
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