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Part I STEADY STATE FLON STUDIES

### 1.1 INTRODUCTION

Many industrial processes and natural phenomena involve some form of solid-liquid interaction. The understanding of these interactions is basic to the control of these systems.

Solids movement through pipelines is now a commercial reality and has some advantages over other forms of overland transportation. These are: continuous operation, immunity to adverse weather conditions and relatively low capital and operating costs per unit mass transported. The first part of this thesis deals with one of the main factors which must be considered in the optimization of a solids pipeline design, i.e., the energy requirements for slurry flow under steady state conditions. The main emphasis is focused on the study of the heterogeneous flow regime, because this regime is normally identified with economical operation, that is to say, the amount of material transported per unit power consumption is at a maximum. Due to its importance, great research effort has ben concentrated in this regime, but unfortunately no generally accepted criterion to describe head loss under various flow conditions within this regime has yet been established as the following analysis of this thesis will show. For this reason, the author has carried out a statistical discrimination between the most-used models which describe this regime using the Bayes theorem, and a design of experiments using the Roth criterion for the optimal choice of experimental conditions, on the basis that this is the best
strategy for efficient experimentation.
A11 tests were carried out with aqueous slurries of hematite (size passing 30 mesh and specific gravity 5.17 ) in concentrations of solid up to $25 \%$ by volume.

### 1.2 BASIC ASPECTS

Two phase solid-liquid flow has been analyzed theoretically and experimentally by many investigators, and most of these investigations are concerned with the pressure drop of the two phase flow in a pipe using the; same methods as in ordinary hydraulic research, that is, of one-dimensional treatment with simple assumptions regarding the flow pattern. However, general conclusions on this subject have not been obtained, because the nature of this flow depends on many complicated $\rightarrow$ factors such as particle size, particle form, concentration, pipe diameter, density of solid and fluid, flow velocity and so on. Nardi (1959) has indicated eizht physical characteristics of the solids, ten physicat characteristics of the slurry and about fourteen factors in the design data, all of which should be considered in the design of a slurry pipeline.

The theoretical study of the behaviour of a particle in turbulent flow poses immense difficulties. Ayukawa (1968) et.al. indicate that the motion of a solid particle in a pipe is governed by a drag force caused by the difference of velocity between fluid and the particle, a friction force at the pipe wall, a gravitational force, a force resulting from collisions of particles or between a particle and the wall, and a lift force caused by asynmetry of pressure distribution on the surface of the particle. Because the ratio of the density of solid to that of water is in general comparable with unity, these forces have about equal
significance in determining the motion of a particle. On the other hand, the physico-chemical forces acting between pairs of particles also depend on particle size and shape but, more important, they arise because of the electro-chemical nature of the particle surface, the chemical environment in the suspending liquid and the physical interaction arising out of collisions of two or more particles. It is outside the scope of the present thesis to detail the exact nature of the inter-particle forces, except to mention that they vary from material to material and are very sensitive to small changes in ionic and surfactant concentrations in the liquid surrounding the particles. While it is convenient to distinguish between the factors considered above, in practice, further interactions between them are possible. Thus, a large particle may be supported by the mass of smaller particles held together by the interparticle forces as if it were a homogeneous flow. Or the aggregates of particles, flocculated by the interparticle forces, will immobilize the suspending liquid within the flocs and the electrical double layer outside, and behave as larger particles. And again, when the relative velocities between the liquid flow and particle movement are large, the drag and lift experienced by the particles may overcome the gravitational pull and suspend the particles which would otherwise settle.

Therefore, each particle moves along very complicated trajectory with mutual interferences, and the pressure drop may be affected by these circumstances. Only a small number of significant contributions to this theoretical problem appear to have been made since the
pioneering studies of Tchen (1947). Whether the solution has been via analytical, numerical or stochastic methods it has generally been necessary to make numerous simplifying assumptions, which may be unrealistic in many practical situations involving the transport of solids.

In view of the immense difficulties, it is customary to resort to alternative semi-empirical theories in order to model slurry behaviour. This aspect is discussed in the following sections of this thesis.

### 1.3 REGIMES OF MOTION OF PARTICLES IN HYDRAULIC CONVEYING

From the point of view of behaviour during flow, solid-liquid mixtures may be divided into two groups. Some mixtures can be transported successfully even in laminar flow without appreciable deposition of solid on the pipe bottom. On the other hand, there are mixtures from which solid particles separate rapidly unless the flow is highly turbulent. It is convenient to refer to the mixtures in these two groups as "nonsettling" and "settling" mixtures or slurries.

According to Brebner (1962), mixtures with low settling velocities of the order of ronghly 0 ons foot nor senoud bohayo ae "non--settling" pseudo homogeneous fluids at alnost all velocities, whereas mixtures with settling velocities greater than the mentioned value behave as "settling" mixtures. Williams (1953) and other authors have noted that "non-settling" mixtures with particle diameters less than 10 microns exhibit a clear non-Newtonian behaviour. The behaviour of these "nonsettling" mixtures will not be considered further here: information concerning them is given by Gay (1969).

The present thesis deals with the flow in horizontal pipes of "settling" mixtures. Because of the interaction between the tendency of the solid particles in a "settling" mixture to settle out and the drag and lift exerted by the flowing liquid on them, four different flow patterns are possible in horizontal pipes. These are shown in Figure (1.1), where a plot of the hydraulic gradient versus the mean flow velocity,


Fig. 1.1 Typical head loss curve, Modified from Brebner (1962).


Fig. 1.2 Flow regimes for a given system after Durand. Modified from Brebner (1962).
on double logarithmic paper, yields a straight line, in pure water for a pipe with the same relative roughness in the turbulent flow regime. When the hydraulic gradient obtained with a liquid-solid mixture of a given concentration is plotted on Figure (1.1), the divergence decreases as the transportation velocity decreases. Or, in other words, for a given particle size and concentration, a certain flow velocity of the mixture is necessary to assure flow. But the flow of the mixture takes place in various forms, as shown in Figure (1.1). At very high velocities the solid particles can be more or less uniformly mixed with the carrier liquid and this results in a "homogeneous" flow pattern; thus, the vertical distribution of solid particles is nearly uniform. At somewhat lower velocities the vertical particle concentration gradient is not uniform, but all solids are in suspension. This flow pattern is termed "heterogeneous" suspension and this is probably the most important regime of hydraulic conveying because it is normally identified with economical operation. At still lower velocities, some of the solid particles move as a sliding bed on the bottom of the pipe. This flow pattern is termed "sliding bed with heterogeneous suspension". At still lower velocities, part of the pipe area is occupied by solid particles which do not move. Above these, there may be particles which slide, although most of the solid movement is by saltation. This flow pattern is termed "stationary bed with saltation" and will not be discussed in this thesis because it is essentially a rigid boundary problem not pertinent to solid transportation in pipes. The relative extent of each of these flow regimes in any pipeline flow situation depends on many factors such as particle size, particle
form, concentration, pipe diameter, density of fluid and solid, flow velocity, configuration of pipes and so on; however, the solid-fluid flow interactive mechanisms are sufficiently different from regime to regime that this classification is really justified.

Durand (1952) proposed a classification of solid-liquid mixtures based on the particle size. Mixtures with particles less than 25 microns were considered intermediate; and particles greater than 50 microns, heterogeneous. The variation of flow characteristics with particle size and mean velocity are snown diagrammatically in Figure (1.2).

### 1.3.1 THE HOMOGENEOUS FLOW REGIME

Zandi (1968) has indicated that this type of flow occurs when solid particles are fine and light, or the mean velociry of the fiow is high enough to keep the particles uniformly in suspension throughout the pipe cross-section. The mixture usually, but not necessarily, exhibits a shear stress-shear strain relationship different from that of the conveying liquid. When water is used as the conveying fluid, the behaviour of the slurry may become non-Newtonian, as indicated by Clarke (1967). This non-depositing, non-stratified flow is encountered in the transport of many materials as indicated by Metzner (1964), Newitt (1962), Durand (1953), etc.

However, the homogeneous regime comes into being as the result of the combination of particle size, solid and liquid densities, and the mean velocity of the flow. The only criterion is the uniformity of solids' distributions in the cross-section of pipe. Newitt (1955)
proposed the following relationship for this regime,

$$
\begin{equation*}
\frac{1800 \text { g D W }}{U^{3}}>1 \tag{1.1}
\end{equation*}
$$

where $g$ is the acceleration of gravity in $f t . / \mathrm{sec} .^{2}$, $D$ is the diameter of the pipe in feet, $w$ is the free settling velocity of particles in $f t . / \mathrm{sec} .$, and $U$ is the mean velocity of suspension in $\mathrm{ft} . / \mathrm{sec}$. Unfortunately, this criterion has not been tested extensively against experimental work, therefore it should be used only as a guideline rather than a hard and fast rule.

The homogeneous flow may be further subdivided into those regimes in which the particle-liquid interactions do not alter the rheological properties of the conveying liquid, and those in whicin it does. it is becoming more and more apparent that water carrying a small anount of fine particulate matter produces less pressure-gradient than when water alone is flowing, all other conditions being the same. Under certain conditions the supression of head loss may be considerable and increased efficiency of pumping may be realized. Publications pointing to this unexpected phenomenon are now many. A recent paper by Zandi (1967) indicates that this phenomenon is observed when low concentrations of either fine coal, fine charcoal, or fine ash is added to the flowing water, however, this effect cannot be predicted quantitatively in the present state of knowledge.

When the solid-liquid system is such that because of the combination of concentration, particle size and mean vclocity the flow
is stil1 homogeneous but not of the type of decreasing head loss and when the slurry does not exhibit strong non-Newtonian characteristics, the energy loss can be computed with the following formula which is due to Newitt (1955):

$$
\begin{equation*}
\phi=s-1 \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi=\frac{h_{m}-h_{w}}{h_{w} C_{v}} \tag{1.3}
\end{equation*}
$$

$h_{m}$ is the hydraulic gradient due to the slurry in feet of water per foot of pipe, $h_{w}$ is the hydraulic gradient due to pure water, $s$ is the specific gravity of solids and $C_{v}$ is the volumetric concentration of solids.

It should be emphasized that there is no way to differentiate a priori between those suspensions which may exhibit pressure gradient suppressing action and those which would not. Those homogeneous suspensions which exhibit non-Newtonian behaviour will not be considered further here.

### 1.3.2 HETEROGENEOUS FLOW REGIME

This type of flow occurs when the concentration of solids varies from a minimum at the top of the pipe to a maximum at the bottom due to the tendency of the particles to settle at a velocity proportional to their fall velocity, or in other words, there is a concentration distribution across the pipe cross-section. It is, however, important
to note that as defined by most of the investigators in this regime there is no deposit on the bottom of the pipe and the particles do not interact chemically with the conveying fluid. Examples of heterogeneous flow can be found in the transport of sand (Bonnington, 1958), nickel (Round, 1963), coal (Durand, 1954). This non-depositing flow regime has wide application in industry. Therefore, it has been the subject of many experimental, theoretical and review studies. Despite all these investigations, however, the main useful body of available knowledge is still empirical and in many aspects not internally consistent. The theoretical work, because of the complexity of the phenomenon, has been mainly directed toward very dilute suspensions, which are not of great industrial significance. On the other hand, the flow of concentrated suspensions, which is of industrial significance, is treated experimentally for the most part, and mainly aimed at developing some kind of correlation for the prediction of pressure gradients. Ir addition, most available data are for slurries consisting of uniform particles. Figure 1.1 shows a typical variation of pressure gradient with velocity when the concentration of solids is constant. From this figure it is apparent that as the mean velocity decreases, the head loss of the suspension decreases and then increases, passing through a minimum point. Through observation it is established that this minimum coincides with the appearance of a bed load on the bottom of the pipe indicating a change of the regime from heterogeneous to saltation. The velocity associated with the minimum point is defined as critical velocity or minimum deposit velocity.

Many attempts have been made to develop a relationship for the prediction of the head loss when the velocity is above the critical point. In general, the investigators have assumed that the pressure gradient required to maintain the flow of a slurry is composed of two parts. First, the pressure gradient required to maintain turbulent flow of conveying liquid, and second, the pressure gradient required to keep particles in suspension. Consequently the total press, gradient is:

$$
\begin{equation*}
h_{m}=h_{w}+h_{s} \tag{1.4}
\end{equation*}
$$

where $h_{m}$ is the pness, gradient for suspension, $h_{w}$ is the head loss for pure water flowing with the average velocity of suspension, and $h_{s}$ is the excessive amount of energy less as a result of suspended matters; all in feet of water per foot of pipe.

Several equations have been proposed to correlate pressure gradients in the heterogeneous regime. By far the most extensive experimental work has been carried-out in France by Durand (1952, 1953) and his co-workers. They used particles up to 1 inch in diameter in concentrations up to $22 \%$ by volume in horizontal and vertical pipes varying in diameter from $1 \frac{1}{2}$ to 22 inches. They found that all their results could be correlated with reasonable accuracy by the formula,

$$
\begin{equation*}
\frac{h_{m}-h_{w}}{C_{v} h_{w}}=\theta_{1}\left[\frac{g D(s-1)}{U^{2}} \times \frac{w}{\sqrt{g d(s-1)}}\right] \tag{1.5}
\end{equation*}
$$

where $U$ is the mean velocity of the mixture, $C_{V}$ is the volumetric concentration of solids, $s$ is the specific gravity of solids, $w$ is the
terminal falling velocity of a particle, $g$ is the acceleration due to gravity, $d$ is the diameter of the particle, $D$ is the pipe diameter and $\theta_{1}$ is a constant evaluated by experiments. The value of this constant reported by Durand, op. cit., in his original paper is 121. However, values of $\theta_{1}=60,120,150,180$ and 380 have been reported in the literature. With a little algebra equation (1.4) can be expressed in. terms of friction factors,

$$
\begin{equation*}
h_{m}=\left(f+\lambda_{1}\right) \frac{U^{2}}{2 g D} \tag{1.6}
\end{equation*}
$$

where $f$ is the friction factor of pure water and
and $\mathrm{F}_{\mathrm{r}}$ is the Froude Number defined as

$$
\begin{equation*}
\mathrm{F}_{\mathrm{r}}=\frac{\mathrm{u}^{2}}{\mathrm{gD}} \tag{1.8}
\end{equation*}
$$

Charles (1969) indicated that Durand's equation tends to underestimate the hydraulic gradient due to slurry $h_{m}$ in the homogeneous flow regime. In a plot of the parameter $\phi$ versus $U$ or the Froude Number, in double logarithmic paper for a given value of $\theta_{1}$ and $s$, for both equations (1.5) and (1.2), the line representing equation (1.5) has a negative slope, while the line representing equation (1.2) is horizontal with the value of $\phi$ directly dependent on $s$. The intersection of
equations (1.2) and 1.5 ) suggest: that there is a sudden transition from a regime in which equation (1.5) applies to one in which equation (1.2) applies. In fact, this sharp transition is physically unrealistic and is not supported by experimental data. (See figure 1.13 or 1.14 ) According to Charles, op. cit., a much improved relationship is obtained by combining equations (1.2) and (1.5) to give,

$$
\begin{equation*}
\frac{h_{m}-h_{w}}{C_{v} h_{w}}=\theta_{2}\left[\frac{g D(s-1)}{U^{2}} \times \frac{w}{\sqrt{g d(s-1)}}\right]^{1.5}+(s-1) \tag{1.9}
\end{equation*}
$$

and thereby providing for a smooth relationship between $\phi$ and $U$ throughout the heterogeneous and homogeneous regimes. Charles, op. cit., has summarized about 500 individual tests in this way and has also indicuted that equation (1, y) should de vaidi for Concontratione up te $25 \%$ by volume. Equation (1.9) is known as the Charles equation while equation (1.6) is known as the Durand-Condolios equation. $\theta_{2}$ should be identical to ${ }^{\theta}$ according to the original paper of Charles. Newitt et.al. (1955) using an energy approach developed the following expression to describe the head loss for heterogeneous flow,

$$
\begin{equation*}
\frac{h_{m}-h_{w}}{C_{v} h_{w}}=\theta_{3}(s-1) g D \times \frac{w}{v^{3}} \tag{1.10}
\end{equation*}
$$

where $\theta_{3}$ is a constant evaluated by experiments. Newitt, op. cit., conducted tests with sediment diameters ranging from 0.005 to 0.235 inches and sediment concentrations ranging from $2 \%$ to $35 \%$ by volume, specific gravity of solids ranging from 1.18 to 4.60 , but all his
experiments were carried out in a 1 inch diameter pipe. The value of $\theta_{3}$ reported by Newitt, op. cit., is 1100. It should be noted that both equation (1.10) and Durand's equation (1.6) indicate that the parameter $\phi$, as defined in equation (1.3), is inversely proportional to the cube of the mean velocity $U$. With a little algebra, equation (1.10) can be expressed in terms of friction factors,

$$
\begin{equation*}
h_{m}=\left(f+\lambda_{3}\right) \frac{u^{2}}{2 g D} \tag{1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{J}=f C_{i v} \theta_{J}(s-1)\left(F_{i}\right)^{-1.5} \times \frac{w}{g^{0}} \tag{1.12}
\end{equation*}
$$

Kriegel and Brauer (1966) have studied theoretically and experimentally the hydraulic transport of solids in horizontal pipes for some suspensions of coke, coal and ore granulates. They used particles from 0.115 to 1.67 mm in diameter in concentrations up to $42 \%$ by volume, and specific gravity of solids ranging from 1.38 to 4.62 . This investigation was especially concerned with the conveying mechanism in the turbulent fluid. By means of a semi-theoretical model for the turbulent mixing of mass the friction factor caused by mixing of materials could be derived and was experimentally confirmed up to volumetric concentrations of $25 \%$.

$$
\begin{equation*}
h_{m}=\left(f+\lambda_{h}\right) \frac{u^{2}}{2 g D} \tag{1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{4}=\theta_{4} C_{v}(s-1)\left(\frac{w^{3}}{g v}\right)^{1 / 3}\left(F_{r}\right)^{-4 / 3} \tag{1.14}
\end{equation*}
$$

$v$ is the kinematic viscosity of the carrier fluid and all other symbols have the same meaning as explained before. The value of $\theta_{4}$ reported by Kriegel and Brauer, op. cit., is 0.282 and the settling velocity $w$ should be multiplied by a form factor, which depend on particle size and kind of material, whose value ranges from 0.5 up to 1.0 . For concentrations higher than $25 \%$ by volume, equation (1.14) was extended empirically. According to Kriegel and Brauer equation (1.14) would be also valid for multi-particle size suspensions if a mean diameter of the grains is used. The effect of kinematic viscosity was not checked since aii experiments were carried out with clear water as carrier fluid.

Ayukawa and Ochi (1968) derived a formula for the pressure drop in a flow with a sliding bed of particles through a horizontal straight pipe by equating the dissipation of energy of solid particles caused by sliding on a pipe wall to the work done by the additional pressure drop due to the conveying of solid particles. However, the range of velocities covered by these investigators indicates clearly that this equation should be valid for the entire heterogeneous regime, not only for velocities near the limit deposit velocity. The total pressure drop is expressed as

$$
\begin{equation*}
h_{m}=\left(f+\lambda_{5}\right) \frac{\mathrm{U}^{2}}{2 \mathrm{gD}} \tag{1.15}
\end{equation*}
$$

where $\lambda_{5}$ is the additional friction factor caused by mixing of materials, which is given by

$$
\begin{equation*}
\lambda_{5}=\eta \theta_{5} \frac{2.0 \mathrm{~g}(\mathrm{~s}-1) \mathrm{DC} \mathrm{C}_{v}}{w^{2}} \tag{1.16}
\end{equation*}
$$

where $\theta_{5}$ represents a coefficient of friction due to a friction between a pipe wall and particles, which could eventually be determined using a plate of the same quality as the pipe. $\eta$ is the modification factor which is determined as a function of parameters obtained from the similarity conditions for particle motions and is a compensating factor to the effect of the existence of floating parts of solid particles caused by their complicated motions. According to the experiments carried out ty Ayukawa, op. cit., this modification factor is given by,

$$
\begin{equation*}
\eta=0.90\left(\frac{\mathrm{~d}}{\mathrm{D}}\right)^{-0.707}\left(\mathrm{~F}_{\mathrm{d}}\right)^{-2.72}\left(\frac{\mathrm{U}}{\mathrm{~W}}\right)^{2} \tag{1.17}
\end{equation*}
$$

where $\mathrm{F}_{\mathrm{d}}$ is a modified version of the particle Froude Number defined as,

$$
\begin{equation*}
F_{d}=\frac{U}{\sqrt{g d(s-1)}} \tag{1.18}
\end{equation*}
$$

The critical velocity $U_{c}$ or the limit deposit velocity for solid liquid-mixture is the velocity below which solid particles settle out and form a stationary bed (not a sliding bed). It is important to note that some authors appear to be confused with this definition and indicate that the limit deposit velocity is that at which solids begin to settle to the bottom of the pipe forming a moving bed. However, Durand (1952),

Carstens (1969) and most other authors consider that this velocity is that at which the solids form a stationary bed, and they hydraulic gradient due to slurry can be fairly well correlated by any of the equations indicated in this section at velocities greater than the limit deposit velocity. From the practical point of view, this velocity is not precisely defined and usually corresponds to a "region" whose boundaries can be determined experimentally.

There have been many attempts to present a generalized correlation of limit deposit velocities. Perhaps the best known is that due to Durand (1952), which can be expressed as follows:

$$
\begin{equation*}
U_{c}=F_{L} \sqrt{2.0 \mathrm{gD}(\mathrm{~s}-1)} \tag{1.19}
\end{equation*}
$$

where $F_{L}$ is a function of particle size and slurry concentration. Spells (1955) determined the following relationship from literature data;

$$
\begin{equation*}
U_{c}=0.075[(\mathrm{~s}-1) \mathrm{gd}]^{0.816}\left[1+\frac{\mathrm{C}_{\mathrm{v}}(\mathrm{~s}-1)^{\mathrm{D}}}{\mu}\right]^{0.633} \tag{1.20}
\end{equation*}
$$

where $\mu$ is the viscosity of the fluid. Recently, Charles (1970) recommended the following expression as an estimate of critical velocity,

$$
\begin{equation*}
U_{c}=\frac{4.80 C_{v}^{1 / 3} \sqrt{g D(s-1)}}{C_{D}^{1 / 4}\left[C_{v}(s-1)+1\right]^{1 / 3}} \tag{1.21}
\end{equation*}
$$

where $C_{D}$ is the drag coefficient for the largest particle present. Finally, the simplest relationship is the one proposed by Newitt (1955),

$$
\begin{equation*}
\mathrm{U}_{\mathrm{c}}=17 \mathrm{w} \tag{1.22}
\end{equation*}
$$

Unfortunately, this equation has not been verified extensively.

### 1.3.3 STATIONARY BED WITH SALTATION

Generally, head losses in transportation pipelines with a stationary bed are greater than those associated with the limit depost velocity. The scatter of data in this regime is considerable. According to Condolios and Chapus (1963) Durand's equation can predict the head loss in this regime if $D$ is replaced by the hydraulic diameter. This equation appears to be the most suitable one but it could be used only as a guideline. Since in all applications under steady state flow conditions the systems are designed to prevent occurrence of this regime, this topic is outside the scope of this thesis and will not be discussed further here.

The most important problem in designing a hydraulic haulage system to transport solid materials is the prediction of the head loss and subsequent power consumption. For settling slurries, heterogeneous flow is the most important mode of solid conveying because it is always the most economical regime in which to operate, i.e., it gives the maximum amount of solid transported per unit energy expended. The models introduced in the previous section of this thesis, represent the most widely used to correlate pressure gradients in the heterogeneous regime, but there are many others such as the ones proposed by Wilson (1942), Worster (1954), Wayment (1962), Toda (1969), etc. However, the scatter between the predictions of the models is well known and indeed was so from the very beginnıng. ihis fact has not been overiooked by inust of the previous authors. Now the obvious question is: how should a researcher who has to analyse many alternatives, determine beforehand the "best" model for a determined system? The question has no answer, a priori. The solution c an be found only using an adequate strategy for efficient experimentation, with special emphasis on the analysis of those levels of the independent variables which show up differences between the models. On the other hand, it should be noted that for a given model the agreement between the values of the coefficients determined experimentally and those given by that model, does not necessarily mean that it is the best functional model. The mechanism for determining the "best" model requires a sequential discrimination between rival models. For these and other reasons, the author of this
thesis has been strongly urged to perform a statistical design of experiments. The Bayesian Approach has been selected for the discrimination of models because of its proved capability. The Roth Criterion was chosen for the optimal selection of experimental coordinates to improve ulterior discrimination by Bayesian Analysis. A lucid description of these techniques is given by Reilly (1970) and only a brief summary is presented here. The models to be discriminated are presented in Figure 1.5

## The Bayesian Approach

The models can be represented in the form

$$
\begin{align*}
y_{i}=f_{k}\left(\theta \hat{k}^{\prime} x_{i}\right)+e_{i} \quad & i=1,2 \ldots i \text { observations }  \tag{1.23}\\
k & =1.2 \ldots k \text { models } \\
& j=1.2 \ldots j \text { parameters }
\end{align*}
$$

where $y_{i}$ is the response or the value of the dependent variable at the $i^{\text {th }}$ measurement, $x_{i}$ is the vector of the independent variables at the $i^{\text {th }}$ trial, ${ }_{j}$ is the vector of the parameters for model $k, e_{i}$ is the error associated with the $i{ }^{\text {th }}$ measurement, and $f_{k}\left(\underline{\theta}_{\mathrm{k}}, x_{i}\right)$ represents the "true" value of the dependent variable at $\theta_{j}$ and $x_{i}$. It is possible to linearize around $\underline{a}_{j}$ for the $k$-th model (Box et.al., 1967) as follows:

$$
\begin{equation*}
\underline{\mu}=\underline{x}\left(\theta_{k}-\underline{\alpha}_{j}\right)+\underline{e} \tag{1.24}
\end{equation*}
$$

where $\alpha_{j}$ is a prior estimate of $\theta_{k}$, the vector of the unknown parameters, and $\underline{\mu}$ is a vector whose $i^{\text {th }}$ element is

$$
\begin{equation*}
\underline{\mu}=y_{i}-f_{k}\left(\alpha_{j}, \underline{x}_{i}\right) \tag{1.25}
\end{equation*}
$$

$\underline{X}$ is a matrix defined as

$$
\begin{equation*}
\underline{x}=\left[\frac{\partial f_{k}\left(\theta_{k} x_{i}\right)}{\partial \theta_{k}}\right]_{\theta_{k}=x_{j}} \tag{1.26}
\end{equation*}
$$

and e is the error vector, assumed to have the multivariate normai distribution with mean 0 and covariance matrix $\underline{V}=I \sigma^{2}$, where 0 and $I$ are the null and identity matrices respectively. The application of Bayes theorem requires however some prior information, such as the estimated variance of the experimental errors $\sigma^{2}$, the parameters covariance matrix $\underline{U}_{\mathrm{j}}$ considering the possible range of the parameter values reported in the literature and, also, an initial estimate of the parameters. The initial model probability could be taken as $1 / k$, where $\Sigma \operatorname{Pr}\left(M_{k}\right)=1$, showing no initial preference for any model. Bayes' Theorem states:
\{Posterior model probability\} a \{Prior model probability\} $\times \mathrm{D}_{\mathrm{f}}\left(\underline{\mu} / \mathrm{M}_{\mathrm{k}}\right)$

$$
\begin{equation*}
\text { or } \quad \operatorname{Pr}\left(M_{k} / \underline{\mu}\right) \propto \operatorname{Pr}\left(M_{k}\right) \times D_{f}\left(\underline{\mu} / M_{k}\right) \tag{1.27}
\end{equation*}
$$

where $\operatorname{Pr}\left(M_{k}\right)$ is the known prior probability of model $k$ and $D_{f}\left(\underline{\mu} / M_{k}\right)$ is the likelihood density function for $\underline{\mu}$ given the model $k$, which can be evaluated as follows:

MODEL 1

$$
\phi=\theta_{1}\left[\frac{g D(s-1)}{U^{2}} \times \frac{w}{\sqrt{1 r(s-1)}}\right]^{1.5}
$$

DURAND (1952)

MODEL 2
$\phi=\theta_{2}\left[\frac{g D(s-1)}{U^{2}} \times \frac{w}{\sqrt{G d(s-1)}}\right]^{1.5}+(s-1) \quad$ CHARLES (1968)

MODEL 3

$$
\phi=\theta_{3} \times \frac{0,282}{f}(s-j)\left(\frac{w^{3}}{3 V}\right)^{1 / 3} \mathrm{~F}_{\mathrm{r}}^{-4 / 3} \quad \operatorname{KRIEGEL}_{\text {BRAUER }}^{\text {KR }}(1966)
$$

MODEL 4

$$
\phi=\theta_{4} \times \frac{1.80}{f} g(s-1) D\left(\frac{U}{g d(s-1)}\right)^{-2.72} \times\left(\frac{d}{D}\right)^{-0.707} \times \frac{1}{w^{2}}
$$

AYUKAWA-OCHI (1968)

$$
\begin{equation*}
D_{f}\left(\underline{\mu} / M_{k}\right)=\frac{1}{(2 \pi)^{\eta}|v(\underline{\mu})|^{1 / 2}} \exp \left(-\frac{1}{2} \underline{\mu}^{T}[v(\underline{\mu})]^{-1} \underline{\mu}\right) \tag{1.28}
\end{equation*}
$$

where n is the number of experimental points and $\mathrm{v}(\underline{\mu})$ is the covariance matrix given by

$$
\begin{equation*}
v(\underline{\mu})=\underline{x}_{j} \underline{U}_{j} \underline{x}_{-j}^{T}+\underline{v} \tag{1.29}
\end{equation*}
$$

Note that the superscript $T$ indicates the transpose of $X_{j}$ and $|v(\underline{\mu})|$ is the determinant of $v(\underline{\mu})$. The posterior model probability is then calculated with equation (1.27).

After the initial set of experiments, the known posterior model provabiiities decome the prior modei provabilities for the next experiment. Also, the posterior parameter distribution becomes the prior parameter distribution for the next run. The posterior estimate of ${ }_{-} \mathrm{j}$ is given by

$$
\begin{equation*}
\left(\underline{X}_{j}^{T} \underline{V}^{-1} \underline{X}_{j}+\underline{U}_{j}^{-1}\right)^{-1}\left(\underline{X}_{j}^{T} \underline{Y}^{-1} \underline{X}_{j} \underline{B}_{j}+\underline{U}_{j}^{-1} \underline{\alpha}_{j}\right) \tag{1.30}
\end{equation*}
$$

where $\underline{B}_{\mathrm{j}}$ is the least squares estimate of $\theta_{j}$ and $\underline{\alpha}_{j}$ is the prior estimate of $\theta_{j}$. Similarly

$$
\begin{equation*}
\left(\underline{x}_{j}^{T} \underline{v}^{-1} \underline{x}_{j}+u_{j}^{-1}\right)^{-1} \tag{1.31}
\end{equation*}
$$

becomes the new prior estimate of $\underline{U}_{j}$. The sequential application of these equations allow to determine posterior model probabilities and to compute new estimates of the parameters.

## The Roth Criterion

After the initial set of experiments the problem is how to select the new set of experimental conditions, i.e., the values of the independent variables, to achieve maximum discrimination. This objective can be attained using the Roth Criterion (Roth, 1965), which gives a weighted average of the total separation among the models, the weights being the Bayesian posterior model probabilities. That is, once the point defined by the independent variables ( $x_{1}, x_{2}$ ) is chosen, the amount of separation $Z$ is computed as follows:

$$
\left.\begin{align*}
& Z\left(x_{1}, x_{2}\right)=\sum_{\sum_{1}^{k}} \operatorname{Pr}\left(M_{k}\right) \cdot C_{k}  \tag{1.32}\\
& C_{k}=\substack { k  \tag{1.33}\\
\begin{subarray}{c}{j=1 \\
j \neq k{ k \\
\begin{subarray} { c } { j = 1 \\
j \neq k } }
\end{align*} y_{j}(\underline{x})-y_{k}(\underline{x}) \right\rvert\, .
$$

where $Y_{j}(\underline{x})$ and $y_{k}(\underline{x})$ are the predicted responses of model $j$ and $k$ under the experimental conditions ( $x_{1}, x_{2}$ ) using the current best least squares estimates of the parameters. A grid search is defined for which sets of $\left(x_{1}, x_{2}\right)$ are taken and the corresponding $Z$ values are calculated. The set $\left(x_{1}, x_{2}\right)$ that defines a maximum value for $Z\left(x_{1}, x_{2}\right)$ is selected as the new experimental condition for the next run.

For the present case the two independent variabels are obviously the volumetric concentration of solids and the mean velocity of the mixture.

### 1.5.1 APPARATUS

A schematic diagram of the actual experimental apparatus is presented in Figure 1.3.

The fluid was circulated from the reservoir $R$ through the pipeline system, and then back to the reservoir by a rotary, positive displacement, Moyno pump type CDR, serial S-56275, equipped with a Lovejoy \#3225 variable speed Pulley Drive, with a speed range from 227 to 687 r.p.m. The pump capacity vs. 75 PSI is 50 USGPM (min.) and 150 USGPM (max.). A Brooks Mag Electromagnetic flowmeter model 7300 was used to measure the flow rate. It consists of two basic and separate components; a flowhead which deveiops an elecirical signai proportional to flow rate, and a signal converter which amplifies and converts the ac output signal into a de signal. This dc signal is used to drive a meter on the signal converter that indicates percent of maximum flow. Also, this signal is used with a recorder for registering the instantaneous mean flow. The flow rate was doubly checked for the experiments with slurries by counting the revolutions of the pump wheel with a Strobocat stroboscope type 6310B1, serial 29213. Calibration charts are presented in appendix 1.10.2

The pipeline system consists of a 80 foot loop of 2 inch internal diameter steel pipe. The $U$ section with a radius of curvature 1.33 feet is, however, only $1 \frac{1}{2}$ inch diameter in order to prevent the partial blockage of the system. The test section was situated in the upper part of the loop and for the investigation with slurries it was 20 feet long


FIG. 1.3 Experimental setup.
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but for the experiments with clear water it was 31.66 feet long. The instantaneous pressure drop in the test section was measured with a Pace Transducer model P7D. This transducer operates with a Pace Carrier-Demodulator model CD10 whose output signal is registered by the recorder. The recorder is a Rikadenki model B-24l with two independent input and pen systems and was used for registering simultaneously the flow rate and the pressure drop in the test section. This recorder uses the principle of a null balancing servo potentiometer and the limit of error is less than $\pm 0.3 \%$ of full scale. The pen speed is 1 sec . travel full scale and the chart speed used in the experiments was $400 \mathrm{~mm} /$ min.

The reservoir (see Figure 1.3.a) is provided with a cooiing jacket to keep a uniform slurry temperature. It also contains a sampling system for determining the delivered volumetric concentration of solids of the upper section of the loop (test-section). Tinis is done by rotating an adjustable section of the pipeline in such a manner that a sample of the flowing mixture is collected in a calibrated vessel through a connecting line fixed to the reservoir. Two high-power stirrers were located in the reservoir in order to maintain a uniform distribution of solids and to prevent the partial deposition of particles on the bottom at low flow rates.

### 1.5.2 PROCEDURE

The initial set of experiments under steady state flow conditions was carried out with tap water. The pressure drop in the test section was measured at different water velocities, from $7.0 \mathrm{ft} . / \mathrm{sec}$. up to $15.4 \mathrm{ft} . / \mathrm{sec}$. The purpose of these initial experiments was to ascertain the reliability and accuracy of the pressure measuring equipment and consequently to establish a correlation between friction
factor and Reynolds number which represents the "true" behaviour of water flowing in the test section. The experimental data is presented in Table I.l.

The second part of the experimental work was concerned with the pressure drop under steady flow conditions with hematite slurries of different volumetric concentrations at different flow rates. The slurries were prepared by adding a determined weight of hematite mineral to water circulating in the system and allowing it to circulate for approximately half and hour in order to achieve constant distribution of solids and constant temperature. Visual observations were made in a 2 ft . long glass tube of 2 in . internal diameter, which formed part of the test section. This made it possible to determine whether solid particles were fully suspended or in the bed transport regime. When the system achieved stability, the pressure drop and the mean mixture velocity were both recorded using the electronic device mentioned in the previous section. Almost simultaneously, samples of slurry were collected in a calibrated vessel to determine the true delivered volumetric concentration of solids. The flow rate was doubly checked by counting the speed of the pump using a stroboscope. See table 1.12.

The procedure indicated above was repeated for different flow rates with a constant overall concentration of solids in the system. When the complete range of velocities was covered, the total concentration of solids was increased by adding hematite to the system and the entire process repeated.

The above experiments with slurries permitted the determination
of the modes or regimes of transport for hematite-water mixtures at different experimental conditions. The limit deposit velocity was estimated for five different concentrations of solids. The plane of the independent variables U and Cv was divided in a rectangular grid pattern having equally spaced length. The range of velocities was limited to $10.5-16$. $\mathrm{ft} . / \mathrm{sec}$. to make certain that the design of experiments covers only the non-deposition transport regime. The range of concentrations was $0 .-0.25$ on a volumetric basis. The procedure in the Bayesian analysis was started-up using the subjective prior information that the probability of each of the proposed models was 0.25. The initial parameter covariance matrix was estimated considering values of parameters reported in the literature. The variance associated with experimental errors was selected on the basis of previous measurements. Four experimental points were chosen initially and the procedure for discrimination of models and design of experiments was started-up. The Roth criterion selected the vector of experimental conditions for the following run. The procedure indicated above was then repeated for 5 experimental points. The sequential procedure continued until one model probability reached a value that caused acceptance of the model by a logic criterion.

### 1.5.3 Estimation of experimental errors.

The estimated errors of the principal variables or their uncertainities are:

- Pipe diameter. The nominal diameter of the pipe is 2.0 inches. Taking into account the deviations from roundness, callper error, etc. the uncertainity in the pipe diameter is about $\pm 0.04$ inch.
- Water density. The estimated uncertainty in the water temperature is $\pm 6^{\circ}$ F corresponding to a density variation of less than $0,2 \%$,
- Length of the test section $\pm 0.5$ inch.
- Frequency. The feequency was determined simply by neasuring the time required for ten oscillations. This reproduced to within less than 1. \%.
- Amplitude $\pm 0.25$ inches.
- Suspension troughput. Approximately 1.02 \% (flow in U.S. Gallon per minute) . The determination of the pump speed using the stro-bo-light gives a reproduction to within less than 1. \%.
- Pasticle settling velocity $\pm 0.0113$ feet/sec.
- Delivered volumetric concentration of solids $\pm 3 \%$, Honever, for very low concentration of solids, say $2-5 \%$ by volume, the error could be constderably large.
- Pressure drop. Replication of experiments indicated that pressure drop is reproduced within 0.018 feet of water/foot of plpe (over the test section of 20 feat) using the electronic device mentioned in section 1.5.1. This corresponds to an errer of approximately $5 \%$ The relationship between the pressure drop and the signal
in the recorder chart was of the type

$$
\begin{equation*}
y=2.267 x^{0.9539} \tag{1.33.1}
\end{equation*}
$$

where $y$ is the pressure drop in inches of mercury and. $x$ is the reading in recording units. This type of equation changes slighly with the span and/or the diaphragr of the transducer, however, in all cases aslight non-linearity was noted in this relationship.

### 1.6 DISCUSSION OF RESULTS

## Pressure drop with clear water

Pressure drop was measured for different fluid velocities under steady-state conditions. The experimental data is presented in table l.l. The friction factor was calculated from the data of table 1.1 using the well-known Darcy-Weisbach equation,

$$
\begin{equation*}
\Delta \mathrm{P}=\mathrm{f}\left(\frac{\mathrm{~L}}{\mathrm{D}}\right)\left(\rho \frac{\mathrm{U}^{2}}{2 g_{c}}\right) \tag{1.34}
\end{equation*}
$$

Friction factors and Reynolds numbers were fitted according to the Blasius model and the Prandtl model (Streeter, 1966) using a least squares technique. The estimated regression equations were:

Blasius model

$$
\begin{equation*}
\mathrm{f}=1.5233(\mathrm{Re})^{-0.3844} \tag{1.35}
\end{equation*}
$$

Prandtl model

$$
\begin{equation*}
\frac{1}{\sqrt{f}}=4.021 \log (\operatorname{Re} \sqrt{\mathrm{f}})-9.195 \tag{1.36}
\end{equation*}
$$

In table 1.2 are tabulated the set of friction factors calculated from equation 1.34 and those predicted by equations 1.35 and 1.36 along with the residuals associated with these models, as well as the corresponding


FIG. 1.4 Friction factors under steady state conditions.

Reynolds number. Figure 1.4 shows the experimental friction factor as a furction of Reynolds number on double logarithmic paper. The scatter of the data points is consistent with the experimental accuracy of the individual determinations of $f$. A slight difference is observed between the numerical values of Prandtl and Blasius parameters given by standard references and those obtained with the present experimental data. However, this fact is not really significant because very similar responses are given by these models when using the present parameters or those given by the standard references.

## Particle Size Distribution and Settling Velocity of Hematite

The mineral used in the experiments with slurries was hematite whose specific gravity is 5.17. From provious cxporimonts it was noted that the effect of particle attrition, due to prolonged recirculation of the slurry, tended to proceed towards a quasi-equilibrium size distribution after a few hours of recirculation. The mineral used in the pressure drop studies had at least ten hours of recirculation and the results of the screen analysis of this material is presented in table 1.3. The cumulative particle size distribution curve is shown in figure 1.6. The characteristic particle shape is shown in figure 1.7 and it can be appreciated that the solid particles are not nearly spherical. However, as is customary in this type of work, the "mean diameter" of particles found on any screen is expressed as a mean length between the openings in the screen above and that on which the particles rest. The "equivalent diameter" of the mixture was calculated

according to the Sauter mean diameter definition

$$
\begin{equation*}
\mathrm{d}=\frac{\sum \omega_{i}}{\sum \omega_{i} \mathrm{~d}_{\mathrm{i}}} \tag{1.37}
\end{equation*}
$$

where $\omega_{i}$ is the fraction by weight of particles with diameter $d_{i}$, and d is the equivalent diameter of the mixture. The terminal settling velocities in still water were measured in a five-foot-long, six inch diameter, vertical glass tube, by timing the descent of particles selected at random from each screen. These results are presented in table 1.4. On figure 1.8 the terminal settling velocity has been plotted against the mean diameter on double logarithmic scale. The shape of the curve ic similax te that af spherec df similor dinmeters. This curve has been taken from Perry (1969). The functional relationship between settling velocity and mean diameter was determined using the IBM Share-Program SD3094 for non-linear least squares curve fitting. It was found that data is represented well by the equation

$$
\begin{equation*}
w=6.8916(d)^{0.7037}-0.0552 \tag{1.38}
\end{equation*}
$$

where $w$ is the settling velocity in feet/sec and $d$ is the mean particle diameter in inches. This equation can be used for hematite particles within the range $0.002-0.06$ inches with an standard deviation of 0.0113 .


FIG. 1.7 Photograph of hematite particles, Courtesy of Dr. K. Chan, kcMaster University.

Delivered Concentration of Solids
The delivered volumetric concentration of solids $C_{v}$, defined as the ratio of volume of solids to the volume of slurry, was determining by weighing the collected samples of slurry in a calibrated vessel. It was noted that the delivered concentration of solids was a function of mixture velocity and it was not equal to the overall concentration of solids in the mixture loaded into the system. While the difference is quite small at high flow rates, it is appreciable at low flow rates especially those below the limit deposit velocity, at which a substantial portion of the solids is held-up in the pipe and particularly in the reservoir. This aspect can be observed on figure 1.9 , where the delivered volumetric concentration of solids has been plotted against the average velocity of the mixture. There is a systematic decrease in $C_{v}$ as the average mixture velocity decreases, especially when the total concentration of solids in the system is higher than $10 \%$. However, the error in the determination of $C_{v}$ is relatively high when the mean velocity is in the neighborhood of the limit deposit velocity, mainly due to the unstable characteristics of the flow pattern in this region.

## Pressure Drop with Slurries

Three flow patterns were observed for the flow of hematite-water mixtures in the range $5.0-16.0 \mathrm{ft} . / \mathrm{sec}$.
(a) Continuous and discontinuous stationary bed with saltation.
(b) Intermediate flow regime.
(c) Non-depositing transport regime or heterogeneous flow regime.


FIG. I. 8 SETTLING VELOCITY OF HEmatite particles
AT $22^{\circ} \mathrm{C}$

These flow regimes are indicated in figure 1.10, where the hydraulic gradient due to slurry $h_{m}$ (feet of water per foot of pipe) is plotted versus the mean mixture velocity $U$ (the total rate of discharge per cross-sectional area of the pipe, ft./sec.) on linear paper. The points :ndicated on this figure are, of course, experimental values and the coordinates of most of these are presented in tables 1.5. The clear-water-line has been also included on figure 1.10 for reference. The lines of constant delivered concentration (figure 1.10 ) have been drawn as the better representations of the experimental coordinates and consequently do not represent the responses of any specific model. The tendency of these curves is similar to those given by most of the authors in the sense that for a given concentration of solids, as the mean mixture velocity decreases from a rather high value, first the hydraulic gradient decreases and then increases, passing through a minimum point. At high velocities the hydraulic gradient lines are approximately parallel to the clear-water-line and the deviation from the slope of this curve increases with concentration. The heterogeneous flow regime is characterized by the full suspension of the particles and it occurs at any velocity greater than $10.5 \mathrm{ft} . / \mathrm{sec}$. when the concentration of solids is not greater than $25 \%$ by volume.

The transition flow regime is characterized by the tendency for bed formation and the flow in this zone is unstable mainly due to incipient formation of a stationary bed. When deposition of particles occurs there is a reduction in the free area available for flow, and the velocity in the free area is therefore greater than the apparent


FIG. 1.9 Variation of delivered concentration of solids with mean velocity.
mean velocity; consequently, the shear forces exerted by the flowing water are greater than the frictional forces at the pipe wall and the bed slides along the bottom of the pipe. Associated with this unstable regime is the limit deposit velocity or the critical velocity $U_{c}$. As a consequence of this, the pressure behaves erratically and data is not reliable. The velocity $U_{c}$ does not correspond to a unique number, it is essentially a "region" whose boundaries can eventually be determined experimentally. In the present case, the limit deposit velocity shows a sensitivity to the volumetric concentration of solids, which is not always the case. For example, Round (1963) in his study on nickel (specific gravity 8.9) slurries observed no dependency between $\mathrm{U}_{\mathrm{c}}$ and $\mathrm{C}_{\mathrm{V}}$.

Several correlations have been proposed to determine the limit deposit velocity and some of these models were discussed in section 1.3.2. Figure 1.11 represents the critical Froude number versus the volumetric concentration of solids on double logarithmic scale, on which the predicted values of $U_{c}$ due to different models are presented along with the estimated experimental values of $U_{c}$. The scatter among the different responses is very great indeed; however, all models with exception of the one proposed by Newitt show a dependency of the limit deposit velocity with the concentration of solids. Durand's equation appears to correlate best the experimental data, even if the shape of the curve predicted by Charles' model seems to be very similar to the one projected by the experimental data. About this, Charles (1970) recommended using his correlation considering the drag coefficient of the


FIG. 1.10 Relationship between $h_{m}-U-C_{V}$ for hematite-water mixtures in a 2-inch pipe.
largest particle present. In the present case, a mean diameter of 0.05 inches with an equivalent drag coefficient 0.55 was considered in using equation 1.21 , but it seems better to use the drag coefficient of a particle with the equivalent diameter of the mixture rather than the original proposal. The equation proposed by Spells, which considers most of the characteristics of the system, including the viscosity of the carrier fluid, predicts values of $U_{c}$ considerably in error, and no definite reason for this effect can be advanced. Aside from the possibility of differences in the experimental data used to develop these empirical correlations, the wide deviations in their predictions suggest that the correlations themselves are in error. At the present time no comprehensive theory of the limiting deposit condition, in circular pipes, exists. Shen (1970) has developed an interesting approach, using the Shield's criterion for incipient sediment motion, which is only valid for rectangular closed conduit turbulent flow.

There is no consistent data on hematite-water slurries published in the literature, with exception of some incomplete information given by Castro (1963). He determined the pressure gradients for slurries only $57 \%$ by weight of hematite and concluded that Durand-Condolios equation correlated the data well if the value of the constant is taken as 120. No attempt was made to determine the general characteristic of the system over a whole range of concentration. Some results on iron ore have been reported hy Watanabe (1958), Thomas (1961), Sinclair (1960) and Linford (1969). However, the physical and chemical properties of the solids studied are entirely different from author to author, consequently the present data cannot be compared with the information


FIG. 1.11 Comparison between experimental and predicted critical Froude Number according to different author's for henathtemwater suspersions.
already published.

Discrimination of Models
The purpose of this work was to determine in a scientific manner the best correlation for the heterogeneous flow of hematite-water slurries, as well as to obtain the best estimation of the parameters of each model. The regions of maximum separation between models and experimental data have been determined along with a critical discussion of the alternatives available at different levels of concentration and mixture velocity.

The entire process of sequential discrimination of models with design of experiments was performed using a computer program (see Appendix 1.1) written in single precision Fortran IV language. The process is summarized as follows:

1. Four experimental points were chosen initially. These are indicated in table 1.5 from sequence 1 to 4 and they represent the wide spectrum of possibilities for the heterogeneous flow regime, i.e., low and high concentrations along with maximum and minimum velocities permitted by the constraints of this flow regime. Also, the initial probability for each of the 4 models was taken as 0.25 , showing no specific preference for any model. The parameter covariance matrix was selected considering values of the parameters reported in the literature. The variance of the experimental errors was evaluated on the basis of previous experiments.
2. A first estimation of the parameters is carried out using a least squares technique. Subroutine LEASQ repeats this operation for each model, considering initially only the 4 experimental points.
3. The Bayesian Analysis procedure is started. Subroutine Bayes computes the posterior model probabilities and the maximum likelihood estimates of the parameters. However, it should be noted that for the first iteration, in which 4 points are being considered, the values of the maximum likelihood estimates are identical to the least squares values as a condition imnosed by the technique. Also, the parameters covariance matrix is updated for the next iteration.
4. The new set of experimental conditions, i.e., the values of the valumetric concentration of solids and the mean velocity of the mixture, is determined by Subroutine Roth. The process was then repeated at step 2 with 5 experimental points. The sequential procedure was continued until sequence 16 , where the probability of Ayukawa-Ochi model reached the value $70 \%$. The posterior model probabilities for each sequence are presented in table 1.17 and figure 1.12 is a graphical representation of this data. It is important to note that the Roth Criterion gave always the coordinates of experimental conditions at the maximum value of concentration ( $25 \%$ by volume) and at the minimum or the maximum velosity impossed by the boundaries of this flow regime. However, it was not always possible to run an experiment at


FIG. 1.12 Model discrimination by sequential design.


Fig. 1.12.a. Posterior probabilities for Aybawa-nchi model considering different values for the variance of errors.
the conditions indicated by the Roth Criterion, and the nearest experimental conditions were taken (for sone of the cases) from experimental data that had been previously collected when the boundaries and the general operation curves of this regime were determined. This fact is feequently encountered in the practical design of experiments but the final result is not altered, only a few more iterations are necessary. The design of experiments was terminated at sequence 16 because of the evidence that one of the models (Ayukawa-Ochi) gave the best correlation of the data. This fact can be readily appreciated by figure 1.12 where the tendency of the probability curve for model 1 is steadily increasing and significantly better than tha curves of other models. Figure 1.12.a shows the posterior probabilities of Aypkawa-Ochi model for different values of the error variance. Asdexpected, when the error variance increases the posterior probabilities decrease. However, the inftial estimate of the error variance appears to be correct: the ratio of the error variance to the residual variance (for Ayp-
 quence 17 to 27 weqe randomly chosen (not considered in the design of experiments) and they are representative of those level of concentrstion not considered of significant importance in the general design of experiments, See table 1.5 .

The equation proposed by Ayukawa-Ochi correlates the experimental data well and for high concentrations of solid and low velocities it can predict the hydraulic gradient with an error no greater than $6 \%$ (using the parameters here estimated) while Durand's equation predicts the data with an error no lower than $10 \%$ for these conditions. The region around $13 \mathrm{ft} . / \mathrm{sec}$. is correlated well by any of the models with exception of the one proposed by Charles. The separation in the responses of the models increases again when velocity is high, $15-16$ $f t . / s e c$. This fact points out the importance of the design of experiments because if measurements had been carried out over equally spaced intervals, including high and low levels of concentrations, the result would have been significantly different.

The coefficient $\phi$ has been plotted versus the Froude number in figure 1.13, using a double logarithmic scale. The responses of different models are also shown, with exception of the one due to Kriegel and Brauer in order to reduce congestion. Experimental points tend to be ordered in two straight lines, one following the other, with a slight inflexion, point around $\phi=s-1=4.17$. The model proposed by AyukawaOchi gives a dependency of $\phi$ on the Froude number and the friction factor, the same for Kriegel and Brauer, while Durand's model does not consider: the effect of change of the friction factor with the velocity. For these reasons, Durand's model gives a straight line on this plane and consequently cannot fit those points at high velocities. The response
 curved, with slope directly dependent on the value of the friction factor for clear water at a given Froude number. However, the effect of the friction factor may not be significant for large pipes, when the Reynolds number is large and the friction factor is practically constant. Figure 1.13 also indicates that differences in the responses between Ayukawa-Ochi and Durand equations are significant at high or low Froude numbers, while at intermediate flow rates, say $13 \mathrm{ft} . / \mathrm{sec} .$, both models correlates the data well. Since the presentation of data on the $\phi-\mathrm{F}_{\mathbf{r}}$ plane is presented here for first time, it is not possible to make comparisons with other references.

The equations due to Durand and Charles are always represented on the $\phi-\psi$ plane (figure 1.14). Durand's equation appears to fit the experimental data better on the $\phi-\psi$ plane than in the $\phi-F_{r}$ one,


FIG. 1.13 Comparison of different models on $\phi-\mathrm{F}_{r}$ plane.

This has been noted by Babcock (1970), who has shown, using Durand's original data, how the experimental data looks when it is plotted in different coordinate systems. However, the $\phi-\mathrm{F}_{\mathrm{r}}$ plane is completely general while the $\phi-\psi$ one is only valid for Durand or Durand-Charles equations. From figure 1.13 it would seem that the Durand-Charles model in no way represents the experimental data. Charles (1970) indicated that the intersection of Durand's equation and equation 1.2 suggests that there is a sudden transition from a regime in which Durand's equation applies to one in which equation 1.2 applies. He also pointed-out that this sharp transition is physically unrealistic and is not supported by experimental data. However, this statement of Professor Charles does not appear entirely correct. Indeed, the data presented by Round (1963), Newitt (1955), Nura Blatch (1002), Durand (1952), Babcock (1970), Hayden (1970) etc., do not show the tendency indicated by Charles. On the other hand, some data (Babcock, 1970) indicates that when specific gravity of particles is not large, say 2 , then the systems appear to behave as stated by Charles. Positively, the modification of Durand's equation proposed by Charles is not a good alternative for the present data.

The fact that the Ayukawa-Ochi equation does not fit the lower concentration data as well as it does the higher concentration data could be interpreted in the following manner: the parameter in this model represents the friction factor due to a friction between particles and the pipe wall; it is correct to assume that this effect of friction becomes significant when the volume occupied by particles also becomes


FIG. 1.14 Comparison of Durand-Condolios and Charles equations on $\phi-\psi$ plane.
large，i．e．，when concentration of solids is large and／or the velocity of the mixture is low．

Durand＇s equation has been widely used since it was proposed in 1952 and apparently the most representative value of its parameter is 121．The Ayukawa－Ochi model，proposed in 1968，has been used only by its authors and its parameter depends directly on the kind of pipe and material to be transported．However，this equation takes into account the factors that govern the mechanism of transport in a more detailed form．While Durand＇s equation is valid at any velocity greater than the limit deposit velocity，the Ayukawa－Ochi model does not predict the pressure gradient at high velocities well，as indicated by its authurs，who have sug̃aこさこd as the upper limiting velocity；

$$
\begin{equation*}
U \approx 2.9 \sqrt{g D(s-1)} \tag{1.39}
\end{equation*}
$$

For the present system this velocity is approximately $14 \mathrm{ft} . / \mathrm{sec}$ ．but the correlation was extended up to $15.5 \mathrm{ft} . / \mathrm{sec}$ ．without detriment to the model．However，this fact is not important because from the practical point of view it would not be economic to transport hematite at $14 \mathrm{ft} . / \mathrm{sec}$ ．

The equation proposed by Kriegel－Brauer represents a good alternative when its parameter is fitted by experimental data，otherwise it is advisable to use Durand＇s equation．


FIG. 1.15 Experimental $\phi$ vs. predicted $\phi$

### 1.7 CONCLUSIONS

- The studies on the turbulent flow of hematite-water suspensions indicated that this mixture behaves as "settling slurries".
- The hematite mineral can be slurried and conveyed in a 2 inchdiameter and horizontal duct. Three flow regimes were observed:
(a) stationary bed with saltation at velocities below $7.0 \mathrm{ft} . / \mathrm{sec} .$, depending on concentration of solids.
(b) intermediate flow regime with unstable tendency of bed formation. (7. - 10. ft./sec.)
(c) heterogeneous flow regime with full suspension of particles at velocities greater than $10.5 \mathrm{ft} . / \mathrm{sec}$. when the delivered concentration of solids is lower than $25 \%$ by volume.

The limit deposit velocity shows dependency on the delivered concentration of solids.

- A sequential discrimination of model using the Bayesian Approach and a design of experiments using the Roth Criterion indicated that the best model to correlate hydraulic gradients for these suspensions in the heterogeneous flow regime is the one proposed by Ayukawa-Ochi (1968). These experiments also showed that the difference between experimental and predicted data increase with the increasing concentration of solids and are significant at velocities near the limit deposit velocity.
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-1.9 SYMBOLS.
A Posterior mean estimate of $\theta$.
B Least square estimate of parameter $\theta$.
$C_{D}$ Drag coefficient.
$C_{v}$ Delivered volumetric concentration of solids.
d Particle diameter
D Pipe diameter.
$D_{f} \quad$ likelihood density function.
f Friction factor.
Fr Froude Number.
g Acceleration of gravity.
$h_{\text {m }}$ Hydraulic gradient due to suspension.
$\mathrm{h}_{\mathrm{w}}$ Hydraulic gradient for clear water.
ñe $\overline{\text { neynoids }}$ ivumer.
s specific gravity.
$P_{r} \quad$ Probability.
U Mean velocity.
$\mathrm{U}_{\mathrm{c}}$ Limit deposit velocity.
$U_{j}$ Covariance parameter matrix.
w particle settling velocity.
v Kinematic viscosity.
x Independent variable.
$X$ differential matrix.
y Dependent variable.
2 Auxiliar variable (Roth Griterion).
$\alpha$ Prior estimate of parameter $\theta$.
$\mu$ Difference between experimental and predicted value of
the dependent variable.
$\sigma^{2}$ Variance.
$p$ Density of clear water.
$\omega$ Fraction by weight.
$\theta$ Parameter to be determined by experiments.

## TABLE 1.1

EXPERIMENTAL DATA UNDER STEADY STATE CONDITIONS．

| FLOW USGPM | U FEET／SEC | $\triangle \mathrm{P}$ PSI | GRAD．Ft．$: 1 A T E R / 100 \mathrm{Ft}$ ．Pipe． |
| :---: | :---: | :---: | :---: |
| 68.17 | 6.9670 | 1． 2997 | $\because .4677$ |
| 68.17 | 6.9674 | 1.3175 | 9.5974 |
| 68.62 | 7.0133 | 1.3068 | 9.5196 |
| 68.62 | 7.6133 | 1． 3140 | 4.5714 |
| 60.62 | 7．013 | 1.3175 | ソ・カソ74 |
| 68.62 | 7.0133 | 1.3104 | 9.5455 |
| 70．43 | 7.1984 | 1.3353 | $9.7<71$ |
| 70.43 | 7.1984 | 1.3442 | 9.7919 |
| 70.43 | 7.1984 | 1.2531 | －． 85.58 |
| 74.96 | 7.6611 | 1.5134 | 11.3240 |
| 74.96 | $7 \cdot 6,611$ | 1.5045 | 10.9592 |
| 74.96 | 7.6611 | 1.5045 | 10.9592 |
| 74.56 | 7.0611 | ＋・ラちくら | 11.3093 |
| 74.96 | 7.6611 | 1.5668 | 11.4131 |
| 74.96 | 7.6611 | 1.5597 | 11.3012 |
| 74.06 | 7.6511 | 1.5312 | 11.1537 |
| 74.96 | 7.6511 | 1.5241 | 11.1018 |
| 81.00 | 8.2781 | 1.7350 | ？$\because$－ 45 ？ |
| E1．00 | 0.2701 | 1．00\％ | 1く．＜201 |
| 81.00 | 8.2781 | 1.7270 | 12.5803 |
| 31.00 | 8.2781 | 1.7377 | $1<.6301$ |
| 81.00 | 8.2781 | 1.7448 | 12.7101 |
| 81.00 | 8.2781 | 1．8489 | 13.1769 |
| 81.00 | 8.2781 | 1.7947 | 13.0732 |
| 81.00 | 8．2781 | 1.7377 | 12.6581 |
| 90.05 | 9．2035 | 2.0475 | 14．9148 |
| 90.05 | 9.2035 | 2．0030 | 14.5906 |
| 90.05 | 9.2035 | 2．0920 | 15.2341 |
| 90．05 | 9.2035 | 2.0297 | 14.7551 |
| 90.05 | 9.2035 | 2.0226 | 14.7332 |
| 90.05 | 0.2035 | 2.0297 | 14.7952 |
| 90.05 | 9.2035 | 2.0795 | 15．1483 |
| 90.05 | 9.2035 | 2.0653 | 15.0445 |
| 96.05 | 9.2035 | 2.0938 | 15.2520 |
| 96.09 | 9.0205 | 2.270 | 16.5350 |
| 96.09 | 9.3205 | 2.2344 | 16.2766 |
| 96.09 | 0.8205 | 2.2612 | 16.4711 |
| 96.09 | 9.8205 | 2.2362 | 16.2895 |
| 96.09 | 9.0205 | 2.2220 | 16.1858 |
| 96.09 | 9.8205 | 2.2932 | 16.7046 |
| 96.09 | 9.3205 | 2.2790 | 16．6ごす |
| 96.09 | 9.8205 | 2.2647 | 16.4971 |
| 105.14 | 10.7460 | 2.6261 | 19.1299 |
| 105．14 | 10.7460 | 2.5727 | 18.7408 |
| $1 \cup 5.14$ | 10.7460 | 2.6201 | 15．1く99 |
| 1」ら． 14 | 10.7460 | 2.5994 | 18．9353 |


| 105.14 | 10.7460 | 2.5567 | 18.6241 |
| :---: | :---: | :---: | :---: |
| 105.14 | 10.7460 | 2.5638 | 18.6760 |
| 105.14 | 10.7460 | 2.6564 | 19.3504 |
| 105.14 | 10.7450 | 2.6706 | 19.4241 |
| 105.14 | 10.7460 | 2.6635 | 19.4022 |
| 111.18 | 11.3629 | 2.8487 | 20.7510 |
| 111.18 | 11.3629 | 2.7686 | 20.1674 |
| 111.18 | 11.3629 | 2.8309 | 20.6214 |
| 111.18 | 11.3629 | 2.8416 | 20.6997 |
| 111.18 | $11 .{ }^{2} 620$ | ?.7775 | 20.2323 |
| 111.18 | 11.3629 | 2.8131 | 20.4917 |
| 111.18 | 11.3629 | 2.8487 | 20.7511 |
| 111.18 | 11.3629 | 2.7917 | 20.3360 |
| 120.24 | 12.2884 | 3.2493 | 23.5692 |
| 120.24 | 12.2884 | 3.2582 | 23.7340 |
| 120.24 | 12.2884 | 3.1692 | 23.0855 |
| 120.24 | 12.2884 | 3.2048 | 23.3449 |
| 120.24 | 12.2884 | 3.2333 | 23.5525 |
| 120.24 | 12.2884 | 3.1692 | 23.0855 |
| 120.24 | 12.28844 | 3.34 Jl | 24.3307 |
| 120.24 | 12.2884 | 3.2190 | 23.4487 |
| 120.24 | 12.2884 | 3.2333 | 23.3525 |
| 129.29 | 13.2139 | 3.6588 | 26.6521 |
| 129.29 | 13.2139 | 3.5164 | 25.6146 |
| 129.29 | 13.2139 | 3.7122 | 27.0412 |
| 129.29 | 12.2139 | 3.6453 | 26.5514 |
| 129.29 | 13.2139 | $3.56 \cup 9$ | 25.9388 |
| 129.29 | 13.2139 | 3.7033 | 26.9764 |
| 129.29 | 13.2139 | 3.7389 | 27.2350 |
| 135.33 | 13.8308 | 3.9071 | 20.116? |
| 195.33 | 12.に3uを | 3.0273 | 27.8042 |
| 135.33 | 13.8308 | 4.0950 | 29.8297 |
| 135.33 | 13.8308 | 4.0060 | 29.1812 |
| 135.33 | 13.0308 | 3.9098 | 28.'809 |
| 135.33 | 13.03348 | 3.8457 | 28.0140 |
| 135.33 | 13.0308 | 3.9098 | 28.4309 |
| 135.33 | 13.0308 | 4.0594 | 29.5703 |
| 135.33 | 13.8308 | 4.0238 | 29.3109 |
| 141.36 | 14.4478 | 4.3621 | 31.7750 |
| 141.36 | 14.4478 | 4.3264 | 31.5155 |
| 141.36 | 14.4478 | 4.0950 | 29.8297 |
| 141.36 | 14.4478 | 4.2303 | 30.8153 |
| 141.36 | 14.4478 | 4.4796 | 32.6310 |
| 141.36 | 14.4478 | 4.4155 | 32.1642 |
| 141.36 | 14.4478 | 4.4084 | 32.1123 |
| $15 \cup .42$ | 15.3733 | 4.6576 | $33.9<80$ |
| 1bu. 42 | 15.3733 | $4.0<91$ | 33.720 |
| 15 c .42 | 15.3733 | 4.8517 | 35.3416 |
| 150.42 | 15.3733 | 4.8161 | 35.0822 |
| 150.42 | 15.3733 | 4.5401 | 33.0720 |
| 150.42 | 15.3732 | 4.5401 | 33.0720 |

TABLE 1.2

## FRICTION FACTORS．

PRANDTL MODEL

－v2U923
－021210
－レてい761
－い2ט875
－020931
－U20818
－ 200137
－U2ט271
－し $2 \cup 4 \cup 5$
－ 02 U148
－020030
－C20しろo
.020670
－ 120859
－ 20765
－U 2 レ385
－し 2 v29
－ 119705
－ひデロロ
.019693
－ 119815
－019896
－0206ン7
－020465
－ 419815
－し15808
－し18478
.019299
－U18724
－018658
－ 118724
－ 019184
－ 019052
－019215
－018393
－し18104
－018320
－018119
－ 118 uv
－ 018580
－ 18405
.010349
－（）17771
－U17409
－017771
.017590

| $f$ | DIF。 |
| :---: | :---: |
| －し 2 6988 | －．u00vob |
| －してい988 | －Úひ222 |
| － 2 U932 | －．しうく171 |
| －U20932 | －－¢00リう |
| － 20932 | －•ก0001 |
| ． 020932 | －．000114 |
| －び2U714 | －．000577 |
| － 620714 | －．000443 |
| －さぐす14 | －．000309 |
| －U20205 | －．600u56 |
| － 020205 | －． 00175 |
| － 20205 | －．00175 |
| － 20205 | － 000455 |
| － 20205 | －1：00655 |
| － 20205 | －0056 |
| －いくい205 | －00101 |
| －いてい205 | －勺u才u6 |
| －T1750ヶ | －जrimica |
| －ひ1ソニツら | －．vuvaiu |
| － 119595 | －000．998 |
| －910595 | －00220 |
| －1：19595 | －000301 |
| － 119595 | －001032 |
| －U19595 | － 00869 |
| －しょっちら5 | － $0002 \angle 0$ |
| － 10 oú3 | －ひひひひもら |
| － 18003 | －．けじ325 |
| － 18803 | ． 000496 |
| －$\cup 10803$ | －．000379 |
| － 018803 | －．vט0144 |
| － 18003 | －．000こ79 |
| －ソ1ビひひ3 | －ひ U 381 |
| －vi u303 | －ひひびくら |
| －010003 | －しOC5 |
| － 113339 | －U Uびら3 |
| － 118339 | －ひUいてらち |
| ．018339 | －．000019 |
| －U18339 | －060221 |
| － 410339 | －．000336 |
| －U18339 | －00241 |
| －し 18039 | －ひu゙ul2 |
| －U10339 | －Oućviv |
| ．017723 | －©uvu48 |
| －U17723 | －．10031？ |
| ． 017723 | －ひ00う48 |
| －617723 | －．けい013？ |

BLAỨŚUS MODEL

| $f$ | DIF． | Re |
| :---: | :---: | :---: |
| －しくu972 | －． 0000 ＇t | 69520.04 |
| － 20972 | －UCu230 | 69520.84 |
| －02ט919 | －．0゙ט 157 | $6998<.506$ |
| －02U919 | －．000044 | 69982．58 |
| ． 20919 | －000012 | 59982．58 |
| ． 620919 | －．000101 | 59982.58 |
| －． 20710 | －．000573 | $7182 \%$ ．54 |
| ． 020710 | －．00043\％ | 71824.54 |
| － 020710 | －．000305 | 71829.54 |
| －v＜uazo | －． 000072 | 70́445．96 |
| － 20220 | －．00u190 | 70440.96 |
| － 20220 | －．000190 | 76446.96 |
| ． 020220 | －0cca5c | 76446.96 |
| － 20220 | ． 000634 | 76446.96 |
| － 020220 | ． 000544 | 75446.96 |
| －－く 4220 | －vulab | 76446.96 |
| － C C2z | ． 000070 | 76446．90 |
| －．．10ヶン7 |  |  |
| －U190く7 | －．Uvu44a | く＜0Us．bi |
| － 119627 | ． 000066 | 82603.51 |
| －19627 | －000188 | 82603.51 |
| －019627 | －00J26s | 82603．51 |
| ．019627 | －001000 | 82603.51 |
| － 19627 | －000837 | 82603.51 |
| －vi9627 | － 000180 | 82603.51 |
| － 010044 | ． 000044 | Y 1030.33 |
| －．18844 | －． 0003600 | 71838．33 |
| －018844 | －000455 | 91030.33 |
| －118844 | －．000126 | 91838.33 |
| －018844 | －．6c0185 | 91838.33 |
| ． 018844 | －．00012C | ч1838．33 |
| － 101044 | －0uczau | 91838.33 |
| －U1Sど4 | － 00020 | 910．20．33 |
| － 118844 | －U00472 | 91838.33 |
| － 18380 | －vuucis | 97994.88 |
| －U1とうu | －．00027 | ¢7994．88 |
| ． 018380 | －．000059 | 97994．88 |
| － 016380 | －．Cúv261 | 97994．88 |
| － 616380 | －．000376 | 97ソイ4．83 |
| － 18330 | － 000231 | 97らと4．88 |
| －618380 | －vocues | ¢7994．8ठ |
| － 010380 | －．000036 | ソ7994．8í |
| －617754 | ．0j0016 | 107229．71 |
| －． 17754 | －．000345 | 107229．71 |
| －017754 | ． 000016 | 107229．71 |
| －－17754 | －．voul64 | 167229．71 |

． 117301
.017349
．し17975
.018072
－U18024
.017240
.016755
． $0171: 2$
．U17197
.016809
$\cdot 017625$
．U1724U
.016895
.016814
.016860
.016399
－U16584
.016731
.016400
.017284
.016657 .016731 .016374 .015737
.016613
.016318
－-15936
．U16573
.016733 .016328 .015637 .016728 ． 016364 －U15971 .015709 ． 015971 .016582 .016437 ． 116329
.016196 .015329 ． 115836 .016769 －U16529 ． 016502 .015399 .015345 ． 016041 －015923 －ulbull ．015011
．$\cup 17723$
.017723
． 017723
.017723
.017723
.017355
.017355
.617355
－ 017355
.017355
.017355
.017355
．U17355
． 016857
． 016857
.016857
－016857
.016857
－U16857
.016857
.016857
－ 016857
.016413
.016413
－U16413
．U16413－．U00uy5
－U16413－．ひル0477
－ 016413 －Ju010u
－0 $16413 \quad .000320$
－016147－000186
－010142－．000505
－ن16142 • UU0586
$.016142 \quad .000222$
.016 .142 －．000171
$.016142-.000433$
.016142 －．000171
$.016142 \quad .00440$
．U1514？•000295
.015889 －00440
$.015889 \quad .000307$
.015889 －．000660
．015889－．000053
$.015885 \quad .000800$
－U150isy •UJ064u
.015889 .000613
.015539 －．000139
．015539－．000233
.015539 ．．000503
． 015539 •CJU305
$.01553 y$－．OUGちく8
.015534 －．Ju0528

－ .17754
－ 017754
－ 617754
－ 617754
.017754
－． 117377
.017377
－し17377
.617377
－$\cup 17377$
$.0173 \%$
－017377
－017377
． 116862
－ 016662
－． 10802
－ 616862
.016862
.010862
－Clóé 2
.016862
－ 16862
． 616398
－ 16398
－ 016398
－016398
． 016398
－vios98
－ 16398
－ 16113
－Cí6i13
．． 16113
－vi6113
.016113
－616113
.016113
.016113
－ 16113
－ 15845
－． 15845
.015845
－01584ち
－ 115845
－ن15845
.015845
－015471
．015471
－． 15471
－． 15471
－しょ5471
－い1547i

| ¢ | 107229．71 |
| :---: | :---: |
| －．vư4us | 107229．71 |
| －U00く21 | 107229．71 |
| し00316 | $1 \cup 7229.71$ |
| －Luvz69 | i 7229.71 |
| ． 000137 | 113386.26 |
| ．000622 | 113386.26 |
| －．000245 | 113366.26 |
| －． 000180 | 113386.26 |
|  | 113306.26 |
| －．U003bj | 113306.26 |
| －．000137 | 113306.26 |
| －． 000482 | 113356.26 |
| －． 000048 | 122621．00 |
| －－Cuvouz | 122621．08 |
| －．CCu463 | 122021．00 |
| －．000278 | 122621.08 |
| －．000131 | 122621．08 |
| －．000463 | 122021．08 |
| ． 000422 | 122621．08 |
| －． 000205 | 122621.08 |
| －．000131 | 122621.08 |
| －．000024 | 131855.91 |
| －．00066́z | 131855.91 |
| －vucals | 151055.91 |
| － 00088 | 131055．91 |
| －．000462 | 131655.91 |
| －coul7 | 131850. |
| －Uuソ334 | 131855.91 |
| －0．いつ75 | 12801\％－45 |
| －－0ju4：0 | 13801＜．43 |
| ． 000615 | 138012.45 |
| －000251 | 138012.45 |
| －．cu0i42 | 130012.45 |
| －．0004u4 | 13801＜．45 |
| －．006142 | 138012.45 |
| ． 000469 | 138012.45 |
| －cou 324 | 138012.4 |
| －Úvu434 | 144169.00 |
| －Cou351 | 144169.00 |
| －．000516 | 144169.00 |
| －．00006\％ | 144169.00 |
| －coov24 | 144169.00 |
| － 0 U0684 | 14410\％．00 |
| ． 000658 | 144169.00 |
| －．000072 | 153403.83 |
| －． 0 OU166 | 153403.83 |
| ．000570 | 153403.83 |
| ．000452 | 153403.83 |
| ． 000406 | 193403．83 |
| ． 000460 | 1ヶう403．8 |

## TABLE 1.3

## PARTICLE SIZE DISTRIBUTION OF HEMATITE.

| U.S. STANDARD MESH | WEIGFT \% | CURULATIVE \% |
| :---: | :---: | :---: |
|  | +18 | 16.24 |
| +25 | 16.92 | 16.24 |
| +40 | 28.67 | 33.16 |
| +50 | 13.96 | 61.83 |
| +70 | 9.28 | 75.79 |
| +100 | 7.24 | 85.07 |
| +140 | 4.44 | 92.31 |
| +170 | 1.13 | 96.75 |
| +200 | 1.32 | 97.88 |
| +270 | 0.35 | 99.20 |
| +325 | 0.34 | 99.55 |
| 400 | 0.01 |  |

## TABLE 1.4

SETTLING VELOCITY AND MEAN PARTICLE DIAMETER.
$\underline{W}(f e e t / s e c)$

| 0.7590 | 0.0501 |
| :--- | :--- |
| 0.5944 | 0.0336 |
| 0.4250 | 0.0215 |
| 0.2905 | 0.0141 |
| 0.1985 | 0.0100 |
| 0.1349 | 0.0071 |
| 0.1100 | 0.0050 |
| 0.0761 | 0.0038 |
| 0.0634 | 0.0032 |
| 0.05357 | 0.0025 |
| 0.044 | 0.0019 |

## TABLE 1.5

EXPERIMENTAL COORDINATES.


## TABLE 1.6

## PREDICTED PRESSURE GRADIENTS USING LEAST SQ. ESTIMATES.

| SEQ. | EXP. | M-1 | M-2 | M-3 | M-4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | . 3249 | . 3304 | . 3072 | . 3194 | . 3203 |
| 2 | . 3891 | . 3865 | .4356 | . 3933 | . 3928 |
| 3 | . 4841 | . 4893 | . 4928 | . 4802 | . 4811 |
| 4 | . 5090 | . 4953 | . 6557 | . 5174 | . 5157 |
| 5 | . 4615 | . 4738 | . 4241 | . 4507 | . 4526 |
| 6 | . 4735 | .4813 | . 4481 | . 4649 | . 4664 |
| 7 | .4729 | . 4783 | . 4539 | . 4659 | . 4670 |
| 8 | .4701 | .4783 | . 4475 | . 4638 | . 4651 |
| 9 | .4736 | . 4762 | . 4769 | . 4738 | . 4742 |
| 10 | . 4752 | .4747 | . 4856 | . 4761 | . 4761 |
| 11 | . 5238 | - 5041 | . 7129 | . 5459 | -.5426 |
| 12 | . 5321 | . 5108 | . 7324 | . 5519 | . 5487 |
| 13 | . 4950 | . 4805 | . 5977 | . 5028 | . 5013 |
| 14 | . 4782 | . 4625 | . 6186 | . 4904 | . 4883 |
| 15 | . 4439 | .4332 | . 5330 | . 4509 | . 4497 |
| 16 | .4008 | .4066 | . 3914 | . 3921 | .3934 |
| 17 | . 4541 | . 4421 | . 5761 | . 4652 | . 4634 |
| 18 | . 3864 | . 3820 | . 4329 | . 3895 | . 3891 |
| 19 | . 3612 | . 3615 | . 3631 | . 3547 | . 3553 |
| 20 | . 3127 | . 3085 | . 2944 | . 2978 | . 2987 |
| 21 | . 3643 | . 3624 | . 4184 | . 3722 | . 3716 |
| 22 | . 4081 | . 4015 | . 4915 | . 4172 | .4160 |
| 23 | . 2642 | . 2535 | . 2384 | . 2439 | . 2447 |
| 24 | . 2901 | . 2906 | . 3048 | . 2915 | . 2915 |
| 25 | . 3231 | . 3242 | . 3582 | . 3300 | . 3296 |
| 26 | . 3598 | . 3572 | . 4075 | . 3661 | . 3654 |
| 27 | . 3987 | - 3943 | . 4623 | . 4057 | . 4048 |

* The models are presented in figure 1.5

TABLE 1.7

PREDTGTED PREGSURE GRADIENTS USING FOSTERIOR MEAN ZGTTMATES

| SEQ. | EXP. | M-1 | M-2 | M-3 | M-4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | . 3249 | . 3304 | .3072 | . 3194 | . 3203 |
| 2 | . 3891 | . 3855 | . 4356 | . 3933 | . 3928 |
| 3 | . 4841 | . 4893 | . 4928 | . 4802 | . 4811 |
| 4 | -5090 | . 4953 | . 6557. | . 5174 | . 5157 |
| 5 | . 4615 | . 4847 | . 3822 | . 4435 | . 4466 |
| 6 | .4735 | . 4820 | . 4398 | . 4651 | . 4664 |
| 7 | .4729 | . 4768 | . 4548 | . 4678 | . 4685 |
| 8 | . 4701 | . 4773 | . 4493 | . 4663 | . 4671 |
| - | 8736 | . 1.725 | , 1.957 | -4774 | 4,770 |
| 10 | . 4757 | .4720 | . 4925 | . 4788 | .4183 |
| 11 | . 5238 | . 5018 | . 7146 | . 5497 | . 545 ? |
| 12 | -5721 | . 5119 | . 7374 | . 5515 | . 5491 |
| 13 | . 4950 | . 4854 | . 5963 | . 4991 | . 4980 |
| 14 | . 4782 | . 4662 | . 6170 | . 4878 | . 4860 |
| 15 | . 4439 | . 4390 | . 5306 | .4469 | .4463 |
| 16 | . 4008 | . 4158 | . 3867 | . 3866 | . 3886 |
| 17 | . 4541 | . 4456 | . 5746 | . 4630 | . 4616 |
| 18 | . 3864 | . 3876 | . 4318 | . 3860 | . 3861 |
| 19 | . 3612 | . 3679 | . 3677 | . 3507 | . 2510 |
| 20 | . 3127 | . 2130 | . 2935 | . 2954 | . 2968 |
| 21 | . 3643 | . 3656 | . 4189 | .3715 | . 3710 |
| 22 | . 4081 | . 4042 | . 4929 | . 4160 | . 4150 |
| 23 | . 2642 | . 2566 | . 2404 | . 2424 | . 2434 |
| 24 | . 2901 | . 2935 | . 3078 | . 2916 | . 2917 |
| 75 | . 3731 | . 2265 | . 2508 | . 3300 | -3797 |
| 26 | . 3598 | . 3590 | .4082 | . 3657 | . 3651 |
| 27 | . 3987 | . 3961 | . 4623 | . 4050 | . 4043 |

[^0]
## TABLE 1.8

## ESTIMATED VALUES OF PARAMETERS AFTER EACH ITSERATION.

| DURAND |  | CHAPLES |  | KRIEGEL |  | AYUKAKA |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | B | A | B | A | B | A | B |
| 122.91 | 122.91 | 9.16 | 9.16 | 54.43 | 54.43 | . 05124 | . 05124 |
| 117.28 | 113.59 | 28.39 | 41.04 | 56.67 | 58.14 | . 05296 | . 05409 |
| 115.71 | 113.98 | 34.60 | 41.43 | 57.44 | 58.34 | . 05357 | . 05427 |
| 115.13 | 114.20 | 37.34 | 41.65 | 57.82 | 58.45 | . 05387 | . 05438 |
| 114.23 | 112.40 | 39.92 | 45.18 | 58.06 | 58.57 | . 0.5405 | . 05442 |
| 114.24 | 114.26 | 38.57 | 35.10 | 57.85 | 57.29 | . 05386 | . 05338 |
| 114.55 | 115.54 | 36.83 | 31.47 | 57.68 | 57.12 | . 05372 | . 05328 |
| 117.44 | 128.65 | 35.74 | 31.47 | 56.35 | 51.20 | . 05266 | .04856 |
| 119.78 | 130.71 | 34.08 | 31.47 | 55.44 | 51.34 | . 05195 | . 04874 |
| 120.59 | 124.88 | 34.42 | 31.47 | 55.?8 | 54.49 | . 05185 | . 05131 |
| 121.98 | 130.50 | 34.01 | 31.47 | 54.82 | 52.12 | . 05150 | -04942 |
| 122.43 | 125.52 | 33.69 | 31.47 | 54.70 | 53.89 | . 05141 | . 05081 |
| 121.50 | 114.63 | 34.56 | 41.04 | $55 \cdot 16$ | 58.48 | .05177 | . 05441 |

A Posterior mean estimate.
B Least Squares estimate.

* The models are presented in figure 1.5


## TABIE 1.9

PREDICTED COEFFICIENTS $\varnothing$ USING THE POSTERIOR MEAN ESTIMATES.*

| SEQ. | EXP. | M-1 | $\mathrm{M}-2$ | M-3 | M-4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 5.3675 | 5.6103 | 4.5882 | 5.1247 | 5.1643 |
| 2 | 2.3736 | 2.2652 | 4.3389 | 2.5529 | 2.5315 |
| 3 | 4.3515 | 4.4415 | 4.5011 | 4.2847 | 4.2999 |
| 4 | 2.2127 | 2.0155 | 4.2703 | 2.3330 | 2.2087 |
| 5 | 6.5288 | 7.0644 | 4.6966 | 6.1127 | 6.185 ? |
| 6 | 6.5512 | $6.741^{2}$ | 5.80フ0 | 6.2526 | 6.3977 |
| 7 | 6.5641 | 6.6508 | 6.1587 | 6.4504 | 6.4662 |
| 8 | 6.9723 | 7.1414 | 6.4861 | 6.8825 | 6.9025 |
| $\bigcirc$ | $6=0102$ | $6=0177$ | $6=2731$ | E:0998 | $6.004 ?$ |
| 10 | 5.1307 | 5.6658 | 5.0828 | 5.8037 | 5.7936 |
| 11 | 2.5055 | 2.2310 | 4.8873 | 2.8225 | 2.7723 |
| 12 | 2.4043 | 2.1602 | 4.82 .73 | 2.6386 | 2.5978 |
| 13 | 3.6253 | 3.4772 | 5.1855 | 3.6886 | 2.6709 |
| 14 | 2.5823 | 2.3863 | 4.8512 | 2.7389 | 2.7093 |
| 15 | 3.3988 | 3.3030 | 5.0909 | 3.4576 | 3.4447 |
| 16 | 6.4956 | 6.9376 | 6.0788 | 6.0763 | 6.1366 |
| 17 | 2.4219 | 2. 2525 | 4.8107 | 2.5988 | 2.5697 |
| 18 | 4.0942 | 4.1269 | 5.3579 | 4.0838 | 4.0860 |
| 19 | 5.9185 | 6.1534 | 5.9715 | 5.5511 | 5.5935 |
| 20 | 7.3445 | 7.3609 | 6.3268 | 6.4236 | 6.4886 |
| 21 | 3.353? | 2.3988 | 5.2087 | 2.5986 | 2.5818 |
| 22 | 2.5926 | 2.4839 | 4.9538 | 2.8136 | 2.7860 |
| 23 | 8.9814 | 8.3014 | 6.8529 | 7.0370 | 7.1237 |
| 24 | 4.6737 | 4.8929 | 5.8300 | 4.7687 | 4.7765 |
| 25 | 3.3329 | 3.5172 | 5.3117 | 3.7049 | 3.6890 |
| 26 | 2.7223 | 2.6866 | 5.0079 | 2.9999 | 2.9737 |
| 27 | 2.2370 | 2.1300 | 4.8077 | 2.4931 | 2.4623 |

* The models are presented in figure 1.5

TABLE 1.10

PREDICTED COEFFICIENTS $\emptyset$ USING LEAST SQ. ESTIMATES

| SEQ. | EXP. | M-1 | M-2 | M-3 | M-4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 5.3675 | 5.6103 | 4.5882 | 5.1247 | 5.1643 |
| 2 | 2.3736 | 2.2652 | 4.3389 | 2.5529 | 2.5315 |
| 3 | 4.3515 | 4.4415 | 4.5011 | 4.2847 | 4.2999 |
| 4 | 2.2127 | 2.0155 | 4.3203 | 2.3330 | 2.3087 |
| 5 | 6.5288 | 6.8133 | 5.6651 | 6.2781 | 6.3237 |
| 6 | 6.5513 | 6.7253 | 5.9870 | 6.3601 | 6.3927 |
| 7 | 6.5641 | 6.6850 | 6.1399 | 6.4069 | 6.4323 |
| 8 | 6.9723 | 7.1637 | 6.4446 | 6.8257 | 6.8552 |
| 9 | 6.0193 | 6.0738 | 6.0883 | 6.0238 | 6.0309 |
| 10 | 5.7307 | 5.7198 | 5.9431 | 5.7493 | 5.7499 |
| 11 | 2.5055 | 2. 2591 | 4.8652 | 2.7815 | 2.7397 |
| 12 | 2.4043 | 2. 1461 | 4.8276 | 2.6439 | 2.6046 |
| 13 | 3.6253 | 3.4026 | 5.2078 | 3.7458 | 3.7223 |
| 14 | 2.5823 | 2.3264 | 4.8774 | 2.7814 | 2.7466 |
| 15 | 3.3988 | 3.1906 | 5.1380 | 3.5350 | 3.5113 |
| 16 | 6.4956 | 6.6660 | 6.2189 | 6.2405 | 6.2786 |
| 17 | 2.4219 | 2.1842 | 4.8403 | 2.6421 | 2.6067 |
| 18 | 4.0942 | 3.9726 | 5.3883 | 4.1811 | 4.1695 |
| 19 | 5.9185 | 5.9276 | 5.9851 | 5.6887 | 5.7128 |
| 20 | 7.3445 | 7.1205 | 6.3741 | 6.5547 | 6.6031 |
| 21 | 3.3532 | 3.2891 | 5.1879 | 3.6229 | 3.6001 |
| 22 | 2.5926 | 2.4078 | 4.9147 | 2.8457 | 2.8126 |
| 23 | 8.9814 | 8.0288 | 6.6768 | $7 \cdot 1726$ | 7.2420 |
| 24 | 4.6737 | 4.7050 | 5.6322 | 4.7658 | 4.7664 |
| 25 | 3.3329 | 3.3919 | 5.2242 | 3.7058 | 3.6848 |
| 26 | 2.7223 | 2.5997 | 4.9779 | 3.0185 | 2.9875 |
| 27 | 2.2370 | 2.0600 | 4.8100 | 2.5214 | 2.4853 |

## TABLE 1.11

| SE2. | M-1 | M-2 | M-3 | M-4 |
| :--- | :--- | :--- | :--- | :--- |
| 4 | .3415 | .0000 | .3063 | .3522 |
| 5 | .2580 | .0000 | .3159 | .4261 |
| 6 | .2506 | .0000 | .3119 | .4376 |
| 7 | .2519 | .0000 | .3088 | .4393 |
| 8 | .2337 | .0000 | .3139 | .4524 |
| 10 | .2391 | .0000 | .3108 | .4500 |
| 11 | .2394 | .0000 | .3093 | .4513 |
| 12 | .2043 | .0000 | .1938 | .6019 |
| 14 | .1726 | .0000 | .1982 | .6781 |
| 15 | .1428 | .0000 | .1925 | .6593 |
| 16 | .1241 | .0000 | .1769 | .6990 |

* The models are presented in figure 1.5

APPENDIX 1.10 .1

COMPUTER PROGRAM FOR DISCRIMINATION OF MODELS.

```
    COMMON/UNO/RHO,VIS,DIA,D,S,W
    COMMON/DOS/HM(30),U(30),CV(30),FR(30),FI(30),PSI(30),HW(30)
    COMMON/CUATRO/UU(5,30),X(5,30),V(5,5,5),Y(5,30)
    COMMON/CINCO/ NMODEL,ALPHA(5),BETA(5),PRPRE(5),PRPOST(5),SU(5),
1PHI1,PHI3,PHI4
    COMMON/OCHO/PHI (4,30),SSQ(5),RATIO(4,30),R(30)
```

    RFAD(5,10) RHO,VIS,DIA,D,S,W
    \(\operatorname{READ}(5,20)(S U(M), M=1,5)\)
    REA)(5,30) SIGMA
    READ (5,35) (PRPRE (M), \(M=1,5\) )
    DO \(40 \quad M=1,4\)
    DO \(40 \quad \mathrm{~J}=1,4\)
    DO \(40 \quad I=1,4\)
    $V(M, J, I)=0.0$
DO $50 \quad M=1,4$
DO $50 \quad J=1,4$
$V(M, J, J)=S I G M A$
NORMALIZATION OF AUXILIAR CONSTANTS
$D=0 / 1 ?$.
PHI1 $=(W / S Q R T(32 \cdot 174 * D)) * * I \cdot 5$
PHI $3=W$
PHI4 $4=($ D/DIA)**(-0.707)*(SQRT(32•174*D*(S-1。)))**(2•72)/W**2
READ 5 , 70 INEXP, NINIT, NTOTAL, NCOUNT, NMODEL
ITFR $=1$
IF(NTOTAL.NE.NINIT) ITER=NTOTAL
READ (5,80) (CV(I),U(I), HM(I), I=ITER,NTOTAL)
CONTINUE
IF (NTOTAL.GT. 30) GO TO 150
SUBROUTINE LEASQ RETURNS THE BEST ESTIMATES OF THE PARAMETERS.
CALL LEASQ(NINIT,NEXP,NTOTAL)
SUBROUTINE GRAD RETURNS VECTORS $X$ AND UU.
CALL GRAD (NTOTAL, NFXP,NINIT)
WRITE 6,100$)$
1*M5*, //)
WRITE $(6,110)(B F T A(M), M=1, N M O D E L)$
WRITE $(6,111)$ (ALPHA $(M), M=1, N M O D E L)$.
WRITE $(6,114)(S U(M), M=1, N M O D E L)$
WRITE $(6,112)$ (PRPRE (M), $M=1$, NMODFL)
SUBROUTINE BAYES PFRFORMS RAYESIAN ANALYSIS.
CAL: BAYES(NTOTAL,NEXP,NINIT,SIGMA)
WRITE $(6,113)(\operatorname{PRPOST}(M), M=1$, NMODEL)
WRITE $(6,120)$
WRITE(6,130)(CV(I),U(I),HM(I), (Y(M,I),UU(M,I), M=1,NMODEL),
1I=1,NTOTAL)
SUBROUTINE ROTH RETURNS THE NEW FXPERIMENTAL COORD NATES.
CALL ROTH(NINIT,NEXP, CVEXP, (JEXP)

```
WRITE(6,140) CVEXP, UEXP
IF(NCOUNT.EQ.I)GO TO 60
150 CONT INUE
```

```
10 FORMAT (6F10.0)
```

10 FORMAT (6F10.0)
20 FORMAT (5F10.0)
20 FORMAT (5F10.0)
30 FORMAT (F10.0)
30 FORMAT (F10.0)
35 FORMAT (5F10.0)
35 FORMAT (5F10.0)
70 FORMAT (5I5)
70 FORMAT (5I5)
80 FORMAT{3F10.0)
80 FORMAT{3F10.0)
100 FORMAT(1H1,///,53X, *M1*, 13X, *M2*, 13X, *M3*, 13X, *M4*, 13x,
100 FORMAT(1H1,///,53X, *M1*, 13X, *M2*, 13X, *M3*, 13X, *M4*, 13x,
110 FORMAT(/, X,*RFTA*,36X, 5E15.51
110 FORMAT(/, X,*RFTA*,36X, 5E15.51
111 FORMAT (/, X,*ALPHA*,35X,5E15.5)
111 FORMAT (/, X,*ALPHA*,35X,5E15.5)
114 FORMAT(/, X,*SU*,38X, 5E15.5)
114 FORMAT(/, X,*SU*,38X, 5E15.5)
112 FORMAT (/, X,*PRPRE*, 35X, 5E15.5)
112 FORMAT (/, X,*PRPRE*, 35X, 5E15.5)
113 FORMAT (/, X,*PRPOST*, 35X, 5E15.5)
113 FORMAT (/, X,*PRPOST*, 35X, 5E15.5)
120 FORMAT (/,8X,*CV*,9X,*U*,8X,*HM*)
120 FORMAT (/,8X,*CV*,9X,*U*,8X,*HM*)
130 FORMAT {3F1\cap.4, 8X, 4(2F8.4, 4X))
130 FORMAT {3F1\cap.4, 8X, 4(2F8.4, 4X))
140 FORMAT1//, 2X,*NEW EXPERIMENTAL COORDINATES*, 10X, *CV*, F10.4,
140 FORMAT1//, 2X,*NEW EXPERIMENTAL COORDINATES*, 10X, *CV*, F10.4,
110X, *(J*,F1O.4)
110X, *(J*,F1O.4)
STOP
END
SUBROUTINE GRAD(NTOTAL,NEXP,NINIT)
COMMON/UNO/RHO,VIS,DIA,D,S,W
COMMON/DOS/HM(3C),U(30),CV(20),FR(30),FI(30),PSI(30),HW(30)
COMMON/CUATRO/UU(5,30),X (5,30),V(5,5,5),YMODEL (5,30)
COMMON/CINCO/ NMODEL,ALPHA(5),BETA(5),PRPRE(5),PRPOST(5),SU(5),
1PHI1,PHI 3,PHI4
COMMON/OCHO/PHI(4,30),SSQ(5),RATIO(4,30),R(30)
DIMFNSION F(30)
IFINTOTAL.GT.NINIT) GO TO 15
DO 10 M=1,NMODEL
ALPHA(M) = BETA(M)
SSQ(M) = 0.
CONTINUE
ITER = NTOTAL
IF(NEXP.EQ.NINIT) ITER=1
DO 20 I=ITER,NTOTAL
YMODEL(1,I)=HW(I) + ALPHA(1)*CV(I)*HW(I)*((S-1.0)**0.75)*PHI1/
1FR(I)**1.5
UU(1,I)=HN(I) - YMODEL(1,I)
X(1,I)=CV(I)*HW(I)*((S-1.)**0.75)*PHII/FR(I)**1.5
PHI(1,I)=ALPHA(1)*((S-1.)**0.75)*PHII/FR(I)**1.5
SSQ(1)=SSQ(1) + UU(1,I)*UU(1,I)

```
```

    1FR(I)**1.5 + CV(I)*HW(I)*(S-1.0)
    UU(2,I) = HM(I) -YMODEL(2,I)
    X(2,I) = X(1,I)
    PHI(2,I) = ALPHA(2)*PHI(1,I)/ALPHA(1) + 5-1.
    SSQ(2)=SSQ(2) + UU(2,I)*UU(2,1)
    YMODEL(3,I)=HW(I) + ALPHA(3)*0.282*(S-1.)*CV(I)*((PHI3**3)
    1(32.174*VIS))**(1./3.))*(FR(I)**(-4./3.))*(U(I)**2)/(2.0*32.174*
    201A)
    UU(3,I) = HM(I) - YMODEL(3,I)
    X(3,I) = 0.282*(S-1.)*CV(I)*((PHI3**3/(32.174*VIS))**(1./3.))*
    1(FR(I)**(-4./3.))*U(I)**2/(2.0*32.174*DIA)
    CALL FRIC(F(I),U(I))
    PHI(3.1)= ALPHA(3)*0.282*(S-1.)*(PHI3**3/(32.174*VIS))**(1./3.)*
    1FR(I)**(-4./3.):
PHI(3,I) = PHI(3,I)/F(I)
SSQ(3)=SSQ(3) + UU(3,I)*UU(3,I)
YMODEL(4,I) = HW(I) + ALPHA(4)*1.80*32.174*(5-1.)*DIA*CV(I)*
1(U(I)**(-2.72))*PHI4*U(I)**2/(2.0*32.174*DIA)
UU(4,I) = HM(I) - YMODEL(4,I)
X(4,I)=1.80*32.174*(S-1.)*DIA*CV(I)*(U(I)**(-2.72))*PHI4*
1U(I)**2/(2.0*32.174*DIA)
PHI(4,I) = ALPHA(4)*1.80*32.174*(S-1.)*DIA*U(I)**(-2.72)*PHI4
PHI(4,I)= DHI(4,I)/F(I)
SSQ(4)=SSQ(4)+UU(4,I)*UU(4,I)
CONTINUE
RFTURN
END

```

\section*{SUBROUTINE BAYES(NTOTAL,NEXP,NINIT,SIGMA)}

COMMON/CUATRO/ UU(5,30), X(5,30),V(5,5,5),YMODEL(5,30)
COMMON/CINCO/ NMODEL,ALPHA(5), BETA(5), PRPRE(5), PRPOST(5),SU(5)
DIMENSION AUX \((5,5), \operatorname{AUX1}(5,5,5), \operatorname{VAR}(5,5,5), \operatorname{AUX} 2(5,5,5)\),
1AUX3(5,5,5), DETVAR(5), DETAUX(5), DF(5), AUX4(5,30), AUX5(5), \(2 \operatorname{VAR1}(5,30)\)

IF(NEXP.NE.NINIT) GO TO 65
DO \(10 \quad M=1, N M O D E L\)
DO \(10 \quad I=1, N I N I T\)
\(\operatorname{AUX}(M, I)=\operatorname{SU}(M) * X(M, I)\)
CONTINUE
DO \(20 \quad M=1\), NMODEL
DO \(20 \mathrm{I}=1\), NINIT
DO \(20 \quad \mathrm{~J}=1, \mathrm{NINIT}\)
\(\operatorname{AUX1}(M, I, J)=\operatorname{AUX}(M, I) * \times(M, J)\)
CONT INUE
DO \(30 \quad M=1\),NMODEL
DO \(30 \quad \mathrm{I}=1\),NINIT
DO \(30 \mathrm{~J}=1, \mathrm{NINIT}\)
\(\operatorname{VAR}(M, I, J)=V(M, I, J)+\operatorname{AUXI}(M, I, J)\)

30 CONTINUF
DO \(40 \mathrm{M}=1\), NMODEL
DO \(40 \quad \mathrm{I}=1\), NINIT
DO \(40 \quad J=1, N\) NIT
AUX2(M,I,J) \(=\operatorname{UU}(M, I) * U U(M, J)\)
40 CONTINUE

DO \(50 \quad \mathrm{M}=1, \mathrm{NMODEL}\)
DO \(50 \quad \mathrm{I}=1\), NINIT
DO \(50 \quad J=1\), NFXP
\(\operatorname{AUX} 3(M, I, J)=\operatorname{VAR}(M, I, J)+\operatorname{AUX} 2(M, I, J)\)
50 CONTINUE

SUBROUTINE DETER RETURNS THE DETERMINANTS OF VAR AND AUX3
DO 6J \(\mathrm{M}=1\), NMODEL
CALL DFTER (NINIT, DFTAUX (M), AUX \(3, M)\)
CALL DFTER(NINIT, DFTVAR (M), VAR,M)
60 CONT INUE
GO TO 66
65 CONTINUE
DO \(66 \mathrm{M}=1\), NMODEL
VARI (M,NTOTAL) \(=X(M, N T O T A L) * S U(M) * X(M, N T O T A L)+S I G M A\)
DETVAR(M) = VAR1 (M,NTOTAL)
DETAUX(M) \(=\operatorname{VAR1}(M, N T O T A L)+U U(M, N T O T A L) * U U(M, N T O T A L)\)
66 CONTINUE
CALCULATION Ó THE LIKELiHOOD FUNCTIONS.
DO \(70 \quad \mathrm{M}=1\), NMODEL
\(Z=-0.5 *(\operatorname{DETAUX}(M) / D E T V A R(M)-1.0)\)
\(\operatorname{DF}(M)=E X P(Z) / S Q R T(D E T V A R(M))\)
70 CONTINIJE
EVALUATION OF UNORMALIZED POSTERIOR MODEL PROBARILITIES.
ANORM \(=0\).
DO \(\cap \cap \quad M=1\), \(M A \cap \cap F L\)
\(\operatorname{PRPOST}(M)=\operatorname{PRPRE}(M) * \operatorname{DF}(M)\)
ANORM \(=\) ANORM + PRPOST(M)
80 CONTINUE

NORMALIZED POSTERIOR MODEL PROBABILITIES
กO OO \(M=1\), NMODFL
\(\operatorname{PRPOST}(M)=\operatorname{PRPOST}(M) / A N O R M\)
\(\operatorname{PRPRE}(M)=\) DRPOST \((M)\)
90 CONTINUE

POSTERIOR PARAMETERS DISTRIBUTION.
DO \(100 \quad M=1\), NMODEL
DO \(100 \quad I=1\), NTOTAL
\(\operatorname{AUX} 4(\mathrm{M}, I)=X(M, I) / S I G M A\)
CONTINUE

DO \(110 \quad M=1, N M O D F L\)
\(A \cup X 5(M)=0.0\)
DO \(110 \quad I=1\), NTOTAL
\(A \cup X 5(M)=A U X 5(M)+X(M, I) * A U X 4(M, I)\)
```

    Z=1.0/(AUX5(M) + 1.0/SU(M))
    ALPHA(M)=Z*(AUX5(M)*BETA(M) + ALPHA(M)/SU(M))
    SU(M) = Z
120 CONTINUF
RETURN
FND

```

SUBROUTINE ROTH(NINIT,NFXP, CVEXP,UEXP)
COMMON/UNO/RHO,VIS,DIA, D, S,W
COMMON/CINCO/NMODEL,ALPHA(5),BETA(5),PRPRE(5),PRPOST (5), SU(5),
1PHI1, PHI 3,OHI4
DIMENSION GRADW \((30), F(30), Y M O D E L(5,30,30), C V(30), U(30), C(5)\).
\(1 Z(30,30), \operatorname{ZMAX}(30,30)\)
DIM NSION FR(30)
IF(NEXP.NE.NINIT) GO TO 20
CVMIN \(=0.03\)
CVMAX \(=0.25\)
UMIN \(=10\).
UMAX \(=16.0\)
IDELTA \(=I F I X(100 *(\) CVMAX-CVMIN \())\)
JDELTA \(=2 * I F I X(U M A X-U M I N)\)
DO \(10 \quad \mathrm{I}=1\), IDELTA
CVII) = CVMIN + FLOAT (I)/100.0

10 CONTINUF
DO 20 I = I, JDELTA
\(U(I)=\) UMIN \(+0.5 * F L O A T(I)\)
CALL WATER(U(1),GRADW(I))
FR(I) \(=U(I) * * 2 /(2.0 * 32.174 * D I A)\)
CONTINUE

DO \(30 \quad L=1\), IDFLTA
DO \(30 \quad K=1, J D E L T A\)
YMODFL(1,K,L) = GRADW(K) + BETA(1)*CV(L)*GRADW(K)*((S-1.)**0.75)* 1PHI1/FR(K)**1.5

YMODEL (2,K,L) = GRADW(K) + BETA(2)*CV(L)*GRADW(K)*( \((S-1) * * 0.75)\). 2PHI1/FR(K)**1.5 + CV(L)*GRADW(K)*(S-1.)

YMODEL (3,K,L) = GRADW(K) + BETA(3)*0. \(282 *(S-1) * C V.(L) *((P H I 3 * * 3)\) \(3(32.174 * V I S)) * *(1 . / 3).) *(F R(K) * *(-4 \cdot / 3 \cdot)) *(U(K) * * 2) /(2 \cdot 0 * 32 \cdot 174 *\) 4 (IA)

YMODEL \((4, K, L)=G R A D W(K)+\operatorname{BETA}(4) * 1.80 * 32.174 *(S-1) * D I A * C V.(L) *\) \(5(U(K) * *(-2.72)) *\) PHI \(4 * U(K) * * 2 /(2.0 * 32.174 * D I A)\)

DO \(25 \quad I=1\), NMODEL
\(C(1)=1\).
DO. \(25 \mathrm{~J}=1\), NMODFL
IF (J.EQ.I) GO TO
```

25 CONTINUF
Z(K,L) = PRPOST(1)*C(1) + PRPOST(2)*C(2) + PRPOST(3)*C(3) +
1PRPOST(4)*C14)
30 CONTINUE
ZMAX(1,1)=7(1,1)
L=1
J = 1
DO 40 K=1,IDELTA
DO 40 I=1, JDELTA
IF(Z(I,K).GT.ZMAX(J,L)) GO TO 35
GO TO 40
J=I
L=K
ZMAX(J,L) = Z(I,K)
40 CONTINUE
CVEXP = CV(L)
UEXP = U(J)
RETURN
END

```
SURROUTINE DETERGAGOET,A,M:
THIS SURROUTINF CALCULATES THF DFTERMINANT OF A SQ ARE MATRIX OF
ORDER \(N\) BY THE METHOD OF PIVOTAL CONDENSATION.
DIMENSION A(5,5,5)
\(K=2\)
\(L=1\)
5 DO \(10 \quad I=K, N\)
RATIO \(=A(M, I, L) / A(M, L, L)\)
DO \(10 \mathrm{~J}=\mathrm{K}, \mathrm{N}\)
\(10 A(M, I, J)=A(M, I, J)-A(M, L, J) * R A T I O\)
IF(K-N) \(15,20,20\)
\(15 L=K\)
\(K=K+1\)
GO TO 5
\(D E T=1.0\)
DO \(25 \quad L=T, N\)
\(D E T=D F T * A(M, L, L)\)
25 CONTINUE
RETURN
END

THIS SUBROUTINE WILL COMPUTE THE FRICTION FACTOR F R A PURE FLUID UNDFR LAMINAR OR TURRULFNT RFGIMF. FOR TURBULFNT LOW THF FRICTION FACTOR IS FVALUATFD ACCORDING WITH VON-KARMAN-PRAN TL FQUATION AND THE NEWTON-RAPHSON ITERATION METHOD IS USED FOR FI DING THE ROOT OF THIS EQUATION.

REFERENCES. V.L. STREETER. FLUID MECHANICS. CHAPT R 5. MC GRAW-HILL ROOK COMPANY. SOURTH EDITION (1966).
B. CARNAHAN ET. AL.. APPLIED NUMERIC L METHODS. CHAPTFR 3. JOHN WILEY AND GONS INC. (197).

GLOSSARY OF PRINCIPAL SYMBOLS.
\(A, B=E M P I R I C A L\) COEFFICIENTS IN VON-KARMAN-PRANDTL EQUATION.
\(C, D=\) EMPIRICAL COEFFICIENTS IN BLAUSIUS EQUATION.
VIS = FLUID VISCOSITY, LBM/FT.SEC.
DVIS = DYNAMIC FLUID VISCOSITY, LB.SEC./CU.FT.
\(U=M E A N\) FLUID VELOCITY, FEFT/SEC.
\(F=F R I C T I O N F A C T O R\), DIMENSIONLESS.
DIA = PIPELINE INTERNAL DIAMETER, FEET.
RHO \(=\) FLUID DENSITY, LRM/CU.FT.
RE \(=\) REYNOLDS NUMBER, DIMENSIONLESS.

DATA DIA,RHO, DVIS/0.1667, 62.4, 0.0000300/
DATA A,B,C,D/-9.1947749, 4.0212147, 1.523312, -0.3843671/

TRANSFORMATION OF DYNIMIC VISCOSITY (LB.SEC/CU.FT. INTO THE ENGLISH ENGINEERINT UNIT SYSTEM (LB/FT.SEC)
VIS = DVIS*37. 174
FVALUATION OF REYNOLDS NUMBER.
\(R E=D I A * U * R H O / V I S\)
CHECK FOR TURBULENT FLOW
IF (RE.GT. 2000.0) GO TO 10
\(F=64.0 / R E\)
RETURN

THE BLAUSIUS EQUATION IS USED TO GET A FIRST ESTIM TE OF F.
\(F=C * R E * D\)
BEGIN NEWTON-RAPHSON ITERATION.
DO \(20 \quad I=1,50\)
\(\mathrm{PRO}=R E * S Q R T(F)\)
\(F N E W=F-(1.0 / S Q R T(F)-R * A L O G 10(P R O)-A) *(2 \cdot 0 * F * S Q R T(F)) /\)
\(1(-1.0-0.4342944819 * B * S Q R T(F))\)

CHECK FOR CONVERGENCE.
IF (ABS (F-FNEW) •LT•1•OE-6) GO TO 40
\(F=F N F W\)
CONT INUE

SUBROUTINE WATER(U, GRADW)
THIS SUBROUTINE WILL CALCULATE THE HYDRAULIC GRADI NT FOR PURE WATER ACCORDING WITH DARCY-WEISBACH EQUATION.

REFERENCE. V.L. STREETER. FLUID MECHANICS. CHAP ER 5. MC GRAW-HILL ROOK COMPANY. FOURTH EDITION (1966).

GLOSSARY OF PRINCIPAL SYMROLS.
DIA = PIPELINE DIAMETER, FEET. F = FPICTION FACTOR, DIMFNSTONLFSS.
GRAD. \(=\) HYDRAULIC GRADIENT FOR PURE WATER, FEET OF WATER PER FT. OF PIPE. \(U=\) AVERAGE FLUID VFLOCITY, FEET/SEC.

DATA DIA,RHO,DVIS/0.1667, 62.4, 0.0000167/
SUBROUTINE FRICTION RETURNS THE FRICTION FACTOR.
CALL FRIC(F,U)
GRAMW \(=(F / \cap I A) * U * * 2 /(2.0 * 37.174)\)
RETURN
FND

Figure 1.16 represents the calibration curve for the electromagnetic flowmeter (see 1.5.1). The electronic calibration given by the maker (also indicated on figure 1.16 ) certifies an error no greater than \(1.05 \%\) on the flow rate. The water displacement of the pump (as percent of maximum flow) as a function of the pump speed is given in table 1.12.

TABLE 1.12
\(31 \quad 188\)
36 228
\(41 \quad 256\)
\(45 \quad 280\)
51 314
56 352
61 386
67 423
73
78
458
\(84 \quad 515\)
90
549


FIG. 1.16 CALIBRATION CURVE FOR ELECTROMAGNETIC FLOUMETER.

PART II OSCILLATORY FLOW STUDIES

\subsection*{2.1 INTRODUCTION}

Part II of this thesis deals with the behaviour of clear water under pulsed turbulent flow. Some preliminary observations on the behaviour of settling mixtures under oscillatory flow conditions are also included.

The behaviour of particles in pulsating flows is of interest in such diverse fields as fluidized-bed technology, atmospheric dispersion, transport of solids, etc. When pulsations were applied to solid-fluid systems, increases of up to 13 -fold were reported in the mass-transfer coefficients (Lemlich, 1961) and up to 4 -fold in the heat transfer coefficients (Hogg, 1966). But the enhancement of heat and mass transfer are not the only advantages gained by the application of pulsations to particulate systems. It was reported that pulsations enhance the stability of fluidized beds (Massimilla, 1964), decrease the viscosity of dispersed systems (Mikhailov, 1964) and increase the settling rate of flocculated suspensions (Obiakor, 1965). It has also been discovered that under the influence of pulsations it is possible to force bubbles to move downwards against the net buoyant force (Buchanan, 1962, Jameson, 1966) and to suspend particles against gravity in liquids (Houghton, 1963).

Pulsations are not necessarily externally superimposed on the system. Many solid-fluid systems will themselves generate macroscopic pulsations which otherwise will not exist in the fluid alone. This was reported during the hydraulic transport of solids (Lamb, 1932) and
in fluidized beds (Kang, 1967, Klein, 1971).

\subsection*{2.2 THE BEHAVIOUR OF CLEAR WATER UNDER PULSED TURBULENT FLOW}

Theory, results and comments on pressure drop, air consumption, fluid velocity and power dissipation for clear water under pulsatile flow are presented in appendix 2.5.1. Some complementary results are presented in appendix 2.5.2. The computer program listing for determining Fourier coefficients by numerical integration is included in appendix 2.5.3.

\subsection*{2.3 COMMENTS ON THE BEHAVIOUR OF SETTLING MIXTURES UNDER PULSATILE \\ FLOW}

When a solid-Iiquid mixture flows in a horizontal pipeline under steady state conditions at velocities below the minimum deposit velocity, partial or total deposition of solids will occur, depending on concentration of solids and mean velocity of the mixture. The objective of these observations was to estimate the effect of including an oscillatory component in the liquid flow when partial or total deposition of solids exists.

The apparatus used was the same indicated in appendix 2.5.1 and the slurry was prepared by adding a determined amount of hematite to the system, obtaining an overall concentration of solids of about \(10 \%\) by volume.

Three flow regimes were visually observed when pulsations are applied to the system above mentioned:
1. At low amplitudes a stationary bed exists on the bottom of the pipe at all times.
2. At intermediate amplitudes a transition region exists, in which a stationary bed of solids exists for part of the time only.
3. At large amplitudes all particles are moving in water at all times.

Figure 2.1 gives some indication of the effect of pulsations on the flow regimes involved when the mean velocity of the mixture is changed. It would appear that the pulsatile component of velocity is as effective as the mean flow velocity in keeping particles in suspension. Thus, in pulsed flow a high solid concentration can be transported by a relatively small flow of water.


FIGURE 2.1
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\section*{APPENDIX 2.5.1}

THE BEYAVIOUR OF CLEAR WATER UIDER PULSED TURBULENT FLOR.

\title{
Friction Factors in Pulsed Turbulent Flow
}
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}

\title{
Friction Factors in Pulsed Turbulent Flow
}

\author{
M. H. I. BAIRD \({ }^{2}\), G. F. ROUND \({ }^{1}\) and J. N. CARDENAS \({ }^{2}\) McMaster University, Hamilton, Ontario
}

An apparatus for investigating pulsed turbulent liquid flow in a 2 in . diameter, 80 ft . pipeline is described. The pulsation unit was powered by compressed air with a consumption of up to 2.7 std cu.ft. \(/ \mathrm{min}\). at \(35 \mathrm{lb} / \mathrm{in}^{2}\) gauge. The pressure drop for water flowing at mean velocities of 7.66 to \(12.28 \mathrm{ft} . / \mathrm{sec}\). has been measured, both for steady flow and for pulsed flow, at frequencies between 0.48 and 0.82 Hz . The experimentally measured pressure versus time curves for pulsed flow can be matched fairly closely by a solution of Euler's equation employing the friction factors measured under steady flow conditions.

P
ulsating flow of fluids occurs widely, both in nature and industry. One area that has interested chemical engineers for many years is the improvement of processes by the deliberate application of pulsed flow \({ }^{(1)}\). The present authors have begun a program of research on pipeline conveying of slurries in a pulsed flow of water, using an air pulsation technique \({ }^{(2,3,4)}\). Such a technique has an advantage over pistons or flow interrupters which would be adversely affected by suspended solids.

The equipment, which is described in detail following, has first been operated with pure water alone. The objective of this work has been to obtain data on instantaneous pressure drops and friction losses in pulsed turbulent flow. The operating characteristics of the pulsation unit are also given.
0000000000000000000000000000000000000000000000000000000000000000000000006 1 Department of Mechanical Engineering
2Department of Chemical Engineering.

On décrit un appareil pour étudier un courant liquide turbulent et pulsatoire dans un pipeline de 80 pieds de longueur et 2 pouces de diamètre. On a actionné le dispositif de pulsation avec de l'air comprimé à raison de 2.7 std. pieds cubes à la minute à une pression de 35 livres au ponce carré. On a mesuré la chute de pression de l'eau qui coule à des vélocités moyennes de 7.66 à 12.28 pieds à la seconde et ce dans les cas d'un courant stable et d'un courant pulsatoire et à des fréquences variant entre 0.48 et 0.82 Hz . Les graphiques reproduisant les mesures expérimentales de la pression vs le temps, dans le cas d'un écoulement pulsatoire, s'harmonisent assez bien avec la solution d'une équation d'Euler où l'on emploie les facteurs de frottement mesurés dans des conditions correspondant à celles d'un écoulement stable.

Pulsed laminar flow in pipes has been quite thoroughly investigated \({ }^{(5,6,7)}\) and it has been found that above a certain limiting frequency friction factors are greater than the values for steady flow. Consequently the energy losses are greater than would be expected using a quasi-steady model \({ }^{(7)}\). In the case of turbulent flow, Schultz-Grunow \({ }^{(8)}\) found that a quasisteady state model was satisfactory, i.e., the instantaneous frictional pressure drop could be predicted from the instantaneous velocity using the steady-flow friction factor values. This early work \({ }^{(8)}\) was at frequencies up to only 0.25 Hz , but more recently Streeter and Wylie \({ }^{(9)}\) have successfully used the quasi-steady model in analyzing the hydraulic transients from a reciprocating pump at frequencies in the order of 10 Hz .


Figure l-Schematic diagram of test loop.


Figure 2 - Pulsation unit.


Figure 3 - Friction factor under steady flow conditions.


Figure 4 - Effect of air consumption on frequency and ampli tude at different average velocities.

However this analysis was valid for flows with only a relatively small oscillatory component. Recently, Brown and others \({ }^{(10)}\) studied the response of turbulent flows to small-amplitude oscillations at acoustic frequencies ( \(50-3000 \mathrm{~Hz}\) ). At these high frequencies, the observed attenuation agreed with calculation based on "constant turbulence", i.e. the flow pattern and turbulence did not have time to adjust to the rapid fluctuations in velocity. The present investigation concerns pulsed turbulent flows at frequencies of 0.48 0.82 Hz with flow fluctuations of up to \(\pm 50 \%\) of the mean flow.

\section*{Apparatus}

The circulation loop used is shown schematically in Figure 1. Water from the reservoir was pumped at a steady rate to the \(80-\mathrm{ft}\). loop of 2 -in. internal diameter steel pipe by a rotary, positive displacement pump (Moyno, type CDR). The pump speed could be varied to give a flow range from 6.7-20-cu.ft./min.

Shortly downstream of the pump, the water line was connected to the pulsation unit, the purpose of which was to impose an oscillatory component on the flow. The pulsation unit, which is shown in detail in Figure 2, operated on the self-triggering principle \({ }^{(2,3,4)}\). This principle has been useful in pulsing gas absorbers \({ }^{(2)}\), extraction columns \({ }^{(3)}\) and hydraulic test tanks \({ }^{(4)}\). The present investigation deals with a new application of the principle to a continuous turbulent flow system. The water rising into the vertical section of \(2-\mathrm{in}\). bore glass tubing activated a conductivity probe which operated a solenoid valve, supplying compressed air (normally 35 psi ). As the water level receded past the probe, the solenoid switched to the "exhaust" position and the air space was connected to atmosphere. In this way the cycle repeated itself, with the water level oscillating about the probe. Previous investigations \({ }^{(2,3,4)}\) have shown that such a pulsator tends to operate at the natural frequency of the system, giving a smooth waveform and a relatively efficient use of compressed air. The pulsation frequency could be altered by adjusting the probe vertically, and the amplitude could be adjusted by varying the air supply. An air shut-off valve was also provided to permit unpulsed operation of the loop.

The water flow continued along the lower part of the loop, then via a U-section with a radius of curvature \(1.33-\mathrm{ft}\). to the upper part of the loop in which the pressure-drop test section was situated. The test section began \(3-\mathrm{ft}\). from the U-Section. The pressuredrop between two points 31.66 ft . apart was measured by a diaphragm transducer (Pace Engineering Co., type P7D) and transmitted to a high-speed recorder. Downstream of the test section, an electromagnetic flowmeter (Brooks Instruments, model 7300) measured the fluid velocity which was recorded on the same chart as the pressure drop signal.

The measurements taken in a typical pulsed-flow test included the pressure drop and velocity as functions of time, the frequency of pulsation (by stopwatch timing of ten cycles), the stroke (amplitude) of the water level in the pulsation unit, and the air consumption. This latter measurement was made by connecting the exhaust air line to an inverted waterfilled measuring cylinder for a known number of cycles. The air consumption was obtained as the volume collected per cycle multiplied by the frequency.

\section*{Friction in steady flow}

The friction factor in steady flow was calculated from the experimental pressure and velocity data using the well-known Darcy-Weisbach equation:
\[
\begin{equation*}
\Delta P=f \cdot\left(\frac{L}{D}\right) \cdot\left(\rho \frac{U^{2}}{2 g_{c}}\right) \tag{1}
\end{equation*}
\]

The experimental values of \(f\) are shown in Figure 3. Also shown are the Blasius equation and the von Kar-man-Nikuradse equation for the friction factor in smooth pipes:

Blasius:
\[
\begin{equation*}
f=0.316 R e^{-0.25} \tag{2}
\end{equation*}
\]

Von Karman-Nikuradse: \(1 / \sqrt{f}=0.86 \ln \mid \operatorname{Re} \sqrt{f \mid}-0.8 \ldots\) (3)
The scatter of the data points on Figure 3 is consistent with the experimental accuracy of the individual determinations of \(f\). Although the measured values of \(f\) are in reasonable agreement with Equations (2) and (3), the effect of Reynolds number appears to be slightly greater than expected; no definite reason for this effect can be advanced.

In interpreting pulsed-flow data, it was necessary to consider a Reynolds number range greater than that over which data (Figure 3) could be obtained in steady flow. The Blasius-type equation for \(f\), though simple, should not be applied at Reynolds numbers greater than \(10^{5}\). Accordingly it was decided to use a form of Equation (3) with coefficients adjusted to fit the data on Figure 3.
\[
\begin{equation*}
1 / \sqrt{f}=1.746 \ln [\operatorname{Re} \sqrt{f}]-9.195 . . \tag{4}
\end{equation*}
\]

\section*{Pulsed flow operation}

Figure 4 shows the effect of air flow rate upon frequency and amplitude, at three different liquid flow velocities and a single position of the probe. A volumetric efficiency may be defined \({ }^{(2)}\) as the ratio of the volume of liquid displaced per cycle, divided by the volume of air (standard conditions) supplied per cycle:
\[
\begin{equation*}
\eta=\frac{2 \pi A \omega S}{Q} \tag{5}
\end{equation*}
\]

The values of \(n\) obtained in the present work are between 0.25 and 0.4 , a range somewhat lower than that obtained \({ }^{(2)}\) in pulsing systems with no net flow. The friction due to turbulent flow undoubtedly contributes heavily to damping effects.

The negative effect of air consumption upon frequency, shown in Figure 4, is also characteristic of heavily damped systems. The curves resemble the curve obtained by Baird and Garstang \({ }^{(11)}\) for the pulsing of water through a bed of Raschig rings.

\section*{Quasi steady state model}

If the velocity \(u\) as a function of time is known, and assuming the dependence of \(f\) upon \(u\) given by Equation (4), the pressure gradient variation may be calculated.

The equation of motion may be written in terms of the instantaneous flow velocity \(u\) (averaged across the pipe section), taking a length of pipe as the control volume. Incompressible flow and rigid pipe walls are assumed.


Figure 5 - Velocity and pressure drop variation.
\[
\begin{gathered}
\mathrm{U}=\underset{\text { frequency }}{10.5 \mathrm{ft} / \mathrm{s}}=0.64 \mathrm{~Hz}
\end{gathered}
\]
\[
\begin{equation*}
\frac{1}{\rho} \cdot \frac{\partial P}{\partial x}+\frac{\partial u}{\partial t}+\frac{f u^{2}}{2 \bar{D}}=0 . \tag{6}
\end{equation*}
\]

It was apparent from chart records of the velocity and pressure gradient that a simple sinusoidal approximation was not sufficient to describe the velocity variation. However it was found that the velocity-time curves could be empirically fitted in any particular case by a five-term Fourier series:
\[
u(t)=A_{0}+A_{1} \sin \omega t+A_{2} \sin 2 \omega!+B_{1} \cos \omega!+B_{2} \cos 2 \omega!\ldots(7
\]

The lower portion of Figure 5 shows a typical curve of this type, fitted to experimental points taken from the chart. The pressure drop, calculated from Equations (6), (4) and (7), is shown in the upper portion of Figure 5. According to the quasi steady state hypothesis, the experimental pressure drop points should lie on the calculated curve. The agreement is not very good at the peaks and troughs of the pressure curve which correspond to the maximum acceleration (at \(t \cong\) 0 and 1.5 sec .) and deceleration (at \(t \cong 0.9 \mathrm{sec}\).) repectively.

The deviations are consistent with a response time \(\tau\) of about 0.1 sec ., based on a velocity measurement lag of \(\tau(d u / d t)\). This corresponds closely with the manufacturers' estimates for the magnetic flowmeter response. In other words, this investigation leads to the conclusion that the fluid behavior at the frequencies and amplitudes studied is "quasi-steady".

Brown et \(\mathrm{al}^{(10)}\) found that at frequencies of \(50-3000\) Hz the behavior was not quasi-steady, as the turbulence level and flow pattern did not have time to adjust to the rapid fluctuations. They suggested tentatively a relationship for the transition between quasi steady and non-quasi steady behavior:
\[
\begin{align*}
\omega R^{2} / v & \simeq 0.025 R e \\
\omega & \simeq 0.1 U / D \ldots \tag{8}
\end{align*}
\]
i.e.

Table 1
Power dissipation in Test Section
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{\begin{tabular}{l}
Velocity \\
\(U, f t / s\)
\end{tabular}} & \multirow[b]{2}{*}{Amplitude \(A\), inches} & \multirow[b]{2}{*}{\[
\underset{H z}{\text { Frequency }}
\]} & \multicolumn{2}{|l|}{Fower dissipation \(\overline{J .} \mathrm{ft} \mathrm{lb} / \mathrm{s}\)} \\
\hline & & & (observed) & (calculated) \\
\hline \multirow{5}{*}{7.67} & 2.5 & 0.621 & 12.52 & 12.49 \\
\hline & 5.0 & 0.650 & 12.77 & 12.78 \\
\hline & 7.95 & 0.580 & 13.35 & 13.21 \\
\hline & 10.55 & 0.541 & 14.08 & 13.94 \\
\hline & 12.8 & 0.482 & 14.29 & 14.28 \\
\hline \multirow{5}{*}{9.82} & 2.8 & 0.701 & 23.49 & 23.41 \\
\hline & 4.2 & 0.741 & 24.47 & 24.35 \\
\hline & 8.0 & 0.662 & 25.33 & 25.16 \\
\hline & 9.55 & 0.629 & 25.92 & 25.77 \\
\hline & 11.5 & 0.588 & 26.80 & 26.70 \\
\hline \multirow{5}{*}{12.28} & 2.9 & 0.759 & 42.88 & 42.76 \\
\hline & 3.95 & 0.799 & 42.98 & 42.80 \\
\hline & 5.0 & 0.815 & 43.44 & 43.22 \\
\hline & 7.9 & 0.741 & 44.88 & 44.75 \\
\hline & 9.55 & 0.692 & 46.23 & 56.66 \\
\hline
\end{tabular}

Thus for the present conditions the transition frequency would be in the order of 6 radians/sec or 1 Hz .

Although the frequencies used in this work were of the order of 1 Hz , the response lag was no more than may be expected from the magnetic flowmeter, so the transition frequency must be somewhat greater than that given by Equation (8).

Further support for the contention of a higher transition frequency is given by the success \({ }^{(9)}\) of the quasisteady model for frequencies up to 10 Hz in a 3 -in. pipe.

\section*{Power dissipation}

The power dissipation averaged over a cycle is an important factor in the design of pulsed flow equipment. It is given by :
\[
\begin{equation*}
\bar{J}=\frac{\omega}{2 \pi} \int_{0}^{\frac{2 \pi}{\omega}} \frac{\pi}{4} D^{2} u \triangle P d t \tag{9}
\end{equation*}
\]

Experimental values of this quantity are obtained from the values of \(u\) and \(\triangle P\) on the chart record. The value of \(\bar{J}\) may also be estimated from the experimental measurement of \(u\) and a value of \(\triangle P\) calculated from \(u\) using Equation (6) in conjunction with the steady flow friction relationship of Equation (4). In both these calculations of \(J\), due attention is paid in the integration to that period in which \(\triangle P\) has a negative sign, in which case there is a net recovery of energy from the water as it decelerates.

The results of the tests are summarised in Table 1, and it will be seen that the observed and calculated values of \(\bar{J}\) agree within \(1 \%\). The small error due to velocity measurement lag, apparent on Figure 5, is
largely cancelled out when integration over the complete oscillation cycle is performed.

\section*{Conclusions}

This investigation has confirmed that the quasisteady state hypothesis (i.e., fully developed flow assumption) applied to pulsatile turbulent flow in the conditions studied. The air-pulsing principle \({ }^{(2,3,4)}\) can be applied for turbulent water flow in a 2 -in. pipeline.
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\section*{Nomenclature}
\begin{tabular}{|c|c|}
\hline A & \(=\) amplitude (stroke) measured at pulsation unit \\
\hline \(A_{0}\), & \(=\) Fourier coefficients \\
\hline \(B_{0}\), & \(=\) Fourier coefficients \\
\hline D & \(=\) pice diameter \\
\hline \(f\) & \(=\) friction factor \\
\hline \(g_{c}\) & \(=\) gravitational constant \\
\hline \(J\) & \(=\) power dissipation (average over 1 cycle) \\
\hline \(L\) & \(=\) length of test section \\
\hline \(P\) & \(=\) pressure \\
\hline \(Q\) & \(=\) volume of air supplied per cycle \\
\hline \(R\) & \(=\) radius of pice \\
\hline \(S\) & \(=\) cross-sectional area of cire \\
\hline \(t\) & \(=\) time \\
\hline \(\stackrel{\square}{4}\) & \(=\) velocity (instantaneous) \\
\hline \(U\) & \(=\) velocity (average over 1 cycle) \\
\hline \(x\) & \(=\) axial distance \\
\hline \(\triangle P\) & \(=\) pressure drop \\
\hline \(\rho\) & \(=\) water density \\
\hline \(\tau\) & \(=\) time constant \\
\hline \(\omega\) & \(=\) angular frequency \\
\hline \(\eta\) & \(=\) volumetric efficiency \\
\hline \(v\) & \(=\) kinematic viscosity \\
\hline \(R e\) & \(=\) Reynolds number \(=U D / v\) \\
\hline
\end{tabular}
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\section*{EXPERIMENTAL CONOITIONS}

AMPLITUDE (FEET) \(=.27083\)
FRECUENCY (1/SEC) \(\overline{\text { F }}\)
AVERAGE VELOCTYY (FEET/SEC)
\(=13.21000 ~\)
NUMBER OF EXPERIAFNTAL POINTS = 13.21 i
FACTOX = \(1.00000 \quad\) FACTOY \(=\quad .40000 \quad\) FACTOZ \(=\quad .35609\)

\section*{INDEPENDENT COEFFICIENT \(A O=13.1245006\)}

COEFFICIENTS COPRESPONOING TO SINE SERIE ANO VELOCITIES CALCULATEG WITH THEM



© \(:\) nROCESSING AND COMPUTER CENIRE


\section*{EXPERIMENTAL CONDITIONS}

AMPLITUDE (FEET) \(=.42708\)
FRECRENC VELOCITY (FEET/SEC) \(=1 ? 21000\)
AVEMBER OF EXPERINENTAL POINTS \(=11\)
FACTOX = \(1.00000 \quad\) FACTOY \(=.38350 \quad\) FACTOZ \(=.35669\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{9}{|c|}{\(A O=13.1952125\)} \\
\hline \multicolumn{9}{|l|}{OEFFICIENTS COFRESPCNDING TO SINE SERIE ANO VELORITIES CALCULAIED WITH THEM} \\
\hline \(A_{1}=B(1,1)=\) & 1.6390574 & & \(A 2=B(1\) & 2) \(=\) & .0685331 & & & \\
\hline \(A 3=B(1,3)=\) & . 0199053 & & \(\Delta 4=\mathrm{e}(1\) & 4) = & . 5591421 & & & \\
\hline TIME UEXP & U(1, \(1, \mathrm{I})\) & O(1,1,I) & U(1,2, I) & O(1,2,I) & U(1,3, J ) & O(1,3, 1 ) & U(1,4, & [(1, 4, I) \\
\hline \[
0.00000 \quad 13.21000
\] & 12. 19521 & ---01479 & 13.19521 & -01470 & 13.19521 & -01479 & 13.19521 & ----779 \\
\hline \(\begin{array}{rl}0.14085 & 14: 03058 \\ .28169 & 14.39599\end{array}\) & 14:15863 & \(-\quad 12805\)
\(-\quad 35805\)
\(-\quad 38\) & 14.
14.22380
14.7933 & \[
\begin{aligned}
0124 \\
=? 39322 \\
-39834
\end{aligned}
\] & 14.24274 & \[
\begin{aligned}
& -: 21216 \\
& -.34 E E G
\end{aligned}
\] & \(14: 571 \times 9\)
24.6593 & -:14014 \\
\hline  & 14.75405 & \[
\begin{aligned}
& -.35805 \\
& -.229844
\end{aligned}
\] & 14.79433 & \[
\begin{aligned}
& =.39834 \\
& -.18950
\end{aligned}
\] & \[
\begin{aligned}
& 14.78<5 \frac{3}{14} \\
& 14.7027
\end{aligned}
\] & \[
\begin{aligned}
& -.34664 \\
& -177886
\end{aligned}
\] & 24.05985
15.0394 & -
-145144 \\
\hline - 56338114.54088 & 14.15963 & - 38225 & 14.09345 &  & 14.11238 & -. 0.42850 & 13.98373 & - 7671 \\
\hline  & 13.1
12.23521 & \(\begin{array}{r}.70587 \\ .54355 \\ \hline .\end{array}\) & 13.19521
12.29698 & .79587
.47837 & 13.19521
12.2785
11 & .70587
.49730 & 13.19321
\(12 . E 0673\) & \begin{tabular}{l}
.76587 \\
.1645 \\
\hline 1097
\end{tabular} \\
\hline -98592 11:46627 & 11:63638 & -: 17011 & 11.67666 & a
-.41039 & 12.27835 & -. 22209 & 12:E0653 & -10455 \\
\hline 1.12676 11:22907 & 11.63638 & - 40781 & 11. 59609 & -:36702 & 11.60779 & -:37873 & 12.13957 & \(\because \bigcirc\) \\
\hline  & 12.23180
13.19521 & -.26549
.01479 & 12.16662
13.19521 & -.29031
.01479 & 12.14769
13.19521 & -.18138
.1479 & \[
\begin{aligned}
& 11.81993 \\
& 13.19521
\end{aligned}
\] & (14729 \\
\hline \multicolumn{2}{|l|}{Im. Abs value of oifference =} & 3.22079 & & 3.22009 & & 3.22009 & & 4.424? 2 \\
\hline \multicolumn{2}{|l|}{mean deviation =} & . 29274 & & . 29274 & & . 29274 & & .4:2?1 \\
\hline \multicolumn{2}{|l|}{STANDARD DEVIATION =} & . 35713 & & . 35404 & & . 354 こ7 & & . 51027 \\
\hline
\end{tabular}

COEFFICIENTS CORRESPONDING TO COSINE SERIE AND VELOCITIES CALCULATED WITH THEM
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\section*{EXPERIMENTAL GONDITIONS}

AMPLJTUQE (FEET) \(=-63541\)
FRECUENCY ( \(1 / S E C\) ) \(=-70500\)
AVEPAGE VELOCITY (FEET/SEC)
AVERAGE VELOGITY (FEET'SECS = \(=13.21900\)
NUPBER OF EXPERINENTAL PDTNTS \(=11\)
FACTOX = \(1.00000 \quad\) FACTOY \(=\quad .3771 \mathrm{j} \quad\) FACTOZ \(=\)
.35649


COEFFICIENTS COPRESPONDING TO COSINE SERIE AND VELOCITIES CALCULATED HITH THFM
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \(B 1=B(2,1)\) & ) \(=\) & -. 5725996 & & \multicolumn{2}{|l|}{\(32=\mathrm{E}(2,2)=\)} & \multicolumn{4}{|l|}{.2597001} \\
\hline & \(B 3=P(2\), & & .0392804 & & \(34=02\) & 4) \(=\) & . 2755242 & & & \\
\hline & TIME & UEXP & \(U(2,1, I)\) & O(2,1, I) & U(2,2,I) & \(0(2,2,1)\) & \(U(2,3, I)\) & 312,3, 1) & U(z, & : \(2,4,1)\) \\
\hline & 0.00070 & 13.21700 & 12.58034 & - - - - \(295 \overline{6}\) & 12.8こ004 & -.35996 & 12.88927 & - 32050 & 12.16494 & - 14.16 \\
\hline & .14184 & 14.28417 & 12.68999 & 1.59428 & 12.77323 & 1.51394 & 12.7510 c & 1.523 \({ }^{\text {c }}\) & 12.52919 &  \\
\hline & . 28369 & 14.99681 & & 1.91012 & 12.75840 & 2.12832 & 12.72672 & & 12.51186 & 2.1.74 45 \\
\hline & .42553 & 15.20830 & 1 2.3219 & 1.97711 & 13.11330 & 2.09531 & 12.14473 & \(2 \cdot 10{ }^{2} 53\) & 13.22592 & \[
\therefore 0785
\] \\
\hline & - 56738 & 14.94354 & 13.61799 & 1.32555 & 13.70133 & 1.24221 & 12.? \({ }^{1} 347\) & 1.23007 & \[
15.49357
\] & \[
1: 45 \geq 98
\] \\
\hline & \(\cdot 70922\) & 13.94376 & 12.72754 & - 21622 & 13.99724 & -. 05348 & 13.95796 & -.01420 & \[
14.8344
\] & \[
-.289 ?
\] \\
\hline & .85136 & 12.45354 & \[
15.61799
\] & -1.16445 & 13.70133 & -1.24779 & 13.71347 & -1.25992 & \[
13.49057
\] & \[
-1.33732
\] \\
\hline & . 99291 & 11.17387 & 12.33119 & -2.15732 & 13.11300 & -1.93913 & 13.14478 & \(-1.9769\) & \(13.2299 ?\) & \[
-2.05004
\] \\
\hline & 1.13475 & 10.47415 & 12.97669 & - 2.50253 & 12.75849 & -2.28434 & 12.7267 ? & -2.2525 & 12.81190 & - -13771 \\
\hline & 1.27660 & 11.06041 & 12.68989 & -1.62948 & 12.77323 & -1.71282 & 12.76109 & -1.73068 & 12.5381 .7 & -1.47773 \\
\hline & 1.41844 & 13.21900 & 12.58034 & . 62966 & 12.85004 & . .35796 & 12.88932 & . 32669 & 13.16494 & -645ın \\
\hline \multirow[t]{3}{*}{SUA} & ABS VALUE & OF DIFFER & NCE = & 15.63640 & & 14.93425 & & 14.91641 & & 14.54 .888 \\
\hline & \multicolumn{3}{|c|}{MEAN DEVIATION} & 1.42149 & & 1.35767 & & 1.34695 & & 1.32194 \\
\hline & \multicolumn{3}{|l|}{STANDARS DEVIATION =} & 1.57360 & & 1.55146 & & 1.5492? & & i. \(5 \rightarrow 974\) \\
\hline
\end{tabular}
?a orocessing and computer centag

\section*{EXPERIMENTAL CONDITIONS}

AMPLITUDF \((F E E T)=83200\)
FRECUENCY \((1 / S E C)=866660\)

FACTOX = \(1.00030 \quad\) FACTOY \(=\quad .38350 \quad\) FACTDZ \(=\quad .35669\)
INDEPENDENT COEFFICIENT \(A O=13.1134100\)

COEFFICIENTS CORRESPONOING TO SINE SERIE ANO VELOCITIES CALCULATEO WITH THEM
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APPENDIX 2.5 .3

PROGRA： \(\mathrm{K}-\mathrm{IU}\)
PIPELINE COHEYING PRUJECT• imCASTEK UNIVEQUITY，HAMILTUA，CANADA．






 puiveh the data calcu゙lateu．

EACH EXPERIVEMTAL POIMT IS EXHRESSEU IM TLRAS OF VELOCITY，II ME AMO PRESSURE GHOP KESPECTIVELY．THE SUABER OF LXFERIENTAL PUIGTS UF EACH SET OF UATA VUS

 COHSTANT．

1．－UNE CARD iifh Tri covultiuns uf Tin num

3．－The ILENTIFICATIOB CARUS OF The GRAPHS
4．－a clistmel carde if it is zwlals vine amuther cunplete set of lata bust


GLOGCARY OF FRTVCTOA GYMPOLS．

ALENGT＝LERGTH OF THE PIHE，FLET．
\(A N P L=A M P I T U Q E\) ，FEET．
UP＝DRESSURE DROP，PSI．
DIA＝DIANETER OF PIPE，FEET．
LPEXF＝EXFERIMERTAL PIESSUKE UROP，FSI．
LV：S＝LYMAFIC VISCOSITY OF The FLUlu，POUNU•StC／SW•FEET•
LLRIV＝LERIVATL OF VELUC1TY RESPLCT TO TISE．
fACTUY，FACTCX，FACTUZ＝CORVEKSIUN FACTUKS FUR VELUCITY，Ti E ANU pReSSURE dRP FROM EXPERIMETAL UNITS TO FEET／SEC，SEC AND PSI．
FRE＝FRECUENCY，1／SEC．
\(F=F R I C T I O:\) FACTCR
N＝WHAEER OF EXPERIMENTAL PUINTS．
RHO＝DENSITY OF FLUID，PCULNU／CU．FLET．
RN＝NUPGEK OF THE EXPERDMENAL RUN．
T＝TIME，SEC．
UAVER＝AVERのGE VLLOCITY，FEET／SEC．
UEXP＝EXPERIMENTAL VELOCITY，FEET／SEC．
USIN＝VELOCITY CALCULATED ACCCRDINO WITH SINOUSUIUAL ZUUEL，FEET／SEC．

XI，YI，ZI＝EXPERIMFNTAL CUORUINATES FUR TIVE，VELGCITY ANU PRESSURE DRGP．
```

        UINENSION XI(51), YI(b1), ZI(51', T(51), UEAP(51', UPEXP(口1),
    1XX(51), FT(51), E(5,5), Sul(上,5), UIFSW(b,5), AM\&A|(5,5),
1STAIVL(5,5),U(5,5,51), U(5,5,51)
DIMENSION USI:(21), DIFFR(21)
DIMENSION SUIFF(10), SUlFFS(5), VAUX(10,21', UERIV(100), DP(10,21)
1, DIFF(10,21), 2VEAN(1O), ZSTAND(10)

```

UIGENSION TT：IUU，UA（IUL，DPL（100）
REAO EXPERIMENTAL DATA CUNVLSSUM TU CORVEATIUINAL UJTS


\(k=n-1\)
vo \(30 \quad 1=1, N\)
READ（5，2u）XI（1），YI（1），ZI（1）
23 FOQMAT（3F150（O）

ULXP（I）＝FACTOY＊（v．7U070／2．1く1ッYi（1）＋UMVER
VFニスP（I）＝FACTOZ＊Z1（1）
30 CONTINUE
QRITE（6，40）RN
WRITE（6，50）
MRITE \((6,50)\)
RITE \((6,70)\)
UFITE \((6,80)\) AUPL
：WRITE（6，g F）FRE
GRITE（6，95）UAVER
WRITE（6，Iuv）\(A\)
WRITE（G，I1：）FACTOX，FACTOY，FACTUZ
VITF（6，129）








 19AFACTCZ \(=\) ，FO．51
izu FURサAT（lli，／／／，ox，


 \(+\operatorname{E} 2 * \cos (2 x)+33 * \cos (3 x)+54 * \cos (4 x)\)

I orver tu evaluate tat cornaspumulio integkml．
\(5 \mathrm{SOM}_{4}=0.0\)
SURZ \(=0.0\)
\(J=N-3\)
H is the constant tioe interval
\(r i=(T(N)-T(1)) / F L Q A T(K)\)
D0 \(200 \mathrm{I}=2, \mathrm{~J}, 2\)
Sun4 \(=\) Suni \(4+\operatorname{UEXP}(I)\)
sunz＝sjaz＋ULXp（I +1 ）
200 cont InUE

1UEXF（i）））
evaluaticir ef coefficients corazermudine tu siae and coshinl series．
m is the sutscrift ch tme fuuriafo cuerticieint．
\(L=1\)
```

22.) 5u:4 = 0.0
SLNT2 = 0.0
DO 240 i = 1,N
XX(I) = FLORT(:,*2.0*3.141502*FRE*T(I)
IF(L.FQ.2) 60 TO 230
FT(I) = UEAF(I)*SIN(XX(I))
GO TO }24
23. FT(I) = UEXP(I) %COC(XX(1),
z4u cONTINUE
20 250 I = 2, J,2
SUN4 = SU:%4 + FT(1)
Sul:2 = 50:%2 + FT (I+I)
230 conTINUE

```

```

    1+FT(目))
    EvALUATION CF vGlOCITIEO.
    OIFSO(L,\therefore) = O.O
    SuI(L,O)=0.0
    RO 300 I = I,N
    IF(L.EQ.2) GO TO 260
    ```

```

    GO TO 270
    200 UTRAMS = E(L,F)*CCS(*NG1,
ziv IF(notu.1) o< TO 280

```

```

    50 10 290
    Zab U(L,\because,I)=NO + UTRAS
ZSU D(L,\because,I) = UEXP(I) - U(L, Y,I)
SuI(1,O)= \therefore1(:O) + Na!!!, :!11

```

```

3uv COMTliNE

```


```

    IF(:-E(0.4) 60 TO 310
    \because= }\because+
    60 10 220
    310L=L + + L
If(L.EL.3) \&U TO בで心
60 TO 210
320 }\because=
330 50I(L,M)=?.0
UIFSQ(L,O)=0.0
340 00 35u 1 = 1,N
U(L,G,I)=U(L-2,:,I) + U(L-1,G,I) - MU
U(L,F,I) = ULXP(I) - U(L,F,I)

```


```

350 cont IMNE

```

```

    STANO(L,G)= SINRT((LIFSU(L,:'))/FLOAT(N))
    IF(O.EO.4) GO TO 360
    M= M+1
    GO TO 330
    360 WRITE16,37J) AO
:.RITE(6,380)
WRITE(6,390)
WRITE(6,4しい)

```

MRITE（5，41才）P（1，1），F（1，2）
WRITE \((6,426) 6(1,3), L(1,41\)
WRITE \((6,430)\)
\(\because\) ITE 6,440\()\)
U）tov \(1=2\), N


460 CONTINVE



（ \(\because R\) ITE（ 6,500\()\)
BKITE（6，4uj）

\(\therefore R I T E(6,52 v)=(2,3), \quad 12,4 j\)
ज8ITE \(6,53,1)\)
URITE（6， 440 ）
\(005401=19!\)


540 CONTIIUE


만
WROTE（6，55）
\(\because\) ITF（ \(5,40,4)\)
anite（6，56：）
\(\because P\) ITE（5，44：）
\(\because 057 \mathrm{C}=191\)

1，U（3，3，I），U（3，3，I），U（3，4，i），U（3，4，1）
570 COUTIUUE






1ES CALCULATED ！ITH THEOA，
40のFORONT114，
 1F15．7）

1，F15．7）


440 FORFAT（1H，6x，
\(\therefore 50\) FORUAT（1H，IOF11．5）
 こら）



IELCCITIES CALCULATEU ㄷ，TH：THI元；
 1F15．7）
 1，F15．7）


 1NE ANO SINE SERIFS谷



 CUODITIONS JF THE RUN．
60 SOIFER \(=0.0\)
SDIFSQ \(=0.0\)
\(\therefore=20 * 3 \cdot 1415 \mathrm{~g} 2 \mathrm{FF} \mathrm{E}\)
「0 610 I＝ 10 ：

－IFER（I）＝UEXP（I）－UuIiv（I）


く1．CUnT1NUも
XNEA＝SEIFFP／FLOAT（公）
XSTA：U \(=\) SOQT（SUIFSQ／FLOT（1：1；

UPRIG＝\(\because \because A P L\)
XLIF \(=\) UPRI \(\because\)－S（I，I）
MPITE（5，620）
\(\because\) 亿ITE（6，63．1）

ットITE（6，656）

［0 680 \(1=1\) ，i

Jou CunTlinue
\(\therefore\) ATTE（6，6O）SUIFER

URITE（6，71）XSTATT

I＇ODEL A：OD EXPERIMEGTAL COODITIO：NS JF THE RUNFI
62 FOK IAT：1H，

1F马．6．／／）
GE＇s FORUAT（1H，
1 USIN
GCO FORIVATIIH，
67，FORFAT（1n ，4F2U．5）




 TY MOLELS．

A．－EXHERIHERTAL VeluCity（ \(k=1\) 1

```

        C.-U=AO+AI*SIN(X) (K=3)
    ```

```

    k = I
    BUSDFF(k)=O.
SUIFFS(!)=,00
UO 35% I = 1,N
IF(K.EU.1) UNUX(K,I) = WEXP(1)
IF(长.EG.2, UAUX(K,1) = U(3,2,I*
IF(K.ES.3) UK\X(K,I) = U(1,I,I隹
IF(X\&EO\&4: HANX(X,I) = USI!!1)
DIOENSION OF APP,RATUS ANO PQUPERTIES OF THE FLUID.
OIA=.1667
ALENGT = 21.6666
<siO}=62.
UVIS = J.UJU0こ24
FEYMOLこS MU.EER EVILUNTIUN.

```



```

    ATIO. YETHOL IS LSEL FOR SOLVE THL &wUATICN.
    AA = - 10. -226202
    BE = 2.8226854
    F=,0%0B%
    H IS a COUNT CF THE NU!EGR IF II:TSAMTIURS
    F=I.0
    S10 PRO = RE*SURT(F)

```

```

    :(-1. - ES*SORT(F))
    ```

```

    O=品吅
    F=FNE:
    GOTO 810
    820 IF(%.GT.2) 60 TO Q30

```


```

    E: TO e40
    ```



```

    1(32.176*144* U)
    OIFF(K,I)=OP=XP(I) - OP(N,I)
    SUIFF(K) = SOIFF(K) + ALS(vIFF(K,1))
    SDIFFS(K) = SSIFFS(K) + (LIFF(K,I) %**2
    85
Zathiv(k)=(SuIff(k) 1/rLUMT(N'
ZSTAND(K) = SWET!15-\&FFこ(,1//FLUAT(N))
K = k + 1
IF(K.EQ.j) GO TO 860
GO TO gOO
860 \thereforeRITE(6,87()
\becausePITE(6,80O)
\ITF(f,gor9)
ARITE(6.01い,
WRITE(6,52%)
WRITE(6,930)
\#RITE(6,940)
WITE(6,950)
DO 970 I = 1,N

```


97 CONTINUE



 1A：THF FOLLO日IHG VELUCITY FOUELS＊।
E9I，FORMAT（IH，

 1ccs（2x）＊）


 1 UP（f）UIF（E゙）UP（C）JIF（C）JP（O）JIF 1（0）\％）

96：FORMAT（1H，2F11．5，8F12．5）
 1－17．5，12x，F？？．5，1？\(\quad\) ，F12．5）
 IF：2．5，12X，ㄷ12．5！
 IF12．5，12X，F12．5）

 OOFL（：COFI 「：）

UT＝PERIOD／50．U
\(I=1\)
TT（I）＝U．し
\(10 \% x=W \div T(I)\)

\(1 ヒ(2,2) \neq C O S(2 \cdot 0 * x)\)



\(F=0.000800\)


1（－1．U－LER

\(F=F N E W\)
GO TO 1010

\(1 \div 144.0)\)
1F（TT（I）．UT．PEKIUU）GU TU Lusu
\(I=I+1\)
\(T T(I)=T T(I-I)+D T\)
GOTO 1000
FIGURE ONE VELOCITY VS TINE
\(1030001040 \quad I=1,56\)

CALL plutptitill），UA（1，，4，
1u40 cuntiaue
DO \(1050 \quad I=10\) ：
CALL PLOTFT（T（I），UEXP（J），44）
CALL FLCTPT（T（I）， \(1:(1,1,1), 23)\)
CALL hlotft（t（I），USIM（1）， 241
1Jju CONTINUE
call outplt
cALL CCPYCD
FIGURE TWO．PRESSURE LRCP VS TINE
\(001060 \quad I=1,50\)
CALL FIOTPT（TT（I），DPE（I），4）
1067 CONTINUE
\(01070 \mathrm{I}=1 \mathrm{~N}\)
CALL PLOTPT（T（I），LFEXP（I），44，
（ALL FLLTHT（T（1），Lf（3，1），23）
CALL PLOTPT（T（I），LP（4，1），24，
：o7n continue
CALL OUTPLT
CALL COPYCU

LC \(10 \mathrm{EU} 1=1\) ， LU

1080 CONTIMUE
\(20 \mathrm{iuse} \mathrm{I}=1\) ，id
GALL PLOTPT（utyp（I），LDExト（I），44）
CALL PLETPT（U（1，1，1），uP（シ，1）， 231

Bugu Cuviane
Call OUTPLT
CALL COPYCD．

DO \(1100 \mathrm{I}=1, \%\)
CALL PLOTPT（DP（2，i），DPEXP（I），41

CALL PLOTPT（UP（4，I），UfとXF（i），24）
llug CONT INVE
CALL UUTPLT
CALL COPYCD
figure five．Expirditital velucity vse calculateu velocity．
－n 111～ \(1=1,0\)
CALL FLOTPT（U（3，2，I），UEXP（I），4）
（hLL PLOTFT（U11，i，1），UExp（1），23）
CALL PLOTPT（USIidi），JEXP（I），44）
1ilu cuinthilue
CALL OUTPLT
CALL COPYCD
FIGUPE SIX．DU／UT VS．TINE．
Do \(1120 \mathrm{I}=1,50\)
CALL PLOTPT（TT（I），wokIV（1：， 2 ）
1120 cont Inue
CALL CUTPLT
CALL COPYCD
```

C
C HNW IS ! CONTROL CARL.
prar(5,12(0) ENO
12ul FOR:M, (F5.C)
IF(ENv.tw.l.u) vO TO 1
END

```
```


[^0]:    * The models are presented in figure 1.5

