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Abstract

The research reported in this thesis concentrated
on experimentally investigating and theoretically modelling
self-excited valve vibrations. In particular the jet-flow
inertia mechanism has been studied. Experimentally, this
has been achieved by allowing water to discharge from a
constant head tank into a pipeline through a simple plug
valve. The plug valve was restrained so that axial vibra-
tions of the plug valve could occur. Using this equipment
the conditioné for which the valve was stable and unstable
was obtained. Further experimental investigation using a
- Laser Doppler Anemometer allowed for recording of instant-
aneous fluid discharge during the valve limit cycles. In
addition the records of the instantaneous pressure difference
and valve opening allowed for instantaneous discharge
coefficient calculations. Although no trends in these
instantaneous discharge coefficients were apparent, these
particular experiments allowed for improved modelling of the
valve vibration.

Dimensionless nonlinear differential equations were
derived to describe generél flow control devices. A stability
analysis of these differential equations showed that at large
fluid inertias that the instability that arises is one of
divergence, hence a quasistatic stability analysis is valid.

Numerical integration of the differential equations of motion

(iii)
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was used to predict 1limit cycles as well as valve stability.
The divergence formula derived for large fluid

inertia was found to coincide with the corresponding experi-

mental results. Other predictions were found to generally

agree with experimental results. Discrepancies which did

arise were attributed to waterhammer. Hence the theory derived

was concluded to be fundamentally correct. Recommendations

for further research include inclusion of waterhammer in the

model and investigation of local flow effects.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

A valve is a device for controlling fluid flow through
a pipe. There are many operating conditions to be considered
when selecting a valve. Consideration has to be given to the
type of fluid, whether it be air, water, a corrosive chemical,
a slurry or a radioactive material. Operating temperatures
can vary from those of cryogenic applications to higher temp-
eratures such as when liquid metal is the fluid controlled.
Operating pressures can vary from near vacuum to high pressure
applications. Leakage requirements must also be considered.
These may be very strict or, if the loss of fluid is of minor
importance or easily recovered, these may be very generous.

Actuation methods are also important. Three typical
actuation methods are: manual, pneumatic and electrical con-
trol. The controlling signals may be part of a process opera-
tion, which may respond to pressure, temperature or other sig-
nals recéived. Valve actuation may also occur as a result of
a pressure difference acting directly on the valve as in the

case of relief valves.

1.2 Instability of Valves

Most valves will vibrate under certain conditions.

Generally, these vibrations occur when the valves are operating



at small openings. Possible consequences of such vibrations
are undesirable pressure fluctuations and seat failure [1].
It is therefore important for designers to understand the

vibration mechanisms and how to avoid these vibrations.

1.3 Plug Valves

Figure 1.1 shows a schematic of a simple plug valve
which is used in the experimentation reported in this thesis.
Such a configuration provides a relatively simple relation
between flow area and valve 1ift. This fits well with the
assumptions generally made for valves operating at small open-
ings, that is to say for the region of interest, the flow area
is approximately a linear function of valve displacement.

Figure 1.2 shows two typical configurations to which
the results for the plug valve modelled in this thesis might
be applied.

Predictions as to the values of initial-openings, stiff-
nesses and static heads required to make a particular valve
vibrate can be made using the formulation derived by Ziada [3]
in conjunction'with a computer program or the stability thres-
hold suggested by Kolkman [4]. Weaver [5] in his review paper
shows that a simple formulation of Kolkman's stability threshold

can be derived for a valve with a long connecting pipe.

1.4 Purpose of Research

The purpose of the research reported in this thesis is

to improve our understanding of the dynamic discharge character-



(3]

istics of a plug valve. In this way, the theoretical model
developed by Weaver and Ziada [6] may be refined and better
predictions for stability limits, as well as limit cycle
amplitudes and frequencies may be obtained.

In this thesis, the reader will find the research
reported in several sections. The background material in
Chapter 2 outlines work already done by other researchers which
is relevant to valve vibrations. In the ensuing chapters, there
is a description of the apparatus and procedure used in the
experimentation performed for this thesis. The results of the
experiments are then presented with recommendations for refine-
ment of the model developed by Weaver and Ziada. These refinements
are implemented in Chapter 6 and the predictions of this
model are compared to the experimental results as well as to
the predictions of the original model. Further analysis of the
refined model reveals that a simple expression can be derived
for the upper stability boundary, provided there is large fluid
inertia and a tank upstream of the valve. This analysis is
presented in Chapter 6, along with a quasistatic stability
analysis. Finally, conclusions are drawn along with recommenda-

tions for further research.
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Figure 1.2 Examples of typical valves using
plug valve configuration Ref. [2].



CHAPTER 2

BASIC CONCEPTS OF FLOW INDUCED
STRUCTURAL VIBRATIONS

2.1 Introduction

As technology improves, performance demands increase.
These increased demands may come in the form of higher
efficiency, lower factors of safety, higher flowrates and
higher material strengths. The net result for a structure
which is required to withstand loading from a fluid is a less
stiff structure exposed to high flow velocities and pressure
differences.

One example of a less stiff structure exposed to
higher flowrates is the evolution of the monoplane from the
biplane. Previously unknown instabilities occurred which
resulted in the flexible monoplane wings breaking off. These
problems led to the development of the field of.aeroelasticity.
Aeroelasticity is defined by Fung [7] as the study of the effect
of aerodynamic forces on elastic bodies. Flutter is character-
ized és the interaction of aerodynamic, elastic and inertia
forces. Such a problem is one of dynamic aeroelastic instab-
ility. Divergence, or static buckling, occurs when a problem
of this type has zero frequency, i.e. a non-oscillatory
instability. In these cases, the inertia effects may be neg-
lected in the analysis, and the phenomenon is termed static

aeroelastic instability [7].



Buffeting is usually thought of as the elastic res-
ponse of the structure to the fluid flow. The forces that
cause the response are not greatly affected by the motion
of the body.

Hydroelasticity can be defined in terms similar to
aeroelasticity, except, of course, now the working fluid is
water and hydrodynamic forces are present instead of aero-
dynamic ones. There are three important differences between
the study of aeroelasticity and hydroelasticity. In aero-
elasticity the added mass is usually negligible whereas in
hydroelasticity this is not so. In fact, it is possible for
the added mass to exceed the mass of the structure itself.
Additionally, in hydroelastic problems the possibilit%eg
of cavitation and of a free surface exist. These two phenomena
have no counterparts in aeroelasticity.

Hydroelésticity, like aeroelasticity can be divided
into two classes of problems. Dynamic hydroelasticity is the
interaction of hydrodynamic, elastic and inertial forces.
Static hydroelasticity can be analyzed considering hydrodynamic

and elastic forces only.

72 Classification of Flow-Induced Vibrations

192}

Wherever fluids with high flow velocities impinge upon
structuves, there is a possibility of a flow-induced vibration
problem. These problems can be divided into three classes:
forced vibrations, self-controlled vibrations and self-excited

vibrations.



In forced vibrations, the fluid forces can be con-

sidered to be unaffected by the response of the structure.

An example of such a problem would be turbulent buffeting

of a body. To ensure low amplitudes of vibration, it 1is nec-
essary to determine the power spectrum of the flow affecting
the structure. The structure may then be stiffened or damp-
ing added until vibration levels are in a range considered
acceptable. In modelling such a problem, a rigid model is
sufficient to determine the fluid forces.

Self-controlled vibrations may be characterized in the
following manner. In the absence of structural motion, period-
icity exists in the flow. When the flow velocity changes the
periodicity of the flow changes. As the frequency of period-
icity in the flow approaches that of the structure, resonance
occurs. The amplitude of vibration may become large enough to
dominate the fluid mechanics and control flow periodicity. To
minimize response one of two approaches can be used. Mismatch-
ing the fluid and structural frequencies is one way. Another
method -is to change the flow path in such a way as to destroy
flow periodicity. A rigid model can be used to describe fluid
structure interaction before resonance occurs. However, a
flexible model must be used when the deflections expected are
large enough to control the fluid mechanics.

In self-excited vibrations the fluid forces depend on
structural displacement. These problems are either one of

static stability or dynamic stability and a flexible model is



required to study these phenomena. It should be noted that
stiffening or adding damping to the structure may aggravate
a self-excited vibration problem.

Summarizing, there are three basic classes of flow-
induced vibrations, each of which has its own characteristic
requirements for modelling, either mathematically or using a

physical scale model.

2.+ Vibration of Valves

Weaver [5] has classified excitation mechanisms for
valves operating at small openings into three categories:
turbulence, acoustic resonance and the jet-flow inertia mech-
anism.

Turbulent excitation results in random excitation loads
acting on the valve. These loads may be increased by tortuous
flow paths upstream of the valve gap. This phenomenon is a
typical example of a forced vibration as outlined in Section
2.2 of this thesis.

Acoustic resonance has been studied for several valve
configurations: poppet valves [8], spool valves [9], [10],
[11] and plug valves [12], connected to various piping systems.
Instability in poppet valves has been found to be possible in
both flow directions [8], that is either when the flow tends
tovopen or to close the valve. In the case of spool valves
flow in the wrong direction results in instability. Ainsworth
[9] and Ezekiel [10] have shown that even if the flow is in

the right direction that instability may still result. Further
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analysis of spool valve instability is reported in [11] which
is very cumbersome due to flow characteristics of the valve,
conduit dynamics and application of stability theory.
Thomann [12] analyZed and performed experiments for a simple
plug valve, his results indicated frequencies of oscillations
which were within ten percent of the natural frequency of the
valve. These frequencies were either higher or lower than the
natural frequency depending on whether the flow tended to open
or close the plug valve respectively.

The term jet-flow inertia mechanism needs some explana-
tion. Weaver [5] explains this mechanism in terms of the nec-
essary existence of a high velocity coherent flow through the
valve orifice. If the valve is perturbed the jet pU1§?§J this
results in forces on the valve changing. Fluid inertia causes
hysteresis in these forces. It is this hysteresis which is
responsible for feeding energy into the structure. (Hence this
is a typical self-excited vibration). Abelev and Dolnikov [13]
and Lyssenko and Chepajkin [14] have cited this mechanism as
the cause of vibrations in leaf gates and seals. In both
cases, the mathematical models proposed can be shown to reduce
to negatively damped simple harmonic oscillators. In addition,
both of their proposed mechanisms relied on variable discharge
coefficients to explain the nature of the vibrations. There

or using a variable discharge

'ty

is at present no justification
coefficient. Furthermore, the fact that the limit cycle

oscillations usually do not coincide with the structural
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natural frequency suggests that the mechanism of excitation
is not simply negative damping.

Kolkman [4] has produced a stability predictor which
does not depend upon a variable discharge coefficient. This
model has been applied to a wide variety of flow control
devices. Using this model it can be shown that a plug valve
cannot undergo axial vibrations of the jet-flow inertia mech-
anism if the flow tends to open the plug valve. The stability
criterion determined by Kolkman consists essentially of two
parts. Firstly, there is a relationship between a rigidity
coefficient and a mass coefficient. This defines fhe region
where a plug valve with no mechanical damping would be stable.
Secondly, if the rigidity and mass coefficients do not conform
to the required relationship, a minimum mechanical damping is
required to stabilize the system. Further examination of
this damping reveals for long pipes, that the minimum required
damping becomes proportional to the pipe 1engfh. This casts
doubts on the usefulness of trying to eliminate valve vibrations
by inciveasing damping.

Weaver et al. [15] have performed experiments which
indicated that adding damping to a vibration prone valve
results in the problem becoming worse, rather than eliminating
the vibration. Their experiments also showed that increased
stiffness resulted in a lower frequency. This trend cannot
be explained by the negatively damped simple harmonic oscillator

theories [13], [14] of the jet-flow inertia mechanism.
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Weaver and Ziada [6] have derived a nonlinear mathe-
matical model for the jet-flow inertia mechanism. This model
has significant advantages over those proposed by Kolkman,
Lyssenko and Chepajkin, and Dolhikov and Abelev. The non-
linear model does not require a variable discharge coefficient
to explain the instability. Direct comparison of model pre-
dictions and actual vibrations are possible by integrating
the equations of motion numerically. Hence it can be immediately
established whether the physical phenomenon is correctly modelled.
The physical effects of varying stiffness and initial opening
as reported by Weaver et al. [15] are in agreement with the
theoretical predictions of the model. Furthermore, the non-
linear modelvdoes not require the existence of an equilibrium
position when simulating the vibrations. Such an equilibrium
position is necessary to get a stability predictor from the
linear models [4], [13], [14]. This is significant because
this equilibrium position does not always exist or, at least,
is unknown.

" Weaver and Ziada [6] have indicated that their model
has some minor discrepancies which they attributed to unsteady
flow phenomena. Only Weaver and Adubi [1] have attempted to
determine experimentally the flow changes through a cycle of
valve vibration. The work recommended by Weaver and Ziada
[6] is to measure the dynamic discharge characteristics so that

the nonlinear model may be refined.



2.4 Added Mass Theory

When a body is accelerated in a frictionless fluid,
the surrounding fluid must also be accelerated. The addi-
tional force required to accelerate fluid can be accounted
for in terms of an 'added', 'virtual' or 'hydrodynamic' mass
{1eé] such that,

2

F=(M+M) d‘§ (2.1)
dt
where F is the accelerating force, M is the mass of the body,
2
M" is the added mass and é—% is the acceleration. Added mass
dt

is usually negligible in air, however it's effects must be
considered in water.

For simple cases, theoretical calculation of.Ehg.added
mass of a body submerged in quiescent fluid is possible.
Lamb [17] has demonstrated that this can be done by integration
of the potentiai flow field, followed by calculation of the
kinetic energy associated with the movement of the fluid due
to the body. Fritz [18] has used this method to calculate
added mass, and includes in his paper a table summarizing
added masses for some simple configurations. Some of the
formulas in Fritz's paper [18] indicate that distance from a
rigid boundary is important in determining added mass. Weaver
[16] states that the depth of submergence and proximity of a
rigid surface can result in significant variation of added mass.

The frequency and amplitude of a body oscillating also

affect added mass. Logvinovich and Savchenko [19] through
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experimentation have shown for vibrations greater than about
five percent of the characteristic length of a body, that
added mass becomes amplitude and frequency dependent. Their
results show that increasing either the amplitude or fre-
quency results in a greater added mass. Chandrasekaran et
al. [20] have performed experiments which indicate otherwise.
Hence it is unclear as to how frequency and amplitude affect
added mass. Other factors which will be important in deter-

mining added mass are cavitation and wake effects.

2.5 Effects of Unsteady Flow

Frequently, prediction of the dynamic characteristics of
a flow are made using steady-state properties. For instance,
static discharge coefficients have been used to predict the
flowrate of a fluid under unsteady conditions. However, there
are effects outlined by McCloy [21] which can give rise to a
difference between the actual unsteady flow and that flow
predicted assuming quasisteady flow. These effects can be
classified as those due to fluid inertia, those dueAto changes
in discharge coefficients.and those due to changes in friction
losses.

When a flow is unsteady, a certain portion of the total
pressure drop is required to accelerate or decelerate the flow.
This inertial effect results in a delay in flowrate establish-
ment. In the case of oscillating flow, this time lag can
result in attenuation of the flowrate amplitude. McCloy [21]

has shown that, due to nonlinearity of this system, the mean



15

flowrate will also change as a function of frequency.
The dynamic discharge coefficient can also be differ-
ent from the steady-state one. Daily et al. [22] have shown
for water flowing through orifices that certain changes in
discharge coefficient occur. When the flow is accelerating
the discharge coefficient increases, while in decelerating
flow, the discharge coefficient decreaﬁes. McCloy and
McGuigan [23] have concluded that their results for poppet
valves are in agreement with those obtained by Daily et al.
[22]. The McCloy and McGuigan [23] experiments were for
oscillatory flow superimposed upon a mean flow and they concluded
that there was a reduction in the mean discharge coefficient
measured over the cycle. A part of this reduction was attributed
to inertia effects. However, they also concluded that the |
mean dynamic discharge coefficient through the cycle was reduced.
Experiments performed by Alpay [24] shows that a
general reduction in dynamic discharge coefficient as either
the frequency or amplitude of a spool valve motion increased.
However, at very low frequencies, inertia effects resulted
in a higher dynamic discharge coefficient than the steady state
one.
Daily et al. [22] have shown that turbulent losses are
affected by the rate of change of flowrate. They concluded
that small changes in frictional resistance resulted from
unsteadiness in the flow. Accelerating flow resulted in slightly

higher losses while decelerating flow resulted in slightly
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lower losses.

It is clear that unsteady flow will influence the
discharge characteristics of a vibrating valve. During the
closing portion of the valve 1limit cycle the flow is decelerat-
ing while it is accelerating during the opening part of the
cycle. These effects are expected to be frequency dependent.
Thus, especially at higher frequencies, the use of static
discharge characteristics throughout the valve cycle is unlikely

to be a good approximation.



CHAPTER 3

EXPERIMENTAL APPARATUS

3.1 Introduction

The experimental apparatus described in this chapter
is divided into two categories, namely, hydraulic equipment
and instrumentation. The hydraulic equipment section des-
cribes the path of the fluid through the system and defines
which parameters are fixed, which parameters are varied only
to predetermined values and which parameters can be varied
continuously. Enough information is provided in the section
on hydraulic equipment so that all of the dimensionless para-
meters described by Weaver and Ziada [6] may be determined
except for the discharge coefficient, the contractionAcoeffic—
ient, added mass and damping which are determined experimentally.

The instrumentation section describes the devices
used for measuring plug valve displacement, pressure differ-
ence and instantaneous discharge, the location of measuring
points and the location of the measuring equipment. The per-
formance specifications prescribed for the instrumentation

by each manufacturer is also examined.

3.2 Hydraulic Equipment

Figure 3.1 illustrates the constant head tank up-

stream of the plug valve. Water enters this tank through a

17
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hose connected to the building water supply. Water may

leave the tank in one of two wéys, either through the over-
flow which is used to maintain a constant head or alterna-
tively through the plug valve (Figure 3.2). After passing
through the valve the water enters the downstream pipeline.
The configurations of the downstream pipeline used during
experimentation are shown in Figure 3.3. Notice the inverted
U-section at the downstream end of the pipeline. The purpose
of this U-section is to ensure that the pipeline remains full
of water during the experiments. This is necessary because
the model of Weaver and Ziada [6] is derived for flow in a
completely filled closed conduit. The vertical distance from
the surface of the water in the tank to the bottom of the
pipe in the inverted U-section is 0.635 m. This quantity
represents the static head available to drive flow through the
valve-pipeline system.

The equipment was designed to allow for variation of
three important vibration parameters, fluid inertia, valve
plug restraint stiffness and initial no load valve opening.

The fluid inertia is changed by unscrewing the inverted
U-section, removing or adding pipe lengths as desired and then
reconnecting the invertced U-section.

The initial opening can be varied continuously by
loosening the bolted connection joining the traversing section
to the angle iron support shown in Figure 3.4, sliding the

traversing section up or down as desired and then retightening
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the bolts.

The plug valve is mounted on a 12.7 mm outside dia-
meter stainless steel shaft, which runs through two Thompson
ball bushings. The shaft extends upwards to the springs which
are mounted in a pair and preloaded against each other. At
the top end of the shaft there is a 1-72 threaded hole into
which the position transducer core is screwed. Two spring
cups sit on the shaft, the upper one is held in place on the
threaded section by a back-up nut, the lower one is clamped
to the shaft by a set screw. The set of springs is shown
in Figure 3.4. With each spring used thcre is a correspond-
ing aluminum insert. Each insert clears the spring so that
- chafing does not occur and so that the spring remains properly
centred. Hence lateral forces and mechanical damping on the
shaft are minimized. To change the stiffness of the valve
restraint requires disassembly of the support system shown in
Figure 3.4, changing the appropriate springs and inserts
followed by reassembly of the support system.

Table 3.1 gives the effective stiffness of spring
combinations used in experimentation for this thesis. The
method used to obtain the load-deflection lines for each
spring is described in Appendix D. The effective spring
stiffness in Table 3.1 is obtained by adding together the
appropriate spring constants. The springs used were made from
stock springs supplied by Hamilton Wire Products Ltd. The

stock springs had twenty coils with open ends. These were
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cut to various lengths, the ends were twisted so that closed
ends were made and then ground flat. A photograph of the
above hydraulic equipment is shown in Figure 3.6.

Table 3.1

Spring Stiffness K
Combination N/m

946
1386
2125

3017

m 2 O w =

3440

3.3 Instrumentation

The position transducer is located at the top end
of the valve shaft and can be seen in Figure 3.6. This trans-
ducer is a Hewlett Packard Linear Induction Transducer Model
7DCDT-1000, which has a displacement range of 50 mm. The
manufacturer specifies the frequency of response in terms of
a 3 db amplitude attenuation which occurs at 135 Hz for this
model. The calibration of this transducer is reported in
Appendix E.

Figure 3.7 shows the Pace Model CP5IDR+20 pressure
transducer mounted to its measuring position. This pressure
transducer is a variable reluctance type with interchangeable
diaphragms rated to a maximum pressure difference of 140 kPa

(20 psi).



The low pressure port of the transducer was connécted to the
pressure tap downstream of the valve, the high pressure port
was connected to a pressure tap in the bottom of the constant
head tank far from the plug valve. The transducer was powered
directly from the mains and gave an output DC voltage pro-
portional to the pressure difference. The manufacturer of

this pressure transducer indicates that the frequency res-
ponse is flat to 1000 Hz and a linearity of 0.5% for this
transducer. The calibration curve of this transducer is given
in Appendix E.

During the course of experimentation the Pace trans-
ducer failed to give a signal and a replacement was sought.

In Chapter 5, the results of Figures 5.11 and 5.12 were “recorded
using the Pace transducer.

A Schaevitz Engineering Model P2142-0025 pressure
transducer was procured as a replacement. The manufacturer
describes the pressure sensing element as a ''twin cantilever
sensor beam'" and specifies a mechanical natural frequency of

3.5 kHz. The Schaevitz transducer had a range of 345 kPa

-

.

50 psi) differential pressure and required a regulated d.c.

power

wn

upnly. The calibration curve of this transducer is
given in Appendix E.

d

Figures 3.5, 3.7 and 3.8 describe the essentials of
the optical and electrical set-up of the Laser Doppler
Ancmometer. The Laser Doppler Anemometer was made by Thermo-

Systems Inc. and consisted of a 15 mW Spectra-Physics Model
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Figure 3.7 View of flow measurement test section.
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124 Helium Neon Laser and Thermo-Systems Inc. Series 900
Optics, Bragg Cell, photomultiplier, and a Model 1090 Tracker.
The optical set-up used is known as the dual beam
mode [25]. The laser beam leaving the laser is vertically
polarized. Referring to Figure 3.8 the beam next passes
through a polarization rotator which is set such that the beam
emerging from it is polarized in the plane perpendicular to
the plane of the flow measurement direction. In this case
this would be into or out of the page. The beam is then split
and the upper beam is frequency shifted by the Bragg Cell.
The two beams are then focussed by a lens, which in this case
had a focal length of 248 mm, to the crossing point of the two
beams. These beams crossing in the acrylic pipe contained in
the flow measurement test section illustrated in Figures 3.5
and 3.7. The purpose of the acrylic box filled with water
which surrounds the pipe is to reduce optical effects due to
curvature of the pipe wall [26]. When the beams emerge from
the test section they are not permitted to continue to the
photomultiplier. Using the two collecting lenses, scattered
light from the crossing point of the two beams is focussed on
the photomultiplier aperture. The photomultiplier signal is
then electronically processed and the tracker puts out a
signal proportional to the particle velocity in the measuring
volume created by the beam intersection point. This signal
contains noise and the tracker manual [25] recommends the use

of a low pass filter on the output signal. When operating in
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the lowest tracker range the output was found to be sufficiently
noise free that such a filter was not necessary. In the
middle tracker range the signal to noise ratio was much lower
so that the use of a filter became necessary. The filter
used was a Rockland Model 432 with a rolloff of 24 dB/octave/
channel. Only one channel was used with a cutoff frequency
of 100 Hz, at the cutoff frequency the output is specified
by the manufacturer to be down 3 dB.

The position, pressure and laser anemometer signals
were recorded using a Honeywell 2106 Visicorder and a Honey-
.well Accudata 117 D.C. amplifier. The visicorder uses a light

beam to record the data on ultraviolet light sensitive paper.



CHAPTER 4

PRELIMINARY EXPERIMENTS

4.1 Introduction

In order to model the self-excited Vibrations of
the valve properly, it is necessary to have some basic informa-
tion, namely the free vibration characteristics of the valve
and the static discharge characteristic.

Two quantities are sought for evaluation from the
free vibration behaviour of the valve. The theoretical pre-
diction of the valve frequency in water must be compared
with the actual natural frequency. This gives an indication
of the accuracy of the prediction of the added mass cgmﬁbnent
of the total mass. It is also necessary to evaluate the
damping of the valve since there seems to be no guide for
estimating this.

Static discharge characteristics are evaluated to
provide a datum against which dynamic discharge behaviour
can be compared. They must also be examined to see if any
rapid changes in discharge cocfficient occur since this has

been cited [15] as a major factor affecting valve stability.

4,2 Theoretical Formulation of Yree Vibration

Figure 4.1(a) shows a schematic of the plug valve system.

52
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Fig. 4.1 Schematic of plug valve system and free
vibration model
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It's corresponding free vibration model is shown in Figure
4.1(b).
The mass of the system in air has been determined by
weighing the shaft, cups and plug on a mass balance. The
mass in ailr was found to be 946.5 gm. In the evaluation of the
free vibration model. in air, this is the mass that has been used.
Fritz [18] has tabulated formulas for the added masses
of various bodies. For a disk of diameter D in quiescent

fluid of density p, far from any rigid boundaries, the added

mass, m' is given by,
g - - 'IT 3
m' = 0.637 (5 p D7) (4.1)

Using the largest diameter of the plug (D = 57.2 mm)
and for water as the fluid (p = 1000 kg/ms) the added mass

becomes,
m' = 62.4 gnm (4.2)

Theoretical calculation of the natural frequency, fn,

of the mass-spring system is straightforward,

15|

1
Y

| =

(4.3)

&)
”

where k is the spring stiffness and M is the virtual mass
(mass in air + added mass). When fnz is plotted against
stiffness (%), the result is a straight line. Lines represent-
ing equation (4.3) are drawn in Figures 4.2 and 4.3. 1In
Figure 4.2 the mass is that of the system weighed in air.

In Figure 4.3 the line drawn represents the total mass in water



(Hzf

%2

NATURAL FREQUENCY SQUARED

35

—— THEORETICAL LINE
O EXPERIMENTAL POINT
100 O
O
80
60} @)
40}
20
0 ] 1 1
O 1000 2000 30020
STIFFNESS K (N/m)
Fig. 4.2 Vibration frequency squared vs spring stiffness

for plug valve in air



(Hz)?'_

2
fa

NATURAL FREQUENCY SQUARED

36

100

®
?

s THEORE TICAL. LINE

O EXPERIMENTAL POINT

@)
60
40}
20
@)
(o) 1 1 1
0 1000 2000 3000

STIFFNESS K

Fig. 4.3 Vibration frequency squared vs spring stiffness

for plug valve in water

(N/m)




37

determined experimentally. How this was determined is

described in the next section, Section 4.3.

4.3 Experimental Procedure and Results

This section outlines the method used to measure
the natural frequency and damping of the plug valve system
in air and water.

The prbcedures for determining the free vibration
characteristics of the plug valve system are essentially
the same in air and water. In water, it is necessary to
measure the opening of the valve because the added mass and
hence the vibration frequency is a function of relative prox-
imity of the valve to the seat. For all measurements taken
in water the opening was initially set to 7.62 mm asvthis
was thought to be an opening at which the valve would be
self-excited under flowing conditions,

The apparatus used in this set of experiments is the
same as that described in Chapfer 3. The Laser Doppler
Anemometer and the pressure transducer are not necessary for
this experiment and the downstream pipeline configuration is
of no consequence because the downstream gate valve is kept
shut during the experiment. For each spring combination used,
the following procedure was adopted both in air and water with
the position transducer connected to the visicorder. With the
visicorder running, the valve was pushed to the seat, held

there, and then released. Each experiment was repeated and



38

the average frequency is reported in Table 4.1. Uncertainties
associated with these frequency measurements have been esti-

+ : : +
mated to be: - 0.1 Hz for measurements in air and - 0.2 Hz

for measurements in water.

|
g Fluid Air¥ Water
Stiffness Natural Frequency
k (N/m)
fn (Hz) £ (Hz)
a W
946 5.0 4.0
1386 6.1 5.4
2125 {8 6.6
| 3017 9.35 8.15 .
3440 10.0 9.1
Table 4.1

These experimental results are plotted in Figures

4.2 and 4.3. It is seen in Figure 4.2 that for results in air
agreement is good for the first three experimental points and
that at higher stiffnesses higher frequencies than expected arise.
In Figure 4.3 this nonlinearity is more marked. It is thought
that end effects of the springs result in the nonlinearity by
making springs stiffer. TIf this were the cause then the end
ffects should be more marked for shorter (stiffer) springs.
This certainly seems to be the case. Given these observations,

the total mass in water has been calculated on the least squares



fit of a straight line through the origin of the first three
points plotted in Figure 4.3. The line drawn in Figure 4.3
corresponds to this experimental total mass, Me’ which has been
found to be 1254 g. The experimental added mass mé is found to
be,

ml =M, -m (4.4)

= 1254 - 946.5
= 307.5 g

1

where m is the mass of the plug valve system in air. This

compares to a theoretically calculated added mass of 62.4 g,
which is about one fifth of the experimental added mass. This
discrepancy arises from the proximity of boundaries, hence the
effect of confinement is a large contributor to the added mass
in water.

The damping of the valve system can be calculated from
the decay traces of the free vibration tests. The logarithmic
decrement of damping, &6, is given by (27):

X

Y o
§ = = an X, . (4.5)

where X, is some datum amplitude and X is the amplitude of
vibraticn measured after n cycles have elapsed. This 'calcula-
tion was carried out for two traces. 1In all cases the results
obtained agreed within fifteen percent of each other and average
values were used in reporting the values in Table 4.2. The
damping ratio, &, is calculated using a linear approximation,.

valid for small damping.



40

E &= _z_ﬁ. (4-6)

Fluid Air Water
. Damping Damping

SLiiinses Ratio ; Ratio

k (N/m) g g
946 .074 «110
1586 .050 .135
2125 .051 .136
3017 .053 .164
3440 .050 133
Table 4.2

cw s

Contributions to the damping come from three main
scurces. There is damping due to friction when the the transducer
core 1s moving with‘respect to the fixed part of the position trans-
ducer. Damping is increased by friction from the ball bushings
resting on the valve shaft. Third, damping is present when the
valve is submerged. In air this is negligible, in watef, however,

fluid damping is significant as can be seen from Table 4.2Z.

4.4 Static Discharge Characteristics

To measure the discharge coefficient of a valve it is
necessary to know the gap opening, the pressure difference and
the volumetric flowrate of the fluid. The Schaevitz pressure

transducer described in Chapter 3 was used to measure the static
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pressure difference across the valve. The relation between
the valve gap area g, and valve 1ift x has been derived in
Appendix B. The effective gap width W is 31.32 mm such
that,

g, = Wx ' _ (4.7)

where x is the valve 1ift as recorded by the position trans-
ducer.

The flowrate was measured by timing the flow of water
out of the downstream pipeline into a container. The volume
of water in the container was subsequently determined using
a measuring cylinder. For larger plug valve openings the gate
valve was operated so that the flowrates varied from about
0.5 to 0.8 %2/s. At smaller openings this flowrate could not be
achieved and so the gate valve was either fully open 0; ﬁéarly
fully open for these measurements.

Figure 4.4 is a schematic of the plug valve and immediate
downstream piping. Two possible pressure distributions in the
system are shown. Initial calculations of the discharge coeffic-
ients were performed assuming pressure distribution A, 1i.e.
negligible pressure recovery downstream of the plug valve.
Calculations performed in this manner resulted in very high
discharge coefficients, in fact, some turned out to be greater

than one. Hence, it was concluded that pressure recovery was

Q

not negligible in this configuration.

{
o

a

To calculate pressure recovery the control volume in
Figure 4.4 was used. It has been assumed that the pressure at

the base of the plug is the same pressure P, at the gap.
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Applying the steady-state momentum equation,

~ . 2
P2 Ap - P3 Ap = pAp V3 - pU2 g, cosb (4.8)
The continuity equation gives,
Q=Vg & =4, &5 (4.9)

By combining equations (4.8) and (4.9) it can be shown that,

[ = 058, (4.10)

) - +QQ
P, = P x =

Now the gap area g, = Wx, hence,

- - - pQ" 1 _ coss, ‘
A.P Py = Py = 1= (g Wx (4.11)

The discharge coefficient is defined by,

C )

Q B Wx /Z(Pl-Pz)/p

CD Wx /ZAPls—APZS)/p

APl3 is the pressure difference measured by the pressure
transducer. Table 4.3 summarizes the results obtained for the
plug valve discharge characteristics. These results are plotted

in Figure 4.5.

4.5 Discussion
The results of the free vibration tests reported in this
chapter indicate the natural frequency of the plug valve system

can be reasonably accurately predicted. The theoretical value
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of added mass in unconfined water does not accurately reflect
the actual added mass as expected. This is due to the proxim-
ity of the valve to the seat and hence a greater added mass
results.

The discharge coefficient is plotted in Figure 4.5.
It can be seen that it does not vary much between an opening
of 2 mm and 20 mm. Hence if it were desired to model the

plug valve using static discharge coefficients, C one could

D’
probably use a constant value of CD = 0.87 without incurring
significant errors.

Scatter 1is present in the discharge coefficient data.
Twe sources of error are experimental uncertainty and calculation
approximations. The largest experimental uncertainty lies with
the measurement of flowrate. The total volume of water éollected
varied, but was in general around 4 %. Hence timing errors
of five percent may be present-for the higher flowrates used.

The flowrate is also used in calculating the pressure recovery

so that this also has an uncertainty associated with it.

Pressure recovery may also be occurring aiong the valve plug ’
from the gap to the plugs base. Tﬁis pressure recovery will
change with opening. There is no way of knowing how much
pressure recovery actually occurs. Hence this adds further

uncertainty to the discharge coefficient calculation.
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Table 4.3

Static Discharge Character-
istics of Plug Valve

X g AP13 APZS g
mm dm~/s - kPa kPa D
25.5 .5124 .200 -.090 .84
25.5 .5200 .324 -.092 .72
25.5 L4749 .210 -.077 .79
23.9 .4870 .222 -.096 .82
23.9 .7831 .530 -.247 .88
20.2 .7554 .654 -.332 .84
20.2 .5678 .358 - 188 .86
17.4 .6099 .593 -.286 .85
17.4 .7949 .876 -.486 .88
17.4 .7805 .924 -.469 .86
14.9 .5947 .765 -.352 .85
14.9 .7341 1.124 -.537 .86
14.9 .5128 .600 -.262 .83
12.5 .5801 .972 -.437 .88
12.5 .6897 1.407 -.618 .87
10.4 .5277 1.296 -.467 .87
10.4 .7658 2.406 -.984 .90
10.4 .4354 779 -.318 .90
7.3 .3761 1.269 -.373 .91
7.3 L4233 1.724 -.473 .89
7.3 5790 2.751 -.884 .94
5.1 .2537 1.358 -.259 .88
8.1 L2030 .938 -.166 .86
5.1 .2021 .924 -.164 .86
4.1 .2089 1.482 -.225 .89
4.1 .2411 2.034 -.299 .87
4.1 .2606 2.379 -.350 .87
2.4 .1475 2.489 -.200 .85
2.4 .2258 5.281 -.469 .88
1.3 .1052 5.599 -.194 .76
1.3 .1103 6.040 -.2153 .77
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CHAPTER 5

SELF-EXCITED VIBRATIONS
. OF A PLUG VALVE

5.1 Introduction

In this Chapter, experiments are reported, which
were conducted to improve our understanding of self-excited
valve vibrations. The experiments are broken into three main
sections: stability experiments, vibration characteristics
within the region of instability and valve and fluid behaviour

during vibration.

5.2 Static System Characteristics

Adubi [27] reports numerous stability charts similar
to that présented in Figure 5.1. The region’of instability in
such a stability-chart can be divided into two regions using the

static valve characteristic [27]. This is defined by,
kx, = YAH S ' (5.1)
where k is the stiffness, X the initial opening, y the

specific weight of the fluid and S is the effective area over
which the hydrostatic head difference, AH, acts. kxj
represents the minimum force required to close the valve.

yAHS represents the closing force available from hydrostatic
head. The region of instability deVelops around‘this character-

istic. If there is sufficient hydrostatic head to close the

valve, then a disturbance is required to initiate or continue

47
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limit cycle oscillations. Such a disturbance could be provided
by a reflected waterhammer wave or the valve bouncing off the
seat. If, however, there is not sufficient hydrostatic head

to close the valve, then hydrodynamic head is required to

close the valve and no disturbance is needed to allow the valve
to reopen after closure. Hence the static system characteristic
divides the region of instability of Figure 5.1 into two
.regions; one in which disturbances are required to sustain the
limit cycle oscillations and another in which no such disturb-
ances are necessary but hydrodynamic head ié required to cause

valve closure.

5D Stability Tests

Tests were performed to determine the limits of the
region of instability by varying two parameters out of stiff-
ness, initial opening and fluid inertia at a time. With a large
fluid inertia, as produced by a long downstream pipe, spring
stiffness and initial opening were varied to give data summarized
by Figure 5.1. Then the effect of fluid inertia on this
instébility region was investigated at constant stiffness.

5.3.1 Stability of Plug Valve - Pipe System
with Large Fluid Inertia

Figure 5.1 shows an instability region similar to that
reported for check valve vibration [15] with the region of
instability extending from both sides of the static character-
istic defined by equation (5.1). Below the lower stability

threshold the valve is dynamically stable in the closed position.
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Disturbing the valve from the seat results in the valve
bouncing and then coming to rest in the closed position. Bet-
ween the lower stability limit and the static characteristic,
disturbances are necessary to sustain limit cycle oscillations.
If the valve is pughed to the seat and held there until all
major disturbances such as waterhammer have died away and then
released, the valve will in general remain seated. If a dis-
turbance is introduced such as knocking the downstream pipe
the valve will open and limit cycle oscillations will ensue.
Between the static characteristic and the upper stability
threshold the valve performs limit cycle oscillations regard-
less of initial conditions. For points above the upper stability
threshold the valve settles to some equilibrium position with
the valve open. When disturbed from this position, the walve
performs typical damped harmonic oscillations, and hence 1is
asymptotically stable.

The instability region for the plug valve appears to
be larger than that reported for the check valve by Weaver et
al. [15]. The check valve instability was attributed [15] to a
region where a large drop in discharge occurred for a small
change in valve opening. This resulted in a large hydrodynamic
load on the valve. The region of instability is then limited
on the upper side by where this drop in discharge decreases.

The static discharge characteristic of the plug valve is similar

(

to that of the check valve in the sense of having a sudden drop
in discharge coefficient at small openings and a relative

constant discharge coefficient at larger openings. The springs
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chosen for the plug valve system, however, allow for instability
to be developed in the region where the discharge coefficient

is constant. As seen in Chapter 4 the discharge coefficient
remains fairly constant for openings from about 2 to 20 mm.

Thus the region of instability that develops about the static
characteristic (equation (5.1)) is not limited by a sudden

change in the discharge characteristic of the plug valve.

5.3.2 Effect of Changing Fluid Inertia on Stability

Figure 5.2 shows how fluid inertia affects the region
of instability. Below the lower stability threshold the valve
is dynamically stable in the closed position. Between the
upper and lower stability thresholds the valve is dynamically
unstable and will perform limit cycle oscillations. For. points
above the threshold the valve is asymptotically stable‘in the
open position.

The lower stability threshold rises with decreasing
fluid inertia. This rise can be explained in terms of work
done on the valve due to pressure forces on the valve lagging
the displacement of the valve. The hysteresis between these
forces and displacement is a result of fluid inertia [1], [5],
[6]. If fluid inertia is decreased, then the hysteresis
between pressure forces and displacement decreases [6]. Reduced
hystefesis means that less work is done on the valve, hence
the lower stability threshold moves upwards as pipe length (and
fluid inertia) reduces.

The upper stability boundary also rises as pipe length

reduces. Kolkman [4] predicts such a trend in his snalysis of
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| a simple plug valve. The reason for such a rise in the
stability limit is not clear at this point, comparison of
Kolkman's predictions and those from the nonlinear theory of
Chapter 6 are compared with these experimental results in

Chapter 7.

5.4 Parametric Tests

Results reported in this section, show the effects of
changing initial opening, spring stiffness and fluid inertia
on the characteristics of the plug valve 1limit cycle oscilla-
tions. These results are examined to see if any trends are
obvious and, if so, to provide explanations where possible.
Similar parametric tests have been reported previously [15],
[20], and comparisons are made with these results.

5.4.1 Effect of Stiffness and Initial Opening on
Limit Cycle Oscillations

Figures 5.3 and 5.4 show the effect of changing initial
opening and stiffness on the frequency ratio. The frequency
ratio reported in these figures is based on the ratio of the
limit cycle oscillation frequency w, to that of the natural
frequency of the valve in water W) - In calculating the 1limit
cycle frequency w, the portion of the cycle for which the valve
remains closed is not included. This is so that results can
easily be compared to the theoretical results since the theory
does not account for the time for which the valve is closed.

Clearly, the effect of increasing stiffness or initial

opening can be seen from Figures 5.3 and 5.4, to be a decreasing
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frequency ratio. At low stiffnesses and openings the fre-
quency ratio changes more rapidly with a change in either

parameter.

In Figure 5.3, it appears that fhe points for an
initial opeﬁing of 2.54 mm do not fit the curve drawn as well
as at the other three openings. This.discrepanCy~is explained
below.

In Chapter 4, confinement has been discussed with
respect to its effect on added mass. Confinement of the flow
around the valve also results in increased fluid damping. This
damping becomes larger as the initial opening of the valve is
reduced. The initial opening was experimentally set using the
position transducer. To determine whether the opening set
was correct, the valve was displaced from its equilibrium’ posi-
tion (in the no load position) and allowed to come to rest.
When damping is small one can be reasonably certain that the
valve will come to rest near 1its equilibrium position. How-
ever, when damping is large, due to the effects of friction
the valve's initial opening is more difficult to determine
precisely. This is the case for openings of 2.54 mm, in this
particular case the initial opening may be in error by as much
as ten percent. Furthermore, Figure 5.3 shows that at small
initial valve openings that the frequency ratio is very sensitive
to a change in initial opening. Hence there is a larger
‘experimental uncertaintly associated with the anomalous points
of the curve at an initial opening of 2.54 mm. For this reason

the curve corresponding to this has been drawn with a similar
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trend to those at larger openings, rather than a curve which
might be suggested by taking these points in isolation.

Figures 5.5 and 5.6 show the effect of changing stiff-
ness and initial opening on the amplitude of the 1limit cycle
oscillations. Figure 5.5 shows that the amplitude of vibrations
“increase slowly as stiffness is increased. At low stiffness
the amplitude drops off faster as stiffness reduces. There
are two effects which cause such a trend.

The first effect is caused by considering the time
required for the valve to reach its maximum displacement. This
time will reduce as the natural frequency of the system
increases. Such a reduction can be brought about at constant
‘mass by increasing the stiffness of the system. The downward
force on the valve due to flow past the valve increases with
time, hence if the natural frequency of the system is higher
then the downward force acting on the valve when it reaches its
maximum displécement from the seat is reduced.

The second effect comes about by considering the direct
effect of increasing stiffness. The static displacement of a

system cf stiffness k acted upon by a force F is given by

d = F/k

Hence systems with higher stiffness are less sensitive
to a displacing force. Hence the force which is created by
fluid pressure as the valve leaves the sezt will reduce the
amplitude of a less stiff system than that of a stiffer system.

Hence, the net result of the two wechanisms of
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amplitude reduction, due to the pressure forces acting on the
valve is to reduce the amplitude for a less stiff system more
than that of a stiffer system.

Figure 5.6 shows that amplitude is proportional to
initial opening. It is interesting to see that the slope of
these lines js approximately equal to two.‘ If flow re-
establishment and damping were negligible when this system
reaches a maximum, an amplitude of 2 X, could be expected
with the mass spring system just described. The lines in
Figure 5.6 do not however go through the origin. Presumably
this 1s because of flow re-establishment causing a drag force
and damping causing a reduction in amplitude.

These experimental results show that increasing either
stiffness or initial opening has qualitatively the sam€ e&ffect.
The amplitude 1is however, more sensitive to initial opening
than stiffness. Increasing either results in an increased
amplitude and a decreased frequency ratio. These conclusions
are the same as those drawn by Adubi [28] for check valve
vibrations.

of Fluid Inertia on Limit
scillations

Figure 5.7 shows that the amplitude of oscillations
generally increase with fluid inertia. There seems to be
three regions where the amplitude varies at different rates.

At low fluid inertias the fluid may accelerate very

quickly in the pipe, hence one would expect that, here,
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drag force on the plug valve affects the amplitude of the
vibration. From the graph, this region seems to exist for
pipe lengths less than about 4 m. Between 4 and 6 m pipe
length the amplitude does not change significantly. Presum-
ably this is because the drag force on the plug valve is now
very small whén the plug reaches its maximum height. At even
higher fluid inertias (pipe length greater than 7 m) the
amplitude of vibration rises again. Fluid inertia causes
hysteresis between the pressure forces and displacement of the
plug valve. Consequently a larger change in flowrate at the
end of the cycle (closure) is probable for higher fluid
inertias. This results in a larger waterhammer. Hence we
might expect larger waterhammer pressures to result and thus
larger amplitudes. s
Figure 5.8 shows a linear relation between the period
of vibration andvpipe length. This suggests the concept of
a critical flowrate at which sudden closure starts and hydro-
dynamic pressures dominate. Figures 5.9 to 5.12 show that
the flowrate increases more or less linearly with time, most
of the pressure is being used to accelerate the fluid in the
pipe. Thus if this critical flowrate were more or less
independent of pipe length then one expects a linear variation
of period with fluid inertia. Neither of the two lines drawn
in Figure 5.8 intersect the>origin. Two factors which may
affect this are fluid inertia of the gap and the finite time
required for the opening part of the cycle. Both of these

effects would result in intersecting points at zero pipe length
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on the positive period of vibration axis.

5.5 Closer Examination of the Self-
Excited Oscillations

In this section self-excited plug valve vibrations
at four parametric sets of valves are examined and the 1limit
cycle is described in detail. In Section 5.4 it has beéen
shown that increasing stiffness and initial opening have a
similar effect. Hence a restoring force parameter kxo can
be used instead of separate stiffness and initial opening
parameters in choosing measurement points. The four para-
metric sets of 1imit cycle oscillations are for large and
small restoring forces and large and small fluid inertias.
The 1limit cycles are described in the next section and TFigures

5.9 to 5.12.

5.5.1 Typical Vibrations

Figures 5.9, 5.10, 5.11 and 5.12 show typical 1limit
cycle oscillations performed by the plug valve examined in
this thesis. The top trace in each of these diagrams represents
the displacement of the plug valve from the seat. The middle
trace shows che variation in pressure and the lower trace
follows the fluid velocity measured at the centre of the pipe
downstream of the valve, using the laser doppler anemometer.

The sequence of events which occurs in each cycle can
be broken into three phases. There is an opening phase where
the valve acts like a system in free vibration. This follows
the pressure difference across the valve dropping to a value

below AP*¥ (=kxO/S), which is the pressure difference required
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to hold the valve at its seat. In all the reported cases
opening is accompanied by reverse flow in the pipeline.
Subsequently a middle phase arises where the pressure drop
across the valve is minimal and the fluid in the pipe has

an almost constant acceleration. Here most of the head drop
goes into accelerating the fluid. The flow in the pipe reaches
a maximum and rapid closure ensues. During the closing phase,
the fluid undergoes rapid deceleration at the very end and the
pressure difference across the valve rises rapidly. The valve
then remains closed until the pressure difference drops, whence
the valve reopens and repeats the cycle. The free oscillation
portion is most obvious in Figure 5.12. In the other figures,
the maximum flowrate is established more quickly. Hence the
opportunity for many harmonic oscillation cycles does not
exist. In Figure 5.9 the flow establishes so quickly that the
frequency ratio'ié 0.95 and hence no free oscillations at the
valves' natural frequency are apparent. In Figure 5.12 the
frequency ratio is 0.11 and the free oscillations are damped.
out before closure occurs.

'These limit cycle vibrations are clearly not simple
harmonic in nature and hence nonlinear modelling of the vibra-
tions «s done by Weaver and Ziada [6] appears to be the only
way to get a model which is capable of predicting the form of
these vibrations. The basic breakdown of the cycle into free
vibration, a dwell while the flowrate increases followed by
sudden closure is the same as predicted by their nonlinear

models. However, reverse flow in the pipeline at the beginning
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of the cycle was not predicted.

Noise exists on the pressure traces in all four
diagrams. To establish whether this was caused by Vibration
of the rig, a triaxial accelerometer was mounted in several
key locations and the records obtained were compared to that
of the pressure transducer. No matching of frequencies was
obvious. Adubi's [28] experiments had similar spikes on
the pressure signal while the check valve was closed. He
explained that the noise was due to waterhammer causing move-
ment of his rig‘and cavitation. Wood [29] has shown that if
a pipeline is not perfectly rigid then spikes in the pressure
variation can be expected. During the performance of experi-
ments the pipeline did vibrate significantly, hence this
" cannot be ruled out as a source of noise. Furthermore, low
pressures come about when the valve closes, hence cavitation
and aeration are also possibilities. 1In fact bubbles were
observed in the acrylic test section downstream of the valve.
Air bubbles would also come out of solution on the aérylic
pipe wall, hence air cavitation bubbles cannot be ruled out as
a cause of noise. In fact, both of the sources mentioned are
probably responsible for noise on the pressure signal.

Random phase fluctuations between particles entering
and leaving the measuring volume of the Laser Doppler anemo-
meter result in broad band noise on the output signal [30].
In Figures 5.11 and 5.12 the low range of the trackerwas used
and the signal-to-noise ratio of the output is good. In

Figures 5.9 and 5.10 the middle range of the tracker was used.
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This has two effects. Firstly the sensitivity of the system

is decreased. Secondly, the dynamic response of tracking

is greatly improved. In Figures 5.11 and 5.12 flat portions

on the fluid velocity traces are present; This happens when

the tracker does not follow the velocity of the particles

in the fluid. This is termed "drop-out" and when this occurs
the velocity output frbm the tracker is not a correct reading

of the actual particle velocity. When this happens the output
of the tracker is determined by the last validated velocity

read and the output voltage of the tracker simply holds

this value. In Figures 5.9 and 5.10 these periods of drop

out are not present. This has been achieved by using the middle
range of velocity on the tracker. In doing so the noise on

" the tracker 6utput has increased substantially in comparison to
the velocity variations through the valve cycle. The noise
present on the output trace has been reduced by using a Rockland
Filter at a cutoff frequency of 100 Hz on the fluid velocity
signal. This does, of course, result in a slight phase lag

in the higher frequency components of the signal, but the filter-
ing frequency is sufficiently high that the general form of

the output is not greatly distorted.

5.5.2 Discharge and Pressure Variations
through Vibration Cycles

Figure 5.13 shows the pressure difference across the
valve as a function of displacement. Just before the valve
opens there is a sudden drop in pressure difference. Due to

the rapidity of this drop it is difficult to determine
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exactly at what pressure the valve opens. During the opening
portion, the pressure difference drops slightly in Figure
5.13(a) and is more or less constant in Figures 5.13(b), (c)
and (d). During the closing portion, the pressure difference
across the valve increases the rate of this increase grows
faster as the valve closes. 1In all cases the pressure differ-
ence is larger during the closing portion than the hydrostatic
head difference . This indicates that hydro-

dynamic pressure differences, created by the rate of change

of discharge, influences the closure of the valve.

The pressure AP* marked on the graphs indicate the
pressure difference where opening of the valve should occur.
However, due to such a rapid drop in the pressure difference
across the valve, it is difficult to tell whether ithe .;afve
does open at that point. In no case, however, does it appear
that the valve opens at a higher pressure difference. This
behaviour is as expected.

In Figure 5.13(b) a negative pressure difference is
seen to occur on opening. This means that the valve is being
pushed from the seat by the downstream water column, rather
than the spring pulling the valve open. If the latter were the
case there would be a low pressure region just downstream of
the valve and a higher pressure difference would result.

Figure 5.14 shows how thsz discharge in the pipeline
varies through the valve cycle. In all cases upon opening

there is a negative discharge in the pipeline, i.e., the flow
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is going backwards in the pipe. As the cycle proceeds the
discharge becomes positive, the flowrate becomes a maximum
and then closure results. These discharge curves are similar
in nature to those obtained by Weaver and Ziada [6] in their
nonlinear valve modelling. The displacement and flowrate
maxima do not coincide and there is a definite hysteresis
between flowrate and displacement. Weaver and Ziada [6] do
not report results which indicate negative pipe flow. This
is probably due to their neglect of pumpiﬁg in their modelling.
Pumping would also allow for a finite flow in the pipe at
closing, proportional to the valve's velocity.

In Figure 5.14(a) it appears that the discharge is
still increasing as the valve is closing. The pressure
variation indicates however that at this point that the
pressure difference across the valve is greater than that due
to static head. Hence the flow should be decelerating. This
abnormality in the curve is probably a result of phase delay

due to the filter used on the output of the velocity signal.

5.5.3 Velocity Profile in the Pipe

The velocity profile in the pipe was obtained by
repeating vibration measurements using the parameters shown
in Figure 5.15. The measuring volume of the laser anemometer
was translated with each repetition. The method used to
locate the centre of the measuring volume is described in
Appendix A. The Bragg cell was set so that an effective shift

of 0.5 MHz was obtained and the middle tracker range was used
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with the output being filtered, low pass, at 100 Hz cutoff
frequency.

The results of Figure 5.15 indicate that the vel-
ocities measured are in phase. To establish whether a flat
velocity profile approximation based on the velocity at the
centre of the section is justified requires some elaboration.

The drbp of the velocity profile in the measurements
is due to reflections of laser light off the acrylic pipe
wall. Assuming a laser beam diameter of 0.5 mm and an inter-
section angle of the two beams of 7.72° total included angle,
then the length of the measuring volume is 7.4 mm. Details
of performing this calculation can be found in [25]. The
measuring volume extends approximately r/2 each side of the
centre of the measuring volume where r is the pipe radtus.
Hence the outermost point in Figure 5.15 can be completely
discounted and the measurements of the next point are also
questionable. Observation of the percentage of time that the
tracker signal was locked on support this view. For the outer-
most and next point, the percentage of time the tracker was
"in-lock" was eighty and forty percent respectively. The four
central points had only a twenty percent reading for in-lock
time. Hence reflections off the acrylic wall caused errors
in these readings.

Two theoretical consideratiéns suggest that a flat
velocity profile should be a good approximation. The measuring

volume for the laser anemometer is about three diameters
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downstream of a sudden expansion. Miller [31] states that
by this point downstream fully developed turbulent flow
should be established. The flow is accelerating through
most of the cycle, therefore the central stream of fluid
should move bodily and the velocity profile should steepen
at the edges [22], [32]. Thus a flat velocity profile should
prove to be a good approximation.

For the cycle shown in this Figure 5.15 water was
collected in a container and measured. The results of this
experiment afe recorded in Table 5.1. Computations using
the velocity of the fluid at the centreline of the pipe were

performed using a flat velocity profile. Q = A VC where

P L

Q is the instantaneous flowrate, Ap the pipe area and VC the

L
centreline fluid velocity. By integrating the area under
the flowrate versus time curve the average flowrate in

the pipe during the vibration was computed. This was found

to be 406 me/s.

Time Wa.t\é?hég‘flgﬁted Flovgiate
(s) | (mg) me/s)
9.5 T 3800 400
7.8 3000 385
8.0 3250 406
110.0 4000 410

Table 3.1
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Comparison of the average value using the LDA and
those measured by collection of water show that these two
values agree well. Since the phase of the velocities measured
show little variation it seems appropriate to assume a flat
velocity profile in calculating the dynamic discharge coeffici-

ent.

5.5.4 Estimates of Dynamic Discharge Coefficients

In estimating discharge coefficients, the relation
between the total pressure upstream and the pressure and
flowrate at the gap is investigated. Earlier work in this
chapter has indicated that pumping may be sighificant in
determining the dynamic discharge characteristic of the valve.

The dynamic discharge coefficients were initially
calculated using the same method as used for the static
coefficients in Chapter 4. Assumptions made in such a cal-
culation include assuming the pressure at the base of the valve
is the same as tﬁaf at the gap, that unsteady inertial pressures
are negligible, that the velocity profile of fluid in the
pipe is flat and that the pumping action of the valve is
negligible. A typical variation in dynamic discharge coefficient
is shown in Figure 5.16. It can be seen that the discharge
coefficients calculated neglecting pumping appear to be
errdneou;ly large in some cases.

Approximation to allow for pumping were made using
the calculation method outlined in Appendix G. Figure 5.17

shows the volume swept as the valve moves upwards. This must
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be filled either from the downstream pipe or from the up-
stream tank. There is also a negatively swept area from
where water had té be moved from to allow the valve to move.
When the valve moves downwards, water must be pumped out of
the regions 1, 2, and 3 in Figure 5.17 and water moves into
region 4, which is the reverse of what happens when the valve
moves upwards.

Assumptions made in calculating the dynamic discharge
coefficients including the pumping are the same as those made
for the calculations neglecting pumping. The pumping area
has been taken to be the same as the pressure-force area of
the valve, namely 1651mm2. Typical variation of the dynamic
discharge coefficient including pumping is shown in Figure
5.16.

There are several sources of error to be considered
when evaluating the dynamic discharge coefficients in Figure
5.16. Noise has been recorded on both the pressure and
velocity signals. Inertial pressures have been neglected and
the pumping area chosen in the calculations is at best, just
an appfoximation. Separation of flow has been assumed to
fix the base pressure of the plug valve, and that pressure 1is
assumed to be the same as that at the gap.

Flow is accelerating for most of the cycle, hence
inertial pressures should have resulted in lower discharge
céefficients being measured. Hence inertial pressures are

not the cause of high discharge coefficients. Attempts to

correlate dynamic discharge coefficients with acceleration
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(1
)
(3)

4)
(5)

)

UPSTREAM SWEPT VOLUME
SWEPT VOLUME IN VALVE GAP
SWEPT VOLUME IN PIPE

NEGATIVE SWEPT VOLUME
VOLUME INCLUDED IN BOTH (1) AND (4)

Fig. 5.17 Pumping area of plug valve.




89

as Daily et al. [22] have done proved fruitless. Dynamic
discharge coefficients greater than one indicate the
possibility of greater pressure recovery than anticipated.
Hence it is possible that the plug valve base pressure is
not equal to the gap pressure. There are obviously other flow
changes that are going on during the vibrations and these need
to be investigated. It would seem therefore that further
experimental research is required to learn more about.dynamic
discharge characteristics of the plug valve. One possibility
that deserves consideration is the idea of instrumenting the
plug valve so that the actual pressure distribution in the valve
could be found.

The present experiments do not reveal any clear method
for predicting dynamic dischargé coefficients and hence
simulations performed in Chapter 7 use the static discharge

characteristics.

5.6 Discussion of Results

In this chapter, the experimental results have been
reported in three main sections: valve stébility was
studied and stability limits established, variation of fre-
quency and amplitude as a function of stiffness, initial
opening and inertia was examined, further work examining the
dynamic discharge characteristics of the plug valve was then
performed.

The study of stability showed that the region of

instability was similar to that obtained by Weaver et al. [15].
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In addition the region of instability was found to move
upwards as fluid inertia was decreased.

Trends of frequency ratio and initial opening show
the same trends as those reported for check valve vibrations
[15], [28]. Closer examination of the vibrations showed
similar pressure-displacement and flowrate-displacement
curves. Reverse flow in the pipe was found to occur and
pumping was found to affect the discharge coefficient
significantly. No trends in the discharge coefficient measure-
ments could be found and further possible experiments have
been suggested. Meanwhile, the static discharge coefficients
seem to be the only dependable values to use in simulating

vibrations and predicting stability limits theoretically.



CHAPTER 6
THEORETICAL MODELLING

6.1 Introduction

In Chapter 5, the pumping action of the valve was
found to make a significant difference in calculating the
dynamic discharge coefficient. It is therefore prudent to
determine what effect pumping has on the self-excited valve
oscillations and stability. In this chapter, a theoretical
model, similar to that derived by Weaver and Ziada [6] is
derived. 1In fact, the model derived here is a refinement of
their model, to include effects of pumping and pressure
recovery. Integration of the differential equations of the
model, the result of which are reported in Chapter 7, shows
the effects pumping has on the self-excited vibrations.

Kolkman [4] has derived a stability threshold for a
simple plug valve. His analysis reveals a fairly simple form-
ulation of the upper stébility threshold. A relatively
uncomplicated formulation should also be expected using the
nonlinear model, although some simplifications may have to be
made to obtain this. The second half of Chapter 6 is devoted

to this and a quasistatic stability analysis.

6. 2 Derivation of General Model Including Pumping Term

6.2.1 Introduction

Ziada [3] has outlined the assumptions made for deriving

91
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a general model in his thesis. The assumptons made here are

similar.

The assumptions made in deriving the general model are

as follows:

(a)
(b)
(c)

(d)

(e)

(£)

(g)

The fluid in the system is incompressible.

Aeration or cavitation does not occur.

The velocity and pressure of the fluid are uniform
over a transverse cross-section of the conduit, except
immediately downstream of the valve which is analyzed
separately.

Water hammer pressure waves which occur in the system
have no dominant effect on the stability [28].
Pressure fluctuét{ons dué to vortex shedding are neg-
ligible compared with hydrostatic and fluid inertia
pressures [3].

Added mass is taken as a constant, even though con-
finement, frequency and amplitude of oscillation affect

its value.

Losses are assumed to be turbulent in nature.

Fluid Discharge Formulation

In this section, the discharge through the valve is

expressed initially in terms of the pressure difference across

the valve and valve motion. This pressure difference is then

related to the hydrostatic head and the behaviour of the fluid

in the pipe. This equation is used to compute the rate of



change of discharge, which can be integrated to give the dis-
charge for the next point to be computed.
Referring to Figure 6.1, the Bernoulli equation under

unsteady conditions can be written as,

P A%
Z .

K2

[SS 20NN

2
Pg Vg dQ, 3

T + -z—é' s h23 + 123 - (6.1)

N
Qg

where P2 and P5 are the pressures at points 2 and 3 respectively,

V., and VS are the corresponding velocities, and I

o

5= is the fluid-
23 ,

inertance bstween points 2 and 3. Q23 is the flowrate between
peints 2 and 3 and h23 is the headloss between these points.
Referring to Figure 6.2 for the direction of valve

movement, the continuity equation becomes,

- e

VoA, + A x = Vg A (6.2)

where Ai is the area of cross-section at point i, AV is the
effective pumping area of the valve.
Combining equations (6.1) and (6.2) to eliminate VZ’

the velocity Vg can be isolated as,

PO PR PN ,_ T = 2npn ik
gt V/lBl BS x + 4(2g(H -h,) + BS x2)(1-B%)
v -
3 2(1-35)
(6.3)
where
1L = [\3/'\\3 (6.43)
B, = Ay/A, (6.4b)
pP,-P dQ
2753 23
ngv = Y_ = 123 -—HT" (6.4C)
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The velocity coefficient, Cv’ can be used to account for the

head 1loss héS’ hence,

[-2B, B, x. 7 V/ 4BZB%x% + 4(2¢H +B%x%) (1-3D)]
_ 1 72 172 v "2 1
V3 = CV 5 (6.5)
2(1-B7])
The discharge through the valve is:
QV = Vg A3 (6.6)
Using equations (6.5) and (6.6) it can be shown that,
2 2 :
Q- (1-BY)  2Q, B,B, x :
J¢ B =Y 1, W 12" 22 (6.7)
& Ty CZAZ CV A3 2
v'3
The unsteady Bernoulli equation,
P, vi P, E; 4Q; 4
Yt Tw vz Myt 8.8
can be applied successively to (6.4c) to give,
2 2
P =P Vv \4
2¢ H_ = "1°5 ) aQ ‘2 . '3
s ” z;hL I I3 75 + 78 (6.9)
where
dQ dQ
dQ B < 23 dQ p
T e = (Ugptlyg) 3% * Loz a6 * lsg 2 L8110
th, = h + h + h (6.11)

L 14 34

where Qp is the discharge in the pipeline and hij is the
headloss between point i and point j.
As mentioned previously, this formulation is used to

evaluate the rate of change of discharge. Hence, using equations
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(6.7) and (6.9), the head available to accelerate fluid is,

i 2.2 - 2 2
. %9 : P -Pg = -l{QV(Bl 1) ) 2Q,B;B,x -y SR . QV]
t ” by * 2gl—=7> C_A 2
CVA3 v '3 AZ A3

(6.12)
Headlosses h12 and h45 are assumed to be turbulent pipe losses,

which according to Weaver and Ziada [ 6 ] can be written in the

form:
vQ2 Ki2 K45, 2
= By + By [55 + —] @ (6.13)
20A% A A P
859 12 45

where K12 and K45 represent loss factors.

To evaluate h;,, closer examination of the system is
required. The headloss calculation is performed for a steady-
state condition, as shown in Fig. 6.3, the valve is asSuded to
move to the right with constant velocity - x. The area of the
orifice is treated as a constant for this calculation.

Applying the Momentum Equation,

2 2

2
- pAV

P3A4 - P4A4 = 3Vz * pA4V4 - pAV X (6.14)
and the Bernoulli Equation for the jet,
2 2
P V P %
3 3 _ 4 4
£ + a3 + 7% + h34 (6.15)
The result of combining equations (6.14) and (6.15) is,
vi vl 20, AX°
h34 = 7 + VI (1 - A4 ) - z A4 (6.16)
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or in terms of valve and pipe discharges,

2 2 2
x“A
hy, - zQE . gx % - 5 - (6.17)
ER4 - 374 & 24

where x is the velocity of the valve.
Using the headloss expressions of equations (6.13)

and (6.17), equation (6.12) can be written as,

2 2 2 2
P.-P A Q B
£l %% - 22 sz (p+1+ “%) + 55 212 - 212 * AZA )
Y 2gA; AS g C Az ClAz 34
- B (Eﬁi - BZ) - 92_31322 (6.18)
2g A4 2 g CVA3 - g

"A3” in all of the foregoing equations represents the area of

the vena contracta so that if a linear gap variation is

assumed [6], then, _ .
g Fo e B R, - (6.19)

where CC is the contraction coefficient, W is the valve gap
width and x is the valve displacement.
Combining equations (6.4), (6.18) and (6.19), it

can be shown that,

2 2 %

P.-P Q A Q

dQ 1°°5 4 v 1 2
T = - B (1 )+ o ( + )
dt Y 2gA] A g "cic wix?  CMxA,
N C
<2 2A A, 2Q_xA
- = (- () - (6.20)
4 2 A52¢C

The fluid inertance, I, can be expressed in the form [6],
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Iij = Lij/gAij (6.21)

and by defining an equivalent pipe length of area A4, having

the same inertia effect as the combined system,

Loq = Ay ZLj5/Ay; | (6.22)

The jet inertia is defined by a length L0 based on a jet area of

CC Wx, -then using equétions C6.21), (6.22), and (6.20) gives,

2 2 2
L d L d P.-P A
o % leg 9% 8yP) &G M W 1 ,
C.Wx dt A4 dt Y ng2 A2 2 CZAZ (CVCCWXT
4 2 v 2
2 xz 2Av Av 2 XAv
toway) T 7 & &)) - 2 L T
c 4 2 C_A
v 2
It is desired to isolate the rate of change of flow through
dQ '
the valve, *HX‘ This can be done by first rewriting the
t
continuity equation (6.2) in the form,
Qp = Qv - A, X (6.24)
Differentiating,
d dQV .
e (6.29)
Applying this result to equation (6.23),
2 2 2
L L dQ g(P,-P) Q Q
o+ 2 X = L 50 . B a3 ¢ ) (g - ——
L _wx A1 Y 4
c 4 24, 2 CyA;  (C,CWx)
2 xz 2Av Av Z QVXAV Leq
+ A ( A (K—) ) 7 b A AV =
CCWxA4 2 C A5 4
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Equation (6.26) is now defined in a way that can be integrated

to give the flowrate.

6.2.3 Elastic Structure Modelling

To model the motion of the valve it is necessary to
have information on mass, damping, stiffness and other forces
which act on the valve. Assuming the valve can be represented
by the single degree of freedom systém shown in Figure 6.2,
the forces on the valve can be represented in the following

manner,
Mk +cx + K (x -x))+F=0 - (6.27)

where X, is the no load valve opening, M is the total effective
mass including added mass and K is the structural stiffnéss.
The external force, F, is given by the pressure differ-

ence across the valve in the following manner,

F=x5 (P, -P (6.28)

3)

where « is an integration factor based on the valve geometry
and S is the area of the valve [6].

By using equations (6.4c) and (6.7), it can be shown

that,
P_-P, Q2(1-B%) 2Q.B.B.x | aqQ
i R it Sl i i AR S 23 6. 283
- 7 b 2 23 ~dt '
v 3 N

Using (6.4a), (6.4b) and (6.19) to subsitute for Bl’ B2 and AS‘

respectively, equation (6.29) becomes,



2 2 . .2
P27Ps . Q S AR Ay L 9y
Y 7T 77 7,7 i 7 23 —qt
CVCCW X CVA2 CVA2 A2
(6.30)

Recalling that jet inertia is given by its length and area,

then,
2 2 . 2
B _ Qy Qy 5 2AQux Ay <2 4 Lo dQy
= T g I 2 =5 CWx dt
€ CCW X CVAL CVAZ A2 C

(6.31)

Hence the valve motion is given using equations, (6.27), (6.28)

(6.31),
X # ox # X-X + k.Sy 2 - +
° (CCM™  ZaZ ¢ a2
L dqQ:
0 Vq _
toox @ 0 (6.32)

e

This equation is used to integrate acceleration to

give velocity, thus, the form required is,
2 2

e & M 8 2Q XA A2x
Von ma s Rileemph . iy [czsngxz ) CSXZ ' SVAZV _ Ag
vV e V2 v 2 2
LO dQV
+ EEWE —H?] ' . (6.32a)

6.2.4 Non-Dimensional Analysis

Equations (6.26) and (6.32a) can be non-dimensionalized
using the method of Weaver and Ziada [6 ]. There are a few
changes made for convenieénce and oné additional parameter.

Two reference quantities are necessary, d a characteristic
valve dimension and Kr a reference stiffness, Dimensionless

parameters are defined as follows:



2 Kr
Frequency o~ = s

Time T wt

Zero Load Opening.B =

Pressure Difference

Z(Pl—PS)
AP = e wc
p(wd)
Mass Ratio p = pKﬁd

Upstream Pipe Area

b = A)/A,

Jet Fluid Inertia
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Stiffness k = g&
T

Displacement X = g

o c
d

Damping & = Mo

Discharge Q-=KQEH
4

Ay
Gap Width n = T

W

2 L

Pipe Fluid Inertia a = ed

Pumping Area e = AV/A4

The equations governing integration of dQv’ and X after

introducing
by
ne dQ
o) V _ s A
(C 5‘( +C() d.[. - A Q
C
— 2
dxs 2 .e
- (% -
[§]
and
2_ v —
é_g = -2t %% -k (%~
dr B
no o dQ

the discharge coefficient C. =

p = CV Ct are given

2 1 2 1 n -2
(prlesg) +» Q (g = 5+ g 3
) ,Cve CDX C
dx '
) - 20, (gde 4%k (6.53)
E —————Z—- e -——2' .
C,0 dt
w? T2 B o X
8) 1 [Qvn - QCc i 2Q, (F7)e _ (£ gg)z
z ¥ o252 | 242 C 2 5 dt
D D v
(6.34)
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For long pipes, where the inertia of the fluid in the

pipe dominates, the jet inertia can be neglected so that the

following equations holds,

adQ ' 2 o 2
V_ == a2 1 =2 1 . .n 2ny _ dXN2,e”
qw AP (rlvm) v Oy (gt gt D) - @) -z e

o DX eX 0
dx) ? ¥
2Q. (F7)e =
LER . e B (6.35)
2 2
wbh dz
and
=2 2 =2.2 = AX
d’x = -2¢ <SR - (x-8) - 2 [QV! e - 2y (g . (Endf)z]
— dr ia 22 2,2 — g dt
d'r. D D A"
(6.36)

Equations (6.35) and (6.36) are used as the starting point

in the Routh Hurwitz analysis in Section 6.3.
When there is a tank upstream, the 6 paramete;'J%ecomes

large and the following equations result,

no dqQ_ - 2
— ~2 =2 n 2n
(—2 +a) —= = 3p - Q2 (¥+1) - Q ( -
& de P v cgiz C X
7
+2e ()P4 ca 3-%- (6.37)
T
and
3 3 _
2— — Q. n no dqQ
d™x _ dx _ _ o b v 0 v
5:7 = ~2E - o k (x -8B) 7 H [szz & Cci de ] (6.38)
D

Equations (6.37) and (6.38) are used for simulation of plug
Further details on

valve vibrations examined in this thesis.

the application are in Appendix C.
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6.3 Stability Analyses

Two stability criteria are reported in this section.
‘The first is based on a Routh Hurwitz analysis of the nonlinear
differential equatipns of motion just'derived.v The second is
based on a quasistatic stability analysis. These predictions

are compared to experimental results in Chapter 7.

6.3.1 Routh-Hurwitz Stability Analysis of Nonlinear Model

To be able to perform the Routh-Hurwitz [33] stability
- analysis it is first necessary to write the equations of motion
in a slightly different form.
- = - dx .
Defining Yy = QV, Yo = X5 Y3 = g and then equations

(6.35) and (6.36) can be used to write:

ady -
1 L'es 2 1 2 1 no82 21
= AP - (y,-eyg) (v+l+=5) + yo ( ~ £ ) *
It 1773 o2 1% T Gy oy
2 2y .Y z€ eady
- _ *¥3¥3 3
Vv
dy :
2 _
—2 =y, (6.40)
2 2 2.2
4¥3 - y1n Y18  AY3S . .. 2
A A R L e Sl wi
D’ 2 D D
(6.41)

. enters through the nondimensional form of

The term Y1 €Yz

the continuity equation (6.24).

Let Wi, Wo, and Wy be the equilibrium values of Yq>

Yo and Y3 respectively, then,
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2 1 2 .1 " 2n '
AP = w) (p+1+ -6-7) - Wy (C262 - Cz 7t Tw ) (6.42)
w c 2
v D2
Wz = 0 (6.43)
,  win® wics
k (B‘Wz) =5 M (C—zx;z- o Czez) (6.44)
D" 2 D
Th fficient a Di ‘usi
e coefficients aij = 3?; (_H?) are found using
i Ll
equations (6.40) and (6.41).
2w 2w
1 1 1 | n y2 2n
ayp = - =t Wl )+ 2 (i - () EL) 4 oca
11 o 92 a C\Z;e CDWZ CCWZ 31
Using equation (6.24) this becomes,
a;p = b11 * edgq (6.45)
where g
3 2AP
b11 = - Wi (6.46)
aj, = b12 + eag, (6.47)
where 2
M) o) (6.48)
b = - ).
12 Woa waz chz
ayg = b13 * eagsg (6.49)
where
2eW
_ 1 11
b13 = E (lp+1+‘e—?' C—?—) (6.50)
v
a,; =0 (6.51)
a = 0 (6.52)
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a23 = ] (6.53)
a,, = ww, ((=—12)% - e (6.58)
31 1 CDw2 Céez

o uwy?

az, = - k # w3C2 (6.55)
2°D
LlWl €

a = - 28 - (6.56)
33 CVGZ

Hayashi [33] defines the matrices necessary to determine

the stability threshold for a third order system as

a9 - A 243 213
"] %21 agg =% . Bgs =0 | (6.57)
231 432 A3z ) L
This is expanded to,
B AT + B.%% & B,k + . = D (6.58)
1 Z 3

The Routh-Hurwitz stability criterion requires that all

coefficients and principal determinants are greater than zero.

a; > 0 (6.59a)

D, > 0 (6.590)
where

1= 1,2,35

D, = a (6.60a)



108

D2 = aja, - azag (6.60b)

D, = a.D ‘ (6.60c)

If all the inequalities in (6.59) are satisfied
then the system is stable according to the Routh-Hurwitz
stability criterion. If any of the above conditions are not
satisfied then the system is unstable. These conditions can
be simplified. 4

If a, and D2 are greater than zero then D3 is also

3

greater than zero. If a;, az, a and D2 are greater than zero

(o}

then a, must also be greater than zero. Hence the stability

criteria reduces to,

a, > 0 | .'(égéla)
D, =a; >0 (6.61b)
az > i (6.61c)
D2 > 0 - (6.61d)

Using equations (6.57) and (6.58) the condition (6.61a)
can be seen to be satisfied at all times, since a, = L,

Equations (6.45), (6.47), (6.49) (6.57) and (6.58)

lead to
a; = - agzz - b11 - edqg (6.62)
a5 = byy azz - 8z, - agy byg (6.63)
az = byy 8z9 - byg 2z (6.64)
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Using equations (6.46), (6.54) and 6.56), equation (6.62)

becomes,
2
HW, € - G
1 2AP n 2 C
a, = 2¢ + + + ewwy ((7=)" - —==) (6.65)
1 CVGZ Wid 1 CD“Z CESZ

The first three terms in this equation are made up of positive
coefficients only. The last term in brackets alone has the
potential to be negative. This is positive provided,

WZCC
no

This represents the ratio of the vena contracta area to
the upstream pipe area, and hence is true in general. Thus,
condition (6.61b) is satisfied in general.

Using equation (6.46), (6.50), (6.54) and (6.55) and

substituting into equation (6.64), the expression for 53

becomes,
% uwzn 2pw 2 2
2AP 1 1 n 7 n n 2 o
8y = (k - ) (( 1" = ) ( | )
3 Wqya WSCZ w0 CDw2 chz waz CZGZ
2°D D
(6.67)

This results in condition (6.61c) being only conditionally
satisfied and needs to be examined with condition (6.61d).
Since in general, both the upstream and downstream plpe areas
will be greater than the valve gap area, the second term in

equation (6.67) will be positive so that az can only be negative

rm

UWZUZ
k < 1

(6.68)
wgc

o

Combining equations (6.60b), (6.62), (6.63) and (6.64), an
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expression for D2 in the following form can be obtained:

D2 = (b -eb

11P137¢byj@33+eaz bygteazrazsby1+by )

2
* agg (-byy-byjazqtaz,) (6.69)

Using expressions for bij’ aij given by equations

(6.45) to (6.56), the expression for D2 becomes,

C — - HW. €
2 Cv 4EPe 1 1 2AP 1
D, = ww, ((#—) - (—)I (p+1+—= - )+ (2g+ )
2 1°°Cpw, Cpyo ol 02 C 62 Wi Cvez
2 ¥y 1 2 c £2 LB “W%”Z
+2¢e o (1[)+1+'—2— - 2 2) (C ) - (C—'é—) ) + E(k - 3 2)
8] C 2 D w2 CD
, 2
1 e M1 pare L0 1y 2 2(( ) - )]
+ g+ Pp+l+ = - -
- C ez X C 92 woa " Cp o
Vv A .
p\ — W, € _ wan
" (28 - 2)[4AP v t(2er —) ¢ (Kp - =]
wya 1 y® wyCp
(6.70)

It can be seen at this stage that the stability
criterion is very complicated. To simplify matters the inertia

o is allowed to grow, so that as a + « then equation (6.70)

becones,
G uwznz UW, € uw-n
D. = ww. ((132- (-2 R | ~ 1y - -
Dy = ()™ () D (e (R = g ) (28 ) (K - g
2 D v 2D
(6.71)
CCE
As pointed out earlier ﬁ_%_ > T8 in general, and all the
D72 D

coefficients here are positive. Hence, D, is greater than zero

if
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E o e (6.72)

a, which is given by equation (6.67) is only negative
if condition (6.68) is satisfied, which is contrary to condi-
tion (6.72). Hence if condition (6.72) is satisfied az > 0.
This means that for large inertia o, conditions equation (6.61d),

the stability criterion is satisfied provided,

2 2
HwWin

k> (6.72)

kW
"2Cp
The stability threshold, is defined by the equality,
2 2
_ uwyn
k = T—Z—‘ (6.73)

WZCD

By making a further simplification, the stability threshold
can be expressed in terms of vibration parameters only,
that is a condition where the equilibrium position (wl, Wos
w3) need not be calculated.

Let 8 - «, that is let the upstream pipe area become
large, so we now have a tank upstream of the valve.

The equilibrium equations (6.42) and (6.44) then become,

e Y n _2n
AP Wy (p + 1 + C2w2 chz) (6.74)
D" 2
and
suwln
Cs W5
D "2

Substitution of the stability threshold equat