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ABSTRACT 


In analyzing the processes involved in neutron radiography, 

there is a need for a well-defined mathematical structure which can 

simultaneously be used in practical situations without great difficulty. 

In this report, the edge-spread function method of analysis is considered 

in some detail. The basic theory is developed, and both the general 

and the specific viewpoint are considered, in terms of the mathematical 

functions used. The usefulness of ESF theory in predicting optical density 

patterns is illustrated. Specific applications of the theory are developed; 

in particular, studies of image resolution and unsharpness are undertaken. 

To determine whether or not ESF methods are a good representation 

of the physical situation, some alternate methods which consider radio

graphy from a more basic viewpoint are developed. The first of these 

is a strictly numerical approach, where experimental data is examined 

without specifying a model for the image formation process; a matrix 

formulation suitable for characterizing an image is developed. 

The second alternate method involves the use of Monte Carlo 

methods; this allows the incorporation of more realistic parameters into 

the analysis. For example, screen-film separation and object scattering 

of neutrons, and their effects on the image, are evaluated. Finally, 

a two-dimensional analysis of a simple problem is considered, with the 

end result being a confirmation of the usefulness of ESF theory. 
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1. INTRODUCTION 

To date, the science of image analysis has largely been an empiri

cal field; the analysis of optical density patterns obtained from radio

graphs has often been a matter of educated curve-fitting, a practice which 

tends to produce some rather unsatisfactory results. tlow, there may be 

considerable justification for the empirical approach, but in terms of 

generality, applicability, compactness, and even elegance, the technique 

leaves much to be desired. 

Another approach is to use a combination of statistics and quantum 

principles; whil e wel l - grounded in theory, the rigour of the mathematics 

is somewhat beyond the ambitions, if not the understanding, of the average 

worker in image analysis. The same complaint holds for another technique, 

namely the application of Fourier analysis and the numerous difficulties 

which that entails: the problem of obtaining manageable functions on 

either an analytical or a numerical basis is well-known. 

Obviously then, some middle ground is required which is sufficiently 

rigorous in terms of theory, yet remains open to relatively easy practical appli

cation. The framework which is further developed in this report involves 

the use of edge-spread function(ESF) methodology. The preli~inary uses of this 

approach have indicated considerable accuracy and generality , and at the 

same time the desired rigor is obtained without any particularly terrify

ing mathematics. 

The purposes of this work then, are to outline the structure of 

ESF theory, and to develop it mathematically in terms of several areas 
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of practical concern. In setting up the mathematics, a certain degree 

of abstraction is attained; fortunately, this is quickly remedied by the 

appropriate substitution of realistic parameters and simple functions, so 

that an easily-digested calculation procedure results. The mathematics 

i s applied to two particular areas: first, there is the fairly straight

forward application to predicting the density pattern for a specified 

material and geometric composition, and second, the matters of resolution 

and image unsharpness are examined through the use of ESF techniques. 

It should be pointed out that while this work deals only with the applica

tions of ESF theory to neutron radiography, it is thought that the extension 

of t he basic principles to other areas, such as x- and gamma-radiography, 

will be a relatively simple matter. 

In addition to the ESF techniques, some alternative methods of 

anal ysis are presented, which depend on basic physical ideas to a greater 

extent than does ESF t heory. This is done for two reasons: first, if the 

ESF results can be favourably compared with the results of a model which 

is more obviously related to a physical process, then the implication is 

that the ESF model may also be a good representation of that same physical 

process. This is of course only true within the limitations of the 

compar ·lson; for example, if ESF theory and a Monte Carlo calculation give 

similar results in a one-dimensional analysis, it does not guarantee that 

the ESF model will hold up i n a two-dimensional case. 

The second reason for developing these methods is the fact tha t 

they are of some interest in themselves; it is always useful to find that 

a mathematical technique can be applied to a new field of practical interest. 

In addition, someti mes there is a point to just going through a mathematical 



3 

exercise: even if an application cannot easily be found, the theoretical 

ideas that are examined may provide a starting point for yet another 

approach. 

The basic idea behind this work is to examine the use of edge-

spread function theory from a reasonably rigorous theoretical viewpoint. 

Previous work( ) has indicated a surprisingly wide range of potential 

applications in both quantitative and qualitative fashion; thus, it 

becomes desirable to have a variety of analytical techniques whereby one 

can further develop the usage of this model. It is hoped that this report 

clearly illustrates some of these techniques. 



2. EDGE-SPREAD FUNCTION METHODOLOGY 

2.1 Theoretical Background 

In this section, the mathematical formulation of the edge-spread 

method will be summarized. This theory has been well-defined elsewhere; 

thus, for further details, one may consult references 1 and 4. 

A convenient way to regard the processes involved here is from 

the viewpoint of input and output: to obtain an expression for the out

put (the converter response), one needs to know the form of the input 

(the attenuated flux) and the effect of the system (the converter screen) 

on the input. 

Using figure 2-1, it is a simple matter to show that the attenua

tion of the incident flux is given by 

z (u) 

I
p 

(2. 1 ) La(u,z)dz~ (u) = ~o exp 

where La(u,2) is the position-dependent macroscopic absorption cross-section, 

and zp(u) and zn(u) are the upper and lower boundaries of the object at 

x ::: u. 

Now, the system response is the emission of the secondary radiation 

about the point of neutron impact; this can be represented by some function 

R(x,u), which gives, in either analytic or numerical form, the effect of 

transport from a point u to a point x. Thus, in a small region about the 

point x, the increment of converter response is 

4 
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Fig. 2-1: Symbolism used in devel oping the mat~ematics for an ESF 
analysis. . 
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dSA(x,u) = NR(x,u) ¢(u)du ( 2. 2) 

so t hat as a final result the total convertor response is given by 

(2.3) 
- oo 

Here N is the desired constant of normalization, which is usually chosen 

so that SA(x) E[O,l]. The limits of integration mean that radiation trans

port is accounted for from all points u E (-00 , 00 ). 

In keeping with the previous viewpoint, SA(x) is the system output; 

exami nation of equation (2.3) shows that the basic process occurring here 

is a convo l ution of the input ¢ with the system response R. The system 

analogy will not be considered further, since it was meant for illustrative 

pu rposes on ly; for t he purposes of this work, it is the output SA(x) which 

is of primary interest , whereas in systems wor k it is often the form of 

the input which is required. 

Equation (2.3) is a very general form for the response, and as 

such i s a rather abstract object; however, without any areat loss of 

generality, a correspondence between the mathematics and the physics can 

be ob t ained by breaking up the region of integration into the three sub-

The closed region bounded by xn and . 

xp is justified by the si mplifying ass~mption that absorption is the dominant 

process occu rr ing in the object; as a result there is no neutron scattering 

at the objects edges, hence t he exact limits of i ntegration. 

Now note t hat i the regions (- 00 ,xn] and [xp, 00 ) there is no attenua

tio n, by vi r tue of the f act that t here is no material (at least in the 
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more simple situations); this results in the attenuation function becoming 

equal to unity. This leads to a modified form of equation (2.3): 

00 

= Jn R(x,u)du + Ip R(x,u) ~ (u)du + J R(x,u)du (2·4a) 

xp 

Xp 
= r ( x ; u) I:: + 	 J R(x,u) ~ (u)du + r(x;u) 100 (2·4b) 

xn xp 

where the integral of the response function has been re-defined such that 

b 

J R(x,u)du = r(x;b) - r(x;a) (2·5) 

a 

If the values of r(x;u) as u + ±00 are set to constants such that 

Lim r(x;u) = r , Lim r(x;u) = r+ (2 · 6) 
u+-oo U+oo 

then a final more or less compact form is obtained for the complete response: 

SA(x) { xJP 	 }
N = r(x;xn) 	- r } + R(x,u) ~( u)du + {r+ - r(x;xn) (~. 7) 

;< 
n 

To clarify the physical-mathematical correspondence referred to 

earlier, a brief digression is introduced in the form of an example. 

Consider a knife-edged object similar to that shown in figure 2-2, with 
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the requirement that (l:a t)-+co; this corresponds to infinite absorption, 

so that the attenuation function becomes 

cp (u) = (2·8) 

(x being the coordinate of the edge). Noting that x -+-co and x -+X ,0 · n p o 

these results are substituted into equation (2.5) to yield 

+xfo 
= {r(x;-co) - r } R(x,u)[O]du + {r+ - r(x;x )} (2·9)

0 

The first term vanishes because of the definition of r and the second 

term van i shes because of the zero integrand giving 

(2·10) 


This is the converter response for a semi-infinite knife -edge from which 

it follows that the form for the corresponding rotated knife-edge is 

- r (2·11) 

Comparing these results to eq ation (2.7), the physical significance of 

the three terms becomes clear : the first and third terms are the 11 usual 11 

edge-spread functions, corresponding to knife-edges at u = xn and u = xp' 

while the central term represents a perturbation factor which allows for 

material and geometric effects, such as absorption cross-section variations and 
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arbitrary object shape . It is clear then that provided a suitable spread function 

is available, the calculation of the convertor response for any object 

becomes a fairly strai ghtforward matter. 

This brings up the next subject, which of course is the matter 

of what is a suitable spreading function? A number of candidates have 

been proposed at one time or another(l) and an acceptable function has 

been f ound to be the Lorentzian line-spread function, given by 

1L(x ,u) = -----.,- (2•12)21 + CL (x-u) 

Here CL -;s the so-called Lorentzian coefficient and has units of inverse 

l ength-s quared. A value can be obtained by non-linear curve-fitting 

techni ques although the fitting is usually done with the ESF obtained 

by integration; 

x 
0 

L(x,u)du 1 tan- 1 CIEL (x-u)] Ix 0 (2 ·13)f ~ - cou=-co 

This results f rom the ESF being much easier to obtain through experi mental 

means than the LSF. 

Admitted ly, this same constant is the source of some uncertainty 

in t he application of t his theory; there is some evidence to suggest that 

CL may not be a true constant but instead depends on both material cross

secti on and thickness. The position adopted here is to obtain appro priate 

values of CL from micro-densitometer scans of knife-edges made from mater

ials s imilar in composi t ion and di mensions to the samples being radiogra phed 
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and analyzed. This simultaneously removes the immediate need for an ana

lytical model for CL and helps to reduce the possible error involved. Other 

methods of characterizing CL will be discussed in chapter 4. 

Having settled ori a model, one substitutes the Lorentzian into 

equation (2.2). The values for r+ and r are easily found to be 

-tan -1 [/CL (x-u)] 
1T= -- (2·14)r+ = Lim · r(x;u) = r.im 

U-+<» U-+<» 2/CL/CL 

and 

r = Lim r(x;u) = -1T (2 · 15) 
U+-oo 2/CL 

Thus, equation (2.2) becomes 

xp 
f L(x,u)cp(u)du 
xn 

+ - 1- {.! + tan-l [~L (x-xp)]} (2·16)
;c.- 2 

L 

One can show that the normalization constant in this case is N = /CLITI; 

thus, the final form for the general Lorentzian convertor response is 

1 /CL xf p
SA(x) = 1. + :;r [t(xp) - t(xn)] + -:;r- L(x,n)cp(u)du (2·17) 

Here, a notation is introduced which will be frequently used throughout 

this work; the inverse tangent function is constantly appearing, so as a 

matter of convenience, t he following definition is used: 
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t(u) _ tan-l [/EL (x-u)] (2· 18) 

or 

t(u) lw _ tan-l [/EL (w-u)] (2.19) 

As will become apparent, a number of the more interesting geometries 

will require numerical solution of equation (2.17), since the attenuation 

function, cp (u), usually results in the perturbation term becoming analytic

ally intractable. However, the numerical integration is a straight

forward matter, and a generalized computer code has been developed to 

this end. In section 2.2 a number of response functions are presented in 

graphic and functional form. 

The last point to be discussed with regard to ESF theory concerns 

the object symmetry; as one might expect, the various calculations can be 

considerably simplified if it becomes possible to take advantage of symmetry. 

Note t hat the advantages occur primarily in those cases where numerical 

solution is required; i f an exact solution of equation (2.6) can be obtained, 

whether or not the object is symmetric will have little bearing on the 

relative difficulty of the calculations. 

The conditions for object symmetry are quite straightforward; 

basica l ly one requires that the left and rig:1t edges of the object, at 

u = xn and u = xp respectively, are located such that 

x = -x - x p n o 

In addi t ion, the object attenuation , cp (u), must be such that 

cp (u) = cp ( -u) 
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Thus, equation (2.6) becomes 

1 + ;c.-ircL Jx oSA(x) = 1. + - [t(x ) - t(-x )] L(x,u) <j> (u)du (2·20)
1T 0 0 

-x
0 

The usual approach in the case of a symmetric integral is to 

change the limits of integration - to [O,x ] in this case - and double
0 

the resulting integral. In this case, the result would be incorrect 

since the integrand is not an even function. This is due to the Lorent

zian: L(x,u) ~ L(x,- u) . Thus, a slightly less simple approach is 

required. 

Consider the two regions [-x ,0) and (O,x ]; it is clear that if
0 0 

in the first region one transforms u to -u, two nearly identical forms 

are obtained by splitti ng the integral term: 

Jx 
0 

L(x,u) o(u)du = J~ L(x,u) o(u)du + Jx0 
L(x,u) o(u)du 


-x -x 0

0 0 

Because of the conditions imposed previously, <J> (u) = <P (-u); thus, substitut

ing this and clearing all extraneous negatives, a new form is obtained: 

SA(x) = 1. + l [t(x ) - t(-x )] + /CL xf 

0 
<J> (u) {L(x,u) ( 2 . 21) 

1T 0 0 1T 

0 

+ L(x,-u) }du 

To clarify, slightly, the fact that symmetry is being used to some advantage, 

a new 11 symmetry-modified 11 Lorentzian is defined: 
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=} [L(x,u) + L(x ,-u)] (2.22) 

1 +CL(x 2+u 2)
= ~~~~~~~~~~~---=--

[ l + CL(x-u) 2J[l + CL(x+u) 2] 

Finally, this is substituted into equation (2.21), giving the result for 

symmetric geometries: 

XIO1 2/CL
SA(x) = 1. + - [t(x ) - t(-x )] + ~ Ls(x,u)<j>(u)du (2.23)

'IT 0 0 'IT 
0 

2.2 Response Functions for Various Geometries 

In this section, convertor response functions for various geometries 

are presented in both f nctional and graphic form. Since the functions 

which these curves represent are all obtained by substituting the approp

riate attenuation funct ·on into either of equations (2.6) or (2.23), no 

lengthy derivations will be given here; instead, the various end-results 

are listed along with the curves in figures 2-3b through 2-3h. 

The curves shown here all have been calculated from a "stock" set 

of parameters, and thus should not be taken as being particularly general. 

The re l evant parameters are illustrated in figure 2-3a. 
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3. RESOLUTION AND IMAGE UNSHARPNESS 

When considering the matters of resolution and unsharpness, two 

re l ated but dissimilar topics are being considered. Unsharpness is a 

matter of assigning a distinct physical location to some object in cases 

where uncertainty arises through various effects such as screen scatter

ing, object motion, and geometric unsharpness; in contrast, resolution 

studies involve placing limits on the size of an object which can be 

seen in a radiograph or a micro-densitometer scan. This is the essential 

difference: unsharpness, in principle, is independent of object size 

to the extent that one only requires a knowledge of relative object 

dimensions, wh ereas resolution is very much dependent on the absolute 

object dimensions. 

The approach here again involves the ESF technique; however, 

this time the methods are extended to specific cases of potential 

application. The theory is presented in somewhat greater detail for 

this section of the work, since it is all relatively new material; how

ever, it will be shown that the ma thematics does not confuse the issues 

any more than necessary. In this chapter, the emphasis is on analysis 

rather than experi men tal details; the reader should consider himself 

warned . 

3.1 ESF Theorv of Resolution Analysis 

In this report, when resolution is discussed the following is 

implied: suppose one has a radiograph of some obj ect , or objects, which 

may contain small particles (or other objects which would appear as 

24 
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particles in a line scan) ; then for a given particle, the line-scan obtained 

with a micro-densitometer might appear as shown in figure 3-1. As usual, 

xn and xp represent the physical boundaries of the object. 

As shown in the figure, En and £p represent the values of x for 

whi ch 

( 3. 1 ) 

Then, a resolution pa rameter is def i ned by 

R= I€p - £1n 
(3. 2) 

The s ignificance of this parameter is that if some R is the smallest value 
0 

of t he full-width at half-maximum which can be found on a densitometer 

line-scan, t hen one can say that the smallest object which can be detected 

has a significant dimensi on lxp - xn l . Actually, one must include noise 

effects due to the film, i.e. the finite grain size of the emulsion. This 

means that a single value might not be properly assigned to R ; rather, a
0 

range of values is assigned which is centred about a mean value. This is 

illus t rated in fi gure 3-2. 

The physical reasons for requiring a resolution parameter are 

scattering in t he objec t , and secondary radiation transport in the conver

tor screeen; however, s i nce object scattering is neglected in this anal ysis, 

only the latter need be considered. 

As the objects being radiographed decrease in size (specificall y , 

i n thi ckness and width), there is less material attenuation of the beam. 

This has the effect of smoothing the distr ibution of the beam as i t exits 
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from the object, resulting in the object edges being less well-defined 

in the line-scan. Another fact to be noted is that as the object width 

decreases, the probability of the point of impact of the secondary 

radiation being well beyond the object boundaries increases; thus, the 

op t ical density closer to the edge decreases. The end result of these 

factors is to cause t he full-width at half-maximum to be less than the 

object width, lxp - xnl . 

Mathematically, this can be viewed as an overlapping of the 

two ESF's which are due to the objects edges; neglecting for the moment 

the material/geometric perturbations, as the object dimensions decrease 

the two S-curves "approach" each other, causing the flat region of the 

overall response curve to be reduced in extent. In light of this, it 

is not surprising tha t as the object increases in size, the resolution 

parameter approaches a va1ue of Ix p - x 
n 

I , the true width. 

As a final comment before beginning the analysis, the direction 

of curvature of the response curve depends on the material of both the 

object and any surrounding medium; thus, if (Lat)object > (Lat)medium' 

the curve will be a "dip", whereas if (Lat)object < (Lat)medium' the 

curve will show a "bump". La and tare of course the macroscopic absorp

tion cross-section and thickness, respectivel y . 

Generall y , the response curve for any object is given by 

x!CL r<Pm(u)L(x,u)du + <j> (u)L(x,u)duSA( x) = 
1T r 

- 00 x n 	
(3 .3) 

00 

+ 	 I <Pm(u)L(x,u) du 

xp 
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This time, any attenuation properties of the medium surrounding the 

object are accounted for by defining the new attenuation function 

For simplicity, ¢m will be assumed constant, leading to the 

modified form 

l + /CL xJP 
= ¢m {l +; [t(xp) - t(xn)] } ~ x L(x,u) ¢(u)du (3.4) 

n 

= g ( x;p) ~ 3.5) 

Here, p is an all- purpose vector of object and medium parameters such as 

cross-sections, thic kness, and so on. For convenience, CL will be 

taken as constant fo r a given material. 

As stated previously, the resolution parameter is given by 

R = IE: P - E: n I 

It is clear then, that R can be calculated by solving the two equations 

g( t: n;p) = 05112 
(3.6) 

g ( E: p; p) - = 05112 

where 

In the case of symmetry , only one equation has to be solved: 


g( t: ;p) - s1;2 = o ( 3. 7) 


where t: - IE: P I = It: n I , and XO - lx pl = Ixn j . 



30 

In practice, this much generality is probably unnecessary; 

symmetry will be present in many cases, and in addition the objects 

of concern will likely be small enough that one can make certain 

simplifying approximations about the object shape. Also, it is not 

unreasonable to assume constant cross-sections, i.e. 

Ea ,object - L: 

L: a,medium 

As an example of the type of approximation one can make, 

consider figure 3-3; this shows the set-up for the block approxima

tion, which is obviously the most simple form for determining R. 

In this case, equation (3.2) reduces to 

L: l + ~ JoTT LSA(x) = e- F {l +; [t( o) - t(- o)] } L(x,u)* 

- 8 

Assuming that L: 1 > L: , it is clear that Smin and Smax are 

such that 

- L:lls . = Lim SA(x) = emm 
X-+oo (3 .9) 

5 = Lim SA(x) = e - L: iz {l + ~ [e-2(L:-L:l) o_l]t(- o) I } 
max TT 0

X-+0 
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Fig. 3-3: The block approxi mation for resolution studies . 



32 

Thus, the equation to be solved for e: becomes 

g(e:;p) - 5112 

- 2(E-E1) 0where a - e - 1. In full form, this becomes 

(3.10) 

Obviously, this will req~ire numerical solution; however it is a relatively 

simple matter, using bisection or other techniques, to prepare tables 

and charts of Ras a function of object dimensions. A sample is shown 

in f igure 3-4. 

The interesting thing to note about equation (3.10) is the non

appearance of material parameters, specifically the cross - sections E and 

E1. There are a number of possible conclusions one might reach using 

this fact: first it could mean that resolution, as defined here, is 

material-independent, i.e. particles of different materials but with 

similar dimensions can be detected to the same extent. A discussion 

of th i s idea will be postponed until a more general version of the 

preceding ideas is deve l oped. In addition to re-deriving equation (3.10) 

this approach will more clearly illustrate some of the physical aspects 

of this theory. 
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Consider equation (3.5) again; this time, the expression for 

s112 is written in all generality, so that for symmetric objects one 

obtains 

s112 - i {Max[SA] + Min[SAj} 

= ~ {1 + SA(O)} 

= ¢m l + dTI [t( o) lo t(- o)J 
0 

] 

;c:
+ 2TIL 

0

f L(O,u) ¢(u)du (3.11) 

-o 

Thus, s can be calculated from 

or in full form, 
0 

t( o) Js - t(- o) ls + t(- o)l +/CL- J [L( s ,u) - ~ L(O,u)] ¢(u)du=O (3.12 ) 
0 

-o 
Clearly, solving for the full-width parameter has become a 

more difficult matter because of the presence of the integral term; 

however, it remains a fairly straight-forward problem. The problem 

t o be examined here is the case where ¢(u) is constant, say with a 

value ¢ . When this is used in equation (3. 12), one can show that
0 

the resulting equation for s is 

The trivial result is that ¢ is unity; this implies that there is no 
0 

object attenuation, hence no half-width. This is reassuring, since 

it suggests that the model does not predict a less-than-full converter 

response for an absence of material. 
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A somewhat more useful result is that equation (3.10) re-appears; 

again, the impl i ed result is a material independence. If one considers 

this from a "dual" viewpoint, the concept makes sense: while the depth 

of a line scan depression will be very dependent on material properties, 

the full-width at half-maximum will be material independent. This is 

a logical conclusion, because it is the width of a curve which is deter

mined by the converter screen isotropism; the converter does not 

affect the number of incoming particles (which determines the extent 

of film blackening), but it does (indirectly) affect the spatial 

distribution of these particles. 

It is of some interest to note that this result can be obtained 

in yet another manner by con?idering the "re-normalized" converter 
-

response, SA(x): 

SA(x) - min [SA] 
(3.13)SA(x) = max[SA] - min[SA] 

For constant attenuation, this becomes 

_ SA(x) - SA(O) 

SA(x) = ----

1 - SA( O) 


I t is not hard to see that for any geometry, 

This can be shown by substituting equation (3 .11) into equation (3.13) . 
-

Also, SA is "depth-independent" in that it is always contained in the 

range (0,1 .0). Considering the case of constant attenuation, one 

obtains 



36 

which is clearly material independent unless CL is a function of mat

erial properties. It appears that there is considerable justification 

for the idea of material independence of R; however, note that this 

may not be the case if ¢(u) is not constant. 

Continuing with the theory, another approach to resolut i on 

will be considered. In image analysis, occasional use is made of 

an idea called "lines per length"; this means that given an object 

such as a graticule, a limit can be placed on the smallest line-width 

which can be distinguished in either the image or a line-scan. From 

this, one can determine the maximum number of lines which can be 

visualized per unit length. 

To set up a descriptive framework, consider the geometry shown 

i n figure 3.5. By the usual methods, the convertor response function 

is shown to be 

SA(x) = e- E1z {l + ~ (a-l)[t(-28 - d) - t (-d) + t(d) 

- t(d + 28)]} (3.14) 

wh ere a _ exp[-2( E-E1)8]. 

In this case, a useful quantity to wor k with might be the 

response difference defined by 

!lS _ smax - S(O) (3.15) 
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For example, if the values of d and 8 are known, then one can determine 

which deviations in a line-scan correspond to particles of these dimensions. 

Conversely, if ~S is known, then one can estimate the size of the parti

cles or the distance between them, so that a resolution parameter might 

be specified. 

Now , there are two cases to consider, in terms of the cross-

sections L and [ 1; these are also illustrated in figure 3-5. From 

equation (3.14), it is a simple matter to show that 

S(O) = e- [1 z {l + l (a - l )[t( -2 8 - d) I - t(-d) I 
TI 0 0 

( 3. l 6a) 

+ t (d) 1 - t(d + 28) 1 ]}
0 0 

and 

e- [ lZ {l + ~ (a-l)[t(-28 -d) ld+8 - t(-d) ld+ 8 

+ t(d) ld+8 -t(d + 28) ld+8J, L < Ll (3.16b) 

Th us, the response difference becomes 

- [ 1z 
-e TI (l-a ) {t(-2 8 - d) ld+8 - t(-d) ld+8 = 2t( 8) 

- 2t(d ) l + 2t(d + 28) 1 , [<[1 
(3.17)

0 0~s = 
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(3.18) 


This can be put into a slightly more general form by using 

1 - a z2(I- I ) o 1

Substituting in equations (3-13) and re-arranging results in 

f1(d,o), 
(3.19)= 

f 2(d,o), 

or, more generally 

(3.20) 

where the generalized response difference, G
0 

, is defined by 

and g2(d, o) is defined according to the relative values of the cross

sections. Such a definition is not absolutely essential of course, 

but it is judged to be better in terms of generality of application: G
0 

can be calculated as a function of either dimensions or materials. 

To obtain a feeling for the physical significance of G , some 
0 

of the limiting cases are considered. First, it is clear from equation 

(3.17) that for either case of relative cross-sections, G a o: as o
0 

tends to zero, ~Swill also tend to zero, since there is no beam attenua

tion by particle ~atter, and as o becomes larqe, ~S also becomes larqe 
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because there is mor e beam attenuation. 

The variation of G with d depends on the relative size of r and 
0 

E1: if E > E1, then as d becomes large, there is a larger region of lower 

cross-section material for the beam to pass through, resulting in less 

attenuation. Conversely, if r < E1 there will be more beam attenuation. 

These results are summarized below: 

( 3. 21 ) 

Note that for the case of no particles, i.e. where there is a single 

continuous medium, G is zero. This is the expected result, since an 
0 

absence of material cannot cause beam attenuation. A sample graph of 

G is presented in figure 3-6. 
0 

Two points should be made before moving on to the next topic: 

first, it is clear that a 11 lines -per-length 11 parameter can be easily cal

culated using the methods of this section. Basically, all one need do is 

obtain the value of G , and determine the appropriate value of d either by
0 

numerical solution of equation (3.17) or from a graph similar to figure 

3-6. Then, the parameter is easily shown to be 

LPL(t.S) = lines per length for a given response difference = d* (3.22) 

where d* is the value of the line width obtained from G . Technically,
0 

one should consider a sequence of particles and spac~ngs rather than 

the simplified geometry discussed here, since for smaller values of d 

und o the secondary radiation transport effects of the other nearby 

objec t /gap pairs may become significant; however, the ca l culation 
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procedure discussed here should prove useful as a first approximation. 

This brings up the remaining point, which is a note of caution: 

in order to simplify the calculations involved, the so-called "block" 

approximation has been used. Now the use of constant cross-sections 

is of no great importance, since if necessary one can define average 

cross-sections such that 

~ = spatially averaged macroscopic cross-section 

However, the important idea to note is that of using a block to approxi

mate other shapes; for very small objects, the approximation will be 

excellent, while for large objects the matter of resolution is unimport

ant. Thus, problems arise in the intermediate range of particle sizes, 

and as a possible solution it is suggested that 8 be determined thus: 

if t he true particle shape is known, then it should be possible to 

determine an average dimension 8 such that 

28 = spatial average of object thickness 

For example, if the object is circular, with radius R, one could use 

the r~ot-mean-square thickness 12 R. Of course, if extreme accuracy is 

required, one can go t hrough the process of detailed solution of equation 

(3. 4); however, it is doubtful whether any significant gains in accuracy 

will be achieved in return for the effort put i nto the necessary comput

ing. In addition, numerical error will probably compound the difficulties 

encountered. 
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3.2 ESF Theory of Unsharpness Analysis 

In this section, the ESF technique will be extended to include 

other factors which create uncertainty in optical density measurements; 

as will become apparent, the effects due to the spreading of secondary 

radiation about the point of neutron impact are part of a larger class 

of factors which all have the same end result, namely image blurring, or 

11 unsharpness 11 Logically, the combined effect of these factors is ca 11 ed• 

the total unsharpness. 

The initial theoretical work for this section can be found in 

reference 5; thus, only an outline will be provided here. The basic 

idea is that instead of only considering convertor screen effects ("screen 

unsharpness 11 
), one modifies the LSF to include other effects such as 

moti on and geometric unsharpness. This is easily done by transforming 

the LSF thus: 

L(x,u) + L(x, a ) 

(3.23) 
a = u + µ + vt' + ... 

whereµ is a geometric unsharpness factor, t' is time, and v is the velocity 

of the object at time t' (t' is used for time so as to distinguish it from 

the inverse tangent function). Here, u is the same spatial co-ordinate used 

previously. Thus, the modified convertor response becomes 

S~(x) = Na f L(x,a) ~ (a)da (3.24) 

ao 
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where Na is the appropriate normalization constant, and a is the phase
0 

space region of integration. Usually, only screen, motion, and geometric 

unsharpness are considered, so that the response becomes 

;c:- µm T oo 
s m q( ) (3.25)5 ' ' - x· µ T = .~~' J J J L(x,u+vt'+µ) ~ (u+vt'+µ )dudt'dµA ' m' 

µ=o t 1=0 u=-oo 

where ' is the exposure time and µm is the geometric unsharpness defined 

by 

µ = ~ m L 

where a is the focal spot or source size, t is the film-object distance, 

and L is the source-object distance. For neutron radiography, screen and 

motion unsharpness tend to be most important factors, since collimation 

problems are greater and thus require a small t /L ratio; additionall y , 

motion effects will in general be of less importance than screen unsharp

ness, because of th e relatively long exposure times required in neutron 

radiography. Thus, the response function to be considered will be 

-- /CL -J T foo L(x,u+vt 1 )t (u+vt 1 )dudt 1 (3.26 ) 
IT T t I =o u=- oo 

In general, it will be easier to do the spatial integration, 

since v(t 1 
) will not usuall y be a constant; thus, one can define an expos

ure dependent response function 
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'!s ,m 
SA (x., ' : ' - -

'! J SA(x,t')dt' (3. 27) 
0 

where 
00 

~ SA(x,t') -- J L(x,u+vt')~(u+vt')du (3.28)1T 
-co 

Obviously, the calculational procedure has become much more complicated, 

since the possibility of an exact solution of the time integral is very 

small. However, it will be useful to consider an example where some 

applicability is evident. Using figure 3-5, the block approximation is 

brought into play again, so that 

[t(-x +t'v(t')) - t(x +t'v(t'))]}
0 0 (3.29) 

An interesting case will be where v(t') is sinusoidal; for example, 

th i s could represent the vibration of a machine part or the motion of 

a body organ or blood vessel . One will often be interested in locating 

the edge of the object; thus, let the convertor response at x
0 

be re -defined 

as 

(3.30)'! 

= l f SA(x ,t' )dt'
0'! 0 

In full form, with v(t') = v sin (wt'), this becomes 
0 
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T 

_ ~o J {l + l(~ -1 )]t(-x +t'v sin(wt')) I 
T 7T 0 0 X 

0 0 
1 

(3.31) 

- t ( x + t' v sin (~<Jt') )I ] } dt' 
0 0 x

0 

Cl early, this enables one to locate the edge of an object in a line-

scan when sinusoidal motion is involved. 

It is interesting to note that in the limiting case of very long 

exposure times, 5 (,) takes on a value which is independent of the
0 

object motion. This is easily shown by the following procedure: let 

the edge response at time T be 
-+

1
So(T) = ( g3(x ,t' ;p)dt' (3.32)

T 0
 
0 


where g3(x ,t' ;p) is defined by equation (3.29). Then, the 1imiting
0 

value is given by 

Lim S (L) =Lim 
0 

T-+<X> T-+<X> 

(3.33)
T 

= Lim a J g (x t' ·-+p)dt'
dT 3 0' ' 

0 

where L'Hospital 's rule has been used in the second equation. Invoking 

Leibnitz's rule, this becomes 

Lim 

(3 .34) 
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since g3(x
0
,t' ;t) is independent of T. In addition, one must consider 

t he velocity, v(t'); however, it is arguable that in practical cases 

v( T) will have some finite and fixed value, say v . Armed with this 
T 

rather empirical fact, inspection of equation (3.29) shows the final 

result to be 

Lim (3.35) 
T-700 

This value is feas i ble on the grounds that regardless of the form of 

the object motion, at or about the edge, the attenuation will be for 

t he most part due to the medium surrounding the object; thus over long 

periods of time, the cumulative effect on the convertor response should 

be due to the surrounding medium, and a time-averaged form of the edge 

motion. 

A result which may be of some interest can be obtained for cases 

where SA(x,t') is periodic: 

wi th T being some characteristic time. Assume for generality that the 

exposure time T is such that 

T = NT + OT 

It is not hard to see that the exposure dependent response can now be 

written as NT+ oT 

SA(x,t')dt ' ~+ J SA(x,t')dt' ( 3. 37) 

' NT 
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In the first N integrals, the substitution used is 

t' = w + (i-l)T 

while in the last integral, one uses 

t ' = w + NT 

The result is 

T OT 

I 
 (3.38)
= IN l (n-l)T)dwf + J SA(x,w + NT)dw
i=l 

0 0 

However, using equation (3.36), this reduces to 

OT 
SAS ,m(x; T) = ~N__ (3.39)JT SA(x,t')dt' + NTloT J SA(x,t')dt'NT+ oT 

0 0 

(where the dummy variable w has been changed back tot'.) Note that 

for oT = 0, th i s fu r ther reduces to 

( 3. 40) S~'m(X;T) = t f1sA(x,t')dt' 
0 

This again suggests that for some situations, the response may be inde

pendent of exposure time. However, cases where SA(x,t') is periodic 

are expected to be rare, hence this result will not be considered any 

further. 

It is of some interest to continue the unsharpness anal ysis i n 

a manner parallel to that used in the reso l ution analysis of section 3.2; 
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thus consider the block geometry of figure 3-7, where in this instance 

the object moves with some velocity v(t'). The block edges are located 

spatially by x(t') and x(t') + 2o, as indicated; this can be put into 

a more relevant form however, by defining x(t') by 

x(t') = x + t 1 v(t 1 
) (3.41) 

0 

Thus, the time-dependent convertor response becomes 

t(x - t(x + 2o + t 1 v(t 1 ))]} (3.42)
0 0 

Specifying the integral limits to be time-dependent in this manner is 

perhaps a more rigorous way of bringing motion unshbrpness into the 

analysis than just arbitrarily defining the variables of interest. 

Clearly then, the exposure-dependent response becomes 

T 

ss,m(x· ,) = l f g(x,t' ;~p)dt' (3.43)
A ' T 

0 

Now, let the response at half-maximum be 

= 1/2 {Max[SA(x,t')] + Min[SA(x,t' )]} (3.44)s112 

where the extrema are determined with respect to x, and the values of 

x corresponding to are x = ~ €, . (Symmetry is assumed fors112 
simplicity). Clearly then, in analogy to equation (3.5), € is obtained 

T 

by solving 
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T 

(3.45)
T J g( E,,t' ;p)dt' - = Qs112 

0 

which then gives the exposure-dependent resolution parameter 

(3.46) 

It is not difficult to extend these ideas to the full phase- space defi

nition of unsharpness; if the converter response is given by 

SA(x;a0 ) = Na 	 J SA(x,a)da 


ao 

(3.47) 

- Na f g(x, a ;p)da 

ao 

then once s112 is determined, the gentralized resolution parameter R( am) 

can be calculated by solving 

(3.48) 

It should be noted here that the block approximation was not 

at all essential to this part of the analysis; the response function 

can be defined for any geometry, even if it cannot be put into closed 

form, and thus the function g(E , a ;p) can be defined, so that equation
a 

(3 . 45) can be formed in complete genera l ity. The advantage of the blocK 

approximation is that for certain cases it is useful i n giving one a 

feel for the physical aspect of the discussion, rather than leaving one 

to flounder about in parameter-space. Additionally, it is t he simplest 
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form for obtaining numerical values without excessive computational 

work. Thus, the approximation will continue to be prominent in the 

analysis. 

Continuing with the scheme of discussion outlined in section 

3.2, the idea of an exposure-dependent response difference is considered. 

Using equation (3. 14), and letting 

d + d(t 1
) = d + t 1 v(t 1

) (3.49) 

the appropriate response function then becomes 
T 

1 J ¢ {l + ~ (¢1-l)[t(-2o -d)-t(-d) + t(d)
0 

0 

- t(2 o+d)] }dt' 

T 

¢ {l + l ( ~ -l)h(x,t' ;p) }dt 1 (3.50)
0 1Tf 1 

0 

Let the exposure-dependent response difference be defined by 

~S(T) = Max [S~'m(x;T)] - S~'m(O;T) (3.51) 

where the maximizat ion is again taken with respect to x. Again, the 

relative values of I and I 1 must be considered, which gives the following 

results: 
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-~ I
T 

0 

(3.52) 

Max [ S ~ 'm ( x ; T) ] = 

T IT¢ {1 + ~ (¢1-l)h(d+o,t' ;p) dt 1 
, E <E l

0 
0 

Substituting these results into equation (3.51) gives 

- ¢ ¢ -1 fT 
_Q_ (-

1-) h(0 't I ;p)dt I' 
T 'IT 

0 
(3.53) 

I
T 

{h(d+o,t 1 ;p) - h(O,t 1 ;p} }dt 1 
, 

0 

As in the static case, assume that 

Then taking all parameters except d, o, and T to the left hand side, 

one obtains 
o fT fl (d, o,t 1 )dt 1 

, I > E 
T 

= 0 (3 . 54 ) 

OT IT f 2(d, o,t 1 )dt 1 
, E <E l 

0 
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or more generally, 

G (T) = ~ JTg 2(d, o,t')dt' (3.55)
0 

0 

Continuing the generalization, in parametric phase-space this becomes 

(3.56)G (am) = Na J g2(d, o,a)da0 

ao 

Clearly, a generalized response difference is easily obtained even 

without specifying qeometry and/or material composition; however, 

caution must be used, since the separation of material and dimensional 

properties may not al ways be possible. For example, the block approxi

ma ti on makes use of a truncated series expansion for ¢1; in general, 

however, this may not be possible, and thus, the function g2(d, o,a ) 

may contain an explicit dependence on material properties, instead of 

the implicit dependence exhibited by the block approximation. This notwith

standing, it remains a straightfoward, if non-trivial, matter to 

evaluate G
0 

(am). 

This concludes the examination of ESF theory as applied to 

the general unsharpness problem. It appears that the Lorentzian form 

for the LSF leads to a fairly easily manipulated mathematical structure, 

although the end results are not always amenable to analytic solution. 

Despite their apparent complexity, even the more complex combinations 

of geometry and material properties are readily attacked with numerical 
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techniques. and thus a more detailed study, from both theoretical and 

experimental viewpoints, is suggested as one area for future investi

gation. 



4. EXTENSIONS AND V~R IATIONS 

An idea that should be quite apparent from the previous chapters 

is the fact that this theory depends very much on the use of the Lorentzian 

form for the line-spread function. The results to date have indicated 

that this is a good model, but this has been more or less the only reason 

for using this function: an empirical decision has been made, based on 

experimental results(l). This of course is not at all a bad reason for choosing 

a model; however, it is a somewhat unsatisfactory reason (at least 

to this author). In addition, other methods may provide the means of 

sa t isfactorily dispatching some of the gremlins encountered in earlier 

chapters (in particular, the Lorentzian coefficient). The point to 

be made is that there may exist other more basic methods of analysis which 

do not require an intricate mathematical formulation; the next sections 

wi l l deal with two of these alternative approaches. 

4.1 Numerical Methods 

While it is always both pleasant and useful to have a structured 

model for one's analysis, it is neither always possible nor entirely 

necessary. In addition, the use of an 11 equation-free 11 approach means 

it may be possible to analyze complex phenomena without resort

ing to any of the more annoyingly complicated mathematical techniques. 

In this section the use of a strictly numerical procedure will 

be very briefly exam i ned. This method is truly model-independent, in 

the sense that one is working entirely with experimental results; further

more, it results in a t rue lumped parameter approach, because all object 

and radiographic facility properties are blended together in the data. 

56 
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There are drawbacks, of course: it may be more difficult to get a feel

ing for one's results, and the initial investment in terms of calcula

t i on and programming effort may be quite high. However, these problems 

are compensated for by no longer having to explicitly account for every 

little quir k of the object-facility system, and by the fact that comp

utersvery readily handle this sort of problem. Another useful feature 

is that there exists a very highly-developed system of error analysis 

fo r numerical procedures; thus, one can easily put significant limits 

on the accuracy of any results obtained i n this fashion . As a final 

no t e, this approach is of interest from the parallel viewpoints of old

fa shioned academic curiosity and practical requirements. 

Consider fig ure 4-1; the dashed line is an experimentall y-obtained 

edge-spread curve, representing the optical density pattern due to an 

aluminum knife-edge. Note that this is an edge-spread curve_, and not 

an edge-spread function. One can obtain a line-spread curve from these 

res ults by a simple numerical differentiation; if L and E denote the 

line-spread and edge-spread curves respectively, then the two are 

rel ated by 

E(x i+ l) - E(x i-1) 
( 4 .1)L(xi ) = 

xi+l - xi-1 

where the subscrip t s r epresent the discrete exper imental values, and h 

is the (constan t ) mesh spacing. The error in t his equation is of the 

order of h2, as i ndicated. Equation (4.1) was used to generate the 

soli d curve in figure 4.1. 

This curve has some of the features of the Lorentzian LSF, in 
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that there is a distinct peak, and the magnitude of the curve drops off 

fairly quickly as one moves away from the peak. However, there are also 

a number of differences between the experimental curve and the results 

one would obtain from a Lorentzian function. Similarly, the edge-spread 

curve has some features not found in a Lorentzian ESF. Hence, there are 

a number of conclusions one might reach from an examination of these 

results; because of this the method is subject to some qualitative un

certainty. Before doing any calculations, one still has to decide what 

the data physically represents; this is easily illustrated with the 

results obtained herein. First, the data will be discussed from the 

viewpoint of a pure thermal neutron beam. Since beam purity tests have 

i ndicated that this is not the case (cf . ref. 11), this is an obviously 

incorrect analysis; however, the results are interesting, and show the 

potential of the numerical approach, which justifies the artificial 

use of the data. After this, the data will be used again, this time 

including the effects of the beam y-content. This more correct approach 

shou l d cl early illustra t e the utility of an equation-free technique when 

one does not have deta i led knowledge of the experimental circumstances. 

Consider the data, t hen, as if it were obtained from a radiographic 

facility with a pure thermal neutron beam. For convenience, the two 

curves have been reproduced separately in figures 4-2 and 4-3, along with 

the curves one would obtain from t he Lorentzian functions: 

(4.2a) 
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(4.2b) 

For the experimental curves, let the descriptive parameter be CE; this 

is the equivalent of the Lorentzian coefficient. Values for CE can be 

obtained by two methods, if one assumes that the experimental results 

can be approximated by equations (4-2): one can calculate CE by least 

squares fitting, or one can use less sophisticated techniques, which use 

principles similar to a Lorentzian analysis but still allow for devia

tions from that model . 

Consider the line-spread curve and function shown in figure 4-2. 

The first thing one might notice is that the LSF is smoother than the 

experimental LSC; here, smoothness does not refer to the lack of film 

or other noise in the Lorentzian curve, but rather to the fact that the 

LSF has a non-zero value over a larger range than does the LSC. The 

imp l ication here is that the spreading of the secondary radiation is more 

of a localized effect than the Lorentzian model predicts, and this in 

turn suggests that perhaps theemission of secondary radiation is not 

uniformly distributed in the angular variable; instead there may be a 

range of preferred angles, such that the probability of emission at 180° 

to the path of the inci dent neutron is higher than for other angles. 

Another point of interest is that the LSC is not quite symmetric. 

This is of _oarticular interest here because the nature of the Lorentzian 

is such that it is symmetric about the point of neutron capture. Now if 

one accepts the previous idea about preferred angles of secondary emis

sion, then it is not unlikely that this emission is not symmetric about 
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the capture point. Alternatively, one could regard this asymmetry as 

being due to object material effects; if there is a scattering compo

nent in the cross-section, then there should be an unbalanced neutron 

current at or about the knife-edge. This is because there are neutrons 

being scattered out of the edge face which may still interact with the 

converter, but there are no neutrons travelling into the material. 

This discussion is interesting from an abstract viewpoint in 

that it illustrates "what might have been"; however, it will be more 

instructive to consider the data in terms of what it truly represents, 

that is, as the physical record of an image created by a combined neutron-

gamma beam. If figures 4- 2 and 4-3 are re-considered in this light, then 

one must include the following in any conclusion: because y-radiation 

interacts directly with the film emulsion, it is not subject to the con

vertor foil "smearing" process, hence that portion of the total image 

created by y-rays more accurately represents the object shape. 

To get a quantitative feel for this idea, some methods for calcu

lati ng the coefficients CL and CE will be discussed. First, the values 

of CL were calculated by least-squares fitting of a Lorentzian and an 

i nverse tangent funct i on to the line- and edge-spread data, respectively. 

Then, values for CE were calculated in the following manner: for the line

spread data, if one assumes that a Lorentzian would at least be a good 

approximation to the experimental curve, then the full-width at half-

maxi mum should be related to CE by 

FWHM :: 2 (4.3)
ICE 
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Using linear interpolation to locate the value of x on either side of 

the origin for which the curve has half of its maximum value, one obtains 

FWHM = 1131.64 1 + l-104.971 

= 236.61 µm 

Note the two different values of x; this is indicative of the curve 

asymmetry. Using this result in equation (4.3), one obtains 

This value is considerably different from previously obtained values, and 

when used in a line-spread function will generate a curve which drops 

in value very rapidly as one moves away from t he peak area. This does 

not indicate "preferred emission angles" of the secondary radiation, as 

discussed previously; rather, it suggests that some care is necessary 

in applying Lorentzian methods to situations where one does not have 

a pure neutron beam. 

A similar result is obtained when CE is calculated from the edge

spread data; again assuming the Lorentzian function to be an approximation, 

then one has the experimental data given by 

ESC (x) ::: t + ~ tan - l [IC[ x) (4.4) 

The derivative of this function at the origin is easily shown to be 

ddx {Esc (x )} j =ICE (4.5) 
x=o n 
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Now if one uses a difference form for the derivative, and denotes the 

points immediately to the left and right of the origin by -1 and +l 

respectively, the result is 

(4.6) 

where f. represents the value of the data at the i 'th ooint. The end 
l 

result is 
-4 -2 2CE = 1. 11 x 10 µm = 1.11 x 104 cm-

Once again the value of CE is considerably different from previously used 

values, further emphasizing the need for caution in the application of 

Lorentzian methods. 

It is of interest to note that different values of CE are obtained 

from the ESC and LSC, for which there might be a number of possible 

reasons. First, if the assumption of a Lorentzian approximation does not 

hold, then t here is nothing to indicate that equations (4.3) and (4.5) 


hold; second, even if the assumption holds, there will be a 


fur t her error introduced in equation (4.6) by the use of the difference 


form (this error will be of the order of the square of the mesh size: 


cf. equation (4.1)). 


These approximate results should be compared to those obtained 

from least-squares calculations ; the various numbers have been collected 

in Table 4-1: 



TABLE 4-1 

Values of the Lorentzian coefficient, CL, compared with the values 
of the experimental coefficient, CE. All values have units of cm-2 

CL CE 

(least squares (approximated 
fitting) results) 

3
Line-spread 9.73 x 10 7. 14 x 1 o3 

Edge-Spread 2.22 x 104 i. 11 x 1 o4 

66 
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As mentioned, these values of the coefficient differ from 

previously used values, by as much as an order of magnitude; if one 

discounts numerical errors, then this difference could be attributed 

t o the presence of y-radiation in the beam, or to the sample having 

a significant scat t ering component in its total cross-section. In 

other words, one could artificially use the Lorentzian coefficient 

as an indicator of sample properties, as well as convertor foil 

properties. However , care must be used in this approach, because one 

will not have any reliable means of telling how good or bad the approxi

mation is, or even whether the model has completely broken down. Even 

if one foregoes the strict application of the various Lorentzian func~ 

tions, and uses only the approximate forms given by equations (4.3) and 

(4.6), the results may st i ll be dubious, because these approximations 

are Lorentzian-based. From an examination of figures 4-2 and 4-3, it 

is rather uncertain as to which coefficient, i.e. CL or CE' gives a 

bett er fit to the data; this in turn brings up the matter of whether 

or not numerical methods are of any applicability. To discuss this 

problem, one must realize that the simple matters of line-spread func

tions are of relatively little importance in a practical situation; 

one i s more interested in the edge-spread function obtained from a 

radiograph of a given object. Furthermore,if the composition of that 

object is unknown, it i s not unlikely that one would desire a simple 

means of determining this composition. This could conceivabl y be 

done by calculating ~ ( u), the attenuation function; as shown by 

equation (2.1), ~ is a f unction of cross-section and object thickness, 
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and with this knowledge one could obtain at least a first estimate 

of the object make-up. It is here that a simple numerical technique 

could be invaluable. 

Consider the general, non-specific converter response given 

by equations (2.3) and (2.4b): 

SA(x) = N J R(x,u) ¢(u)du 	 (4.7a) 
- 00 

x 	 00 

= Nl	r n R ( x , u ) du + J p R(x,u) ¢(u)du + J R(x,u)du! (4.7b) 
00 xn xp 

The equation is 11 non-specific 11 in that no particular form is given 

for R(x, u); in fact, there is no reason why an experimental line

spread curve could not be used. In doing this, one would need to 

put equations(4.7) into a discrete form; this is necessary because 

one will have a set of experimental data points. To accomplish 

this, the integrals in equation (4.7b) are replaced by summations, 

and the following quantities are defined: 

u. = j ~u = jh; x. = i ~x
J 	 1 

x = m ~x = m h· x 	 (4.8)
n n n ' p 


- oo + Mh; +oo + M h 

n P 

One should note a convenient property of infinity in discrete situations: 

inf i nity is as many mesh points (i.e. Mn or Mp) away from the object 

edges as is necessary for edge-effects to become negligible. Note 

that a constant mesh size is assumed. If equations (4.8) are substi

tuted into equations( 4.7), one obtains 
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1 

where 

s.
l 

H 

R..
lJ 

m m M 

S. = Hl { R.. + { R.. q, . + { R.. l (4.9)
j=M 1 J j=-m lJ J j=m iJ) 

n n p 

- SA(xi) 

- hN 

- the value, at u = j tiu, of an experimentally obtained 

LSC centred at x=i tix (determined from equation (4.1)). 

For convenience, let 
m 

p~n) = { R.. ; R.. 
1 j =M 1 J j=m lJ 


n ' p 


Equation (4.9) then becomes 

S. = H1P~n) + p~P) + (4.10)
l l l 

Clearly then, if there are = 1, ... , I data points, one has 

p(n) + p(p) Rl . Rlmsl <Pm1 1 mn ' p n 

+ H (4.11)= H 

p(n) + p(P)
SI I I 

which becomes 

~ = H[_(n) + .E_(p) + E. i] 

Thus, the solution for .P._ is 

R <PmImn . Rimp p 

(4.12) 
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6 

(4.13) 

Here, it is assumed that B_-l exists; additionally, since~ is not a 

square matrix, one is dealing with the so-called psuedo-inverse of R( ).
-

This results in some extra computational effort, but this is of no 

major concern since computer programs exist to deal with this sort of 

problem. The point to be made is that equation (4.13) provides a 

fairly straightforward method of estimating an object's composition 

from a radiographic image: having obtained ~k' the value of the 

attenuation function at xk= k~x, one obtains the thickness and cross

section from 

(4.14) 

One should note that this method is not entirely free of 

problems; first, one will only obtain an estimate of either [ or z 

from equation (4.14): two variables cannot be independently specified 

by one equation. Second, any values obtained will be average 

va l ues; in mathematical terms, this average will be given by 
T. 

1 

[ a(z)dz (4.15)I 
0 

Ti being the thickness of the object at x = i ~x. This may lead to some 

confusion if the object is made up of a number of different materials; 

however, with caution useful information can still be obtained. Third, 

equation (4. 13) gives no indication of the sensitivity of this method; 

var ious numerical errors could mask the desired information, although 
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with some effort an error analysis could be done. Finally, 

equation (4.9) assumes that the values of the response corresponding 

to the objects edges are known, and are given by equation (4.8). 

This may not be the case; as previously indicated, one of the primary 

assumptions of ESF theory is that the locations of the edges are not 

exactly determined. What may be required here is some sort of intera

tive procedure, whereby initial guesses for either ¢ or for m and mp- n 

are supplied, and repeated calculations with equations (4.9) through 

(4.13) are used to improve these guesses. However this method is used, 

caution is once again suggested. 

This concludes this section; to continue any further would 

take the work beyond the basic survey which it was meant to be. 

This is not to say that the numerical methods are not worthy of 

further investigation; in fact, it is thought that continued research, 

particularly with rega r d to the "gremlins", will prove to be quite 

fruitful in developing a good calculational tool. 

4.2 Monte Carlo Methods* 

In the previous section, methods were outlined whereby one 

could cary out an image analysis procedure without the use of any 

complicated techniques: this is the so-called "equation-free" approach. 

In moving to a higher level of examination, one might choose a 

model which, though i t uses some mathematics, still maintains a more 

basic outlook with regard to the physical problem. This idea combines 

the virtues of the two methods: one obtains the computational simplicity 
*This wurk has previously appeared, in somewhat different form, as a 

term paper submitted in partial fulfillment of the course requirements 
for Engineering Physics 704. 
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of a strictly numerical approach, and at the same time has some sort 

of mathematical structure whereby predictions and estimates can be 

made. A very general class of techniques which fits these requirements 

is Monte Carlo analysis, which combines statistics with basic and well

defined physical models; as will become apparent, the Monte Carlo 

methods lead to results which are in good agreement with those obtained 

by Lorentzian analysis, and in addition allow an investigation to be 

taken far beyond that point which might be easily attained with an 

ESF approach. In particular, Monte Carlo techniques allow scattering 

effects to be buil t into one1 s model, and more importantly they allow 

a two-dimensional analysis to be undertaken, which in itself is not a 

trivial problem. 

As in the previous section, this work is intended to be a 

preliminary survey; thus, no particularly complicated analyses were 

undertaken, especially since the results suggested that an excess of 

sophistication was unnecessary. The only drawback to this approach 

is that no proper error analysis was done; rather, the errors were 

estimated from 

{Error} ~ l//N (4. 16) 

N being the number of histories involved in the simulation. If this 

work is to be continued, it is strongly suggested that formal error 

studies be incorporated into the examination. 

In passing it should be noted that the basic principles 

involved in a Monte Carlo study were obtained from references 7, 8, 
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and 9. Also, the calculational algorithms used in this section 

are collected for easy reference in the appendix, along with the esti

mated errors given by equation (4.16). 

As an obvious starting point, consider the very basic problem 

of analyzing the spreading of the secondary radiation about the point 

of neutron capture in the convertor foil. As shown by figure 4-4, 

one needs some information concerning the film-convertor separation 

(d), the distance of neutron penetration into the convertor (p), and 

the point where the secondary radiation strikes the film (xp). If 

the neutron penetration is to be considered, then one needs to model 

the convertor attenuation of both neutrons and secondary radiation; 

t hus for simplicity it is assumed that the neutrons are captured 

instantaneously. As a result, the problem reduces to that of determ

i ning the emission angle, e; once this is done, it is easy to see 

t hat the secondary impact point is given by 

x = d*tane (4.i7)p 

Now, since isotropic scatter is assumed, the angle can be determined 

from 

e =I (1 - 2 ~ ) (4.1 8) 

where ~ is the random variable. The form given by equation (4.1 8) is 

a biased result, in tha t it only allows for back-scatter into the film; 

however, this is justified by noting that any secondary radiat i on which 

is forward-scattered i s 11 lost 11 
, unless it is again deflected toward 
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the film. 

As might be expected, this approach resulted in a curve 

which, as shown by least-squares methods, was very well-fitted 

by a Lorentzian. However, instead of just using this method to gener

ate LSF curves, equations (4.17) and (4. 18) were used to calculate 

CL as a function of the film-convertor separation, and this in turn 

was compared to the results obtained from a "pure" theoretica 1 

analysis; (l) this is sho1,1m in figure 4-5. The agreement between the 

two sets of data is generally very good, except for small d, where 

there is as much as twenty percent difference. It is thought that 

this difference is due to the theoretical model including film attenu

ation and convertor thickness effects; if this is the case, then the 

agreement appears to be even better. 

The next area to consider in this investigation is that of 

"finite" geometries, which basically means one now has to consider 

material and geometric properties of the sample in conjunction with 

the system properties, such as convertor effects. Ob~iously, the 

simplest case to consider is that of the semi-infinite slab, with 

constant thic kness (z ) and cross-section ( r ). This geometry has the 

advantage of being very easy to study, both in terms of computational 

ef fort and in terms of characterization: if one considers the "attenu

at ion product" (r z), then one has a very neat means of examining thick

ness and cross-section properties (and their effects on the ESF 

analysis) in considerable generality. 
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For this case, the Monte Carlo model is very much the same 

as that used in the LSF study, in that isotropic emission and no 

neutron penetration occur in the converter. In this case, however, 

one has more than one converter emission point to consider, and in 

addition there will be some attenuation of the incident neutron beam 

over part of the region under consideration. Fortunately, the only 

effect of this is to slightly complicate the "bookkeeping" portion of 

the computer program used. 

A sample resu l t is shown in figure 4-6, and again the agree

ment with the Lorentzian model is very good. The drop at the low end 

of the curve is from using a finite number of mesh points, and could 

easily be eliminated by using some sort of weighting scheme. For 

reference, the theoretical curve was generated by using a least-squares 

estimate for CL in the Lorentzian expression for a semi-infinite, 

partially-absorbing slab: 

(4.19) 

Other than there being a satisfyingly good agreement between the two 

types of curves, figure 4-6 is of relatively little consequence. A 

matter of greater interest is illustrated in figure 4-7, which shows 

CL as a function of both the attenuation product and the film-converte r 

separation. It is apparent that CL is either independent of or only 

weakly dependent on material thickness and cross-section; this is not 

entirely surprising, since the findings of the earlier portions of this 
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work have indicated that using CL to characterize sample properties, 

in addition to converter properties, is at best an artificial use of 

Lorentzian techniques. Whether or not this 11 artifi c i a 1 approach" 

will prove useful will be left as a matter for future investigation. 

It is of some interest to note that while CL appears to be 

independent of (rz), but still depends on the value of the film-con

verter separation (d), the numerical values obtained for CL with an 

ESF analysis are different for those obtained with an LSF analysis. 

A similar result occurred in section 4.1, when simple numerical tech

niques were used; at that point, the discrepancy was attributed to 

either a y-component in the beam, or to scattering properties of the 

sample being radiographed. In this analysis, however, neither of 

these phenomena is possible, simply because the Monte Carlo model 

does not allow for such events. Thus, one is forced to conclude 

that the difference between the coefficients obtained for an LSF 

and for an ESF is due to some sort of numerical peculiarity. This 

in turn suggests that any 11 artificial 11 use of Lorentzian theory should 

be undertaken with the utmost caution, which means that perhaps Lor

entzian models should be restricted to those situations which closely 

resemble the ideal case of absorption-only samples. Another point to 

be made here is that this conclusion appears to throw a shadow on the 

use of any equation-free techniques; instead, it is suggested that 

this result indicates one should refrain from applying any sort of · 

approximate calculations (i.e. those associated with the experimental 

coefficient CE)' and should instead follow a 11 pure 11 numerical approach, 
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as given by equations (4.9) through (4.13). In short, one arrives 

at the ~eneral conclusion that the Lorentzian model - or any other 

model - should not be pushed beyond whatever limits arise from its 

basic assumptions. 

Carrying on with the investigation, the next logical step seems 

to be to examine the effect of sample scattering of the incident neut

ron beam. For the Monte Carlo model, one requires some information 

about the penetration distance (i ), the type of interaction (La or Ls), 

the angle of scatter (e), and the point of impact in the converter 

(xs); these quantities are illustrated in figure 4-8. For simplicity, 

this examination makes use of a so-called 11 one-shot" model; all this 

means is that for each incident neutron, only one interaction is 

allowed: either absorption occurs, upon which the history is termin

ated, or scattering occurs, at which point free-flight to the converter 

is 11 forced 11 Note that only the neutron flux (_after passing through • 

the sample) was calculated; the principles of evaluating the converter 

response have already been illustrated. 

A sample result is shown in figure 4-9, and it clearly indi

cates a previously unencountered edge effect. Whether or not this 

will prove to be a significant effect remains to be seen; for instance, 

the small 11 blips 11 on either side of the point on the curve correspond

ing to the edge may just be statistical phantoms, arising from the 

somewhat unrealistic one-shot model. Contrarily, if one views the 

cu r ve in terms of what might be called balanced scatter, the results 

begin to make sense: there is a net neutron current out of the sample 
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ABSORPTI ON SCATTER 

Fig . 4-8: 	 The geometry for a Monte Carlo ESF analysis, including sample 
scattering effects and using a "one - shot" model . 
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face at the edge because of scattering, but there is no correspond

ing current into the sample face. As a result, there should be an 

"excess" or a "scarcity" of neutrons at the points indicated by the 

"blips". Another point to note is that these deviations,which are 

apparently caused by scattering,may disappear because of the smooth

ing effect of the converter response; the blips are quite small to 

begin with, and thus after convolution with an LSF (which is the 

process occurring in the converter foil, from a mathematical viewpoint), 

the whole curve is "smeared" so that one might not be able to detect 

this effect. The point to be made here is that scattering effects 

cannot be easily disregarded; however, it is possible to examine these 

effects without need of any complex models. For an example of just 

how difficult the analysis can become, see reference 10. 

At this point, the problem of radiographic analysis in two 

dimensions will be the next major area to be considered. The majority 

of previous work, both analytical and experimental, has dealt with one 

dimensional problems where the isotropic emission of secondary radiation 

has been restricted to a plane perpendicular to the converter foil, cont

aining a 11 row 11 of emitters, or a line source. In a more general analysis, 

one might wish to consider the effects of secondary radiation emission 

which is unrestricted, in the sense that one now has two angles specifying 

the direction of emission. For isotropic emission, the probability of 

any directional pair ( e , ~ ) will be equal to that of any other pair1 1 
(e2, ~ 2)· 
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Before the Monte Carlo model is introduced, it may be of some 

interest to examine an analytical model. Basically, all one has to do 

is extend the edge-spread model to two-dimensions; thus, the probability 

of secondary radiation emitted in the converter at a point (u,v) and 

striking the film at a point (x ,y) is given by the point-spread function 

(PSF) 

R(x,y,u,v) = R(r,r 1 
) 	 (4.20) 

If a Lorentzian model is 	used, the PSF becomes 

1L(r,r 1 
) = 	 (4.2la)21 + cL 1-r - r- 1 1

1 = 	 (4.2lb)21 + CL [(x-u) + (y-v)2] 

where the latter form is for Cartesian co-ordinates. The symbolism used 

here is illustrated in figure 4-10. 

In setting up the expression for the convertor response, one 

needs an attenuation function. In analogy with the one-dimensional form 

the equation to be used wi l l be 
z (r1) 

<P ( r-1 ) = exp{- pf Ia(r1 ,z)dz } (4.22) 
zn (rl ) 

Here, z p and z n represent the limits of the material path which the neutron 

traverses at r 1 
, and Ia(r 1 ,z) is the value of the macroscopic absorption 

cross-section at the point (r1 ,z). Combining equations (4.20) and (4.22), 

the incremental convertor response becomes 
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Fig. 4-10: The geometry used for two-dimensional point-spread function 
analysis. 
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-+ -+ (-+ ) (-+ -+ )dr-+ 1dSA(r,r 1 
) a ~ r' R r,r 1 

In words, the fraction of converter response at r, due to emission at r 1 
, 

is given by the attenuation of the incident neutron beam at r' ( ~ ).multi

plied by the probability of the radiation emitted at r' striking the film 

in a region dr 1 about a point r . Clearly, when emission from the whole 

plane is considered, t he converter response is given by 
co 

sA(r) = N J J R(r,r' )~(r' )dr' (4.23) 

The limits of integration are meant to imply inte~ration over both variables. 

N is the normalization constant, similar to that used previously. 

The solution of equation (4~3) is a non-trivial but straightforward 

matter, as was the case in one-dimension. In this situation however, the 

method of breaking up the infinite region of integration is not so easily 

applied, since the edges of the object may not necessarily be specified by 

constant values of the particular co-ordinate. Instead, if the object 

boundary is denoted by B(r'), then equation (4·23) can be written as 

SA~r) = JJ R(r, -r ·) dr' + ff R(r, r' )<t>(r' )dr ' (4.24) 
r' ~ b(r') B(r 1

) 

The first integral is over the region 11 outside 11 of the object, where there 

is no beam attenuation ( i .e. ~ (r')-+ 1), and is analogous to the terms in 

a one-dimensional case which represent the semi-infinite slabs at the object 

edges. The second integral is the perturbation term, indicative of material 

and geometric properties of the object. 
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So far, the problem is very much like the one-dimensional case, 

wi th the only difference being the increased complexity of the calculation. 

To illustrate this, consider the object shown in figure 4-11: the geometry 

is that of an infinitely absorbing material covering three-quarters of the 

plane. The reason for using this shape will become apparent in the Monte 

Carlo analysis. If x-y geometry is used, then it is easy to see that the 

attenuation functinn is given by 
l,u,v~O 

<J>( u,v) = (4.25)
0, otherwise 

Using this, equation (4.23) becomes 

0 0 
SA(x,y) 

= f I R(x,y,u,v)dudv (4.26)N v = -co u = - co 

Examination of the inner integral shows that the function is equivalent 

to that given by equation (2.4c): 

b 

J R(x,y,u,v)du _ r1(x,y;a,v) - r1(x,y;b,v) ( 4. 27) 

u=a 

Here, t he fact that two variables are involved is indicated by denoting the 

integra t ed function by r 1. Equation (4.26) now becomes 

0 

= f {r1(x,y;o,v) - r 1(x,y;-co,v)}dv (4.28) 
v=-co 

Note that the integrand in equation (4.28) is similar to the generalized 

ESF for a semi-infinite knife-edge, as developed in section 2.1. If one 

defines 
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Fig . 4- 11: The geometry used for a si mple analytical study in t\-10 - dimensions . 
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b 

J r 1(x,y;a,v)dv = r 2(x,y;a,b) - r2(x,y;a,a) (4.29) 
a 

then equation (4.28) in turn becomes 

Consider these four terms separately: in light of the one-dimensional results, 

any term which has ± in it should be constant. Hence, the fourth term in00 

equation (4.30) indicates that at a great distance from any object features, 

the convertor response is unaffected by those features. This is to be 

expected, since the convertor response is affected by the attenuation func

tion; if this function is constant, then the convertor response variation is 

determined only by the point-spread function. 

The second and third terms in equation (4.30) would appear to be 

similar to the fourth term in appearance and effect, were it not for the fact 

that two variables are involved here. What the terms actually represent is 

the fact that at a point near an object feature in terms of one co-ordinate, 

but far from any features in terms of the other co-ordinate, the response is 

on ly dependent on one variable. This is illustrated in figure 4-12: at a 

poi nt some distance from the corner, the net current of secondary radiation 

in they-direction is zero, since the emission is isotropic and the neutron 

beam attenuation is constant with respect to y. Thus, the convertor response 

at this point is dependent only on x, as given by the second term in equation 
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yL<P(X.Y}=O 
x 

------,-tr UNBALANCED EMISSION 
(NON-ZERO CURRENT IN 

BOTH DIRECTIONS) 
¢ (X·Y) = I 

i i 
BALANCED EMISSIONtt ( ZERO NET CURRENT IN 

Y- DIRECTION) 

Fi g. 4- 12 : The concepts of balanced and unbalanced emission in two di mensions . 
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(4.30). A similar result holds for the variation of SA independently of x, 

as given by the third term. 

The remaining term in the equation represents the variation of the 

convertor response at points near an object feature in terms of both variab l es. 

Consider figure 4-12 again: as an example, at the object corner, the second

ary flux in they-direction is shown. Note that there is a non-zero current 

here, because there is no secondary emission for x or y positive ( ~(x ,y)=O). 

Similarly, there would be a net current in the x-direction. As a result, 

the expression for the response must include an explicit dependence on both 

x and y, for points near an object feature. Note that the ideas discussed 

in t he preceeding paragraphs are similar to the concept of balanced scatter 

introduced earlier; here of course, one refers to balanced emission, rather 

than scatter. 

Before moving on to the Monte Carlo analysis, one last matter of 

interest with respect to the analytical study will be considered. In a 

rigourous examination, one would have to work directly with equation (4.26), 

at least for this geometry. However, it will be useful to have some sort of 

empirical model which can be used for quick rough calculations. Thus, con

sidering equation (4. 30) in terms of a Lorentzian form, and recalling the 

previous discussion, the following approximation is suggested: 

S*(x,y) =a, tan-l [b1/x2+y 2J + a tan-l [b xJ + a tan-l [b yJ+a4 (4.31)2 2 3 3

The form of this equation is suggested partly by equation (4.30) and partly 

by the one-dimensional results of Section 2, where it was shown that the 

convertor response expression for a knife edge is given by 



93 

SA(x) = l 
1T 

tan- 1 [/Cx] + l2 

Thus the second and third terms in equation (4.31) correspond to the 

response at a large distance from the corner, in terms of one or the other 

of the co-ordinates. Note that in equation (4.31) some leeway has been 

left for approximation by incorporating the unknown parameters a. and b.. 
l 1 

One can estimate the coefficients ai by considering the value of S* at 

large distances from the converter. For example, at (x,y) = (-00,-00), there 

is no beam attenuation, hence there should be a full convertor response, 

i.e. S*(-00 ,- 00 ) = 1.0. At the points (0,-00 ) and (-00 ,0), S* = 0.5; this is 

because at these points the problem is essentially one-dimensional, and as 

shown in section 2, the value of the converter response at the edge of an 

infinite absorber is 0.5. Finally, at the point (0,0), S* is defined as 

S
00 

Substituting these results into equation (4.31), one obtains 

, 
0 1/2 

(4.32)= 0 1/2 

0 0 0 

It is easy to show that this has the solution 

al 

a2 
= 

1Ta3 

a4 

2 ( 1 	- s )
00 

-(3 	- 4S )
00 

(4.33)- (3 	 - 4S
00 

) 

Soo 
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This result leads to the following empirical expression for the two-dimensional 

convertor response due to a 11 three-quarter 11 corner: 

(4.34) 

Whether or not this result will be of any use will require experi mental 

or other verification, particularly with regard to the value of S
00 

The Monte Carlo analysis for the two-dimensional case differs from 

the one-dimensional version only by having to specify the direction of 

secondary emission with two angles rather than one. Locating the point of 

impact in the fil m requires a two dimensional search, but this is not 

much more difficult than a one-dimensional search. The algorithm is once 

again very simple: one specifies the film-convertor separation (d) and 

the point of neutron capture (x,y). If this point is within the region 

defined as being 11 covered 11 by the infinite absorber, then one ends this 

particle history and starts over with a new particle. If the point (x,y) 

is in the "uncovered" region, then one calculates the direction of secondary 

emission from 

<P = 21:. ( l - 2 ~ )2 <P 


a = 2 1T~ 
a. 

Then, the point of impact is calculated from 
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r = d*tan(I - ~) 

xf = x + r*cos(a) 

xf = y + r*sin(a) 

Again, the model has been biased in favour of back-scatter by assuming 

forward-scattered radiation to be lost. After this, the problem again 

reduces to a matter of bookkeeping, i.e. keeping track of the number of 

particles landing at or about the point (xf,yf). 

The geometry chosen for examination was the so-called three-quarter 

corner. The reason for this was to reduce the amount of computer time re

quired to examine a significantly large number of particles; however, 

even when this was done, the amount of time involved required that a 

series of small runs be made and an average result obtained from these. A 

typical result is shown in figure 4-13. The figure illustrates clearly the 

calculation problems involved: at each mesh point, twelve thousand particle 

histories were considered, and yet the surface is still rather rough. With 

this in mind, the following discussion should be considered wi th caution, 

even though the results agree, to a certain extent, with earl i er findings. 

A preliminary examination of figure 4-13 gives some basic but use

ful results. First, the overall appearance of the CSF is about what was 

expected: there is a zero response in the region of attenuat ion, and there 

is a full response in the region of zero attenuation. Second, the edge-

spread effect is visible: at those points near the object edge, the familiar 
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Fig . 4- 13: A two-di mensional con verter r esronse curve for a "th ree -ouarter 
corn er" , obtai ned with Monte Car l o methods . 
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S-shape is present, even allowing for the crudity of the calculations. 

Finally, the converter response near the corner is somewhat different in 

magn i tude from that at points further away from the corner, in agreement 

with the previous study of analytical forms. This is best illustrated 

by the method shown in figure 4-14; the figure represents the two-dimensional 

convertor response as a function of x, for fixed values of y. The results 

clearly illustrate the point made previously, in that the values of SA(x,y) 

at "great" distances from the edge are relatively independent of y. Then, 

as one moves closer to the edge (i.e. y decreases), the value of the con

vertor response changes. Two points are of interest here: first, the 

shape of the response does not appear to change. Instead, the magnitude of 

the function varies \-Jith y. This suggests that a "working function" for 

approximate calculations of the response could be 

s* ( x 'y) 	= s ( y) t2 (x ) 

= s ( y ) [ l I 2 - ~ tan - 1(bx ) J (4.35) 

where s(y) is some function such that 

s ( - oo ) = l 


s(O) = s0 , 0 ~ s ~ 

0 

(4.36)s( oo ) = 	 0 

This of course applies only for this particular geometry; it may not be 

possible to obtain such a simpl e represen tation for other situations. 
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The second point to note is that the value of the response corres

ponding to the edge is, in a sense, independent of y; inspection of figure 

4-14 suggests that 

(4. 37) 


where the extrema are evaluated with respect to x,and x represents the
0 

edge. This result is in agreement with the one-dimensional studies of 

section 2, and can be demonstrated for a simple case using equations (4.35) 

and (4.36). In this case 

max[SA(x,y)] = s(y)t2(-00 ) 


= s (y) 

(4.38) 

min[SA(x,y)] = s(y)t2(+00 ) 

= 0 

Thus, 

(4.39) 

00- ,For y + the response at the edge is one-half; this agrees with the 

one-dimensional result. 

To continue this discussion requires some knowledge of s(y); thus, 

using the previously stated conditions and considering the symmetry of the 

problem, the following form is suggested: 

1 1 - 1s (y) = - - tan [by] (4 . 40) 2 7T 
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Note that this implies s = 1/2. When substituted into equation (4.35),
0 

one obtains 

S*(x,y) =-} - in [tan-1(bx) + tan- 1(by)] + 1z- tan-1(bx) tan-1(by) (4.41) 
TI 

Again, the form of equation (4.30) has been reproduced; however, this 

differs from equation (4.31) in that separation of variables is present 

to some extent, and one does not have to contend with the term S . In
00 

fact, equation (4.41) suggests that S*(O,O) = 0.25, a value which is i n 

reasonable agreement with the Monte Carlo results shown in figure 4-14. 

\.Jhether or not equation (4.41) will be of any use will again depend 

on experimental or other verification; however, it is thought that th i s 

form will be superior to that given by equation (4.31 ), since it appears 

to arise more "naturally" out of the physical situation, as represented 

by a one-dimensional model. 

This concludes the study of Monte Carlo methods as applied to 

neutron radiography; to proceed any further will require a much more detailed 

analysis, if only to reduce statistical uncertainties. The results have 

generally indicated that a Lorentzian model will be useful in optical density 

analysis. Additionally, the Monte Carlo methods will provide an alternative 

procedure which will be doubly useful: the technique can be used to verify 

the results obtained by other methods, and it will stand by itself as an 

excellent means of calculation for these situations which cannot be easily 

handled by analytical means. Some suggestions for further investigation 

are presented in chapter 5. 



5. SUMMARY AND CONCLUSIONS 

In the earlier chapters of this work, a variety of methods 

for neutron radiographic image analysis have been presented and dis

cussed. The purpose of this final chapter is to consider the various 

procedures in their entirety and thereby de t ermine whether or not any 

further information may be obtained. In doing so, a summary of the 

major ideas will be provided; the numbers given refer to equations, 

unless otherwise indicated. 

In section 2.1, the basic mathematics was developed in consider

able generality. It was shown that with a few simple assumptions, 

the most general model could be reduced to a form well-suited to calcu

lations (2.5). In addition, the various terms of the expression for 

the converter response were identified with particular physical effects, 

wi thout having to specify a form for the line-spread function (2.5 ff). 

The advantage here of course is that should a suitable LSF be discovered, 

it presumably could be fitted into the analysis with little difficulty. 

Next, a specific form was chosen for the LSF, namely the 

Lorentzian function characterized by the Lorentzian coefficient, CL. It 

was suggested that the value of CL might cause some problems, because 

of uncertainty as to whether or not CL depends on sample properties. 

The resolution of this matter was left to later chapters. With this 

in mind, an expression for the general Lorentzian converter response 

was derived (2.17), which in turn was further developed for the case 

of symmetric objects (2.23). As indicated in section 2.2, the 

Lorentzian form is easily calculated for any combination of material 

101 
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and geometry; a number of computer-generated examples were given. 

In chapter 3, the concepts of resolution and total image 

unsharpness were examined by extending the basic theoretical ideas 

of chapter 2. In section 3.1, resolution was characterized by the 

resolution parameter R (3.2), and a method of calculating R for any 

material/geometry combination was presented. The method was illustrated 

using the 11 block 11 approximation, and a very simple equation for determin

i ng the resolution parameter was derived (3.10). The general case was 

t hen examined in a number of ways, and it was shown, or at least implied, 

t hat the resolution parameter may be material independent (3. 12 ff). 

At this point it began to be apparent that the Lorentzian coefficient 

was, strictly speaking, independent of the sample being radiographed. 

Another means of characterizing resolution is the response 

difference 6S, defined by equation (3.15). In contrast to the resolu

tion parameter R, 6S could be related to the distance between particles, 

and not just the particle size. The block approximation was again used 

to derive an expression for a generalized response difference (3.20); 

additionally it was shown that this quantity could be calculated as a 

function of either materials or dimensions. This is in apparent conflict 

with the earlier result that resolution is material independent; however, 

one should note that G0 and Rare quite different means of characterizing 

resolution, and thus need not have the same features. Finally, the 

hazards of using the si mple block approximation were discussed, along 

with some possib l e means of dealing with these problems. 
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In section 3.2, the ideas developed i n the previous sections 

were expanded so as to be able to deal with the problems of 11 total 11 

unsharpness, where factors other than those associated with the convertor 

screen come into play. It was shown that a generalized convertor response 

function could be derived (3.24, 3.25), but for the purposes of practi

cality, only screen and motion unsharpness were considered (3.26). For 

illustrative purposes, the block approximation was used again in an 

analysis which paralleled that of section 3.1. It was shown that in 

some cases the convertor response is independent of object motion; 

specifically, this is true when the exposure time is long or when the 

object motion is periodic (3.32 ff). The latter fact might be of use 

in a situation where exposure should be limited; an example is the use 

of x-rays on humans, where the dose must be minimized. Note that this 

i ndirectly suggests that ESF methods might be usefully applied to areas 

other than neutron radiography. 

The next topics to be considered involved generalized forms of 

the resolution parameter Rand the response difference ~S (3.41 ff). 

It was shown that expressions for both quantities could be obtained, 

even though the nature of the calculations would probably be such that 

numerical methods would be necessary. The section was concluded by 

pointing out how caution must be applied in the use of ESF theory. 

In chapter 4, two entirely different approaches to neutron radio

graphic image analysis were considered. Neither of these techniques 

i nvolved the direct use of a specific model for the convertor response, 

and, up to a point, neither model required any complex mathematical 

formulation. 
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The first of these techniques involved a strictly numerical 

approach, whereby one analysed optical density curves solely on the 

basis of experimental data. No model for the imaging process was 

required, and presumably one could obtain any degree of accuracy in 

the results by improving the numerical techniques used. The analysis 

began with the simple matter of obtaining an LSF from an ESF by a 

simple finite-difference calculation (4,1); this would be of no great 

import in itself, were it not for the fact that this allows one to dis

regard the problem of explicitly specifying all of the factors affecting 

image formation. The examples given were anisotropism in the emission 

of secondary radiation and scattering of neutrons in the object being 

radiographed. Additionally, the numerical approach allows one to include 

departures from the ideal in one 1 s experimental set-up; it was shown how 

CE' an 11experimental coefficient 11 
, could be calculated (4.3 ff), so that 

one would have a means of characterizing types of radiography other than 

ne utron. 

The next portion of the analysis i nvolved setting up a calcula

tion procedure whereby one could estimate such things as the geometry 

and composition of a sample. A matrix formulation ideally suited to 

computer use was derived (4.7 ff), and it was shown how an iterative 

approach might be required in order to determine the sample dimensions. 

The particular advantage to the numerical approach is that no 

consideration of a characterizing parameter is necessary; while it may 

be instructive and useful to have such a parameter, the problem of 

evaluation makes it worthwhile to develop other techniques. As shown 

in earlier chapters, it was possible to view the Lorentzian coefficient 
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as a function of sample and radiographic system properties; however, 

t his conceivably would lead to a much more complicated model, which pro

vided an even less certain feel for the physical aspects of the radio

graphic problem. However, as shown in section 4.2, it turns out that 

the Lorentzian coefficient (and presumably any similar characterizing 

parameter resulting from the use of a different LSF) does not depend 

on sample properties, but instead is strictly dependent on the radio

graphic imaging system. This was demonstrated using another 11 alternative 

approach 11 
, namely Monte Carlo analysis. In considering the Lorentzian 

coefficient and its associated difficulties, the problems analyzed will 

be summarized. First, using a very simple physical model, it was shown 

how the Lorentzian form compared very well with results obtained from a 

detailed calculation involving all the physical properties of a convertor 

foil (4. 17 ff). This suggested that the Lorentzian form is an excellent 

model for calculation purposes, and also is quite adequate for represent

ing the physical situation in the convertor. Next, it was demonstrated 

how the Lorentzian response function derived for a given geometry was a 

good representation of the physical results (4.19). In doing so, it 

was shown how the Lorent zian coeffi cient was independent of sample proper

ties by relating it to the so-called attenuation product. Additionally, 

these results suggested that the use of the Lorentzian model in a situa

tion where the assumptions of chapter 2 are strained would lead to 

results of a dubious nature. 

The next problem considered sample scattering, a factor which 

the Lorentzian model neglects. It was shown how this led to results 
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different from those predicted by the standard ESF technique, and again 

the implication was that the Lorentzian model should not be pushed 

beyond its assumptions. Indirectly, this once more precludes the artificial 

use of the Lorentzian coefficient to characterize sample properties. 

Finally, a very basic two-dimensional analysis was undertaken. 

First, a general model was developed (4.20 ff), and it was shown how this 

became a rather complicated problem (in terms of calculation and applica

tion) even for simple .cases. Some simple approximations based on a 

Lorentzian form were discussed and, it was shown how these approximations 

could be related to the physical aspects of the situation (4.31 ff). 

Next, a very simple Monte Carlo model was presented, and this clearly 

il l ustrated another limitation of the ESF approach: while it is quite 

possible to set up an ESF expression for any given situation, the calcu

lational effort involved makes it more worthwhile to use another approach. 

This is not meant to denigrate the ESF approach; rather, it suggests that 

t here is no need to do a large amount of work if simpler procedures 

exist. 

Apart from the amount of work involved, use of the previously 

mentioned approximations indicated two things: first, that the Lorentzian 

form appears to hold up well in two dimensions, and second, that a 

one-dimensional model will work quite well for the two-dimensional case 

i f it is applied far from the vicinity of such things as corners. This 

latter point is significant, in that it illustrates how the converter 

screen isotropism is an extremely localized effect. Additionally (but 

less significantly), it suggests that a great deal of effort can be 
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saved in some cases. The application of this idea was demonstrated by 

11 building 11 a two-dimensional response function out of two one-dimensional 

functions (4.35 ff). It is of some interest to note that what was done 

here involved the separation of variables, an approach which has been 

used with considerable success elsewhere. 

This concludes the analytical portion of this work. A number 

of techniques which may be of use in neutron radiographic image analysis 

have been developed, and the correlation between the ESF-based methods 

and the other more physically-oriented approaches suggest, indirectly, 

that the ESF methods are a good model for a physics analysis of neutron radio

graphy. The usefulness of the techniques is further illustrated by 

good agreement with experimental data; this may be found in reference 11. 

On this basis then, it is suggested that further work, both analytical 

and experimental, be carried out with the aim of developing edge-spread 

function methodology to its fullest extent. In addition, the alternative 

approaches developed in chapter 4 should be examined more rigourously, 

both for their intrinsic virtues and as companion techniques for ESF 

methods. Taken as a whole, the various forms of analysis presented here 

wi ll hopefully provide a comprehensive basis for understanding and evaluat

ing neutron radiographic imaging processes. 



APPENDIX 


Monte Carlo Calculation Algorithms and Approximate Errors 


l 08 
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LI NE- SPREAD FUNCTION ANALYSIS 


START 

i =l 

New particle, i, 
incident at x = x

0 

= i + 1 
e = i (1 - 2 ~ ) 

JeJ = ir/2 ?) J = no. of mesh 
points 

N = no. of particleIN his t ories 

x = x + d*tane p 0 

l 

j=l, .. . ,J 

If x. < x < x. l + C. = C. + l
J p J+ J J 

N 
= N )>---Y_..,._-..( STOP ) 

? 
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EDGE-SPREAD FUNCTION ANALYSIS 

START 

m = 1 

= i + 1 

i = 1 

New particle, i, 
incident at x = xm 

e = rr/ 2 ( 1 - 2 ~ ) 

M = no. of mesh 
points 

N =no. of particle 
histories 

y 
IeI = rr/2 ? ) 

x = x + d*tane p m 

' j = 1 , ... , M 


If x . c. = c. + 1 
xp xj+lJ J JI It 
N >i = N ? 

lv c )m = M ? >y ... STOP< 
N 

New mesh point, 
m = m + 1 
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ESF ANALYSIS, INCLUDING SCATTER EFFECTS 


m = 1 

m = m + 1 
= 1 

New particle, i, 


i = i + 1 


incident at x = x 

< x >---...------tICOUNT> 0 y 
m >

N 

£ = penetration depth 
1= - - ln s 
LT 

< £ > (b + d) >y .. G 
N 

o = L/ Lt 
Io ~ si ~ o +Absorption 

o ~ s· ~ 1 + Scatter 
l J 

• 0 
, 


e = 2
1T 

(1-2 t; ) 

< !e l = 
~ 
~ ? 


N 
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1 


= x + (d + b - £ )*tane xp m 

= N ?< i ) 

COUNT : j = 1 ' . . . 'J 

J p < 1J+
If x . < x x. -+ c. 

J 
= c. 

J 
+ 1 

N 

lv 
N >m = m ? 

y 

STOP 
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CORNER-SPREAD FUNCTION ANALYSI S 


START 

n = l 

= i + l 
New particle, i, 

incident at (xm,yn) 

-e = tan (y/xm) 

y >e ~ '?el ~ e2 

7f 
¢ = 2*(1-2 t; ) 

a = 2n t; 

y >¢ = 0 ? 

N 

r = d*tan(~ - ¢) 
xf = Xm + r*cosa 
yf = yn + r*sina 
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j = 1, . . . ,M 
K = l, . . .,N 

X·+lA J } CJ.k = CJ.k + 1 
Yk+1 

N >; = I ? 

~ 
n = n + 1 

N 
n = N ? > 

N >m = M?m = m + 1 ' 
STOP 
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Approximate Errors 

The errors listed below were estimated from 

p '\, 100 (-1-) % 
IN 

where N is the number of histories considered. 

Case N 	 p (%) 

LSF 	 500,000 0.2 

ESF 	 10,000 per l.O 
value of x 

ESF with 10,000 per l. 0 
scatter value of x 

CSF 	 12,000 per co- 0.9 
ordinate pair
( x ,y) 
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