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This dissertation is concerned with establishing 

the conditions under which planar phase interfaces are 

morphologically unstable during phase transformations in 

isothermal ternary systems. First, linear perturbation 

methods are employed in a detailed treatment of precipitate­

matrix interface stability for dilute ternary systems. 

Following this, the stability of the planar interface in 

a two-phase ternary diffusion couple is examined with the 

aid of perturbation theory. An experimental investigation 

into the stability of a-S phase interfaces in the Cu-Zn-Ni 

system at 775°C is described. The results of this experi­

mental study are shown to be in good agreement with 

the earlier theoretical predictions. 
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CHAPTER 1 


INTRODUCTION 

A complete phenomenological analysis of phase 

transition must yield, as functions of time, the distri­

bution of each of the entities involved and the position 

of every element of the interphase boundary. It transpires 

that one can often find a mathematical solution which in­

volves an interface whose shape is preserved as the trans­

formation proceeds (ie., only the scale of the interface 

shape changes with time as, for example, in the case of 

spherical precipitate growth). Unfortunately, under certain 

circumstances such mathematically predicted shapes are not 

physically stable and, therefore, they are not sustained 

during actual phase transition. Clearly it is important 

to establish the range of conditions under which a certain 

interface morphology is stable. This dissertation is 

concerned with the stability of the shape of moving phase 

interfaces in isothermal ternary systems. That is to say, 

a ternary system in which a phase, I, is undergoing trans­

formation to a second phase, II, is considered and one seeks 

to establish the conditions under which certain shapes for 

the moving interphase boundary, I-II, are thermodynamically 

and kinetically stable. 

1 
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The dissertation can be conveniently divided 

into three parts. In the first part, the mathematical theory 

of multicomponent diffusion (chapter 2) and important 

qualitative (chapter 3) and quantitative (chapter 4) aspects 

of morphological stability theory are reviewed. The second 

part of the thesis describes theoretical investigations 

which were undertaken by the author. In chapter 5, the 

problem of precipitate-matrix interface stability in dilute 

ternary systems is examined using linear perturbation 

theory. A generalized analysis of phase interface stability 

in ternary systems of arbitrary constitution is given in 

Chapter 6. The final part of the dissertation describes an 

experimental study of a-S phase interface stability in the 

cu-Zn-Ni system at 775°C. The results of this study 

(chapter 7) are compared (chapter 8) with the theoretical 

predictions of chapter 6 and are found to be in excellent 

agreement. 



CHAPTER 2 


THE MATHEMATICS OF TERNARY DIFFUSION 

2.1 	 INTRODUCTION 

To study the problem of interface stability in 

isothermal ternary phase transformations, it is necessary 

to first examine certain elements of multicomponent dif­

fusion theory. The format for the present chapter is: 

a) to give the general phenomenological equations of multi­

component diffusion, b) to indicate how the corresponding 

ternary diffusion equations are solved, c) to discuss a few 

pertinent examples and d) to show how such solutions can 

be used to determine the diffusion path on the corresponding 

ternary phase diagram. 

2.2 	 THE PHENOMENOLOGICAL EQUATIONS 

The phenomenological basis of multicomponent dif­

fusion was outlined completely by Onsager(l) in 1945-46. 

This work followed directly from his earlier and much celebrated 

papers( 2 ,J) on "Reciprocal Relations in Irreversible Processes". 

In 	a volume-fixed reference frame, the molar flux 

. . t t . . b (1,4,5,6,7)o f component i in an n-componen sys em is given y 

J. = 	 (i = 1, ••• ,n-1) (2-1)
l 

3 




4 

where the forces Xk are expressed in terms of the chemical 

potentials µk as 

(2-2) 

The Vk are partial molar volumes (assumed constant) . The 

volume-fixed reference frame is defined by the condition 

n 
.L: v. J. = 0 	 (2-3)

l. l.i=l 

and therefore the flux of component n can be regarded as a 

dependent variable. As a consequence of Onsager's reciprocity 

theorem, the matrix [Lik] is synunetric, viz., 

(2-4) 

Furthermore, the Second Law of Thermodynamics and thermodynamic 

stability require that the matrices [Lik] and [µik], respec­

tively, be positive definite. The elements of the latter 

matrix are given by 

(2-5) 

where the nk are mole numbers. 

Equation (2-1) can be transformed to the following 

expression which involves molar concentrations Ck:{l) 

n-1 
J. =- r 	 (2-6)

l. 	 Dik '2C~ 
k=l 
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with 
v. 

(µ.
J 

- _]_ 
-vn 

].l ) 
n 

• (2-7) 

Equation (2-6) is recognized as a generalization of Fick's 

first law. It is invariably assumed that the molar volume 

of the system is independent of composition. As a result, the 

concentration of one of the components, usually taken as 

the nth, is dependent. When applied to Eq. (2-7), the re­

quirements that [L .. ] and [µ .. ] be positive definite ensure 
l.J l.J 

that the diffusion coefficient matrix [Dik] has positive (real) 

eigenvalues(B). Notice that the elements of this matrix are 

in general functions of concentration. 

On combining Eq. (2-6) with the continuity equation 

(2-8) 

one obtains the set of n-1 partial differential equations 

ac. 
l. = (2-9)
~ 

2.3 SOLUTIONS TO THE TERNARY DIFFUSION EQUATIONS 

For a ternary system in which the relative changes 

in concentration are small, the diffusion coefficients may be 

approximated by constants and Eq. (2-9) reduces to 

(2-10) 
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(2-11) 

If the boundary conditions on the two independent components 

are formally the same, one seeks solutions to this set of 

equations as linear superpositions of the form(l,a, 9 ) 
2 kc. = a. ( 2-12)+ L: aik Cl 10 k=l 

where the ck are solutions of the binary type diffusion 

equations 

(2-13) 

substitution of Eq. (2-12) into (2-10) and (2-11) yields the 

characteristic equations 

2 

L: 
j=l 

DiJ' aJ.k (i,k=l,2) (2-14) 

which in matrix notation become 

where [ak] represents the column vectors of [aik] . This is 

recognized as the standard eigenvalue problem. The eigen­

values uk are the roots of the secular determinant equation 

jn .. -ua .. j =O. (2-16)
lJ lJ 

For the ternary system, this equation Yields the eigenvalues: 
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To each eigenvalue uk there corresponds an eigenfunction Ck 

which is obtained from Eq. (2-13) and an eigenvector [ak) 

which is determined by Eq. (2-14) to within a multiplicative 

constant. The latter and the constants a. are determinedio 

by the boundary conditions. 

Numerous solutions to the binary diffusion equation 

(2-18) 


can be found in the literature, for example in the monographs 

of Crank(lO), Jost(ll) and Carslaw and Jaeger< 12 >. It has 

just been demonstrated that such solutions can be utilized in 

the construction of solutions to the multicomponent diffusion 

equations, provided the boundary conditions on each component 

are formally the same. 

2.3.1 Unidirectional Diffusion in One Phase 

Unidirectional transport in infinite and semi-infinite 

systems is of considerable significance in this dissertation. 

Thus a solution to Eq. (2-18), subject to boundary conditions 

corresponding to a single phase infinite diffusion couple, 

is of particular interest. Such conditions correspond to a 

linear step-function at the origin, ie., 

C(Z>O,O) = cc~,t> 
(2-19) 

C(Z<O,O) = cc-~,t) 
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The desired solution is well-known and has the form 

c = (2-20) 

Notice that this equation is parametric in A = Z/lt. 

Turn now to the problem of determining similar 

solutions to the ternary diffusion equations (2-10) and (2-11). 

Consider first a single phase infinite diffusion couple which, 

as already noted, has boundary conditions corresponding to 

a step function at the origin, 

C. (Z>O,O) = C. (oo,t)
]. ]. 

(2-21) 
C. (Z<O,O) = C. (-oo,t)

]. ]. 

In view of Eqs. (2-20), (2-18) and (2-13), it is obvious 

that the eigenfunctions Ck in Eq. (2-12) are of the form 

ck ex: erf ( z ) . 
21ukt 

Thus the solution to Eqs. (2-10) and (2-11), subject to 

(2-21), is easily shown to be(lJ,l4) 

c. = erf ( z ) f ( z ) (2-.22)
1 aiO + ail + ai2 er 

21u1 t 2v'u 2 t 

where the eigenvalues u and u are given in Eq. (2-17) and1 2 
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l 
=alO 	 2(C10+ell) 

(ClO -	 ell)l 
= 	 - D*) }all 	 2D*{Dl2(C20-C21)-[ (D22-Dll) 

l 	

j=al2 2(C10-c11- 2a11> 


= 1
a20 2(C20+C21) (2-23) 

1 
a21 = 	2D*{ 0 21(C10-c11> - [(D11-0 22)-D*] 


1 

a22 = 2(C20-c21-2a21) 

D* = /(oll-D22) 
2 

+ 4012°21 	 J 

Notice that just as in the binary case Eq. (2-20), Eq. (2-22) 

is parametric in A = Z/lt. 

2.3.2 Precipitate Growth 

Consider next the unidirectional growth of a homogeneous 

precipitate in an infinite medium, the matrix. Let ci 2 ' Cil and 

CiO be, respectively, the concentrations in the precipitate, in 

the matrix at the precipitate-matrix interface and in the bulk 

matrix. It is assumed that local equilibrium maintains at 

the interface and therefore ci2 and Cil have values which do 

not vary with time. The boundary conditions are (see Fig. 2-1) 

C. (Z<~,t>O)
l. 	

= ci2 

c. (~ 	 , t>O) (2-24)
l. + = cil 

C. (Z>O,O) = C.( 00 ,t)
l 	 ]. 

= CiO 

where ~ is the position of the precipitate-matrix interface. 



----

10 
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Fig. 2-1 Solute distribution during precipitate growth 
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The solution to the corresponding binary problem(lS,l6 ) in­

volves a normalized error function complement distribution 

of solute. Thus the eigenfunctions Ck in Eq. (2-12) are 

of the form erfc(Z/21ukt)/erfc(~/21ukt) and the solution to 

Eqs. (2-10) and (2-11), subject to (2-24), can be expressed 

(17)
as 

ail Z ai2 
C. = aiO + erfc ( } + - - erfc ( Z ) (2-25)

1 1	 11 21u t 2 21u2t1 

where the normalization integrals are 

I = erfc( ~ ) (2-26)k 
2v'ukt 

and 	the eigenvalues u and u are given by Eq. (2-17).1 2 

Application of Eqs. (2-14) and (2-24) yields 

=alO ClO 

= { D 12 ( C 21 -C 2 0 ) + r co11-o22 >+0•1 cc 11-c10 )12i10• Iall 

al2 	= c11-c10-a11 

= (2-27)a20 c20 

a22 	= c21-c20-a21 I 
D* 	 = /(oll-022) 

2 
+ 40 12°21 J 

There are two matters which must be dealt with in order to 

complete this solution. It follows from the Gibbs' phase rule 

that in an isothermal isobaric ternary system which involves 

two coexisting phases, there is one thermodynamic deqree of 
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freedom (ie., there are four unknowns Cil' ci2 (i=l,2) and 

only three equations µjl (c 11 ,c 21 )=µj 2 cc12 ,c 22 ) {j = 1,2,3)). 

For the present circumstances, this means that one must determine 

which of the tie-lines on the given ternary phase diagram 

specifies the interface concentrations Cil and ci 2 . Thus one 

of the four interface concentrations is independent and its 

value must be fixed by a kinetic conditiont. Furthermore, the 

position of the precipitate-matrix interface, ~' is as yet 

unspecified. In summary, the independent interface concen­

tration and the interface position are not known ab ini~io 

and they must be determined as part of the solution to the 

problem. The extra boundary conditions which provide this 

added information are the two independent mass conservation 

conditions at the interface, viz., 

b
(C.2-C.l)- (2-28) 

l l 2/t 

where it is assumed 

~ = bit {2-29) 

and bis a constant. This functional form for ~(t) is chosen 

because the concentration distributions, Eq. (2-25),are 

parametric in Z//t. It therefore follows that the motion 

tif one arbitrarily selects C 11 as the independent concen­
tration, then C 12 , C2 1 and C22 are dependent variables and 
are related to C11 by known thermodynamic relations (eg., 
they are defined by the tie-line on the isothermal phase 
diagram that passes through C11). 
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of points of constant composition, for example the 

precipitate-matrix interface, goes as t 
k2 

• Substitution of 

Eqs. (2-6) and (2-25) into (2-28) and simultaneous solution 

of the latter yields the values of b and c (if it is11 

chosen as the independent concentration) . The solution is now 

complete. 

2.3.3 Multiphase Systems 

As a final example, consider an infinite diffusion 

couple within a linear N-phase system(lS). The appropriate 

boundary conditions are 

C. (Z<O,O) = C. (-oo,t)
l l = CiN 1 

C. (Z>O,O) = C.( 00 ,t)
l . l. = cil 

(2-30) 

C . ( t;:mn, t> 0) = c1:1n 
l - l. 

Ci(s+
mn 

,t;:>O) = cz:rn 
1. 

In Fig. 2-2, is shown a schematic penetration curve for one 

of the two independent components, after annealing for time t. 

The system of notation is such that c1:1n is the interface con­
1 

centration of component i in phase m when adjacent to phase n 

and ~mn is the position of the interface separating phases 

m and n (clearly here n=m-1). Each continuous region of the 

penetration curve is a solution of Eqs. (2-10) and (2-11). 

The eigenfunctions Ck in Eq. (2-12) are of the form 
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Fig. 2-2 Solute distribution in an N-phase diffusion couple 
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z smn Sm+l,n+l Fmn 

[erfc( ) - erfc( )]/(erfc( ) - erfc( ~ )] 


2/uk t 2/uk t 2/uk t 2 /ukt 

and the required solutions (in the mth phase) subject to Eq. 

(2-30),can be expressed as(lS) 

m m 
a. 1 mn a; 2 Z ~mn 

C~=a~0+~i-[erfc(~-z~-)-erft(~~s~-)]+~~-[erfc( )-erfc( s )] 

i i 1~ 21~-~-t 2/u~t 1~ 2/u~t 2/u~t 

(2-31) 

where the normalization integrals are 

.,.m+l,n+l mn 
= erfc(2 ) - erfc ( s ) (2-32) 

2/u~t) 2/u~t) 

and, as usual, u~ and u~ are defined in Eq. (2-17)t. Appli­

cation of the boundary conditions (2-30) and the characteris­

m m m
tic equations (2-14) allows the aiO'ail and ai2 to be ex­

pressed in terms of the diffusion coefficients, terminal con­

centrations (Cil and CiN) and interface concentrations (C~n) . 

For local equilibrium at all phase interfaces, the 

c.mn are constant and therefore, following arguments similar 
J. 

to those used for the previous example, one writes 

smn = bmn It (2-33) 

tFor the terminal phases (m=l,N), Eqs. (2-31) and (2-32) are 
replaced by less complex equations of a form similar to 
Eqs . ( 2 - 2 5 ) and (2-2 6 ) . 
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where the bmn are constants. There are N-1 constants bmn 

plua; 2x2(N-l) interfa~ concentrationst c~n yet to be 
l.. 

specified, a total of S(N-1) unknowns. These are uniquely• 

determined by 2(N-l) interfacial mass conservation conditions 

of the form 

bmn 
cci:tn - c. nm )-- (n=m-1) (2- 34) 

l.. l.. 2./t 

and 3(N-l) local equilibrium relations of the form 

n=m-1 (2-35)(j=l,2,3) 

where µj is the chemica~ potential of component j. As 

pointed out earlier, the isothermal phase diagram ~s equivalent \ 
to the latter set of equations.

" 
2.4· THE DIFFUSION PATH ON A TERNARY ISOTHERM 

Consider the isothermal ternary system shown in 

Fig. 2-3. If a three-phase_ infinite diffusion couple ofter~· 
• 

minal compositions defined by points P and U is annealed 

for a time t, concentt-ation profiles for the independent c~m-

ponents 1 and 2 might be as shown• in Fig. 2-4. It is as~umed 

that the interfaces maintain their initial planar shapes. In 

• t Keep in mind that it has been ass·umed that the alloy has 
constant molar volume and therefore the concent~ation of 
the third component is dependent and need never enter the 
calculations. 

• 
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m •.nz: 

3 2. 

Fig. 2-3 	 Diffusion paths superimposed on an 
isothermal ternary phase diagram 
(cf., Cu-Zn-Ni System Fig. 7-2) 
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the previous section it was demonstrated that, provided local 

equilibrium prevails at the interfaces, the solutions to 

the diffusion equations can be expressed as a function of 

a single independent parameter A = Z/lt. Clearly, for each 

phase one can eliminate A between the solutions for the two 

concentration distributions to give relations of the form 

CI= CI(CI) CII = CII(CII) and ClIII = CI1II(CI2II) • These
1 1 2 l l 2I 

expressions are distance and time independent and therefore 

can be plotted on the ternary phase diagram as shown in Fig. 

2-3 (cf., Fig. 2-4). In conjunction with the appropriate 

(unique) tie-lines, they define the diffusion path (solid 

line joining points P and U) for the given diffusion couple. 

Kirkaldy and Brown(l9 ) have developed a number of 

useful theorems pertaining to the construction of diffusion 

paths on ternary isotherms. They point out that if the 

calculated path does not enter a two-phase, field, other than 

to cross such a region coincident with a tie-line (as with 

the path segments QR and ST in Fig. 2-3), then this path 

will coincide with the actual composition path. If, on the 

other hand, the calculated path dips into a two-phase field 

and thereby cuts tie-lines (as with the path segment P'Q' 

of the 2-phase couple P'S' in Fig. 2-3), then the calculated 

path should be regarded as being "virtual" since, in view 

of the supersaturated material adjacent to the interface, 

such a situation is unstable. The actual system may involve 

non-planar interfaces or internal precipitates or both. 



CHAPTER 3 

MORPHOLOGICAL INSTABILITY 

3.1 INTRODUCTION 

In this chapter, important examples of morphological 

instability of moving interphase boundaries are described 

qualitatively. Following a general description of the prob­

lem of morphological instability, situations which involve 

transport of only one entity (heat or solute) are considered. 

Then examples are considered wherein two entities are trans­

ported; ie., a solute and heat and finally two solutes. 

3.2 THE GENERALIZED PROBLEM 

Consider a system (Fig. 3-1) in which a phase II is 

growing at the expense of a different phase I; ie., a phase 

transformation I + II is in progress. The two phases are 

assumed to be separated by a continuous surface, the inter­

face. For the phase transformation to proceed, transport 

of heat or one or more solutes or both must take placet. 

The distributions of the various entities must satisfy a 

system of 'transport' or 'field' (differential) equations. 

tPhase transformations which occur by means other than the 
long range transport of heat or solute are not considered. 

20 
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EXTERNAL 
BOUNDARY 

PHASE I 

tNTERFACE 

Fig. 3-1 Generalized phase transformation, 

I~ II (after Sekerka(2 0)). 
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For example, for mass transport of one solute and for heat 

flow, the field equations are, respectively, Eq. (2-18) and 

oT (the heat equation) (3-1)IT= 0 th 

where Dth = k/cp is the thermal diffusivity, k is the 

thermal conductivity and c is the specific heat per unit p 

volume. Furthermore, certain boundary conditions must be 

satisfied at the interface and at the external boundary. 

Because two phases are in coexistence at the interface, there 

must be a boundary condition pertaining to the state of local 

equilibrium at the interface. In addition, the flow of 

mass and heat across the interface must be conserved. 

It is assumed that some exact theoretical solution 

to this problem exists when the interface is 'smooth' (eg., a 

sphere, a plane or a cylinder depending on conditions at 

and the geometry of the external boundary) • Such a solution 

must give the distributions of all species and the position 

of every element of the interface as functions of time. 

At this juncture it is convenient to digress and 

comment upon the determination of such solutions. Problems 

deali~g with phase change belong to a peculiar class of 

boundary value problems which are of ten referred to as free 
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boundary problems( 21122123124 )t. The usual boundary value 

problem involves determination of a function, U(x,y) say, 

in a specified domain of the xy plane (ie., within a region 

of the xy plane which is enclosed by a known stationary 

boundary). The situation at the boundary is prescribed by 

various possible types of boundary conditions (Dirichlet, 

Neumann, Cauchy etc.), depending on the kind of field 

equation (elliptic, hyperbolic or parabolic) and the given 

physical circumstances. A free boundary problem is one 

whose solution is defined over a domain that is not given 

in advance. That is, the location of the domain boundary 

must be established simultaneously with the solution of 

the differential equations. As a result, such problems 

always involve an extra boundary condition at the free 

boundary. 

Clearly the change of phase problem just described 

is a free boundary problem since one must determine solutions 

to the field equations simultaneously with the shape and 

position of the interface. The extra boundary condition is 

an interfacial mass or heat conservation condition and it 

must be emphasized that such conditions are, in general, 

nonlinear and nonhomogeneous. The problem is further compli­

tMost monographs on boundary value problems make only cur­
sory mention of free boundary problems. An exception is 
the book by GarabedianC21) which contains numerous references 
to the literature on this subject. 
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cated by the fact that the two phases have different thermal 

and diffusive properties. 

It is worthwhile examining the conservation boundary 

condition in further detail in order to understand how it 

influences the interface morphology. For conservative mass 

flow at the interface, the following condition must be 

satisfied: 

or (3-2) 

where n 
-+ 

is a unit vector normal to the interface (directed 

towards phase I) and V.int signifies the gradient is evaluated 

at the interfacet. Consider a generalized set of orthogonal 

curvilinear coordinates Cs 1 , s2 , s3 ), with the corresponding 

unit vectors Let 

+ + + -+ 
n (3-3)= nlal + n2a2 + n3a3 

-+ + -+ + (3-4)v = vlal + V2a2 + V3a3 

+ + + 
(3-5)and "Vint = 91 al + Y1 2 a2 + 'V3 a3 

tThe ensuing arguments apply equally well to the corresponding 
heat flow conservation condition 

~-(~HI+II v + kIV. tTI - krr-v. tTII) = 0 
in in 

where 6HI+II is the enthalpy change per unit volume. If I 
and II are liquid and solid respectively, .4 HI+II = L where L 
is the latent heat of fusion per unit volume. 
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where the n. (i = 1,2,3) are direction cosinest Substitution 
l. 

of Eqs. (3-3) , (3-4) and (3-5) into (3-2) yields 

= o. 	 (3-6) 

Obviously for an arbitrary surface, this is a very compl~x 

boundary condition. It is now clear why it is much easier 

to obtain mathematical solutions which involve interface 

shapes of high sym.rnetry (the 'smooth' interfaces mentioned 

earlier). If the normal to the interface is everywhere paral­

lel to one of the coordinate directions, ~·~1 = 1 say, then 

= 1, n = n = O, and the above boundary condition is muchn1 2 3 

simplified. As a·result, mathematical solutions have been 

determined for phase transitions involving a parent phase 

of infinite extent and the following interface shapes: 

a) 	 Planar front( 25126 ) - If one uses cartesian coordinates 

(x,y,z), the interface is simply x =constant and there­

fore = 1, = n 3 = 0.n1 n 2 

b) Circular cylinder< 27 > - If circular cylindrical coordinates 

(r,8,z), are used, the interface is given by r = constant 

and therefore n = 1, n = n = 0.1 2 3 

tThe Vi in general include a scale factor as well as the 
appropriate partial derivative. 
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c) Sphere{l6 ) - Using spherical polar coordinates (r,6,¢), 

the interface is r = constant and hence n = 1, n = n = O.1 2 3 

d)t Ellipsoid( 28129 ) - If one uses prolate spheroidal co­

ordinates C30) (u,v,¢), the interface is given by u =con­

stant and therefore n = 1, n = n = O.1 2 3 

e) Paraboloid of revolution<31132 ) - Using parabolic coordi­

nates(30) (~ 1 n,¢), the interface is given by ~=constant 

and thus n = l, n = n = O.1 2 3 

For present purposes, it is assumed that an exact 

theoretical solution to a given change of phase problem exists 

when the interface shape is highly symmetric (in the sense just 

described). However, it may transpire that this solution, and 

hence the 'smooth' interface shape, is not a physically stable 

one. If the idealized system is subjected to perturbations, 

such as exist in all real systems, the resultant changes in 

the interface shape will either grow or decay in time. 

Accordingly, the 'smooth' interface morphology is unstable or 

stable, respectively, depending upon which of these responses 

occurs. It is emphasized that an unstable interface is a 

manifestation of a physically unstable distribution of the 

various entities. If the interface corresponding to the 

idealized solution is not stable, it will undergo morpholo­

gical breakdown and will evolve to a new stationary shape, if 

such exists. The latter often involve a periodic variation 

tit should be recalled that the influence of capillarity 
is being ignored in the present discussion. 
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in the interface shape. This dissertation is not concerned 

with predicting the ultimate morphology to which an unstable 

interface evolves. Rather it is concerned with establishing 

precisely the marginal (incipient) state of instability 

in terms of· the growth conditions and system parameters. 

3.3 MORPHOLOGICAL BREAKDOWN INVOLVING TRANSPORT OF ONE ENTITY 

Hitherto the point-of-view has been quite general and, 

to some extent, abstract. In the remaining sections of this 

chapter, an attempt is made to understand the physical cir­

cumstances which result in morphologically unstable phase 

interfaces. Accordingly, specific examples of morphological 

breakdown are briefly considered with a view to establishing 

the driving force which is responsible for the instability. 

These examples are conveniently grouped according to the nature 

and number of entities being transported. 

3.3.1 Heat Transport Only 

Consider the growth of a solid in an initially 

uniformly supercooled pure liquid. One wants to establish 

whether an initially 'smooth' solid-liquid interface is 

physically stable when in contact with a supercooled melt. For 

simplicity consider the advance of a planar interface, for 

which the corresponding temperature distribution is given in 

Fig. 3-2a. Notice that the velocity of the interface 

is controlled by the rate at which the latent heat which is 
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released at the interface can escape into the bulk liquid. 

Now assume the interface is perturbed as shown in Fig. 3-2b. 

The latent heat emitted along the perturbation can escape 

very rapidly into the bulk liquid because of the divergence 

of the corresponding heat flow. As a result, the perturbation 

advances into the liquid at a faster rate than the remainder 

of the interfacet. This shape instability ultimately develops 

into a long spike reaching into the liquid and is recognized 

as a primary dendrite arm. Because the approximately 

cylindrical trunk of the dendrite is undergoing radial growth 

while in contact with a supercooled liquid, it is unstable 

for the same reasons as the original planar solid-liquid 

interface. For this reason, the familiar dendrite branching 

phenomenon takes place and a structure similar to that in 

Fig. 3-3 results. In the present instance, the driving force 

for morphological breakdown is referred to as 'thermal' 

supersaturation because it is produced by quenching from a 

temperature above the melting point to one below it. 

3.3. 2 Solute Transport in an Isothermal Binary System 

It is assumed that a precipitate phase (II) is growing 

into an initially uniformly supersaturated phase (I). Consider 

tFor the present qualitative discussion, the influences of 
surface energy (ie., capillarity) on the stability problem 
are not considered. 
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Fig. 3-3 Dendritic growth of carbon 
tetrabromide from the melt 

(from Jackson (33)) !SOX. 
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the advance of a planar II-I interface, for which the corres­

ponding solute distribution is shown in Fig. 3-4. Clearly 

the velocity of the interface is controlled by the rate at 

which solute is fed into the bulk matrix. Thus a perturbation 

advances forward at a much faster rate than the remainqer of 

the interface because it can push solute into a greater vollline 

of the matrixt. This phenomenon is often referred to as the 

point effect of diffusion. In solids the perturbation often 

develops into the Widmanstatten plate structure as shown 

in Fig. 3-5< 34 >. Because of strong crystallographic effects, 

no side branching occurs. As in the previous solidification 

example, the driving force for morphological breakdown is 

'the~mal' supersaturation (ie., supersaturation produced by 

quenchingfroma higher temperature into the I+II or II phase 

field ) • Furthermore, it is important to notice that the 

supersaturation increases (from ze~o at the interface, assuming 

local equilibrium) with distance ahead of the advancing solid-

liquid and precipitate-matrix interfaces. It is this gradient 

of supersaturation which is responsible for magnification of 

a microscopic perturbation to a macroscopic alteration in the 

interface morphology. · 

+Similar conclusions apply to the case in which 
(CI II_CII I)<O and (CI II_c )<O in Fig. 3~4~ 

~ 
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Fig. 3-5 	 Widmanstatten ferrite 
formation in Fe-0.235% C 
(from Townsend and Kirkaldy(34)) 
685 x. 
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3.4 	 MORPHOLOGICAL BREAKDOWN INVOLVING TRANSPORT OF TWO 
ENTITIES 

Certain phenomena involving transport of two entities 

are not generically different from the two cases already con­

sidered. Examples are dendrite growth in a binary system, which 

involves a thermal and a diffusion field, and Widmanstatten 

growth in a ternary system, which involves two diffusion 

fields. The driving force for morphological breakdown is 

again 'thermal' supersaturation, although it now acts simul­

taneously on the distributions of two entities. In the 

next sections attention is focussed on situations in which 

the driving force for morphological breakdown is not 'thermal' 

supersaturation. 

3.4.1 Solute and Thermal Transport in a Binary System 

Consider the steady state unidirectional solidification 

of a molten binary alloy of composition C • In the steady
0 

state, the composition of the solid being formed is the same 

as that of tne bulk melt()S) and the solute distribution is 

as shown in Fig. 3-6b. On combining this with Fig. 3-6a, 

one can determine the variation of the equilibrium liquidus 

temperature ahead of the interface, Fig. 3-6c. Also shown 

is the actual temperature distribution in the liquid metal 

which is imposed by the growth conditions. If at a certain 

distance ahead of the interface the actual melt temperature 
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is lower than the equilibrium liquidus temperature, then 

the liquid at that point is said to be constitutionally super­

cooled. The possibility of developing supercooling in the 

above manner and its relationship to morphological breakdown 

was first recognized by Rutter and Chalmers( 36 ). 

The question arises as to whether or not a planar 

solid-liquid interface is stable when in contact with a 

constitutionally supercooled liquid region. Clearly the 

velocity of a solid-liquid interface increases as the degree 

of supercooling in the liquid volume element immediately 

adjacent to the interface is increased. Thus a perturbation 

in the shape of the interface corresponding to Fig. 3-6 will 

grow because in doing so it moves into regions of increased 

supercooling. Unlike the situations discussed in Sec. 3.3, 

the region of supercooling does not extend to infinity. As 

a result, the protrusion develops to a certain size and 

then ceases to grow. The result is the well known cellular 

structure first noted by Buerger< 37 
> and shown in Fig. 3-7. 

One can see that the marginal state of instability is de­

fined by tangency of the actual and equilibrium liquidus 

temperature distributions (as shown in Fig. 3-6c). This ob­

. b"l" "t . <35 )servation leads to the following sta 1 1ty cr1 erion 

m G - G > 0 (unstable) (3-7)
L c T 

where mT is the slope (including sign) of the liquidus line 
J..j 
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Fig. 3-7 	 Cellular growth of carbon 
tetra~romide containing a 
small amount of impurity 
(after Jackson(33)) 150 X. 
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and Ge and GT are the interfacial concentration gradient and 

thermal gradient, respectively. 

3. 4. 2 Solute Transport in an Isothermal Ternary System 

Kirkaldy and Fedak( 3 B) have noted that just as a con­

joint diffusion field and thermal field under the proper 

circumstances can produce a constitutionally supercooled 

region, so it is possible to produce regions of (constitutional) 

supersaturation with two independent conjoint diffusion fields 

(ie., in an isothermal ternary system). Such a situation 

corresponds to the virtual diffusion path for a planar inter­

face (see section 2.4) entering a two-phase field as indicated 

by the line P'Q' in Fig. 2-3t. Under these circumstances a 

planar interface would be in contact with a zone of super­

saturated material and, therefore, one would expect a shape 

perturbation to grow (for reasons already discussed at length) • 

This phenomenon will be analyzed in considerable detail in 

later chapters. 

3.S CONCLUDING REMARKS 

It is clear that one could consider morphological 

breakdown in situations involving the transport of three or 

trt is obvious that, depending on the terminal compositions 
and the nature of the system, the virtual diffusion path 
can dip into the two-phase field on neither, either or both 
sides of the interface. 



39 


more entities. However, it is unlikely that any principles 

are involved in the behaviour of these more complex systems, 

beyond those which appear in the examples in Secs. 3.3 and 3.4. 

Thus far, attention has only been focussed on the 

question as to whether or not a driving force for morphologi­

cal breakdown exists. This thermodynamic approach proves to 

be inadequate for developing a quantitative stability cri­

terion because morphological breakdown is an irreversible 

process taking place in an open system. One must therefore 

consider the dynamics of the whole system during breakdown. 

It will transpire that, under certain circumstances, break­

down is not kinetically feasible even in the presence of a 

thermodynamic driving force. Alternatively, a system may be 

kinetically unstable in the absence of a thermodynamic driving 

force. A good example of the latter is the problem of 

oxide-alloy interface stability during oxidation of binary 

(39,40)a 11oys . 

At this point it should be noted that there are a 

number of intrinsic considerations in morphological breakdown 

which have yet to be considered in this chapter. One of 

these is the stabilizing influence of capillarity; formation 

of a perturbation results in an increase in total surface 

energy and therefore concomitant changes in the interfacial 

concentration or temperature (the Gibbs-Thompson effect) 

result in gradients which tend to annihilate the perturbation. 

Similarly, interface attachment kinetics, interface diffusion, 
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strain energy (in solids) and convective mixing (in liquids) , 

all of which influence the dynamics of interface breakdown, 

have not been examined. 

Perturbation theory provides a means of studying the 

dynamics of morphological breakdown and of accounting for 

the complications discussed in this section. It is the 

subject of the following chapter. 



CHAPTER 4 

LINEAR PERTURBATION THEORY 

4.1 GENERAL INTRODUCTIONt 

The nature of stability problems is summarized by 

Sekerka when he says that "for a physical system to follow 

the course predicted by an idealized theoretical law, that 

course must not only be a correct one but must be preferred ­

or stable - with respect to all other possible courses 

accessible via the perturbations at hand 11 
( 
20). Perturbation 

theory is concerned with testing the stability of such a 

system by calculating the reaction of the system to small 

disturbances. Specifically, one asks: if the system is 

perturbed, will the perturbation decay, or will it grow in 

amplitude in such a way that the system progressively 

departs from a particular course predicted by the idealized 

physical law. Clearly, a system must be regarded as unstable 

even if there is only one special mode of disturbance with 

respect to which it is unstable. Alternatively, a system 

cannot be regarded as stable unless it is stable with respect 

to every possible mode of disturbance. 

tThis section is drawn largely from the first chapter of 
Chandrasekhar's treatise on hydrodynamic and hydromagnetic 
stability(41). 

41 
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Mathematically, linear perturbation theory usually 

proceeds along the following lines. By supposing that the 

various physical variables (eq., temperature or composition) 

describing the idealized situation suffer infinitesimal 

increments, one first obtains the differential equations and 

boundary conditions governing these increments. The assump­

tion of infinitesimal increments allows one to neglect all 

higher order and nonlinear terms,thus leaving only terms 

which are linear in the increments. Linear perturbation 

theory is based on such linearized equations, in contrast to 

nonlinear perturbation theory which attempts to allow for 

perturbations of finite amplitude. 

As was explained earlier, it is necessary that the 

reaction of the system to all possible disturbances be examined. 

This is accomplished by expressing an arbitrary perturbation 

as a superposition of a complete set of normal modest. Then 

one examines the stability of the system with respect to 

each of these normal modes. The latter is valid because the 

perturbation equations are linear and therefore the reaction 

of the system can be determined from the reaction of the 

system to each of the normal modes. In particular, the 

tThe arbitrary perturbation is expanded in an infinite series 
of orthogonal functions. Depending on geometrical symmetry 
considerations, the set of orthogonal functions might be 
sines and cosines, Bessel functions, spherical harmonics, etc. 
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stability of the system will depend on its stability to all 

normal modes; instability will follow from instability to 

even one normal mode. 

Following Chandrasekhar( 4l), let the various modes 

appropriate to a particular problem be distinguished by the 

symbol ~· If A(~ 1 t) is the amplitude of an arbitrary per­

turbation, then one can symbolically expand it in the manner 

~~ 

A(r,t) (r,t) dk (4-1) 

or in the alternative manner 

(4-2) 

where Ak(~ 1 t) is the amplitude of the kth normal mode. The 

(linear) differential equations governing the arbitrary per­

turbation can be specialized for application to the normal 

modes. One can then eliminate the dependence on time by 

seeking solutions of the form 

(4-3) 

where pk is a constant whose value depends on the particular 

mode (as distinguished by ~) . In general pk is a complex 

number. However, for present purposes, it is sufficient to 

assume it is real. With the dependence on time separated 

in this manner, the perturbation equations will involve pk 

as a parameter. The requirement that the equations allow 

non-trivial solutions satisfying the various boundary con­
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ditions leads directly to an eigenvalue problem for pk. The 

overall stability problem is thus reduced to determining pk 

for the various modes. The condition for stability is that 

pk be negative for all k (cf., Eq. (4-3). 

4. 2 PHASE INTERFACE ST.ABILITY 

Although perturbation methods are useful in many areas 

of app.lied mathematics (see for example Cole (42 )) , fluid 

dynamical problems, for obvious reasons, have attracted the 

most attentionC 4l, 43 , 44 ). The analysis of phase interface 

stability via linear perturbation ~heory is a relatively 
' 

recent development. 

To this writer's knowledge, the first application of 

perturbation methods to a problem of phase interface stability 

was due to Wagner< 45 > who in 1954 considered the decay of a 

perturbation in the planar surface of an electrode undergoing 

electropolishing. Shortly after completing thts~- study, 

Wagner undertook to analyze a much more complex stability 

problem. He used linear perturbation methods to examine the 

stability of a planar oxide-alloy interface during the 

oxidation of binary alloys< 40). The methods employed by 

Wagner were sufficiently refined that they could have been 

readily applied to othE~r phase interface stability problems, 

such as were discussed in the previous chapter. However, his 

work for a time passed unnoticed. Thus, seven years later and 
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independently of Wagner, Mullins andSekerkaused perturbation 

methods in their celebrated papers on the morphological 

stability of a spherical particle growing by diffusion or 

46heat flow( ) and on the stability of a planar interface 

during solidification of a dilute binary alloy< 47 ). Also 
.; 

independently of both Wagner and Mullins andSekerka, Voronko~( 4 S) 

used perturbation methods to treat the latter problem. 

The work of Mullins andSekerka awakened considerable 

interest in various aspects of phase interface stability 

and a flood of theoretical articles followed. A recent 

review paper by Sekerka( 20) can be used as an entry into 

this literature. 

In applying perturbation methods to problems relating 

to phase interface stability, one proceeds essentially as 

outlined in the previous section. However, whereas the pertur~ 

bation is generally applied to the solutions of the field 

equations, in treating interface stability it is convenient 

(although not necessary) to apply the perturbation to the 

interface itself. If the interface perturbation is expanded 

as an infinite series of orthogonal functions and if the 

corresponding perturbation in the thermal or diffusion field 

is expanded in terms of the same functions, then since the 

perturbation field equations and boundary conditions have been 

linearized, there is a one to one correspondence between the 

coefficients in the two expansions. Hence, although it is 
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conceptually convenient to focus attention on the interface 

perturbation, rather than the field perturbation, the 

examination of either will lead to the same stability criterion. 

The fact that consideration of very small pert~rbations 

results in the linearization of all perturbation equations 

has been discussed in the previous section. Nevertheless, 

with respect to phase interface stability it should be pointed 

out that the field equations {eg9, Eqs. (2-18) and (3-1)) are 

linear anyway and therefore they are comparatively easy to 

handle. However, as discussed in Sec. 3.2, the mass and heat 

conservation conditions are in general nonlinear. For this 

reason, linearization is necessary. 

4.3 PLANAR INTERFACE STABILITYt 

In this dissertation, the stability of planar interfaces 

is of principle concern. Therefore, the interface stability 

problem is now more carefully examined for such a geometry. 

At time t=O, assume that a planar II-I phase interface 

is in unidirectional motion at velocity V as shown in Fig. 4-1. 

The x-z* reference frame moves with the interface. A pertur­

bation is introduced into the shape of the interface such that 

z* = ¢(x,t) (4-4) 

2tsome parts of this section followSekerka'sreview article( 0)• 
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;cx,t> 

Fig. 4-1 	 An originally planar inter­
face ~nto which a perturbation, 
¢(x,t), is introduced. The 
x-z* coordinate frame is attached 
to the original interface. 
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for t>O. As has been already discussed at length, restriction 

to perturbations of very small amplitude results in lineari­

zation of the problem. Thus it is convenient to deal with 

the Fourier transform of ¢(x,t) 
00 

~(w,t) = f e-iwx ~(x,t)dx (4-5) 

-oo 

whose· inverse is 
00 

¢ (x, t) = 
1 
2TI e iwx ¢(w,t)dw - (4-6) 

I 
-oo 

where w = 2TI/A is the spatial frequency and A is the corres­

ponding wave length. Clearly Eq. (4-6) corresponds to 

Eq. (4-1) of Sec. 4.1. In carrying out calculations, it is 

sufficient to deal with a sinusoidal perturbation, 

¢(x,t) = o(w,t)sin wx, of amplitude o(w,t) = ¢<w,t) and 

arbitrary· spatial frequency w. As suggested by Eq. (4-3), one 

seeks solutions of the form 

o(w, t) - ¢ (w,t) = ¢ (w)ef(w)t (4-7)
0 

where ¢ (w) is the Fourier transform of the initial perturbed
0 

shape of the interface (or alternatively, the initial ampli­

tude of the sinusoidal perturbation). In view of Eq. (4-7), 

it is clear that the stability of the interface depends on the 

sign of f(w). The determination of this function is, of course, 
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the central problem. Substitution of Eq. (4-7) into (4-6) 

yields 
00 

,1, (x, t) = 
'I' 27T1 J (4-8) 

-co 

Whereas analysis of f (w) yields an interface stability cri­

terion, Eq. (4-8) gives the time evolution of the interface 

shape. 

Typical sketches of f (w) versus w are shown in Fig. 

4-2. For stability to obtain, f (w) must be negative for all 

w (case (b)). The shape of the curve for unstable situations 

(case (a)) indicates that normal modes close to the limits 

w 0 and w -r co all decay out. For w very small, the wave­·r 

length of the corresponding mode is very large. Hence there 

is insufficient time for the lateral transport which is re­

quired to sustain such harmonics.and~they decay out. For 

w very large, the corresponding normal mode has a very short 

wavelength. The surface area increase , and hence total surface 

energy increase , with respect to a planar interface is so 

great that these modes also decay out. The fastest growing 

mode, w in Fig. 4-2, reflects a balance between the kinetic max 

or thermodynamic driving force for instability and the two 

stabilizing influences just discussed. 

At this juncture it is convenient to introduce certain 

technical matters. As was just mentioned, the problem of 
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f(w) 

case (a): unstable 

Fig. 4-2 Two possibilities for the function f{w). 
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calculating f (w) is approached by considering a sinusoidal 

disturbance~*= 6(w,t)sinwx and seeking to calculate 6(w,t). 

One commences by applying the boundary conditions of the 

problem to this shape. The next step is to solve the field 

equations subject to these conditions. For illustrative 

purposes consider Eq. (2-18), which for a stationary x-z 

reference frame is 

1 ac 
(4-9)D at 

where C refers to that part of the diffusion field corres­

ponding to the perturbation. Noting that the relationship 

between the x-z frame and the moving x-z* frame of Fig. 4-1 

is simply 

z* = z - Vt, (4-10) 

Eq. (4-9) can be transformed to 

2 ­a2 v 1 acc-a- + a - (4-11)--+ o az*)C = .2 o at ax az* 2 

If D-l a~/at in Eq. (4-11) is neglected, one obtains a quasi-

steady state transport equation. It has been demonstrated 

bySekerka( 49 ,SO) and Delves(Sl,S2 ) that one can safely use 

solutions of the steady state equation, rather than the com­

plete field equation (4-11), in order to calculate a stability 
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. .criterion t . If both D-l oC/ot and VD-l oC/oz* are neglec­

ted in Eq. (4-11), one is left with Laplace's equation. 

Clearly solutions of Laplace's equation are equivalent in 

both the moving x-z* and stationary x-z reference frames if 

the frames are coincident at the given instant of-time. This 

is the case at time t=O when the perturbation is introduced 

(Eq.(4-10)) and therefore ignoring VD-l oC/oz* and D-l oC/ot 

in Eq. (4-11) is equivalent to ignoring D-l oC/ot in Eq. (4-9). 

Solutions of Laplace's equation can be used to obtain a stability 

criterion if the average velocity of the interface is slow 

enough that the diffusion field in the vicinity of the perturbed 

interface is essentially the same as for a stationary inter­

face subject to the same boundary conditions. Sekerka(SO) 

.examined interface stability for an isothermal binary phase 

transformation and found that the stability criteria based 

on the time-dependent field equation, the steady state equation 

and the Laplace equation were in exact agreement. 

Once the field equations have been solved, one is 

in a position to calculate o(w,t) ·(and hence f(w)). The velocity 

of the perturbed interface is given by 

v(x) =dz= V + do(w,t) sinwx (4-12)dt at 

and therefore because substitution of the solutions to the 

tThis is not the case however, i~ one is concerned with the 
time evolution of perturbationsCSO). 
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field equations into the appropriate conservation boundary 

d · · · ld ( ) do Cw' t) b 1 1 d d · 1con itions yie s v x , dt can e ca cu ate irect y. 

It transpires that do/dt is directly proportional to o and 

on integration leads to an equation of the form of Eq. (4-7). 

This yields f (w) and hence the desired stability criterion. 



CHAPTER 5 

PRECIPITATE-MATRIX INTERFACE STABILITY IN DILUTE 
TERNARY SYSTEMS 

5.1 INTRODUCTION 

In Sec. 3.3.2, the physical structure of the problem 

of precipitate-matrix interface stability was discussed for 

binary systems. Numerous perturbation analyses of this 

problem have been made so as to assess the influence of 

'11 . (46) . {53) . f . k'capi arity , strain energy , inter ace reaction ine­

tics Cs3 ,s4 ,ss) and surface diffusion< 53 ,SG) upon the mor­

phological stability of such systems. However, very little 

attention has been directed towards the study of this problem 

in ternary systems. Using qualitative arguments, Shewmon< 53 > 

has suggested that, provided local equilibrium prevails at 

the interface, the concentration gradient of a second solute 

will tend to give instability in the same manner that a 

single solute's does. Unfortunately, studies of diffusing 

ternary systems often mask subtleties and lead to naive con­

clusions when they proceed by rigorously analyzing a binary 

system and then qualitatively considering the effect of 

adding a second solute rather than by formulating the ternary 

problem at the outset and making a rigorous analysis. 

54 
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I 

In the- present chapter, perturbation methods are 

utilized to investigate the stability of the interface 

between a growing precipitate and an initially uniformly 

supersaturated matrix. In particular, consider ternary 

systems for which the dilute corner of the corresponding 

phase diagram isotherm has a form as shown in Fig. 5-1. The 

phases I and II are dilute solutions of components l and 2 

in component 3. It is considered that a quench from phase 

into the (I+II) phase field has been made thus precipi­

tating phase II from a supersaturated matrix. 

The principal physical assumption is that local 

equilibrium is maintained at the precipitate-matrix interface. 

Hence the analysis is not applicable to the initial period 

of growth for which the interface reaction controls the 

transformation rate. The solute diffusion fields are per­

mitted to interact in each phase and it is assumed that the 

corresponding diffusion· coefficients are all concentration 

independent. To simplify the mathematics, a linear geometry 

is used; ie., the stability of a planar interface in uni­

directional motion is considered. Prior to breakdown of 

this interface, the precipitate is assumed to be of homogeneous 

composition. However, once the planar interface is perturbed, 

diffusion iri both the matrix and precipitate is considered. 
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PHASE Iz 
0 

~ 
0:: ... 
z 
UJ 
0 
z 
0 
0 

CONCENTRATION 2 

Fig. 5-1 	 Phase diagram corresponding to 
a system in which phases I and 
II are dilute solutions of 
components 1 and 2 in component 3. 
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5.2 PERTURBATION ANALYSIS 

Consider a planar precipitatc~-matrix interiace, 

in unidirectional motion, at time t. The position of the 

interface and concentration distribu·:ions in the matrix can 

be determined from Eqs. (2-25) to (2·-2 9) . It is assumed 

that the interface is coincident wi~1 the x-axis of a 

stationary coordinate system whose z·-axis is directed towards 

the matrix I. In Sec. 4.1 it was po:Lnted out that it is 

convenient to express an arbitrary p•~rturbation as a super­

position of a complete set of normal modes and then to 

examine the stability of the system with. respect to each of 

these normal modes. Thus in the pre:;ent situation one 

follows the methodology outlined in !:iec. 4. 3. An interfacial" 

perturbation of arbitrary shape is analyzed into sinusoidal 

Fourier components and the stability of the interface with 

respect to a sinusoidal perturbation of arbitrary wave length 

is examined. Accordingly a sinusoidal perturbation of infini­

tesimal amplitude 6 is introduced in1:0 the shape of the inter­

face such that the equation of the latter becomes 

z = 6(w,t)sinwx = ~(x,t) (5-1) 

21T
where w is the spatial f requen<=y of the perturbation= :r 
and A is the wavelength. The object now is to establish 

whether the perturbation grows or de<:ays and hence whether 

or not the originally planar interfac:e is stable. To this 
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end, the concentration distributions of the two independent 

components (1 and 2) in each phase must be found for the 

vicinity of the perturbed interface. For regions adjacent 

to the interface, one can wri~e expressions for these concen­

tration distributions as .follows: 

(S-2) 

where C.
mn 

(i = 1, 2; m;iin = I, II) is the concentration of 
1 

component i in phase m at a planar m-n interface, G~n (i = 1,2; 

m~n = I,II) is the corresponding interfacial concentration 

gradient, and C~ (i = 1,2; m = I,II) is the disturbance in 
1 

the diffusion field of i which results from the perturbation. 

-m
It is to be noted that: (a) the Ci m.ist go to zero as z~±00 , (b) 

G~I I = G~I 1 = O because the precipitate is of uniform compo­

sition before introduction of the pe:cturbation and (c) the 

c~n and G~ II are obtained from Eqs. (2-25)to (2-29) which 
1 1 

determine the solutions correspondinq to a planar interface. 

--m
The Ci are solutions of Fick's second law, Eqs. (2-10) and 

(2-11). It is assumed the average ii1terface advances at a 

slow enough rate and the perturbation grows or decays slowly 

enough that one can ignore the time derivatives in Eqs. (2-10) 

and (2-11). Under such conditions, it follows that the four 

C~ must be solutions of Laplace's equation 

(5-3) 
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It was noted earlier that Sekerka(SO) demonstrated that 

Laplacian and complete time-dependent solutions lead to the 

same stability criterion for precipitate-matrix interfaces 

in binary systems. This suggests that use of Laplacian 

solutions will lead to a good approximation in the present 

more complicated situation. 

The following boundary conditions are assumed: 

i) Local equilibrium must be maintained at every position 

along the perturbed interface z = ~{x,t). To express 

this boundary condition in mathemati,::al form, it is first 

assumed that 

(5-4) 


. m
where the Ci¢ (i = l,2; m = I,II) ari~ the interface concen­

trations at a point on the perturbed interface and the solute 

partition coefficients k and k2 (asBwned constant) are given1 
by the corresponding concentration ratios for a planar inter­

face t. Assumption (S-4) is supported by a recent analysis of 

terminal phase equilibria in ternary systems(S?) which indi­

cates that two-phase fields in the dilute corner of ternary 

fTh t . t k - CII I/CI II CJ l k d k . a is o say i = i i • .ear y 1 an 2 are 
specified by the unique tie-line on the appropriate ternary 
isotherm (as determined by the solu1:ions for a planar inter­
face, Eqs. (2-25) to (2-29)). 
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isotherms are characterized by constant solute partition 

coefficients. The next step is to account for the effect 

of curvature (capillarity) on the interface concentrations. 

In Appendix I, the following Gibbs-Thomson type equation 

for a dilute ternary system, having a constitution as shown 

in Fig. 5-1, is derived: 

where ~ = a/RT, a is the interfacial free energy, R is the 

gas constant and T is the absolute temperature. Together, 

Eqs. (5-4) and (5-5) constitute the local equilibrium 

boundary condition. 

ii) The following mass balance boundary conditions apply to 

every position along the perturbed interface: 

I I II II 
I acl I ac2 II acl II ac2 I 

v(x)=[Dll(az-)~+Dl2(az-)~-Dll(--az-)~-Dl2(--az-)~]/Cl~(kl-l) (5-6) 

(5-7) 

where v(x) is the local velocity of the perturbed interface. 

It should be noted that for a planar interface v(x) = V and 

Eqs. (5-6) and (5-7) reduce to 

v = 

I 
Dll 

GI 
1 

CI 
1 

II 

II 

+ 0 I GI 
12 2 

(kl-1) 

II I0 21= 
GI 

1 
CI 

2 

II 

II 

I GI
+ 0 22 2 

(k2-l) 

II 

(5-8) 

noting that there are no concentration gradients in the 

precipitate adjacent to a planar interface. 
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Solutions of Eq. (5-3) which vanish at distances far 

removed from the perturbed interface and which, when introduced 

into Eq. (5-2), yield expressions which to the first order 

in .6 satisfy Eqs. (5-4) and (5~5) are determined. These 

expressions for the concentration distributions in the vicinity 

of the perturbed interface are 

(5 ..9) 

err ell I • ·-~WZ= + k 2 A o sinwx e (5-10)
2 2 

2 k -1 
CI CI II + GI II [ijJw 2 GI II]o -wz = z + (E=l)A sinwx e1 l l E=l 11 1 

(5-11) 

II -wzCI = CI II + GI z + (A - GI II)o sinwx e (5-12)
2 2 2 2 

The constant A is obtained by substituting Eqs. (5-9) - (5-12) 

into the mass balances (5-6) and (5-7) and equating the latter 

to give 

(5-13) 


where 

D. . = D~. + k. D~~ (i = 1,2; j = 1,2) (5-14)
1] 1] J 1] 
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The derivative of the amplitude of the perturbation 

is given by Eq. (4-12). The right hand side of Eq. (4-12) 

can be equated to either of Eqs (5-6) or (5-7); Eq. (5-7) is 

arbitrarily chosen. Accordingly, Eqs. (5-9) - (5-13) are 

substituted into (5-7) and everything is expanded to the first 

order in 6. Then the coefficient of sin wx is equated to 

~ in Eq. (4-12) to give the following result after re­

arranging with Eq. (5-8): 

do/dt ~w2 
x6 wV - (k -l) {k -l)

1 2

2 - - 2 - - - ­V (k -1) (k2-l)+wV[(k -1)n11+Ck1-l)o22 l+w
1 2 co 11o 22-o12o 21 ) 

(5-15) 
In a binary system, a necessary condition for 

-approximating the perturbation function C {corresponding to 

c-m in Eq. (5-2)) with a solution of Laplace's equation is, for a1 
linear geometry, that(40, 47 > 

w >> 
v
D (5-16) 

In the second chapter it was seen that solutions to the 

ternary diffusion equations, (2-10) and (2-11), can be con­

structed from solutions of a set of equations, (2-13), which 

are the binary diffusion equation, (2-18), with the binary 

diffusion coefficient replaced by the eigenvalues uk' 

Eq. (2-17). In analogy with this, the inference is that for· 
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the ternary system, necessary conditions for solutions of 

Eq. (5-3) to be valid are 

vw >> v = (k=l,2;m=I 1 II) (5-17)m 
Uk 

For dilute ternary solutions, one can demonstrate< 5B) that 

the ratio D.. /D.; is of the same order of magnitude as N.,
1J 11 1

the mole fraction of component i. As a result, the term 
m m is second order with respect to the other terms in4o12o21 

Eq. (5-17). Thus for dilute ternary systems, the eigenvalues 

m m -m · 
uk ~ Dkk and the necessary conditions for the Ci in Eq. (5-2) 

to be approximated by solutions of (5-3) are simply 

(5-18)w >> • 

By employing relations (5-14), it can easily be demonstrated 

that relations (5-18) imply that the final term dominates 

the initial two terms in the numerator of the second term 

of Eq. (5-15). Similarly, one can show that in the 

corresponding denominator the first term in each of the two 

sets of square brackets is dominated by the second term. 

Thus, application of conditions (5-18) allows (5-15) to be 

simplified to 
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dc/dt =w 

= fCw>. 	 (5-19) 

This result is the focus of attention for the remainder of 

this chapter. Notice that on integration, Eq. {5-19) has the 

same form as Eq. (4-7). For a reasonable set of system para­

meters, a graph of the right side of Eq~ (5-19) versus w 

would be very similar in form to one of the cases shown in 

Fig. 4-2. 

5.3 	 DISCUSSION 

To ~n~lyze Eq. (5-19), it is convenient to ~irst c6n­

sider 	the corresponding binary equation. If the concentration 

IICIof component 2 is zero, = 0 and the second term in2 

the denominator of Eq. (5-19) vanishes. Furthermore, it can 

be demonstrated that in general as c. + O then D.. + O (irj)t<59 > 
1 	 1) 

tconsider the equation for the unidirectional flux of 
component 2: 

ac ac
1 2 

J2 =-D21 az- - 0 22 az-
Clearly J 2 must vanish as + O. Therefore, 0 21 must alsoc2 
vanish 	as + 0.c2 
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and therefore when component 2 is absent 5 = O. Hence, in21 
the limit c2 + O, Eq. (5-19) reduces to (dropping the sub­

script 1) 

f (w) = w(V -
CI 

ipw 25 
II(k-l)2 

) (5-20) 

CII II~w2 I 0= wV(l - [l + (5-21)II I II I ])(k-1) GI C D 

Eq. (5-21) is obtained from (5-20) by noting that for a binary 

system Eq. (S-4) reduces to CII I= kCI II, Eq. (5-14) 

becomes 5 = DI + kDII and Eq. (5-8) yields 

DIGI II 
v = (5-22)

CI II(k-1) 

Eq. (5-21) differs slightly from the corresponding 

result obtained by Shewmon<53 ) who treated the binary problem 

in detail. His calculations are applicable to situations in 

which the matrix is a dilute solution of component 1 and the 

precipitate is essentially pure component 1, whereas in the 

present calculations both the precipitate and matrix are 

assumed to be dilute solutions of component 1. To obtain 

Shewmon's result, one simply replaces l/(k-1) in Eq. (5-21) 

with CI II n where n is the molar volume of the precipitate. 

The first term in Eq. (5-21) is always positive 

and therefore favours instability. It reflects the so-called 

point effect of diffusion (see Sec. 3.3.2) which for 
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(CI II - CII I) > 0 arises out of the divergence of diffusional 

flux away from interfacial perturbations and hence results in 

the amplification of such disturbances. The second term in 

Eq. (5-21) is negative and represents the stabilizing in­

fluence of capillarity which sets up concentration gradients 

along the interface in a direction opposing the point effect 

of diffusion (in an effort to minimize the total surface 

energy of the system). Situations in which diffusion in the 

precipitate is unimportant arise if CI! IDII <<CI IIDI. In 

these cases the terms in the square brackets of Eq. (5-21) 

reduce to unity. 

Having examined the binary limit, return to the general 

ternary result, Eq. (5-19). The first term in this expression 

is always positive. and just as in the binary case Eq. (5-21), 

it reflects the enhancement of instability due to the point 

effect of diffusion. In the second term, one can see that 

the numerator is positive since 512521 is usually second order 

with respect to 511522 • Indeed, it is easily demonstrated that 

for dilute ternary systems, the numerator reduces to o11o22 

if k 1 and k 2 are of the same order of magnitude and second 

order terms are discarded. If k 1 and k 2 are not of the same 

order of magnitude,the numerator can not be simplified in 

such a manner, although it is undoubtedly positive. Still 

with the second term of Eq. ( 5-1.9) , one can see that the 

i 
1 
' I 

I 
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. . )2 I II-first and third terms in the denominator, (k -l c n
1 1 22 

2 I II- .and Ck 2-l) n respectively, are positive. The secondc2 11 

and fourth terms are usually both positive or both negative 

since in general D.. D.. > O. However these latter two terms
1J J1 

are of a lower order of magnitude than the first and third 

terms (because D.. /D.; is of the same order as N; for dilute
1J 1... ... 

solutions) and therefore the denominator is generally positive. 

Accordingly the whole second term of Eq. (5-19) (including 

the factor - ~w2 ) is negative which reflects the stabilizing 

influence of capillarity. Hence one can see that with respect 

to the influences of capillarity and the point effect of 

diffusion, Eq. (5-19) has the same general features as (5-21) • 

It is of interest to consider Eq. (5-19) in certain 

limiting situations. First assume that k.D7~ << n7. (i = 1,2;
J 1J 1J 

- Ij = 1,2) and therefore, from Eq. (5-14), Dij reduces to Dij. 

For this limit, which corresponds to negligible influence 

due to diffusion in the precipitate, Eq. (S-19) can be written 

in the form 

I II I I
+ (k 2-l) [C 2 (k2-l)Dll ­ c1 

I I I I
0 11°22 - 0 12°21 
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From Eq. (5-8), one can solve simultaneously these two inde­

pendent equations and obtain the following expressions for 

GI II d GI II
1 an 2 


I I
CI II (k -1) 0 CI II (k -1)]V[022 ­
GI II 1 1 12 2 2= (5-24)1 

oI I I I 
ll 0 22 - 0 12 0 21 

I ICI II(k -1) 0 CI II (k -1)]V[OllGI II 2 2 21 1 1= (5-25)2 I I I I
0 11 °22 - 0 12 0 21 


Substitution of these expressions into Eq. (5-23) leads to 

\jJw2
f (w) (5-26)= wv(l - (k -l)Gi II I II)

1 1 + (k2-l)G2 

Keeping in mind that this result applies to situations in 

which diffusion in the precipitate is negligible, one can 

compare it with the corresponding binary result. Thus 

in the limit CII IOII;cI IIOI << 1, Eq. (5-21) differs from 

(5-26) only in that the denominator of the second term of 

the former is replaced by a sum of two such terms in the 

latter equation. 

Another limiting case which is of considerable 

interest is that in which the effects of diffusional interaction 

are negligible. Indeed, in most ternary systems one can 

make this assumption (notable exceptions are iron base 

systems of the form Fe-c-x and Fe-o-x where x is a sub­
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stitutional alloying element). The results corresponding to 

·mthis limit can be obtained by setting D.. = 0 (i~j; m=I,II)
1] 

in Eqs. (5-24), (5-25) and (5-19) to give 

2 
f {w)=wV{l - ww

II I II L(5-21:CII I 0 II -l c2 D22 -1 
(k l}GI II{l+ 1 11} {k l)GI II.(l+ )

1- 1 CI II I + 2- 2 CI II I 
1 Dll 2 °22 

One can see that the above result differs from the binary 

im1t, Eq. - , in a1 . · (5 21) · th t (k-l} GI II [ l + CII I 0 II/CI IIDI] -1 

is replaced by a sum of two such terms. Naturally for the 

limit c + O, G~ II + 0 and Eq. (5-27) reduces to Eq. (5-21)
2 

when the subscript 1 is dropped. Notice that in the limit 

of negligible influence from diffusion in the precipitate
c+I Io++ 
~ II ~ 1 << 1 (i=l,2) Eq. (5-27) reduces to (5-26}. 

C. D..1 11 

5.4 CONCLUDING REMARKS 

It is interesting to note that if Eqs. (5-26) and (5-27) 

are rewritten so as to place all terms over a common deno­

minator, in each case, one obtains a stability criterion 

of the form 

This result suggests that the two solutes act in a cumulative 
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fashion so as to enhance instability, as was originally 

suggested by Shewrnan<53 >. 
The situation with respect to the second term in Eq. 

(5-19) is not particularly transparent when compared with the 

corresponding term in Eq. (5-21). Indeed, the limiting cases, 

Eqs. (5-26) and (5-27), were considered in an attempt to 

sort out the effects of the presence of a second solute and 

its interaction with the other solute. It has already been 

noted that the denominator of the second term in Eq. (5-27) 

differs from the corresponding term in Eq. (5-21) by virtue 

of the fact that a single term in the latter is replaced by 

two such terms in the former. This is not too surprising 

if it is recalled that Eq. (5-27) corresponds to the limit 

in which diffusional interaction is negligible and, therefo~e, 

except at the interface, the solutes can distribute them­

selves independently. Moreover, there is an additive aspect 

to the present capillarity equation (5-5) which could manifest 

itself in the presence of two terms in the capillarity term 

of Eq. (5-27). 

Unfortunately the literature contains no experimental 

data on precipitate-matrix interface stability in multi­

component systems. Consequently the theory developed in 

this chapter can not be tested against experiment. However 

in the following chapter, 6, perturbation.methods are 
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applied to a ternary stability problem which is examined 

experimentally in Chapter 7. 



CHAPTER 6 

INTERFACE STABILITY IN ISOTHERMAL TERNARY SYSTEMSt 

6.1 INTRODUCTION 

In Sec. 2.4, th.e concept of the diffusion path was 

introduced as an aid to the description of unidirectional 

transport in ternary systems. In that section and in 

section 3.4.2, it was pointed out that if such calculated 

diffusion paths dip into a two-phase field and thereby cut 

tie-lines (eg., segment P'Q' of the path P'S' in Fig. 2-3), 

then they must be regarded as being "virtual". Such 

situations are unstable in view of the regions of super­

saturation which are developed. The appearance of regions 

of supersaturation adjacent to phase interfaces in isothermal 

ternary systems immediately implies the possibility of 

producing interfacial shape instabilities in such systems. 

Metallurgical phenomena which relate to this possibility are, 

for example: a) the high temperature oxidation of binary 

alloys - under certain circumstances the planar oxide-alloy 

interface can break down giving rise to a change in oxidation 

kinetics and b) diffusion bonding of two materials in which 

a total of three components are involved - the properties of 

tFor the most part, this chapter is ba~ed on two publications 
by the author and J.S. Kirkaldy(60,61). 
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the bond between the materials are influenced by the mor­

phology of the interface. A convenient and general means of 

analyzing these and many thermodynamically analogous problems 

is to consider the stability of the initially planar inter­

face of a two-phase infinite ternary diffusion couple. That 

in fact the planar interface of such couples can break down 

has been demonstrated experimentally for the cu-Zn-Sn(JS) '· 

the Fe-Cr-Ni{S 9 
> and the Cu-Zn-Ni(?S) systems. In the 

present chapter, this problem is analyzed both in terms of 

purely constitutional arguments and in terms of perturbation 

theory. 

6.2 CONSTITUTIONAL SUPERSATURATION 

Consider the isothermal system shown schematically 

in Fig. 6-1. The original ternary phase diagram has been 

replotted onto an orthogonal coordinate system in which the 

ordinate and abscissa are the concentrations of components 1 

and 2, respectively. For a two-phase infinite diffusion couple 

of terminal compositions designated by the points P and s, one 

can solve the ternary diffusion equations if a planar I-II 

interface is assumed. As indicated in Sec. 2.4, one can 

eliminate A = z/./E between the concentration distributions 

c 1 (A) and c2 {A) to obtain the corresponding calculated 

diffusion path c (C ). Since the latter is independent of
1 2

distance and time, it can be plotted on the appropriate 
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Fig. 6-1 	 Possible diffusion paths for a two-phase infinite 
diffusion couple whose terminal CO!l\po&itions are 
designated by the points t ancl s. 
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ternary isotherm. Depending on the values of the diffusion 

coefficients etc., this calculated diffusion path could enter 

the two-phase field in either or both phases as is indicated 

by the dotted lines PQ and RS in Fig. 6-1. Clearly an 

interface stability criterion based solely on the presence 

of (constitutional) supersaturation must relate 

the slope of the diffusion path in each phase to the slope 

of the corresponding phase boundary line. 

Because one is concerned only with the regions 

adjacent to the planar interface, the concentration distri­

butions in that vicinity can be written as 

c~ = c~n + G~nz (i=l,21mrn=I,II) (6-1)
1 1 1 

(cf., Eq. (5-2)), where z is the perpendicular distance 

from the interface (positive in the direction phase II to 

phase I). Elimination of the distance coordinate yields 

expressions for the diffusion path in the vicinity of the 

interface, ie., 

GI II 
CI 

1 = 1 
GI 

2 
II 

CI 
2 

+ constant (6-2) 

GII I 
CII 

1 
1 = 

GII I 
CII+ 

2 constant (6-3) 

2 

In view of Eqs. (6-2) and (6-3), .the slopes of the diffusion 

path at the points R and Q in Fig. 6-1 are respectively the 
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ratios G~ II/G~ II and GiI I/G~I I. The slopes (including 

sign) of the phase boundary lines (I/I+II and I+II/II) at 

the points R and Q are designated by the symbols mI and mII 

respectively. If the transition from planar to nonplanar 

morphology is to be associated with the coincidence of the 

diffusion path and phase boundary lines, then the stability 

criterion for the configuration of Fig. 6-1 

GI II GII I 
1 

GI II < 
I 

m and/or 
1 

GII I 
< m 11 (unstable) (6-4) 

2 2 

or alternatively 

mIG~ II ~ Gi II > 0 and/or mIIGII I - GII I > 0 (unstable) (6-5)2 1 

Notice that the G~ all vary as t-~ and hence relations (6-4) 

and (6-5) are time independent. It is essential to realize 

that these inequalities apply specifically to the configuration 

and nomenclature used in Fig. 6-1. If for example, the names 

of phases in Fig. 6-1 were exchanged, the inequality signs of 

{6-5) would be reversedt. To obtain a general criterion of 

this nature, all possible ternary phase diagrams and sets of 

tThis is clear if one recalls that the positive direction has 
been taken as always from phase II to phase I. As a result an 
exchange of phase names results in a change of sign in the Gfl • 
Therefore in going from (6-4) to (6-Sff one must change the 
direc~ion of the inequality because G2 I and G~ II are now 
negative. 
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terminal compositions (hence diffusion paths) must be con­

sidered. 

The ensuing derivation is based on rather heuristic 

reasoning and therefore, at times,. may involve steps which 

are not particularly obvious. In order to determine a stability 

criterion which functions more or less independently of 

nomenclature, it is convenient to define two parameters 

II IIlJJI = I GI GI 
1 (6-6)m 2 

lJJII = mII GII I GII I (6-7)2 1 

Notice that (6-5) becomes 

ipI > 0 and/or iµII > 0 (unstable) (6-8) 

Given the diffusion path on any ternary isotherm, it trans­

pires that one can characterize the phase diagram according 

to the signs of (m1-m), (mII_m) and (C~I I - C~ II),where mis the 

slope of the tie-line. For instance, the signs of these parameters 

for the various configurations shown in Fig. 6-2 are given in 
Table 6-'l. 

Table 6-1 

I III II CII I_CI IICase m -m a am -m 2 2 

+ +l(a) + + +l 

+l +l(b) - - -
+ -1(c) +l--

(d) -1 +l-+ -
\ 
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pho$e - I 

phase - II 

Co) 

ptaose-I 

pboM - II 

2 

(b) 

c, 

--­-----­
I.+ JI 

(c) 

I 

1 +ll 

(4) 

Fig. 6-2 A number of possible ternary isotherms which inv~£•• a tiwo­
phase field. The corresponding values of mI-m, m -., , .· 
c~I I-c~ II,_ aI and aII are shown in Table 6-l. 'l'ypioal. 
diffusion paths are also shown. 
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Although there are many other possibilities, the four shown 

in Fig. 6-2 suffice for illustrative purposes. The problem 

now is to combine ~I, ~II, {mI-m), (mI1-m) and (C~I I - c~ II) 

into an inequality which when satisfied signifies that the 

calculated diffusion path cuts into the two-phase field on 

the phase diagram, thus producing supersaturation. After 

some reflection, one can see that what is required is a 

stability criterion of the form 

aI~I > 0 and/or aII~II > 0 {unstable) {6-9) 

I IIwhere a and a are equal to +l or -1 depending on the 

signs of (mI -m) , (mII_m) and (C~I I-C~ II) • After careful 

examination of numerous possibilities, the appropriate form 

for a! and aII is found to be 

I a = 
(mI-m) (CII I_CI II)

2 2 

I (mI-m) cc;I I_cI ·rr> I 
2 

(6-10) 

II a = 
(mII_m) CCII I I· II)-c2 2 

I (mII_m) (C~I I_CI II) I 
2 

(6-11) 

In view of (6-9), (6-10) and (6-11), it is obvious that a 1 and 

II a actually need not be normalized (by dividing the numerator 

by the corresponding modulus). To illustrate what is involved 

in (6-9), (6-10) and (6-11) return to Fig. 6-2 and Table 6-1 

where the appropriate values of al and aII are listed. From 
I II

(6-9) and Table 6-1 it follows that if w > O and/or ~ > O, 
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ljJI > 0 and/or ~II > 0, ljJI > 0 and/or ljJII < 0 and ljJI < 0 

and/or ljJII > 0, then the corresponding calculated diffusion 

path cuts into the two-phase field producing a zone of super­

saturation in cases (a), (b), (c) and (d) respectively. One 

can confirm this through reference to Fig. 6-2 and Eqs. (6-6) 

and (6-7). As an example, consider case (d) • Diffusion 

path (A) will cut into the I+II field from phase I if 

GI II/GI II I . II I II I II
< m and from phase II if Gl < m1 2 /G2 

Recalling that the positive direction is phase II to phase I, 

G~ II < O, G~I I > O and these inequalities become 

mIGi II - G~ II < 0 and mIIGiI I - G~I I > 0 for phases I 

and II respectively. Using Eqs. (6-6) and (6-7), one therefore 

has 

ljJI < 0 and/or (unstable) 

which is in agreement with what was obtained from (6-9) and 

Table 6-1. One can easily demonstrate for diffusion path (B) 

d . . l' . G.I II/GI II Itha t the correspon ing inequa 1t1es are > m1 2 

and Gil 1/G~I I > m1I, G~ II > 0 and G~I I < 0 , 

mIGi II - G; II < 0 and mIIG~I I - G~I I > 0 and finally 

and/or ljJII > O (unstable) 

which again is in agreement with what was obtained for case 

(d) from (6-9) and Table 6-1. 

In summary, the stability criterion (6-9) can be 

applied to any calculated diffusion path on any ternary 

phase diagram provided only that, after naming components 
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(1 as ordinate and 2 as abscissa) and phases, one takes the 

positive direction as phase II to I. 

6.3 PERTURBATION ANALYSIS 

Having determined a stability criterion based solely 

on whether or not supersaturation would develop in a zone 

adjacent to a moving planar interface, a more sophisticated 

analysis is undertaken with the aid of perturbation theory. 

On completing the latter investigation, the results of the 

two approaches can be compared. Throughout the treatment 

it is assumed that local equilibrium (as defined by the 

ternary phase diagram) is maintained at phase interfaces, 

that effects of grain boundary and surface diffusion are 

negligible and that the on-diagonal diffusion coefficients 

are not concentration dependent. Two additional important 

assumptions are made. Firstly it is assumed that the strength 

of off-diagonal diffusional interaction is negligible. This 

is in fact the case for most substitutional ternary alloys. 

Those cases in which this assumption is not valid are 

sacrificed in order to sustain tractability in the mathe­

matics. To maintain generality with respect to constitution, 

a matter of paramount importance, it is also necessary to 

assume that capillarity (ie., surface energy) effects are 

negligible. It does not appear possible to formulate a 

tractable Gibbs-Thomson type equation for a ternary system of 
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arbitrary constitution. This means that the results of this 

analysis will be precisely applicable only to late time 

parabolic growth or to systems of low interfacial free energy. 

A two-phase (I & II) infinite ternary diffusion 

couple, in which the interface is planar and moving at the 

instantaneous velocity V, is considered at time t. At this 

instant the interface is coincident with the x-axis of a 

stationary coordinate system having its z-axis directed towards 

phase I. The position of the interface and the concentration 

distributions in the two phases can be determined by speciali­

zing the analysis given in Sec. 2.3.3 to two-phase systems. 

This is done in detail in Appendix II. From this point on, 

the perturbation analysis parallels the treatment given in 

Sec. 5.2 and therefore reference is made to a number of the 

equations in that section. 

Since the field equations are linear and the boundary 

conditions can be linearized for perturbations of small 

amplitude, no loss of generality is suffered by considering 

the stability of the interface with respect to a sinusoidal 

perturbation of arbitrary wavelength (see Secs. 4.1 and 4.3). 

Accordingly such a perturbation is introduced into the shape• 
of the interface and the equation of the latter is given by 

Eq. (5-1). The concentration distributions of the two inde­

pendent components for the vicinity of the perturbation are 

expanded according to Eq. (5-2). In general, the 
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G~n (i=l,2; m~n=I,II) are nonzero; recall that in Sec. 5.2
1 

GI I I = II I = 0 because phase II was a precipitate. It is1 G2 

assumed that the average interface advances at a slow enough 

rate and the perturbation grows or decays slowly enough that 

the C~ are solutions of Laplace's equation, (5-3). The mathe­

matical requirement for use of this approximation is that< 4o, 47 > 

vw >> (i=l,2;m=I,II) (6-12) 
20~ 

1 

Throughout the remainder of this chapter, it is convenient 
· m m m 

to use the symbol Di for Dii because the off-diagonal Dij 

are not considered. 

The following boundary conditions apply: 
-m1. The c. vanish with distance from the perturbed interface. 

1 

2. The C~ are subject to local equilibriwn at every position
1 

on the perturbed interface. That is, for each phase the 

independent concentrations at a given position along the 

interface must define a point on the corresponding phase 

boundary of the ternary phase diagram and the two points 

thus defined must be joined by a tie-line. Because the 

amplitude of the perturbation is infinitesimal, these 

points are infinitesimally removed from the points corres­

pending to a flat surface (eg., Rand Qin Fig. 6-1). It 

is valid therefore to approximate the phase boundaries in 

this vicinity of the phase diagram by their tangents at 
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the points defined by the concentrations at a flat 

interface. Accordingly, one can write 

ci~ = mI c~~ + bI (6-13) 

c~~ = mII c~~ + bII (6-14) 

are the equilibrium concen­

. I II
trations at the perturbed interface z = ~(x,t), m and m are 

the slopes (including sign) of the tangents to the phase boundary 

lines at the points corresponding to planar interface 

compositions and bI and bII are the corresponding inter­

cepts. Equations (6-13) and (6-14) ensure that the 

interface concentrations in each phase define points on 

the corresponding phase boundaries. However, a further 

condition is necessary to ensure that these points are 

joined by a tie-line of the phase diagram. Accordingly, 

the following condition is imposed, 

CI! = II I I + bII I (6-15)m c 2 ~ 2~ 

where mII I is defined as the slope of the tangent, at 

the point defined by the planar interface compositions, to 

a graph of the equilibrium interface concentration of 

component 2 in phase II versus component 2 in phase I and 

bII I. · · · d'isthe corresponding intercept. Using coor inate 


· II I 

geometry, it can be proven that m is related to the 
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· slope m of the given tie-line by the equation 

(6-16) 

Equations (6-13), (6-14) and (6-15), taken 

together, define the local equilibrium boundary con­

dition. The parameters involved in these relationships 

are obtained directly from the ternary phase diagram 

in question, after a calculation of the unique diffusion 

path for a planar interface. The formulation of the 

local equilibrium boundary condition in this empiri­

cal manner allows consideration of all conceivable 

ternary systems and releases one from any assumptions 

relating to dilute solution limits and ideal or regular 

solution behaviour. Furthermore, this formulation 

yields results which can be related to the elementary 

approach described in Sec. 6-2. 

3. 	 The following mass balance boundary conditions apply to 

every position along the perturbed interface: 

v(x) = 	 {6-17) 

{6-18) 
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For a planar interface v(x) = V and Eqs. (6-17) and 

(6-18) reduce to 

(6-19) 

(6-20) 

Following Mullins and Sekerka< 47 >, the interface 

concentrations are first written in the form 

~~ = ~n + a~ o sinwx (6-21)
1 1 

where the four constants aim are to be determined from 

the boundary conditions. Solutions of Eq. (S-3), which vanish 

at distances far removed from the perturbed interface, are 

introduced into Eq. (5-2) to give complete solutions which, 

to the first order in o, reduce to Eq. (6-21) at the inter­

face z = o sinwx. The complete solutions are 

c7 = c7 II+ G7 II z + o(a7 - G7 II)sin(wx)e-wz (6-22)
1 1 1 1 1 

Substituting Eq. (6-21) into Eqs. (6-13), (6-14) and 

(6-15) and equating coefficients of sin wx in each of the 

latter equations leads to, 

I mI I (6-24)al = a2 
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II I= m (6-25) 

II II II I I = m m a <6-26 >a1 2 

which leaves a~ as the remaining unknown constant. On sub­

stituting z = o sin wx into the z-derivative of Eqs. (6-22) 

and (6-23) and expanding to the first order in o, expressions 

for the concentration gradients at the perturbed interface 

are obtained. These, along with Eqs. (6-21), (6-24), (6-25) 

and (6-26), are introduced into Eqs. (6-17) and (6-18). 

Coefficients of sin wx in the latter equations are equated 

to give an expression for the remaining constant a~. Re­

arrangement of this expression with Eqs. (6-19) and (6-20) 

and application of condition (6-12) leads to 

[(CII I 
1 

CI 
1 

II) (DIGI
2 2 

II + 0IIGII 
2 2 

I) 

(CII
2 

I _ CI 
2 

Il)(DIGI
l 1 

II + 0 IIGII 
1 1 

I)] I 

[(CII I 
1 

CI 
1 

II) (mII I 0 II 
2 

+ DI)
2 

-

(CII
2 

I - CI
2 

II) (mIImII I 0 II + 
1 

mIDI}]
1 {6-27) 

The right hand side of Eq. (4•12) can be equated to 

either of Eqs~ (6~17) or (6-18); the latter is arbitrarily 

chosen. Accordingly, the interfacial gradients of Eqs. (6-22) 

and (6-23) and Eqs. (6-21), (6-25) and (6-27) are introduced 

into Eq. (6-18). Then the coefficient of sin wx is equated 

to do/dt in Eq. (4-12) to give the following result after 



88 

application of condition (6-12) and rearrangement with Eqs. 

(6-19) and (6-20): 

d1S/dt 
Vw [(DIGI II + D~IGf I I) {mII ID~I + DI)= 0 1 1 2 

- (D~G~ II + D~IG~I I) (mIImII IoiI+mioi>l/ 

[(D1G1 II 0 IIGII I) { II I 0 II + DI) 
1 1 1 1 m 2 2 

(6•28) 

The problem now is to ascertain under what conditions 

. the abov7 expression is positive. To this end, mean diffusi­

vities for each component are defined in the following manner 

(6-29) 


(6-30) 


and weighted interfacial concentration gradients can be defined 

such that m mn 
mn D.G. 

r,;. = 1 1 (6-31)•1 ­D. 
1 

Substitution of Eqs. (6-29) and {6-30) into (6-28), division 

of numerator and denominator by 20102, introduction of Eq. (6~31) 

and then slight rearrangement leads to 

(z; I II I II) (z;Il I_z;lI I)-r.:2ao/dt 1 + l 2 = Vw{ I } (6-32)
0 ll_z;l ·11) {l';ll I_,1! I)(z; 1 2 

­
l 2 

Noting the similarity between terms in the numerator and 

denominator, the latter are multiplied by the denominator to 
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obtain 

I II I)2
-?;2d.o/dt (6-33)

0 I II I 2}.
-l; ) ] 

2 

Only the numerator need be considered to determine the sign 

of the above expression. Since w is necessarily positive, the 

appropriate stability criterion is 

- Ir.;fI I-r.;~I I I} > 0 (unstable) • (6-34) 

6.4 ANALYSIS OF THE STABILITY CRITERION 

Turning for the moment to Eqs. (6-29) and (6-30), one 

notes that the definition of mean diffusivities 5. involves,
1 

besides the diffusion coefficients of component i in each phase,. 

. I II II Ithe phase diagram parameterf} m , m and m . Using Eqs • 

(6-13), (6-14) and (6-15), difference expressions for these 

parameters can be written in the form 

I 
I 6.Clp 

m = ( I ) (6-35) 
6.C 2cj> Flat 

(6-36) 

II I 
m (6-37) 
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and these give 
llCII

II II I m m = c::.!t> 	 (6-38)I Flat 
llC 24> 

Thu mI, mIImII I and mII I respective ' l y, th changes in·s are, e . 

equilibrium interface concentration for component l in phase 

I, component l in phase II and component 2 in phase II ac­

companying unit change in the interface concentration of com­

ponent 2 in phase I, about the given planar interface 

concentrations. Hence Eqs. (6-35) to (6-38) define relative 

variations in equilibrium interface concentration as produced 

by some perturbation or fluctuation. On introducing Eqs. 

(6-35), (6-37) and (6-38) into (6-29) and (6-30), one obtains 

It.CII 
i5 	 = l { ( ::::J:i) 0 II + (llCi<J> ) DI} (6-39)

l 2 llCI Flat l llC 24> 
1Flat24> 

(6-40) 

Thus o1 and are means of weighted diffusion coefficientso2 

for the given component in each phase~ weighted as to the 

relative size of the corresponding equilibrium interface 

concentration variations. 

The stability criterion as expressed in (6-34) says 

simply that the absolute value of the difference in diffusi­

vity weighted interfacial gradients for the independent com­

ponents in the depleting phase (phase I for V positive and 
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phase II for V negative) must exceed the corresponding difference 

in the growing phase in order for instability to occur. Al­

though (6-34) represents a very compact expression for deter­

mining if a particular system will become unstable, it does 

not have a form which permits a direct comparison with the 

constitutional approach described in Sec. 6.2. To establish 

such a comparison, {6-34) is decomposed using Eqs. {6-29), 

{6-30) and {6-31) to give, after rearranging 

DI DI 
V{jDio;(mIG~ II_Gi I!)+ oiio;rmII I{mII ir G~ II - Dir Gi II) l­

D2 l 

I)+DIIDIImII IcmIIGII I_GII I) l}>O
1 2 2 l 

{unstable) {6-41) 

It is important to note that the only time dependent parameters 

in this expression are the G~ and V and these all vary as t-~. 
i 

Hence, (6-41) is a time independent inequality since each 

term has identical time dependence which can be factored out. 

Similar remarks apply to relations (6-6), {6-7), (6-9), (6-34) 

and (6-44). In view of Eqs. {6-19) and {6-20), the G~n are 

not independent growth parameters and therefore expressions 

for these four gradients are obtained by simultaneous solution 

of Eqs. (6-6), (6-7), {6-19) and (6-20). These expressions 

are substituted into (6-41) to give 
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(CII I_CI II) mII I 0II0II,1,II+DIDI,1,I 
mII I II II l 1 0 II]+ l 2 o/ l 2o/V{ [m D1 --(C-I2"""I....-I___c_I2_I_I) 2 -----I"""I..,._I....,_....,I,..._,,I,,..,I,,____ 

V(C -C )2 2 

} > 0 


(unstable) (6-42) 

The tie-line which forms part of the calculated diffusion path 

has a slope given by (see for example Fig. 6-1) 

m = 
(CII

1 
(CII

2 

(6-43) 

and the above is substituted directly into the first and third 

terms of (6-42). Reiation (6-42) now contains all four of 

mI, mII, m and mII 1 • Using Eq. (6-16), m1I I is eliminated 

because the remaining three can be obtained directly from the 

phase diagram. Hence, from (6-42), (6-43) and (6-16), one 

obtains after some rearranging 

(mII0 II_mDII) DIIDII,,,II; ( II_m) +DIDI,,, I/ (mI-m)
l 2 l 2 o/ rn 1 2o/

V{ --=----+
(mII_m) 

} > 0 (unstable) (6-44)+ 	 V(CII I _ CI II)
2 2 

This stability criterion is the focus of attention for the 

remainder of the present chapter. It should be noted that (6-44) 
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carries the requirement that the positive direction be from 

phase II to phase I. Otherwise, the above result is inde­

pendent of any prescribed nomenclature. 

At this point the perturbation result (6-44) can be 

compared with the results of the constitutional approach, 

(6-9). Notice that with respect to (6-44) the multiplication 

factor V and the V in the denominator of the second and fourth 

terms are self compensating in that when the absolute value 

signs are removed, with appropriate sign adjustments, the V's 
. II . II I_CI II))-1will cancel and leave the signed factors [(m -m) cc2 2 

and [{mI-m) (C;I 1-c~ II)]-l in front of oiio~IljJII and oio~iµI, 

respectively. These factors are reminiscent of the aII and aI 

defined in Eqs. {6-10) and {6-11) and used in {6-9). 

A marginal state with respect to the constitutional 

approach can be defined by setting lj>I = ijJII = O. Under these 

conditions, the second and fourth terms of {6-44) are zero 

and thus (6-44) will yield the same marginal state {ie., attain 

equality to zero) if, and only i,f 

( II0 II_ 0 II)
m 1 m 2 

(6-45)= II
(m -m) 

Normally Eq. (6-45) is not satisfied and therefore it appears 

that the development of supersaturation is neither a necessary 

nor a sufficient condition for instability to set in. There 

are two special cases in which Eq. (6-45) does hold and these are: 
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i) when m = mI = mII , which is trivial since it defines a 

two-phase field of zero width and, ii) when all four of the 

diffusion coefficients have the same value. 

It is of some interest to consider the second case 

cited above. On setting oi = DII = DI = DII = D, (6-44)
1 2 2 

reduces to 

Y' Y'
V{ll + v-1 - I - 1 + v-1} > 0 (unstable) (6-46) 

where 

(6-47) 

Regardless of the sign of the velocity V, the above inequality 

is satisfied if Y' > 0 and hence, if 

Il ifII 
+ 1/J ] > 0 (unstable) (6-48)II I I II [ II

(C -c ) (m -m) Cm1-m)2 2 

Clearly aI and aII in (6-9), (6-10) and (6-11) have the same 

. . . ,,.I d ,,,II t' 1 ..signs as the coefficients of o/ an o/ , respec ive y, in 

(6-48). Thus the perturbation results predict that for the 

case of equal diffusivities, although supersaturation in 

both phases is a sufficient condition for instability, super­

saturation in just one phase' is only a necessary condition. 

From (6-48) one can also see that the contributions to in­

stability due to supersaturation in each phase (a negative 

contribution corresponds to lack of supersaturation) form a 

weighted sum in which the magnitude of weighting depends 

on the slopes of the phase boundaries and tie-line. 
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6.5 APPLICATIONS OF THE PERTURBATION ANALYSIS 

In Chapters 7 and 8 of this dissertation the results 

of the preceding sections will be compared with experiments 

involving the Cu-Zn-Ni system. In the meantime, it is of 

interest to consider more general applications of these 

results. 

Thus far the treatment has been specific to two­

phase ternary infinite diffusion couples. In Sec. 6.1 it 

was indicated that this is a convenient formulation for a 

generalized study of phase interface stability in systems 

of metallurgical interest. The utility of the present point 

of view will now be demonstrated by briefly showing how this 

formalism can describe a number of (seemingly) quite 

different problems relating to morphological stability. One 

should keep in mind, however, that in order to maintain 

generality a simple boundary condition at the interface 

had to be used (ie., local equilibrium without capillarity). 

It is to be emphasized, however, that this limitation 

is in many cases more apparent than real. For growth problems 

involving parabolic kinetics (eg., precipitation, oxidation 

or diffusion bonding), the velocity of the interface eventually 

slows to a point where the lateral transport necessary to 

produce long wavelength perturbations is possible. Thus, if 

the interface is unstable, perturbations of long enough wave­
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length that capillarity effects are negligible are sustained 

in preference to shorter wavelength ones. Accordingly the 

stability criteria are a first approximation for early times 

of growth and become (assuming local equilibrium) exact for· 

later tim~s of parabolic growth. One is concerned with the 

stability of interfaces over the total elapsed time of growth 

and therefore the later times are more important s·ince earlier 

time effects tend to be obliterated. Hence, for parabolic 

growth problems, the results will be adequate. For steady 

state transformations in which the velocity of the interface 

is a constant fixed by the boundary conditions (as in 

steady state solidification experiments), the above argument 

does not apply. In this case the criteria must be regarded 

as first approximations whose accuracy increases with decrease 

in imposed interface velocity and interfacial free energy. 

6.5.1 Binary Alloy Solidification 

Consider first the steady state binary alloy solidi­

fication problem treated initially by Tiller et al(JS), 

using constitutional arguments (see Sec.3.4.1) ,and later by 

Mullins and Sekerka< 47 >, using perturbation methods. This. 

alloy solidification problem is much less general· than the 

ternary stability problem discussed in this chapter. In the 

former case, the analysis is specific to dilute regions of a 

binary phase diagram and further, the boundary conditions 
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allow the possibility of supersaturation on only one side 

of the interface, ie., in the liquid. Consequently, only 

one expression is required to express the condition for the 

onset of constitutional supercooling, ie., (3-7). 

Referring to Fig. 6-3, it is quite evident that one 

can apply the perturbation theory f.or isothermal ternary 

systems to the steady state solidification problem. Commen­

cing with the equations for the temperature and solute 

distributions for a planar interface, one can solve for a 

time and distance independent function of the form T = T(C) 

and this relation can be plotted on the binary phase diagram. 

This analogue to a diffusion path is represented by the 

line ABCD in Fig. 6-3. In view of the steady state condition 

the points A, B and D must define a line of constant compo­

sition. Clearly, the onset of constitutional supercooling 

corresponds to the line DC dropping into the solid plus 

liquid phase field. 

If one replaces the diffusion fields of component 

1 with thermal fields and then designates phases I and II as 

liquid and solid, respectively, the ternary phase diagram 

(on an orthogonal coordinate system) is replaced by the 

binary phase diagram applicable to the given solidification 

problem. Taking the dilute solution limit of straight solidus 

'd l' . II I/k d II I k hand 1 iqui. us ines gives m = m 
0 

an m = 
0 

w ere 

k is the equilibrium distribution coefficient and mI is the 
0 
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LIQUID ( I) 

--

SOLUTE CONCENTR•ION ( 2) 


Fig. 6-3 	 The dilute corner of a binary phase diaqram
with the relationship between tempa.ature and 
so-lute concentration for a. steady state soli­
dification experiment superimposed (cf., Fig. 
3-6) • 
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slope of the liquidus line. Furthermore, assuming that there 

is no diffusion in the solid (ie., D~I << D~), (6-41) becomes 

V{joicmIG~ II_Gi II)+miofIG~ III - I - oi1Gir II} > o (unstable) 

where oi and oiI are thermal diffusivities. Noting that GiI I > o, 

this relation reduces to 

I - (unstable) 

Because mIG~ II ~ O, Gi II > O and Gil I ~ O, one can obtain 

the following from the above relation -(using Eqs. (6-19) and 

(6-20) and associating (CiI I-ci II) with the latent heat L): 

IGI II (unstable) (6-49)m 2 

which is the modified constitutional supercooling stability 

criterion of Mullins and Sekerka (Eq. (32) of Ref. (47)). One 

can deduce the above criterion from (6-44) rather than (6-41), 

although it is necessary to handle the latentheat term 

differently( 60). 

6.5.2 Binary Alloy Melting 

Woodruff <62 ) has recently considered the problem 

of interface stability during the steady state unidirectional 

melting of binary alloys. This problem is not the precise 

inverse of the Preceding solidification problem. Whereas 
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in analyzing interface stability during solidification, one 

can ignore solute diffusion in the solid; in treating the 

problem for melting, one must allow for diffusion in both 

phases. Consequently it is not possible to treat the melting 

problem by the simple expedient of changing the signs of 

various quantities (eg., velocity) in the expressions of 

Mullins and Sekerka. However, for those cases in which 

capillarity can be ignored, the results of the present analysis 

are applicable. The diffusion field of component 1 is replaced 

with a thermal field and, in order to have V > O, the liquid 

is designated as phase II and the solid as phase I. Noting 

1 11 11 1 11that m = m /k , m = l/k (where m is now the slope of
0 0 

the liquidus line) and G~I 1 = 0, (6-41) leads to 

IIDIGI II 
m 2 2 

(unstable}
DII+k DI 

2 0 2 

V>O DIIGII I>DIGI IIFor and the above reduces to , 1 l 1 1 

DIG! II + 0 IIGII I mIIDIGI II 

1 l l l 2 2 
 > 0 (unstable) (6-50)

IIDI + DII+k DI0l l 2 0 2 

This criterion, which is applicable when capillarity is 

negligible, follows directly from relation (28) of Ref. (62) 

on setting the capillarity constant r = O. 

McMA:STER UNIVl:.~SllY LISRARI 
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6.5.3 Isothermal Diffusion Bonding 

Consider next the simple isothermal diffusion bonding 

of two materials in which a total of three components are 

involved (eg. a binary alloy clad with a pure element). Pro­

vided no new phases form during interdiffusion, such a system 

is represented by a two-phase ternary diffusion couple. Sub­

ject to the appropriate boundary conditions (finite or in­

finite), one solves the diffusion equations for a planar 

interface in order to obtain the concentration distributions 

mnand hence the Gi and other growth parameters. Using these 

parameters, the results of the present analysis can be 

utilized directly for the study of interfacial stability in 

diffusion bonded materials. However, it is only when one 

is dealing with infinite boundary conditions that the solution 

to the diffusion equations are parametric in A = zt-~. Thus, 

for finite, aged systems, Eqs. (6-9), (6-10), (6-11), (6-34) 

and (6-44) are in general time dependent, which is an unfor­

tunate complication. In the event that an intermediate phase 

or phases form during interdiffusion, the diffusion equations 

can still be solved if the terminal phases are infinite in 

extent. The stability criterion is then applied to each 

interface in turn. 

It is of interest to note that one can also conceive 

of isothermal diffusion bonding of a solid phase to a liqU.id 

phase (provided the two phases can coexist at the given tempera­
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ture). For example, one might consider a situation wherein 

a solid alloy, AB, is in:mersed in a large bath of c and seek 

to establish if a "smooth" interface•is stable during the 

dissolution process. In fact, Harrison and Wagner< 63 ) have 

considered in detail the attack of solid alloys by liquid 

metals and salt melts. On the basis of qualitative 'kinetic' 

arguments, they contend that when a solid alloy is brought 

in contact with a liquid phase which dissolves one component 

of the alloy preferentially, a planar solid-liquid interface 

is not stable. They demonstrated this experimentally for 

Cu-Ni alloys in liquid Ag, Au-Cu alloys in liquid Bi and Ag-Au 

alloys in molten Agel. 

Consider (6-41) in relation to the problem treated 

by Harrison and Wagner and designate the solid and liquid 

phases by I and II respectivelyt. That one of the components 

must be dissolved (or rejected) preferentially by the liquid 

in order to produce instability is obvious since if the 

solubilities are the same in both phases, the various G~n-+-0 

and (6-41) is indeterminant (in fact the interface is stable 

because of capillarity). The morphological breakdown dis­

cussed by Harrison and Wagner is apparently the result of 

'kinetic' rather than constitutional (ie., supersaturation) 

tRecall that by convention the positive direction is from 
phase II to I • 
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effects (cf., Sec. 3.5). Therefore assume that the second 

and fourth terms of (6-44) can be ignored. Hence, noting 

that for dissolution V>O, the latter reduces to 

· I_ I I(mIIoiI-mD~I) ( 0 0m 2 m l 
> 0 (unstable) (6-51)

(mII_m) ~I-m) 

Diffusion in the liquid is many orders of magnitude faster 

than in the solid (ie., D~I >> D~) and thus on the basis of 
1 1 

(6-51) one would expect an unstable solid-liquid interface, a 

prediction which is in agreement with the experiments of 

Harrison and Wagner. This mathematical result is a reflec­

tion of the fact that, physically, breakdown arises because 

the rate of dissolution is controlled by the rate at which the 

independent components are transported through the solid to 

or away from the solid-liquid interface.Transport through the 

solid to or away from an interfacial perturbation is more 

efficient than for a planar interface (the point effect of 

diffusion) and, as a result, the dissolution process is 

accelerated near the perturbation and it is magnified. 

6.5.4 Binary Alloy Oxidation 

The stability of a planar oxide-alloy interface can 

be analyzed using the results of the present paper. The 

isothermal diffusion controlled formation of an oxide scale, 

x o , of uniform thickness on the planar surface of a binarym n 

alloy, X-Y, can be considered as a three-phase (vapour, oxide 
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alloy} ternary diffusion couple. The corresponding diffusion 

path can be calculated and then plotted on the appropriate 

ternary isotherm. Two of the possible configurations are 

shown in Fig. 6-4. In the first case (dotted line PR} no 

regions of supersaturation are indicated by the calculated 

diffusion path. A second possibility (solid line PR) indicates 

a region of supersaturation in contact with the interface. 

In this case transition to a nonplanar morphology will relieve 

the supersaturation and one can apply the perturbation results 

developed in the present chapter. Of course, if the calcu­

lated diffusion path associated with this second possibility 

cuts deep into the two phase field, internal oxidation as 

well as morphological breakdown may result. 

To obtain the appropriate interface stability criterion, 

adopt a nomenclature in which component l is oxygen, corn­

ponent 2 is Y {the more noble alloying element), component 

3 is X, phase I is the oxide and phase II is the alloy. 

Relations (6-41} or {6-44} can now be applied directly to the 

situation described in Fig. 6-4. 

It is also of interest to consider the pseudo-binary 

limit in which component 2 is insoluble in I and component 1 is 

insoluble in II. The phase diagram and calculated diffusion 

path corresponding to this situation is shown in Fig. 6-5 

~ II II I I II O(cf., Fig. 6-4}. No~ing that m = 0, G1 ~ 0 and G2 + , 

{6-41} reduces to 
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Alloy 	

y 

x~~P~----~--------------~¥ 

Fig. 6-4 	 Example of an isotherm 1 phase di gram
which is relevant to alloy ox'· tion. 
Also shown are two possible d~ fusion 
paths corresponding to oxidation of a 
binary alloy of composition P. 
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2(V) 

3 ( X )-_...,--:­ __.__,._-J.­ __...,2{Y) 

P \n: {alloy~ 

Fig. 6-5 	 The phase diagram and diffusion path 
corresponding to Fig. 6-4 in th pseudo­
binary limit. 
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Since the alloy-oxide interface moves toward the alloy {II) 

V<O and the above yields 

< 1 {unstable) (6-52)I 0 IIGII I I GII I 
m 2 2 m 2 

From relations (6-19), (6-20) and (6-43), it follows that if 

GII I = GI II = 0, then 
1 2 

and {6-52) becomes 

0 
II 
2 

iT1 

Im o2 
__,,,,,_~ + < 1 (unstable) (6-53)I I

0m 1 

after setting mII = 0 in Eq. (6-16) and substituting the 

latter. It should be kept in mind that relation (6-53) is 

a very special case of the more general criterion, (6-41) 

or (6-44) • 

Wagner< 45 > has considered the above stability problem 

in a similar pseudo-binary limit. Unfortunately it has not 

been possible to establish a unique correspondence between 

the two treatments because of differing assumptions about 

the thermodynamics of the system. 
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Referring' to Fig. 6-5, one notes that in the limit 

as the bulk alloy composition approaches pure component 3, 

the magnitude of the slope of the tie-line approaches infinity 

(ie., the tie-line must coincide with the 1-3 binary axis). 

This situation, of course, corresponds to oxidation of a 

pure metal. Imposing the condition Im!+~ in (6-53), this 

criterion predicts absolute stability as one would expect 

for what is in fact a binary diffusion couple. 

The first term in (6-53) involves the ratio O~/Di. 

One might be disturbed by the appearance of the diffusion 

coefficient of 2 in the oxide because the concentration of 

this component in the oxide is assumed to be very small. 

However, although the amount of 2 in the oxide may be small, 

even infinitesimal, it cannot be ignored because local 

equilibrium with the alloy (which contains 2) must be 

maintained. 'I'hus the diffusion of 2 in the oxide plays 

a role in determining if the alloy-oxide interface is stable 

with respect to perturbations of infinitesimal amplitude. 



CHAPTER 7 

EXPERIMENTAL PROCEDURE AND RESULTS 

7.1 INTRODUCTION 

It is obviously beyond the capabilities of a single 

dissertation to provide quantitative experimental confirmation 

for all aspects of the theoretical developments in chapters 

5 and 6. Thus it was decided to restrict attention to the 

problem of phase interface stability in two-phase infinite 

diffusion couples. The primary goal of the experimental 

program is to systematically index the transition from a 

stable to an unstable planar interface in a particular 

ternary system. Such an investigation has hitherto never 

been attempted. After reviewing various possibilities it 

was decided to select a system in which it was judged possible 

to index the stable-unstable transition by simply varying ~ 

of the terminal compositions in a series of infinite diffusion 

couples. Referring to Fig. 7-1,the idea is to prepare 

diffusion couples of the form A-B, A-C, A-D etc. and to 

establish where the transition from stable to unstable occurs 

(if it does at all). The binary couple A-B necessarily has a 

stable interface. It was also deemed to be valuable to 

observe the evolution of morphology in those diffusion 

couples whose interface is unstable. 

109 
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Fig. 7-l 	 Diffusion paths correspondinq to a serie:a 
of two-phase .diftusion couple•. lach 
couple has the ••e terminal oompoeitioa
for one ~f the phas.. 

. ' 
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7.2 THE Cu-Zn-Ni SYSTEM 

The Cu-Zn-Ni system at 775°C (Fig. 7-2) was selec­

ted after examining the properties of numerous other systems 

via the literature and, in a few cases, via preliminary 

experiments. Of interest with respect to the present study 

is the region 35-50 wt.% Zn and 0-10 wt. % Ni. 

The early and 	mid 1950's brought forth precise 

65166 ),measurements of tracer< intrinsic and chemical 

diffusivity< 67168169170 > in the binary system Cu-Zn. Most 

of this work was inspired by a desire to test the validity 

of Darken's analysis(?!) of the Kirkendall effect< 72 >. As 

a result the chemical diffusion coefficient in Cu-Zn is known 

as a function of concentration and temperature for both the 

a and S phases. DeHoff et a1<73 > and Oikawa et a1< 74 > have 

65studied the diffusion of tracer, zn , in the copper-rich corner 

of the a phase in Cu-Zn-Ni and found that the diffusivity 

correlates strongly with the solidus temperature. To date 

there have been no measurements of chemical diffusivity in 

the ternary system. 

Recently multiphase diffusion in the ternary system 

Cu-Zn-Ni at 775°C was investigated by Taylor et a1< 75 > with 

two groups of infinite diffusion couples, (22 wt. % Ni, 46.5 wt. 

% Zn/100 wt. % Cu)and(22 wt. % Ni, 46.5 wt. % Zn/100 wt. % 

Nil. That study is essentially a metallographic examination 

of the development of highly irregular interfaces and Qf the 
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.. 
1r-~~-+-~~~60 ~ 

.;I.o\O 

-~.··"' 0 .,, , 
1-~~-¥-~~~l--~~~· 40 

Cu Zn 
0/o Zn 

Fig. 7-2 	 The cu-Zn-Ni system at 775°C (after 
Schramm (Ei 4 )) 
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evolution of very complex diffusion structures. Apart from 

a few electron microprobe traces across the diffusion zone, 

no attempt is made to examine the morphological breakdown in 

quantitative terms. Indeed, the very large concentration 

variations involved and the lack of diffusion and equilibrium 

data for those composition ranges excludes the possibility 

of quantitative interpretation. The experimental program in 

the present dissertation involves a much smaller (and different) 

range of compositions and includes evaluation of diffusion 

and equilibrium data. As a result quantitative measurements 

and interpretation are possible. 

Henceforth Ni and Zn are regarded as the independent 

components in the ternary system Cu-Zn-Ni and therefore the 

chemical diffusion coefficients are D~k (i,k = Ni,Zn; m = a,8). 

In view of the fact that the melting points of Zn and Ni are 

419°C and 1453°C, respectively, it follows that DNiNi << DZnZn 

and therefore acNi/az >> aczn/az. Noting the latter and 
(8)the fact that in general D.. < D.. , one can ignore

1J 11 

0Nizn aczn/az in the Ni flux equation 

Accordingly, if diffusional interaction is significant, it will 

involve the Ni distribution influencing that of Zn and not 

the reverse. Therefore, it is necessary that a check be 

made as to whether DZnNi acNi/az is significant in the Zn 

flux equation 
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For the analysis of interface stability, the cu-Zn-Ni 


system has the following advantages: 


i) 	 The fact that Zn diffuses much more rapidly than Ni is 


of considerable significance in relation to the possi­

bility of producing a (virtual) zone of supersaturation 


in two-phase infinite diffusion couples. Because Ni 


diffuses slowly, its interfacial gradients likely will 


be much steeper than those of Zn, especially when the 


terminal composition in a has a high Ni content. Thus 


referring to Eqs. (6-2) and (6-3) and Fig. 7-3, one would 


expect the diffusion path for regions adjacent to the 


interface to approach that which is shown. Clearly, as 


the Ni content of the terminal composition ina is reduced, 


the above behaviour is less pronounced 


ii) 	In the range 0-10 wt. % Ni, the two phase field a+a (see 

Fig. 7-2) is narrow with approximately straight and parallel 

phase boundary lines. 

iii) 	One expects that diffusion in the F.C.c. a phase is much 

slower than the more open structured B.C.C. a ·phase. Indeed 

this is certainly the case for diffusion in binary Cu-zn< 671 

68,69,70) 
• This feature should permit simplifications in 

certain calculations. 
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Wt. 0/o Zn 

Fig. 7-3 	 Typical diffusion path for the Cu-Zn-Ni 
system at 775°C. The path is very steep 
near the phase boundaries because of 
low Ni diffusivity. 
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The only important.disadvantage to the Cu-Zn-Ni system is the 

high vapour pressure of Zn at 775°C. Special care is necessary 

to avoid Zn losses during annealing treatments. 

7.3 . OUTLINE OF EXPERIMENTAL PROGRAM 

The experimental program is divided into four parts, 

as follows: 

·i} The positions of the a/a+a and a+a;a phase boundaries 

at 775°C have been determined by Schramm<64 > (Fig. 7-2). 

However, nothing is known regarding the position of the 

tie-lines in the two-phase a+a field. Such information 

is a prerequisite to specification of interfacial concen­

trations under conditions of local equilibrium. Experi­

ments aimed at determining the positions of these tie-

lines were therefore Undertaken. 

ii} Because the present study is concerned with low concen­

trations of Ni in Cu-Zn alloys, D~nzn for the a and a 
phases are approximately the corresponding chemical dif­

fusion coefficients in binary Cu-Zn. This data is readily 

available in the literature< 67168169170 >. However, because 

of the complete lack of information on the diffusivity 

of Ni in the a and a phases of Cu-Zn, it was necessary 

to determine D~iNi (m = a,$) experimentally. It was 

also necessary to check whether a steep Ni gradient 

influences the distribution of Zn for the regions of 
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composition of present interest. 

iii) 	The next part of the experimental program involved in­

dexing the transition from a stable to unstable planar 

a-S phase interface. Numerous two-phase (a-S) infinite 

diffusion couples were prepared with each couple having 

the same terminal composition for the a phase. However, 

the terminal compositions for the S phase corresponded 

to increasing amounts of Ni (ie., increasing in a 

direction approximately parallel to the a+S/S phase 

boundary). This tactic is schematically summarized in 

Fig. 7-4. In progressing from couple A-B to A-F, one 

hopes there is a transition in the a-S interface mor­

phology from planar to non-planar. 

iv) 	 The final aspect of the experimental program was to 

examine metallographically the time evolution of non­

planar a-S interfaces in the diffusion couples just 

described. 

7.4 	 EXPERIMENTAL PROCEDURE 

7.4.1 Alloy Preparation 

In Table 7-1 a list of the compositions of the 

alloys used in the present study is given, along with a 

system of nomenclature to specify a particular alloy. The 

various alloys were prepared from elemental Cu, Zn and Ni 
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WT.~ Zn 

Fig. 7-4 	 Schematic drawing of the 
diffusion oouple terminal 
composition• to be used in 
the staltility studiea. 
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Symbol 

cx.l 

cx.2 

ex. 3 

Sl 

S2 

S3 

S4 

SS 

S6 

S7 

SS 

S9 

ex. sl 

a.a2 

ex. s3 

cx.S4 

Table 7-1 

Ni {wt.%) 

0 

2.5 

s.o 
0 

2.5 

5.0 

7.5 

5.0 

6.5 

7.5 

10.0 

15.0 

2.5 

s.o 

7.5 

10.0 

Zn {wt.%) 

34.l 

35.2 

35.0 

43.9 

44.l 

44.0 

45.9 

43.0 

43.9 

44.4 

46.0 

48.0 

39.3 

40.6 

41.6 

41.9 

of better than 99.99% purity. The alloy constituents, in 

the appropriate proportions, were sealed in Argon filled quartz 

capsules. These were then placed in a pot furnace for two 

hours at approximately 1000°C {just above the liquidus surface) • 

Four or five times during the two hour period, the quartz 

capsules were quickly removed from the furnace, were tipped 
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back and forth to cause convective mixing of the melt and 

then were quickly returned to the furnace. At the end of 

the two hours, the capsules were removed from the furnace and 

quenched in water. The resultant cylindrical ingots weighed 

from 50 to 100 grams. In the above manner, alloys in rela­

tively small amounts could be rapidly prepared with close 

composition control. 

Using a lathe, a few grams of turnings were removed 

from each ingot. The ingots were then hot rolled to a thick­

ness of about 1/8 inch. After the surfaces were cleaned, the 

alloys and corresponding turnings were then sealed in argon 

filled Vycor capsules. The turnings were used to minimize the 

specimen Zn losses which arise out of the high Zn vapour 

pressure at the annealing temperatures. Alloys Sl to S9 

·were annealed for three days at 850°C. Alloys al, a2 and a3 

were annealed for one week at 775°C. Alloys aSl, aS2, aS3 

and aS4 were annealed for two weeks at 775°C ± 1°C. On 

completion of the anneal, all samples were quenched in water. 

The homogeneity of the annealed specimens was checked with 

the electron microprobe and the alloy compositions as listed 

in Table 7-1 were checked by wet chemical analyses. 

7.4.2 Tie-Line Study 

The four two-phase specimens which had been equili­


brated for two weeks were sectioned, mounted in bakelite, 
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polished, etchedt and examined metallographically. Hardness 

indentations were then used to indicate an a-S phase inter­

face in each specimen and the direction perpendicular to it. 

The specimens were then repolished with due care taken not to 

remove the hardness indentations. By point-to-point counting 

with an Acton (Cameca MS-64) electron microprobe, the com­

position variation from the a phase, across the a-S interface, 

to the S phase was determined. Analyses were made for 

Ni and Zn by measuring the intensities of the NiKa and ZnKa 

X-ray lines. The microprobe was operated with an electron 

energy of 20 kv and a beam current of 150 n:tnoamps as 

measured on a Faraday cage. 

7.4.3 	 Diffusion Couple Preparation 

Table 7-2 gives the terminal compositions of the 

diffusion couples which were prepared and their corres­

ponding position on the Cu-Zn-Ni isotherm is shown in Fig. 

7-5. The couples were prepared in the following manner. 

Pieces i x i x ~ inch were cut from the annealed alloys. 

One face of each piece was polished to No. 600 grit. The 

tThe etchant used for all of the metallography in this dis­

sertation was a solution comprised of 20 g. cr2o3 , 3.25 g. 

NH4Cl, 25 mi. HN03, 25 m1. H2S04 and H20 to o.s t. 
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Wl. 0/o Zn 

Fig. 7-5 	 Location of alloy compo·sitions (Table 7-l) 
on the 775°C cu-Zn-Ni isotherm. The terminal 
compositions of the various diffusion couples 
(Table 7-2) are joined by arrows 
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Table 7-2 

Couple Purpose Time-Diffu­
sion Anneal 

(hr) 

a.2-a.3 

(32-(33 

(34-(38 

a.1-(31 

a.l-{32 

a.1-(33 

a.1-(34 

a.1-65 

a.1-66 

a.1-67 

a.1-68 

().1-69 

diffusion coefficient 

diffusion coefficient 

diffusion coefficient 

stability study 

stability study 

stability study 

stability study 

stability study 

stability study 

stability study 

stability study 

stability study 

5-2/3 

1 

1 

16 

16 

1, 4 

1, 4 

l 1, 4, 9if' 
1 1, 4, 94' 
1 1, 4, 9if' 
1 1, 4, 94' 
1, 4, 9 

polished faces of the two halves of each of the diffusion 

couples were placed in contact and were then pressure welded at 

550°C for 1 hr in a furnace through which a continuous flow of 

hydrogen was maintained. The purpose of the hydrogen was to 

reduce any oxide which formed on the polished faces before the 

weld was effected. The diffusion couples were then annealed 

for the appropriate length of time <i to 16 hours) at 775°C±l°C. 

Each diffusion anneal was terminated with a rapid water quench. 
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The diffusion couples were then sectioned in a plane parallel 

to the diffusion direction, mounted in bakelite, polished, etched 

and examined metallographically. The morphology of the a-S 

phase interface was of particular interest in those diffusion 

couples used for stability studies (ie., couples al-Sl to 

al-S9 of Table 7-2). 

Hardness indentations were used to indicate the 

direction normal to the original weld (ie., the diffusion 

direction) on the three diffusion couples {a2-a3, S2-63, and 

a SS4-S8) to be employed for the determination of DNiNi' DNiNi 

and the extent of diffusional interaction. The diffusion couples 

were then repolished. Operating under the same conditions as 

described in Sec. 7.4.2, the Acton electron microprobe was 

used to measure the intensity variations of the NiK and a 

ZnKa X-ray lines in the direction of diffusion. The two bulk 

alloys of a given diffusion couple {ie., the regions on either 

side of the diffusion zone) were used as standards because 

their compositions were known {see Table 7-1). Compositions 

within the diffusion zone were determined by assuming a linear 

composition-intensity relationship between the two terminal 

compositions. To ensure that this assumption was valid, the 

difference in the bulk alloy Ni contents, for each of the 

three diffusion couples examined with the electron microprobe, 

was purposely chosen to be small, ie., 2.5 wt. %. 
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7.5 EXPERIMENTAL RESULTS 

7.5.l Tie-Line Determination 

The compositions of the four alloys which were used 

to determine the tie-lines were selected to lie approximately 

at the center of the a+S phase field at 775°C (see Fig. 7-5). 

The corresponding microstructures are shown in Fig. 7-6 and 

these indicate that the two phases are, in fact, present 

in about equal amounts. A typical electron microprobe 

trace across an a-S phase interface is shown in Fig. 7-7. 

The fact that no concentration gradients exist in either 

phase indicates that the alloy is completely equilibrated. 

As a result the compositions of the two phases should lie 

on the corresponding phase boundaries and also define a 

tie-line on the ternary phase diagram. Let the average 

measured X-ray intensity minus background for each component 
. a a e

in each phase be depicted by the symbols INi' Izn' INi' 

and I~n • Because the bulk alloy compositions were selected 

to lie near the center of the two-phase field, one can 

construct an internal standard by assuming that the following 

mean intensities, ~(I~i + I~i) and !<r~n + I~n)' correspond 

to the bulk alloy compositions, CNi and Czn respectively, 

as given in Table 7-1. The difference in equilibrium con­

centration of a given component in each phase is simply 

I': - I~ 
Ca.a_cs.a 1 ­= 11 

i3 x c. (7-1) 
1 1 'lr(I':+I.) 1 

"' 1 1 
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(C) 	 (d) 
Fig. 7-6 	 Micrographs of two-phase alloys (Table 7-ll annealed 

for two weeks at 77·5 °C. The B phase is the matrix. 
The a phase contains annealing twins. The black preci­
pitate in S is Widmanstatten a which forms during the 
quench from the annealing temperature. (a) aSl - BOX, 
(bl a62 - BOX, (c) aS3 - 80X and (d) a(34 - 64X. 
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where a linear intensity-composition relationship is assumed. 

The above means of introducing an internal standard 

is very accurate because one is concerned only with relatively 

small changes in concentration (or intensity). The following 

calculation perhaps clarifies this point. If the true 

intensities corresponding to CNi and Czn are INi and Izn 

respectively, one can write 

r. = icr~ + r~> + e:. (7-2)
1 ~ 1 1 1 

where it is necessarily true that je:il<l~CI~ - I~) I for 

CNi and Czn to define a point in the two phase field. Because 

CNi and Czn were purposely chosen to define a point near the 

center of the a+S field, 

(7-3) 

The intensity ratio which should appear in Eq. (7-1) is 

r<:' - I~ I~ - I~ 
1 1 1 1 = 

I. .}<r~ + I~) + e:. 
1 1. 1 

Expanding the denominator to the first order gives 

r<:' - I~ r':' - I~ e:. 
1 1 1 1 1- (1 - ) (7-4)

ri 1 a~(I~ + I~) 7(Ii + I~)1 1 

Clearly the error involved in using Eq. (7-1) is Ie:. I;~er':' + I.)s •
1 1 

Of the four specimens which were examined, the highest value 

of the ratio (I~ - I~) ;jcr~ + I~) was 0 .14 •. Using this value 

and noting the fact that Ie:i I < f~CI~ - rf >f, it follows that 

1 
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I~ - I~l 1 1 
= 0.07 •< 2 x. ~~1-(-I~-.-+~-Ii-~-) 

In view of (7-3), the actual value for the error in c~S-c~a is 
1 i 

much lower, probably in the range 1-2%. Clearly it is meaning­

less to attempt to use the above procedure to calculate ciS and cfa 

individually, rather than the difference between them. 

The values of ca~ - cB~ ca8 - cSa and
Ni Ni ' Zn Zn 

m = (C~~ c~~)/(c~! - c~~) corresponding to the specimens 

aSl to a84 were determined through application of Eq. (7-1) 

to the electron microprobe measurements. Noting that in the 

limit CNi + O, (C~~ - c:~> + O, a graph of c~~ - c~~ versus c~~ 
is shown in Fig. 7-8. To a good approximation, a linear 

relationship exists. In Fig. 7-9 a graph of -m versus C~~ 

is given. 

The sign of the slope m of the tie-lines is of con­

siderable significance, particularly in relation to interface 

stability. For the composition range of present interest in 

the Cu-Zn-Ni system, it has just been determined that m is 

8negative. Because ma and m are both positive in this region, 

this result is not at all surprising. 

It is convenient to write 

cc~~ - c~~> = c~i - 1) c~~ 
aS Sa .where kNi = CNi/CNi is the Ni partition coefficient. In view 

CaS Saof this relation, the fact that the difference, Ni - CNi' 
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increases linearly with C~~ indicates that the Ni partition 

coefficient is a constant. This result is consistent with 

. f h 'l'b . . (57)a recent ana1ysis o p ase equi 1 ria in ternary systems 

wherein it was found that dilute partition coefficients tend 

to be constant. 

eaThe graph of -m versus CNi' Fig. 7-9, is to a 

good approximation linear for values of c~i less than 5 wt. %. 

Beyond that value the curve becomes a less sensitive function 

ea
of CNi" 

7.5.2 	 Diffusion Coefficients 

The three diffusion couples a2-a3, 62-e3 and 64-68 

a a were prepared to measure DNiNi and DNiNi and, at the same 

time, to determine if a steep Ni gradient influences the Zn 

distribution. Two measurements were made in the e phase 

because of the higher diffusivities in that phase. This fact 

results in the presence of larger concentration variations 

in the f3 phase of the two-phase a-e diffusion couples used 

for the stability studies. It was thus felt that it would 

be of interest to check on the concentration dependence of 

D~iNi. The diffusion couples were of the so-called "Darken" 

76type< > wherein one commences with a uniform distribution 

of the faster diffusing component and a step in the distribution 

of the other (see Fig. 7-10). This type of diffusion couple 

provides the maximum sensitivity to diffusional interaction. 
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Fig. 7-10 	 Possible influence of Ni on 
the Zn distribution: 
(a) DznNi < O and (b) DznNi > o. 
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If such interaction is significant, then the Zn distribution 

readjusts to case (a) or case (b), depending on whether DznNi 

is negative or positive respectively. Analysis of the Ni 

distribution after the diffusion anneal yields DNiNi directly. 

In all three diffusion couples, it was observed that 

after the diffusion anneal, the Zn distribution remained uni­

form. Thus for the composition range of interest in the 

present study, ternary diffusional interaction can be ignored 

completely. Henceforth therefore, it is convenient to adjust 

a. f3 a.the nomenclature so that DNiNi' DNiNi' Dznzn and oS areZnZn 
a. s sdepicted by Da. and respectively.DNi' DNi' Zn 0zn' 

In each of the three diffusion couples the initial 

Ni step was 2.5 wt. %. By introducing such a relatively small 

concentration difference, one can avoid complications such as 

arise out of the Kirkendall effect and diffusion coefficient 

concentration dependence. In addition, one can employ a 

linear X-ray intensity - concentration relationship between 

the terminal compositions. If in fact the diffusion coef- · 

ficients are independent of concentration, the present boundary 

conditions imply a concentration distribution as given by Eq. 

(2-20), ie., 

= ~[l - erf (__!_)] 
2v'Dt 

Assumption of a linear X-ray intensity-concentration relation­

ship allows one to write 
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and therefore the above becomes 

I - IO l z 
IR - I - I = 2(1 - erf (-)] (7-5) 

1 0 2{Dt 

where IR is the normalized X-ray intensity. It is convenient 

to plot normalized X-ray intensity versus distance on proba• 

bility graph paper.t Data which satisfies Eq. (7-5) yields 

a straight line whose slope depends only on the product Ot. 

Probability paper thus furnishes not only a rapid method for 

determining the value of D but also an accurate test of the 

constancy of D with composition, for if D varies with compo­

sition a straight line will not result. 

F+gures 7-11, 7-12 and 7-13 are plots, on probability 

paper, of IR versus distance for the diffusion couples a2-a3, 

82-83 and 84-88, respectively. In using probability paper 

one should be aware of the fact that the scale in the ranges 

0 to .1 and .9 to 1.0 are greatly expanded and therefore 

measurements of IR in these ranges exhibit a correspondingly 

amplified scatter. Thus it is common practice not to include 

the measured concentration (or intensity) ratios at the tail 

ends of distributions< 77 , 79 >. The three graphs are essentially 

linear and therefore for a 2.5 wt. i Ni variation, the dif­

tThe use of such graph paper fQl')the analys.i,s of diffusion 
data is ci:i,scussed by Johnson<77 and Wellsl78). 
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fusion coefficients are not sensitive functions of concen­

tration. Linear regression analysis was used to determine 

the slopes of the graphs and the corresponding 95% confidence 

limits. ~he correlation coefficients for these analyses 

were 0.9963, 0.9931 and 0.9770 respectively. The calculated 

slopes were used to determine the corresponding diffusion 

coefficients in the following manner. Manipulation of 

Eq. (7-5) yields 

_z~ = erf-l (l - 2IR) (7-6) 
2vot 

where erf-l is taken as meaning the inverse of the error 

function (ie., -1 is not an exponent). The ordinate on proba­

bility paper is determined by the function on the right side 

' " of Eq. (7-6). If (IR' z ' ) and (IR' z " ) are the coordinates 

of two points on the best straight line fit to the data, as 

plotted on probability paper, then from Eq. {7-6) it follows 

that 

' " 1 z ~z 2 (7-7}D = 4t [ -l 1 -l · 11 ]
erf (l-2IR) - erf (l-2IR} 

Calculations based on this equation lead to the diffusion 

coefficients listed in Table 7-3. The error limits on the 

diffusion coefficients correspond to the 95% confidence limits 

on the regression analyses. 
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Table 7-3 

couple 

a2-a3 

S2-S3 

S4-S8 

2
D(cm /sec) 

l.35±.15xlO-lO 

6.4±.9 xl0-8 

3.5±.7 xl0-8 

The fact that there is no indication of diffusional 

interaction for the composition range of interest in the 

present study is a very fortunate simplification. If one 

were dealing with alloys which contained greater amounts of 

Ni, matters might have been more complicated. 

As was expected, the Ni diffusivity in the open 

structured B.C.C. B phase was much greater than in the F.C.C. 

~ phase (Table 7-3). The results for the B phase indicate 

a tendency to decreased Ni diffusivity with increased Ni 

content. Reference to the liquidus surface for the Cu-Zn-Ni 

64system< > indicates that this direction corresponds to in­

creasing liquidus temperature. Thus the decrease in Ni dif­

fusivity is consistent with the previously observed correlation 

73between diffusivity and liquidus temperature for this sytem< , 74 >. 
Nominally the diffusion coefficients obtained from 

the S2-S3 and S4-S8 diffusion couples correspond to {3.75 wt. 

% Ni, 44 wt. % Zn) and (8.75 wt. % Ni, 46 wt. % Zn), respec­

tively. It transpires that for each of the diffusion couples 

used in the stability studies, the B phase directly adjacent 
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to the a-13 interface has a composition much closer to the 

former nominal composition. Thus in all calculations to be 

6 -a 2undertaken, the value of DNi is taken as 6.4 x 10 cm /sec. 

7.5.3 Stability Studies 

The diffusion couples al-61 to al-69 (see Table 

7-2 and Fig. 7-5) were used for the study of a-13 interface 

stability. Couples al-61, al-62, al-133 and al-64 were 

observed to maintain stable planar interfaces. Typical 

micrographs, Figs. 7-14 and 7-15, show the diffusion zones 

of the al-133 and al-134 couples respectively, after one and 

four hour diffusion anneals in both cases. In general, it 

was observed that the lower the Ni content of the 13 phase, 

the more difficult it was to suppress the a * a (Widmanstatten) 

transformation during the quench terminating the diffusion 

anneal. Because it is such a good site for heterogeneous 

nucleation, the original a-13 interface usually is covered 

with Widmanstatten a plates which formed during the quench. 

The particular etchant used for all the metallography (see 

footnote on page 121) had the very useful property of etching 

up the original a-13 interface even in the absence of Wid­

manstatten a plates (eg., Figs. 7-20 and 7-21). Notice that 

the interface moves towards the a phase and hence a is being 

transformed to S. Graphs of interface migration distance 

versus the square root of diffusion time for couples al-133 

and al-134 are shown in Fig. 7-16. Noting that such graphs 
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I hr (80 X) 


4 hr (SOX) 

Fig. 7-14 	 Position of the a-S interface in diffusion couple 
al-S3 after annealing 1 and 4 hrs. During the 
quench from the annealing temperature, Widmanstatten 
a has nucleated on the original interface. 
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I hr (SOX) 


4 hr (SOX) 

Fig. 7-15 	 Position of the a-S interface in diffusion couple 
al-S4 after annealing 1 and 4 hrs. During the 
final quench, Widmanstatten a has nucleated on 
the original interface. 
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Fig.; 7-16 	 Interface migration distance versus the 
square root of clif:tusion time for diffusion 
couples al-B3 and al-e4. 
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must pass through the origin, one can,see that a parabolic 

relationship exists between migration distance and time. 

Accordingly there is little doubt that the migration rate 

of the a-S interface is controlled by transport through 

the bulk alloys (rather than, for example, by the transport 

rate of atoms across the actual interface) • 

The diffusion couples al-as, al-$6, al-$7, al-SS 

and al-$9 (see Table 7-2 and Fig. 7-5) involved nonplanar 

a-a interfaces. Micrographs of the corresponding diffusion 

zones are shown, as a function of time,, in Figs • 7-17, 

7-18, 7-19, 7-20 and 7-21. Notice that in all cases the 

interface moves toward the a phase. Graphs of average 

interface migration distance versus the square root of dif­

fusion time were made on the basis of Figs. 7-17 to 7··21 and 

the results are shown in Fig. 7-22. One can see that all the 

graphs are essentially linear. Although the interfaces are 

nonplanar and therefore the compositions, vary along the 

interface, the average interface compositions are likely 

to be approximately constant with time and consequently the 

average interfaces migrate in the observed parabolic manner. 

However, the migration rates for nonplanar interfaces are 

undoubtedly slower than the corresponding rates for planar 

interfaces because the lateral diffusional flux components 

required to produce perturbations make the net transport 

less efficient in the direction perp~ndicular to the average 

interface. 
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-----13 --­

-
114 hr (160X) 

-----!3-­

t hr (160X) 

-----!3-­

4 hr (160X) 

____ _/]. __ _ 

9hr(80X) 

Fig. 7-17 Position of the ~-S interface i.n di;ffusion couple 
al-SS after annealing 1/4, 1, 4 and 9 hrs. 
In some cases Widrnanstatten a has nucleated 
on the original interface during the final 
quench. 
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I /4 hr ( f 6 0 X ) 

I hr (f60X) 

4 hr (160X) 

9hr{80X) 

Fig. 7-18 	 Position of the 0i~S interface in dif.fusion 
couple al-66 aft~r annealing 1/4, 1, 4 and 9 
hrs. In some cases Widmanstatten a has 
nucleated on the original interface during 
the final quench. 
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-----~--

114 hr (160X) 

---- {3 --­

4hr (160X) 

9 hr (80X) 

Fig. 7-19 	 Position of the o.-B interfaca .in diffusion 
couple al-B7 after annealing 1/4, 1, 4 and 9 
hrs. In some cases Widmanstatten a has 
nucleated on the original interface during 
the final quench. 
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lt4hr(80X) 


-----/3--­

I hr (SOX) 


4 hr (SOX) 


9hr(80X) 

Fig. 7-20 	 Position of the a-S interface in diffusion 
couple aL-68 after annealing 1/4, l, 4 
and 9 hrs. 
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r hr(80X) 

4 hr (80X) 

9 hr (SOX) 

Fig. 7-21 	 Position of the a-6 interface in diffusion 
couple al-69 after anne~ling 1, 4 and 9 hrs. 



151 


""i. 300-
...= 
Cl)-
Q 200 
z 
0-
~ 
0: 100 
<!)-2 
ci 
~ 0..-1:::..--r---~.....----~----.-.. 

0 I 2 3 
tl/2 ( hrf/2 ) 

Fig. 7-22 	 Average interface migration jistance 
versus the square root of ~fusion time 
for diffusion oouples al-a5 ·'to «l-a9. 



152 

Consider first the unstable couples al-SS, al-S6 and al-S7 

(Figs. 7-17, 7-18 and 7-19). In each case the evolution of 

interface morphology involves essentially the same sequence. 

At 1/4 hour the a-S interface has a roughly sinusoidal perio­

dicity. With a wave length increase, this morphology is 

sustained up to 1 hour. After 4 hours, the interface loses 

the approximately sinusoidal periodicity and becomes very 

irregular in shape. For the al-S6 and al-S7 couples, it 

was possible to calculate an average wavelength of periodicity 

at 1/4 and 1 hours. Graphs of this average wavelength versus 

the square root of diffusion time are shown in Fig. 7-23 and 

are found to be approximately linear. It is significant that 

the average wavelength is of the same magnitude as the average 

migration distance of the interface. 

Turning now to the diffusion couples involving 

higher Ni content in the a phase, consider the results for 

the al-SS couples, Fig. 7-20. At earlier times, 1/4 and 1 

hour, the a-S interface has an approximately sinusoidal 

periodicity which increases in wave length and amplitude with 

time. At the later time of 9 hours the morphological 

breakdown is quite severe. A graph of average wavelength 

versus the square root of diffusion time is shown in Fig. 7-23. 

The couples al-S9, Fig. 7-21, have the most Ni in the bulk 

S phase. It is quite clear that the morphological breakdown 

is much more severe in this case than in the other four 
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unstable couplest. After only 1 hour the interface is very 

rugged in appearance with what appears to be two-phase zone 

formation. Although there is no regular periodicity, the 

scale of the structure increases with time. 

On the basis of the results for the diffusion couples 

al-131 to al-$9, it is possible to make a few summary obser­

vations regarding the stability of the a-$ interface, keeping 

in mind that the terminal composition in the a phase is never 

varied. It is observed that for a given Zn terminal concen­

tration in the a phase, there is a tendency for the inter­

face to become unstable as the Ni terminal concentration is 

increased. On the other hand, it is observed that for a given 

Ni terminal concentration in the $ phase, there is a tendency 

for the interface to become stable as the Zn terminal 

concentration is increased. 

7.6 SUMMARY REMARKS 

At this juncture it is convenient to take stock 

of the information on the cu-Zn-Ni system which will be 

required for the stability calculations to be made in the 

next chapter. The calculation sequence is as follows. One 

first specifies a set of terminal compositions (CNia'CZna) 

and (CNiS' CZnS) for a two-phase diffusion couple. Given 

tit should be kept in mind that the micrographs are not 
all at the same magnification. 
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the appropriate diffusion coefficients and ternary phase 

diagram, this set determines the corresponding diffusion 

path. The parameters required to utilize the stability 

criterion (6-44) are established by this diffusion path 

calculation (see Appendix II). Thus what is essential is 

to have values for the four diffusion coefficients and to 

be able to describe the phase diagram analytically. 

From Fig. 7-5, one can see that over the compo­

sition ranges of interest in the present study, the a/a+S 

and a+S/S phase boundary lines can be approximated by 

straight and parallel lines (cf., Eqs. (6-13) and (6-14)). 

The best straight line fits to the phase boundary lines 

yield 

caS 
Ni = 2.3 caS 

Zn 
_ 79.35 (7-8) 

cSa 
Ni = 2.3 caaZn - 90.85 (7-9) 

tie., ma = ms = 2.3, ba = -79.35 and bs = -90.85 • In 

addition to these relations, an equation which is analogous 

· · d · of the form c8a=m6acaa+baato Eq. (6 - 15) is require , ie., Zn zn • 

The slope of the tie-line m is determined from Fig. 7-9 and it 

determines the values of mSa and bSa. In view of Eq. (6-16) 

tFor numerical calculations, it is convenient to use wt.% as 

the unit for concentration. On the basis of the cu-Zn binary 

phase diagram< 79 >, the values of c~! and C~~ corresponding to 

C~~=C~i=O are approximately 34.S and 39.5 wt.% respectively. 

These values were used in order to determine the values of 
the intercepts ba and ba. 
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and the fact ma.= mS, it follows that maa = 1. However, the 

value of bSa is not a constant and must be determined graphi­

cally from Eqs. (7-8) and (7-9) and Fig. 7-9. In calculating 

diffusion paths, the following iterative procedure is employed 

(see Appendix II). A value for C~~ is guessed and then, via 

Eqs. (7-8) and (7-9) and Fig. 7-9, a value of bsa is determined 

graphically. The ternary phase diagram now has an analytic 

description. Next the diffusion path calculation is made 

as outlined in Appendix II and this yields a second estimate 

of ca.S hence a better estimate of baa. This iterative cycleZn' 

is continued until the value of caS does not change. It trans­Zn 

pires that the calculations are not very sensitive to the value 

of baa and only one or two iterations are required. 

The next set of parameters which are required are 

the four diffusion coefficients. In Sec. 7.5.2 the values 

of D~i and D~i were determined. It was indicated that 

6.4xlo-8 cm 2/sec would be used as the value of D~i· It remains 

to specify values of D~n and D~n • The value of the inter­

diffusion coefficient for the Cu-Zn system at 34 wt.% Zn 
a.should be adequate for Dzn • Thus from the data of Horne 

and Mehl<G 9 ) and Resnick and Balluffi(?O) one obtains 

Because Zn in beta brass 

moves extremely rapidly, calculations of a-S interface 

mobility and stability are sensitive to the value of D~n· 
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The data of Landergren et a1( 6S) indicate that the inter-

diffusion coefficient in beta Cu-Zn is sensitive to compo­

sition. The presence of, on the average, about 5 wt. % Ni . 
in the B phase makes it questionable as to whether or not 

the value of D~n can be reliably determined from binary 

Cu-Zn data. 

To circumvent the difficulties just mentioned, it 

was decided to fit a value of 0 8 to the data for theZn 

interface migration rate of the al~84 diffusion couple (Figs. 

7-15 and 7-16). The observed rate constant is 3.0xl0-4 

~t B
cm/sec • Using a spectrum of values for Dzn' diffusion 

path calculations were made for the al-84 couple and the 
B -7 2value Dzn = 2.SSxlO cm /sec gave the observed rate con­

stant. As a check on consistency, a diffusion path calcu­

lation for the couple al-83 was made using this value of D~n· 
The calculation gave b = 2.0xl0-4 cm/sec~ which is in good 

agreement with the observed value (Fig.· 7-16) of 2.1x10-4 

l 

cm/sec~ • 

Table 7-4 is a summary of the information at hand. 

It is to be emphasized that the values given for some of 

the parameters are very approximate. 

tRecall that the rate constant is simply the position of the 
interface in A-space, ie., b = ~/t~ . This symbol for rate 
constant is not to be confused with the intercepts ba,bB and bBa. 
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Table 7-4 

ba = -79.35 wt.% 

be = -90.85 wt.% 

m<O (Fig. 7-9) 

mea= l bSa from Eqs. (7-8) and (7-9) 
and Fig. 7-9 

-8 24xlO cm /sec 



CHAPTER 8 

DISCUSSION 

8.1 	 INTRODUCTION 

Because the stability criterion (6-44) appears to 

be an unwieldy conglomerate, one is at first apprehensive 

about attempting a union of theory and experiment. However, 

as will be demonstrated shortly, the stability criterion 

reveals its intricacies in a very satisfying and transparent 

manner when applied to the Cu-Zn-Ni system. 

8.2 	 APPLICATION OF THE STABILITY CRITERION TO THE 
Cu-Zn-Ni SYSTEM - MATHEMATICAL MANIPULATION 

Although reasonably straightforward,the analysis 

contained in this section is tedious. To minimize confusion, 

the nomenclature of chapter 6 is specialized to that corres­

ponding to the Cu-Zn-Ni system. Accordingly, component 1 + Ni, 

component 2 + Zn, phase I + a, phase II + S and the stability 

criterion (6-44) becomest 
a: a a(m60S.-m06 ) D6.D6 ~ 6/Cm6-m)+Da.Da $a/(ma-m) (mDzn-m DNi) Ni Zn + Ni Zn Ni Zn 

Vt {m6-m) vcc6a - ca6) (ma -	 m)Zn Zn 

06.06 ~6/(m6-m)+Da.Da ~a/(m~-m) }
+ 	 Ni Zn Ni Zn > O (unstable) (8-1) 

v ccSa_caS)
Zn Zn 

tRecalling that by convention the positive direction is II + I, 
the positive direction is now a + a. 
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It has already been noted that ma ~ ma (Table 7-4) and accor­

dingly the terms (ma-m) and (ma-m), both of which are positive, 

can be factored out of (8-1). From Figs. 7-14, 7-15 and 7-17 

to 7-21, it is noted that the a phase grows at the expense of a. 

Hence V > 0 and the stability criterion (8-1) reduces to 

oa oa ,,,a+ oa. oa ,,,a 
(maDNai. _ m 0 ZSn) + Ni Zn ~ Ni Zn ~ 

V(CSa .;.. Caal
Zn Zn 

D~n llla + D~i D~n llla 
> 0 (unstable) (8-2) 

The identical second and fourth terms reflect constitutional 

effects, weighted according to the diffusivities in the cor­

responding phases. On the other hand, the first and third 

terms represent 'kinetic' effects corresponding to the phases 

a and a respectively. 

The stability criterion (8-2) becomes 

l<1> 6 + ea + e6 I - l<Pa + ea + ea I > 0 (unstable) (8-3) 

when the following parameters are introduced 

a<Pa m Da - ma (8-4)= Zn DNi 

m DS<Pa = ma D~i - (8-5)Zn 
aea Da. ipa/V (CSa._ca.a) (8-6)= DNi Zn Zn Zn 

aS a DS ipS/V(CSa_caS) (8-7)= DNi Zn Zn Zn 

To be able to deal with (8-3) effectively, one must first 

establish the possible signs and magnitudes of the four para­
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meters contained therein. 

Consider ~a and ~a in Eqs. (8-4) and (8-5). The 

physical significance of these terms will become apparent as 

the analysis progresses. Because ma =ma > ,0 and m < O, one 

has that ~a < O and ~a > O. Using Table 7-4 the values of 

ma, ma, D~n' D~n' D~i' o:i and a typical value of m(-.05) 

are substituted into Eqs. (8-4) and (8-5) to give 

~a= -2.Jxl0-9 and ,a= l.6xl0-7 • Clearly then, when dealing 

with (8-3), one can impose the following conditions on ~a 

and ~ 8 : 
~a < 0 


~6 > 0 
 (8-8) 

1~81 >> l~al 

Noting that V > 0 and (C~~ - C~~) > 0 (see Fig. 

7-2) I it follows that the factor V(Caa - ca 6 ) is positive inZn Zn 
Eqs. (8-6) and (8-7). Therefore the signs of ea and eS 

depend on the signs of ~a and ~ 8 respectively, which in 

turn depend on whether or not supersaturation develops in 

the corresponding phase. From Eqs. (6-10) and (6-11), 

aa = as = 1 and hence from (6-9) it follows that ~a > 0 and 

~a > 0 if supersaturation develops in the a and 8 phases, 

8respectively. Accordingly, ea > 0 and e > 0 if super­

saturation develops in the correspo·nding phase. In view of 

the preceding discussion, one recognizes the following possi­
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bilities for ea and est 

ea ~ o 

es ~ o (8-9) 

lea! - jesl ~ o 

Having established some appreciation for the para­

meters involved in (8-3), it now is possible to study the 

latter in greater detail. On the basis of the stability 

criterion alone, there are four possibilities which must be 

considered to ultimately be able to remove the absolute value 

signs: 

cps + ea + eB > 0 and cpa + ea + es > 0 (8-10) 

cp 13 + ea + ef3 > 0 and cpa + ea + af> < 0 (8-ll) 

cp 13 + ea + es < 0 and cpa + ea + e13 > 0 (8-12) 

cps + ea + af3 < 0 and cpa + ea + as < 0 (8-13) 

As a result of conditions (8-8), the third case, (8-12), 

is an impossibility. Since cp 13 > O, to have cpf3 + ea + ef3 < 0 

e13one must have ea + < O • The latter is in 	contradiction to 

e13the fact that since ~a < O, to have cpa + ea + > 0 one must 

e13have ea + > o. The other three possibilities are consis­

tThe symbol ~ should be interpreted as meaning greater than, 
less than or equal to • 
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tent with conditions (8-8) and are now considered in some 

detail. 

Case l- (8-10) 

First of all notice that in view of conditions (8-8) , 

8¢a. + ea. + e ~ 0 is a sufficient, but not necessary, condition 

for ¢8 + ea. + eS ~ 0 and therefore case I is in fact charac­

terized simply by 

¢a. + ea. + as > o • ca-14) 

Combining (8-14) (or equivalently (8-10)) with the stability 

criterion (8-3) ' one obtains 

¢ f3 + ea. + es - (¢a.+ ea. ... aa> > 0 (unstable) 

and hence 

¢$ - ¢a. > 0 (unstable) (8-15) 

8which is necessarily true because ¢ > 0 and ¢a. < O. Accor­

dingly case I refers to situations in which the system is in a 

state of what shall be referred to as absolute instability. 

Case 2 - (8-11) 

Combination of conditions (8-11) with (8-3) yields 

the stability criterion 

(unstable) • (8-16) 

In view of (8-8), ¢a.+¢$> 0 and therefore the above criterion 

can be written in the alternative form 
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(unstable). (8-17) 

Depending on the values of the four parameters, one can have 

either stability or instability in case 2. 

Case 3 - (8-13) 

From conditions (8-8), it follows that $S +ea+ eS < 0 

is a sufficient condition for $a + ea + e 8 < 0 and hence case 

3 is characterized by 

(8-18) 

Application of (8-18) (or equivalently (8-13))to the stability 

criterion (8-3) yields 

~a _ $s > 0 (unstable) (8-19) 

which is in contradiction to (8-8) and therefore can never 

be true. Case 3 refers to situations in which the system is 

in a state of what henceforth shall be referred to as absolute 

stability. The physical significance of the regimes of 

absolute stability and instability will be dealt with shortly. 

One should be cognizant of the fact that the domains 

of absolute instability and absolute stability represented by 

cases 1 and 3,respectively, are in fact covered by case 2. 

That is to say, if (8-14) is applied to (8-16), absolute 

instability results. On the other hand, if (8-18) is combined 

with (8-16), one obtains absolute stability. Accordingly the 
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stability criterion (8-16) is capable of dealing with all 

possibilities, subject of course to conditions (8-8). Mar­

ginal states (ie., states of incipient instability) are 

defined by 

(8-20) 

Similarly, states of incipient absolute instability and 

absolute stability are defined respectively by 

<t>a + ea + ea = 0 (8-21) 

and <t> 6 + ea + ea = o (8-22) 

8.3 	 APPLICATION OF THE STABILITY CRITERION TO THE cu-Zn-Ni 
SYSTEM - PHYSICAL INTERPRETATION 

At this point it is convenient to investigate the 

physical significance of the parameters <t>a, <f>s, ea an6 ef3 

and their relationship to the three cases just discussed. 

In all the important expressions, eg., (8-14), (8-16) 

and (8-18), the constitutional terms occur as the sum ea+ e6• 

Recall that ea and ea are positive if supersaturation de­

velops in the respective phases. In view of (8-16), the 

more positive is the sum ea+ ea, the greater is the tendency 

toward instability, a result which is qualitatively consistent 

with the elementary constitutional approach discussed in Sec. 

6.2. Notice also that if (ea + ea) < O, the sum represents a 

stabilizing influence. The terms ~a and ~f3 in Eqs. (8-6) 

and (8-7) (cf., Eqs. (6-6) and (6-7)) represent thermodynamic 
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driving forces for morphological breakdown. The effective­

ness of the driving force in the phases is determined by 

a a S Sdiffusional weighting factors DNi Dzn and DNi DZn' respec­
, t 

tively . 

It was mentioned earlier that the parameters ~a and 

~S reflect kinetic influences. To appreciate their physical 

significance one must examine what actually transpires 

during interdiffusion of two-phase infinite diffusion couples 

of the type used in Sec. 7.5.3. Consider first the distri­

bution of Zn as shown schematically in Fig. 8-1. Because 

DS >> Da (Table 7-4) there is a strong tendency for theZn Zn 

a-S interface to move to the right and this is in fact what 

is experimentally observed. This tendency is perhaps better 

understood if one examines the Zn interfacial mass b~lance 

{cf., Eqs. (6-19) and (6-20)): 

(8-23) 

Since (cSa - caS) > o Da Gas < o and Dzsn O, it followsZn Zn ' Zn Zn 

that for V > O, ID~n G~~I must exceed jo~n Accordingly, 

the more rapidly Zn is delivered to the interface from the S 

phase and the less rapidly it is removed into the a phase, 

the faster the interface moves toward the a phase. 

Whereas the situation with respect to the distribution 

tln the most general case {8-l), there exists constitutional 
as well as diffusional weighting factors. 
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of Zn is straightforward, the Ni distribution has interesting 

peculiarities which influence the stability of the a-S inter-

Sa aSface. Because m < O, (CNi - CNi) < 0 and the Ni distribution 

is roughly as shown in Fig. 8-2. Because D~i >> D~i (Table 7-4) 

it would appear that there exists a strong tendency for the 

a-a interface to move to the right, just as was the case 

with Zn. However, the fact that (C~~ - C~~) < 0 complicates 

matters considerably. Consider the interfacial mass balance 

for Ni (cf., Eqs. (6-19) and (6-20)) : 

(8-24) 

Sl..nce (CNSai caS) 0 Da GaS < 0 d DS GSa < O, it follows- Ni < , Ni Ni an Ni Ni 

that for v > O, !o~i G~~ I must exceed ID~i G~~ I· Thus the flux 

of Ni from the interface into the a phase must exceed the flux 

of Ni to the interface from the S phase. Whereas the rate of 

a-S interface advance with respect to Zn primarily depends 

on the rate of delivery of Zn to the interface, with respect to 

Ni it depends on the rate at which Ni can escape into the a 

phase from directly ahead of the moving interface. In other 

words, for the a-S interface to move in the positive direction, 

a spike of Ni must be pushed ahead of the interface. It is this 

fact which leads to a potential for purely kinetic morpho­

logical breakdown of the a-a interface. 

Consider the fate of a small perturbation introduced 
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into the shape of an advancing planar a-S interface as shown 

in Fig. 8-3 (cf., Sec. 3.3.l~ It has just been demonstrated 

that the velocity of the interface is determined by the rate 

at which Ni can escape into the bulk a phase. In the vicinity 

of the perturbation the Ni escape rate is enhanced due to the 

divergence of the corresponding diffusional flux. As a result, 

the perturbation advances at a faster rate than the re­

mainder (ie., planar part) of the interface. Thus as a 

result of the well known point effect of diffusion, the a-a 
interface is morphologically unstablet. With reference to 

the Ni mass balance (8-24), the perturbation effectively 

increases the magnitude of G~~ in its vicinity (and hence in­

creases V). On the basis of an elementary geometrical construe­

tion one can demonstrate that the relative change in an 

interfacial gradient is greater, the steeper is the original 

gradient. Accordingly the perturbation has little influence 

on G~~' G~~ and G~~ as the latter are relatively flat. 

It has been established that the tendency for 

instability is enhanced by the steepness of the original 

interfacial Ni gradient (ie., spike) in the a phase. There 

are three principal effects which influence the sharpness 

of the Ni spike. 

tKeep in mind that in the present discussion, the consti­
tutional effects due to ea and as are being ignored. 
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i) The slower is the diffusivity of Ni in the a phase, the 

steeper is the Ni spike (ie., the smaller is D~i' the 

greater in magnitude must be G~~ for ID~i G~~I to exceed 

in Eq. (8-24)). 

ii) The alarger is the value of DNi' the greater must be 

the product I aDNi aalGNi ,and hence aathe value of GNi'to 

exceed I aDNi SalGNi • 

iii) The faster the average interface moves, the sharper is 

the Ni spike because there is less time available for 

Ni redistribution into the bulk a phase. On the basis 

of Eq. (8-23) it has already been pointed out that the 

greater is the value of D~n and the smaller D~n' the 

greater is V. 

In summary the tendency for this type of kinetic 

instability is enhanced by rapid transport in the a phase 

and slow transport in the a phase (indeed, any transport 

at all in the a phase must be regarded as contributing to 

stability). The terms ~a and ~a, respectively, represent these 

two influences. From the stability criterion (8-16), the 

larger is the value of ~a, the greater is the tendency for 

instability. Recalling Eq. (8-5), this result is entirely 

consistent with the physical arguments just outlined. Be­

cause ~a< O, the smaller in magnitude is ~a in (8-16), 

the greater is the tendency to instability. Recalling Eq. 

(8-4), this result is also entirely consistent with the 



173 


physical arguments just discussed. In the limit D~n ~ 0 

and D~i ~ O, ~a ~ 0 and the stabilizing effect of transport 

in the a phase is negligible. 

It is now clear that one has two potential sources 

of morphological instability. There is the kinetic one just 

discussed and represented by the terms ~a + ~B in (8-16) and 

the constitutional (or thermodynamic) one represented by 

2 (ea + e B) in C8-16 ) • 

Consider the three cases discussed earlier. Case 

is characterized by (8-14) and corresponds to absolute in­

stability. From (8-14), this clearly represents situations in 

which supersaturation dominates the single stabilizing in­

fluence, transport in the a-phase (ie., ~a< 0). Case 3 

on the other hand is characterized by (8-18) and corresponds 

to absolute stability. From (8-18) this situation occurs 

when the constitutional terms exert a sufficiently stabilizing 

8influence (ie., ea+ e sufficiently negative) that they 

dominate the only term favouring instability (ie., ~B > 0). 

Case 2, (8-16), summarizes all aspects of this stability 

problem with ~a (<O) representing the stabilizing influence of 

transportin the a-phase, ~B(>O) representing the destabilizing 

e8influence of transport in the a-phase and ea and (each ~ 0) 

representing the possibility of supersaturation in the corres­

ponding phases. 

l 
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8.4 COMPARISON OF THEORY AND EXPERIMEN~ 

Mathematical and physical details have now been 

sufficiently clarified to make possible a detailed correlation 

between the preceding discussion and the experimental stability 

studies of Sec. 7.5.3. Recall that the experiments involved 

examination of the shape of the a-8 interface of two-phase 

infinite diffusion couples which had the same terminal compo­

sition in the a phase (O wt.% Ni, 34.l wt.% Zn) but different 

terminal compositions in the a phase (CNiS'CZnS) (see Sec. 7.3). 

One now inquires into the influences which variations in the 

a terminal composition have on the magnitude and signs of 

the parameters in (8~16). 

Given all of the required diffusion and equilibrium 

data, the diffusion path for a ternary diffusion couple is a 

function of its terminal compositions. In the present study 

the terminal composition in the a phase is fixed and therefore 

one can regard the diffusion path as being a function of 

CNiS and CznS only. The values of ~a, ~B, ea and aB, Eqs. 

(8-4) to (8-7), are all uniquely determined by the diffusion 

path corresponding to the g~ven diffusion couple and hence 
l 

they are also functions of CNiS and It follows there­czns· 

fore that Eq. (8-20), which defines states of incipient in­

stability, can be regarded as a function of the form 
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That is to say, Eq. (8-20) is a relationship between the Ni 

and Zn contents of the bulk S phase and thus can be plotted 

on the appropriate ternary phase diagram as a locus of mar­

ginally unstable states. Accordingly the phase diagram is 

divided into stable and unstable domains with respect to . 

the terminal composition of the S phase. Clearly Eqs. (8-21) 

and (8-22) also define loci on the ternary phase diagram. 

These loci define domains of absolute instability and ab­

solute stability, respectively, with respect to the terminal 

composition of the B phase. To round out the present dis­

cussion, it is convenient to anticipate the results of the calcu­

lations just outlined. They are shown schematically in Fig. 8-4. 

The three loci are shown as lines having positive slope for 

the following reason. Because of the nature of the cu-Zn-Ni 

phase diagram, the tendency to supersaturate iri either phase 

(cf., the discussion relating to Fig. 7-3) increases with in­

creasing Ni and decreasing Zn in the bulk 8-phase. Thus the 

equation 

defines a line of positive slope on the ternary phase diagram. 

Since ~a and ~B are not very sensitive functions of B 

terminal composition, the three equalities (8-20), (8-21) 

and (8-22) define loci which are lines of positive slope. 

Following the procedure developed in Appendix II 

diffusion path calculations were made for each diffusion 
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Czn 

Fig. 8-4 Schematic drawing of the loci of e terminal composition 
corresponding to Eqs. {8-20), (8-21} and (8-22). 
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couple, al-Sl to al-S9, used in the stability studies of Sec. 

7.5.3. With the exception of couple al-S9, a single real 

root to the trancendental equation (A2-17) was obtained, 

indicating a unique diffusion path for the corresponding 

terminal compositions. The diffusion path calculation cor­

responding to couple al-89 yielded two real roots to Eq. 

(A2-17), which physically means there are two sets of inter­

face composition and velocity which allow the mass balances 

to be satisfied for a planar interface. In view of the fact 

the al-S9 couple is observed to be morphologically unstable, 

it is clear that nature chooses neither of these two pos­

sibilities. This problem of multiple roots .is further dis­

cussed shortly. 

A brief outline of the means by which Eqs. (d-22), 

(8-20) and (8-21) can be used to determine the loci, with 

respect to a phase terminal composition, of absolute stability, 

incipient instability (ie., the marginal states) and absolute 

instability has already been given. These calculations are 

now considered in greater detail. Since numerous references 

are made to equations in earlier chapters and in Appendix II, 

it is appropriate that one recall the system of nomenclature, 

ie., phase I+ a, phase II+ S, component l +Ni and component 

2 + Zn. To illustrate the calculations, it is convenient to 

consider specifically the definition of marginal states, Eq. 

(8-20). 
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Substitution of Eqs. (8-4) to (8-7), (6-6) and (6-7) 

into {8-20) leads to 

One now introduces V = d~/dt = b/2it and Eqs. (A2-6) and {A2-7) 


to obtain 


bccSa_caS)[m(Da -De ) + mSoS. - maDa.]

4 Zn Zn Zn Zn Ni Ni 

-maD~i ~ (C~~-Czna)Fa(b/2~) + D~nj w (C~~-CNia)Fa(b/2~] 

= 0 (8-26) 

On substituting Eqs. (A2-ll), (A2-12) and (A2-14), this equa­

tion can be rearranged to give the following expression for 
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For a given terminal composition in the a phase, 

(CNia'CZna)' and given bulk Zn content in thee phase, Czna' 

this function is of the form 

(8-28). 

It specifies the bulk Ni content in the e phase required to 

define a point on the locus of marginal states (with respect 

to S terminal composition). There are three unknowns in­

volved and therefore two further equations are needed. ~he 

interface mass balance for Zn yields an equation of the form 

(Eq. (A2-l6)) 

(8-29) 

Because CNiS is one of the unknowns, the interface mass 

balance for Ni, Eq. (A2-15), is regarded as an equation of 

the form 

which can be inverted to 

(8-30) 

Substitution of Eq. (8-29) into 
~ 

(8-28) and (8-30) gives, 

respectively 
(8-31) 

and 
(8-32) 

Clearly the value of b, and hence c~! and CNiS' which satisfies 
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the two interface mass balances and the condition that the 

6 terminal composition is on the locus of marginal states is 

obtained by solving the transcendental equation 

g 2 (b) = f 5 (b) - f 6 Cb> = o. ca-33) 

If 2$a = 2(mD~n-maD~i) or 2~ 6 = 2(m6D~i-mD~n} replace the 

terms in the square brackets of Eqs. (8-27), one obtains 

transcendental equations analagous to (8-33) but corresponding 

to Eqs. (8-21) and (8-22),respectively. Accordingly domains 

of absolute instability and absolute stability are defined. 

Having specified CN. = 0; CZ = 34.1 wt.% andia na 

various values of CZnS in the range 44-50 wt.%, the three 

transcendental equations defining loci in a 'phase space' of 

6 terminal concentrations were solved in a manner completely 

analagous to that by which Eq. (A2-17) is solved (ie., the 

iterative process described in Appendix II). For each equation, 

two sets of real roots were obtained. The loci corresponding 

to the set which was accepted are shown in Fig. 8-5 and will 

be discussed in a moment. They correspond to situations in 

which the a-6 interface moves comparatively fast. The loci 

corresponding to the other set of roots are three very closely 

spaced lines situated roughly where the absolute instability 

locus is in Fig. 8-5. In these cases the interface migration 

rate is relatively slow. The locus of marginal states 

corresponding to the second set of roots (low V) is rejected 
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because it is situated .in a region of the phase diagram which 

is unstable relative to the other locus of marginal states 

(high V). Similar arguments apply to the loci which define 

domains of absolute stability and instability. The fact that 

the selected set of roots leads to excellent agreement with 

experiment (Fig. S-5) reinforces the argument just outlined. 

On Fig. 8-5 is plotted the B terminal compositions 

of the various diffusion couples involved in the experimental 

stability studies and the loci which evolved out of the per­

turbation calculations+. In view of the fact that some of 

the parameters used in the calculations are not very precisely 

known, the agreement between experiment and theory is extremely 

good. So completely does Fig. 8-5 summarize the experimental 

program of chapter 7, the theoretical efforts of chapter 6 

and the relationship between the two, that the little which 

remains to be said is best discussed in the following summary 

chapter. 

tFor B terminal compositions close to the a+B/B phase boundary, 
diffusion path calculations reveal that the a-S interface moves 
towards the B phase. This possibility is of no interest with 
respect to the present set of experiments. Therefore the loci 
were not calculated right up to the phase boundary. 



CHAPTER 9 

SUMMARY REMARKS
• 

Using perturbation methods, precipitate-matrix 

interface stability in ternary systems has been examined 

in considerable detail (Chapter 5). The appropriate 

stability criterion was obtained, Eq. (5-19), and then 

considered in various important limiting situations. This 

criterion was observed to account for the point effect of 

diffusion and the stabilizing influence of capillarity in 

much the same general manner as the corresponding binary 

relation does, Eq. (5-21) • 

The stability of a planar interface in a two-phase 

ternary diffusion couple was treated in chapter 6. The 

problem was first considered in rather elementary consti­

tutional terms. Then perturbation methods were applied to 

obtain a more realistic stability criterion, (6-44). This 

stability problem was formulated in a sufficiently general 

manner that the results could be applied to other interesting 

stability proble~s, eg., solid-liquid interface stability 

during steady state solidification or melting of binary alloys, 

interface stability during dissolution of solid alloys in 

contact with liquid metals and oxide-metal interface stability 

during alloy oxidation. 

183 
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An experimental investigation into the stability of 

a.-B phase interfaces in the Cu-Zn-Ni system was under.taken 

and is described in chapter 7. The first part of the experi­

mental program involved determination of certain significant 

diffusion and equilibrium parameters. Using two-phase 

infinite diffusion couples, all with the same a terminal 

composition but with various B terminal compositions, it 

was possible to index the transition from a stable to an 

unstable planar a-B interface. Hitherto this type of 

experiment has never been attempted. The time evolution 

of unstable phase interfaces was also examined. 

~he stability criterion which evolved out of the 

perturbation analysis was applied to the Cu-Zn-Ni system in 

chapter 8. It was possible to attach a clear physical 

significance to each of the mathematical terms which appeared 

in the resulting criterion. The locus of marginally unstable 

states was calculated. This locus was plotted on the cu-Zn-Ni 

ternary phase diagram thus defining regions of stability 

and instability with respect to B terminal composition, 

for the specific a terminal composition used in the experi­

mental· stability studies. Superimposed on this diagram were 

the results of the experimental program. The agreement with 

the locus calculated on the basis of perturbation theory was 

excellent. The present study represents one of the first 

quantitative tests of perturbation theory as applied to 
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problems of morphological stability in the solid state. 

During the course of calculation it was observed 

that it is mathematically possible to have more than one dif­

fusion path associated with a given set of terminal compositions 

in a two-phase diffusion couple. This fact lead to the 

appearance of multiple roots during the calculation of the 

locus of marginal states. There has long been an awareness 

of the fact that analyses of certain classes of phase transi­

tion, when based solely on solutions of the diffusion equation 

(or heat equation), lead to indeterminacies(ao>". Classic 

examples are: i) Isothermal eutectoid reaction(Sl) - a 

single relation exists between the steady state lamellar 

spacing and the reaction velocity and therefore these 

quantities are not uniquely specified and ii) Dendrite 

needle growth( 32182183 ) (or Widmanstatten plate growthCS 4 ,as)) ­

the radius of curvature of the needle (or plate) tip and 

the steady state tip velocity are not uniquely specified. 

To remove the degree of freedom, it is invariably assumed 

that the system will seek a configuration which satisfies 

some extremum principle. For examples i) and ii) just cited, 

it is usually assumed that the system seeks a configuration 

which maximizes the reaction velocity with respect to lamellar 

spacing and tip radius, respectively~ The use of extremum 

principles are interimprocedures in the absence of a detailed 

kinetic or phenomenological theory of the cooperative pro­

\. 
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cesses which control the phase transition(SO). 

It would appear that the possibility of multip~e 

diffu~ion paths is related to the class of indeterminacies 

just discussed. However, in the present study it was ~ot 

necessary to apply an extremum principle to decide which of 

the two calculated loci of marginally unstable states should 

be rejected. One locus was situated in the unstable domain 

defined by the other locus and therefore the former was 
' 

rejected. It is interesting to note that the accepted1locus 

corresponds to higher interface velocity, in agreement.with the 

maximum velocity principle. It is apparent that there, is a 

need for a detailed re-examination of the existence and 

uniqueness of virtual ternary diffusion paths associated with 

phase transition. Such considerations must be clari£i•d for 

a complete understanding of the problem of interface s~ability 

since if no solution exists, the system is unstable, aad if 

more than one solution exists, all but one must be reg~rded 

as being unstable (or at best metastable). 
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APPENDIX I 


A CAPILLARITY EQUATION FOR DILUTE TERNARY SYSTEMS 


In this appendix, the capillarity equation (5-5) is 

derived. Recall that the system under consideration, Fig. 5-1, 

involves two phases which are dilute solutions of components 

1 and 2 in component 3. The appropriate Gibbs-Duhem re~ations 

are a convenient starting point for the derivation, viz., 

for the precipitate: 


II II II 

Nl dµl + N2 dµ2 + N3 dµ3 (Al-1) 


and for the matrix: 


(Al-2) 

h t he NiI and NiII (1' = l , 2 , 3) are mol e f . and nw ere ractions , ~· 

is the molar volume (which is assumed to be the same in both 
! 

the precipitate and matrix). The pressure change in the matrix 

is equated to zero on assumption that the parent phase is 

sufficiently plastic that a pressure buildup can not be: 

sustained. Equation (Al-2) is solved for dµ 3 which is then 

substituted into Eq. (Al-l) to give 

NINII NINI I 
(NII _ lf 3 ) dµl + (NII _ 2 3 ) dµ = OdPII (~l-3)

l 2 NI 2 
N3 3 

It is assumed that the solid solutions I and II are suf~iciently 

dilute that the ratio N;I;N; can be approximated by uni~y and 

that Henry's law applies, ie., dµi = RTdNi/Ni. Under these 
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conditions, Eq. (Al-3) simplifies to 

(NII _ 
l 

NI 

NI)
1 dNI

l 
+ 

{NII _ 
2 

NI 

NI)
2 dNI 

2 = 
OdPII 

R'l' (Al-4) 

1 2 

From Eq. (5-4), it follows that k. 
J. 

= II IN. /N.
J. J. 

and the above 
' 

becomes 

II 
(k -l)dNI + 

1 l 
(k -l)dNI

2 2 
= OdP 

RT 
• (Al-5) 

In the present situation, the increments dNi, dN~ and dPII 

are the result of the curvature introduced into the shape 

of the precipitate-matrix interface by the perturbation 

~(x,t) = o sin wx. Hence, one can write 

dN~ = NI - N~ II (Al-6)
J. i~ J. 

. t . . b (SG) dPI:i: K h L .The pressure incremen is given y = a w ere l!J is 

interfacial free energy and K is the mean curvature of the 

interface (positive when concave toward the precipitate). 

For a surface ~(x,t) which only deviates slightly from the 

2planar shape, K =-v ~ and hence 

dpII s: 2 . = auw sinwx • (Al-7) 

Equations (Al-5), (Al-6) and (Al-7) yield 

(NI NI II) (k -1) + (NI -NI II) (k -1) = _RnTo ow2sinwx. (Al-8)
l~- l 1 2~ 2 2 

To convert the mole fractions Ni to molar concentration~ Ci' 

one divides through by the molar volume 0. Thus Eq. (S-5) is 

obtained from Eq. (Al-8) when one introduces lji =a/RT. 
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APPENDIX II 

DIFFUSION PATH CALCULATION 

In this appendix, a procedure is outlined for the 

calculation of diffusion paths for two-phase infinite diffu­

sion couples in ternary systems. The analysis for N-phase 

systems, Secs. 2.3.3 and 2.4, is specialized to a system 

of two phases,I and II. As usual the positive direction 

is from phase II to phase I. In this dissertation, actual 

diffusion path calculations are made only for the Cu-Zn-Ni 

system. In Sec. 7.5.2 it was demonstrated that diffusional 

interaction is not significant for the composition range 

of interest in this system. For this reason, diffusional 

interaction is ignored in the present analysis, ie., 

mD . . = 0 (m = I , I I ; i :;4 j ) • 
l.J 

For this problem, the appropriate boundary conditions 

are (cf., Eqs. (2-30)) 

c. (z<O,O) = Ci (-co ,t) = 
J. CiII 

c. (z>O,O) = C.• (co ,t) = 
J. J. cir 

{i=l,2) (A2-l) 
c. (~ ,t>O) = C~I I 

J. - J. 

= C~ II 
J. 

where the symbol ~ replaces ~II I since there is only one 

interface. In view of Eq. (2-33), let 

~ =bit (A2-2) 

\. 
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where b is a rate constant. Of the four interface concen­

trations C~n, only one can be regarded as being independent;
l. 

the other three are related to it by the ternary phase 

diagram. The independent interface concentration and the rate 

constant b in Eq. (A2-2) are fixed by two mass balances 

(cf., Eqs. (2-34)) 

d~ (CII I_CI II) = b 
at i i 2.lt 

The solutions to the diffusion equations are simply 

(Cf II_ciI) erfc(z/2~)I b<!__<ooC. = C.I + 	 (A2-4)
l. l. 	 - v't ­erfc {b/2v.£"fl 

II I . ~ (C. II-c. ) erfc (-z/2{07 ... t)
l. l. 	 1 -oo (A2-5) 

erfc(-b/21op} 

With the help of Eq. (A2-2), one can easily show that Eqs. 

(A2-4) and (A2-5) satisfy the boundary conditions (A2-l). 

Noting that 

d 2 2 d
dx(erfc x) = - ~ exp(-x) = dx(erfc-x),

Ii 

one can evaluate the gradients G~n from Eqs. (A2-4) and (A2-S) 

and hence obtain 

1 	

fn.oft erfc(b/2~) 

-cc~ II_ciI)FI(b/2/bf} 


= 	 (A2-6) 

/rro~t 

G~ II = 
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and 
II I 2 II

-(CiII-ci )exp(-b /4Di ) 

hro~It erfc(-b/2ir,p') 

- (CiII-ciI I). FII (b/2/o"f1) 
;:::; (A2-7) 

.4o~It 
1 

where it is convenient to define the functions CB?) 

(~2-8) 

and 
II 2 IF (x) = exp(-x )/erfc(-x) = F {-x). (A2-9) 

Eqs. (A2-6) and (A2-7) are now substituted into the mass 

balances (A2-3) to give 

{.A.12-10) 


In effect the phase boundary lines and tie-lines on 

the ternary phase diagram represent three relations between 

the four interface concentrations cf II and cf1 I The problem 

is to express these relations analytically. In the present 

analysis, they are linearized and an iterative procedure is 

introduced. For a given system and set of terminal compo­

sitions, one can usually guess roughly where the diffusion 

path will cross the two-phase field on the phase diagr~ 

{ie., guess the tie-line involved). The phase boundary lines 
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in this vicinity are approximated by straight lines having 

equations of the form (cf. Eqs. (6-13) and (6-14)) 

ci II = mIC~ II + bl (A2-ll) 

and 

(A2-12) 

It is also assumed that the system of tie-lines are parallel 

over a reasonable composition range. Hence one can introduce 

an equation of the form (cf., Eq. (6-15)) 

CII I II !CI II + bII I 
2 = m 2 (A2-l3) 

which when combined with Eq. (A2-12) leads to 

In view of Eqs. (A2-ll), (A2-13) and (A2-14), it is clear that 

C~ II has been selected as the independent interface co~cen­

tration. The above relations are substituted into Eqs. (A2-10) 

and the latter are manipulated to give 

CI II= I- £!.cmIIbII I+bII_bI)b+ID'!!cc -mIIbII I_bII)· x
2 ~ l lII 


FII (b/2/ oiI>-/;f (bI-clI)FI (b/2/;f> 0~ (mIImII I_mI)b + 


mIImII I/oi1 F1I(b/2~)+m1/;f F1 (b/2/;f>l=f1 (b) (A2-l5) 

and 

CI It:[- fi bII Ib +~ (C -bII I)FII (b/2~) +/O! C x 
2 2 2 2II 2 2 2I 


11 I
FI{b/2~)]/"[~(mII 1 -l)b +~ m FII(b/2/oi~)+~ x 

:E'I (b/2 /of>] = f 2 {b) (A2-16) 
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Clearly, the value of b (and hence C~ II) which satisfies the 

two interface mass balances is obtained by solving the trans­

cendental equation 

(A2-l7) 

The above equation is easily solved with the aid of a computer. 

The only difficulty which arises in such numerical calculations 

involves evaluation of the functions FI(x) and FII(x) defined 

in Eqs. (A2-8) and (A2-9) respectively. Consider speci'fically 

the function FI (x) and a positive argument x. If x > 3.• 5, the 

usual methods of evaluating erfc(x) are not reliablet and 

. f . . t . . t . . 1 d ( 88 )the f o11owing ini e series approxima ion is emp oye , 

2 
erfc(x) = exp(-x ) [l - ~ + l~~ 2 - 1•3;52 + ••• ]. (A2-18) 

fi x 2x (2x ) (2x ) 

Substitution of the above series into Eq. (A2-8) yields 

+ ••• ] • (A2-19) 


Since the ratio of successive terms in the series is (2n-3)/2x2 , 

it follows that the terms begin to increase in magnitude for 

n > (2x2+3)/2. Hence during the numerical calculations, the 

series is terminated if the ratio (2n-3)/2x2 is less th~n 10-a 

or greater than unity, whichever comes first. 

tClearly one has analogous difficulities with erfc(-x) ~nd 
hence FI1 (x),if x < -3.S. 
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To summarize, the calculation procedure is as follows. 

First the location of the tie-line associated with the 

. d . 1 f CI II . ddiffusion path is estimate , ie., a va ue o is quesse •2 

The phase diagram is then linearized in the vicinity of that 

ff . . I II II I
tie-line to obtain values of t h e coe icients m , m , m , 

br, brr and brr I in Eqs. {A2-ll), {A2-l2) and {A2-l3)~ 

Solution of Eq. {A2-l7) yields a value of b and hence, ~via 

Eq. (A2-15) or (A2-16), a better value of C~ rr. The ~terative 

cycle is continued until convergence, ie., successive values 

of er II and b do not change.
2 

On the Cu-Zn-Ni ternary phase diagram, the a/a+B and 

a+S/S phase boundaries are approximated by two straight and 

parallel lines over the composition range of interest ~n the 

present stability studies. Thus in diffusion path calqulations, 

successive iterations influence the values of mII I anQ bII 1 , 

I II I IIbut not the values of m , m , b and b • Starting wi'th an 

I II . aS)initial guess at c2 (ie., Czn , one obtains a value of m 

from Fig. 7-9 and hence values of mII I and bII I. Solution 

of Eq. (A2-17) yields a new value of c; II which in turn leads 

to new values of mII I and bII I and so on. It was found that 

at most three such iterations were required before convergence. 

Thus far it has been implicitly assumed that on~ and 

only one diffusion path corresponds to a given set of ~erminal 

compositions. For a single-phase diffusion couple, there is 

no doubt about the validity of such an assumption. However, 

in multi-phase systems, it is questionable. For a two-phase 
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diffusion couple, one obtains a unique diffusion path if and 

only if the transcendental equation {A2-17) has a single real 

root. In view of Eqs. (A2-8), (A2-9), (A2-15) and (A2-l6), 

one can see no mathematical reason that this should be so. 

It appears possible to have zero, one or more than one real roots. 

That is to say, it appears possible to have zero, one o~ more 

than one tie-line and interface velocity pairs (ie., c; II 

and b) which allow the two interface mass balances to be 

satisfied. If multiple roots do exist it would appear that 

a thermodynamic principle of some sort must be introduced for 

unique specification of the diffusion path. On the other 

hand, if no root exists for the assumed planar interfac~ 

morphology, then one must seek solutions involving a different 

morphology or sequence of phases. 
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