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Abstract 

Wireless optical communication systems have the potential of establishing secure high 

data rate communication links. In order to realize the ultimate promise of these links, 

channel modeling and communication algorithms must be developed. This thesis 

addresses free-space optical (FSO) system design and provides novel contributions 

in four major areas: 1) channel modeling, 2) channel capacity and optimal signal 

design, 3) signaling algorithms, and 4) formal methods to jointly design code rate 

and beamwidth for FSO systems. 

A novel statistical channel model taking into account atmospheric and misalign­

ment fading is developed that generalizes the existing models and accounts for trans­

mitter beamwidth. The channel capacity is analyzed under average and peak optical 

power constraints and a new class of non-uniform discrete input distributions are 

developed with mutual information that closely approaches the channel capacity. Al­

gorithms to realize the proposed non-uniform signaling and achieve the promising 

rates are also presented. Numerical simulations are conducted with finite length low 

density parity check codes showing significant improvement in system performance. 

Finally, the developed signaling is applied to FSO channels considering the above 

impairments. Beamwidth optimization is considered to maximize the channel capac­

ity subject to outage. It is shown that a rate gain of 80% can be achieved with 

beamwidth optimization. 
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Chapter 1 

Introduction 

Telecommunications has witnessed a tremendous expansion in network size and a 

rapid increase in data rate in the last few years. The increasing demand to deliver high 

data rate services to users leads the revolution to exploit reliable and cost-effective 

technologies that can be deployed to deliver various types of services. Wireless optical 

communication has been introduced as a promising technology that can be of great 

benefit in telecommunications development. Wireless optical communication is a line­

of-sight technology which establishes a communication link by transmitting a laser 

beam through the atmosphere. This technology is employed in many applications 

operating over a few millimeters up to several hundred kilometers. These applica­

tions include, on board inter-chip connection [1], indoor wireless communications [2], 

terrestrial links [3,4], ground-to-air (unmanned-aerial-vehicle UAV) [5,6], satellite-to­

ground [7] and inter-satellite communications links [8-10] for both commercial and 

military applications [11, 12]. 

A popular commercial application of optical wireless links is free-space optical 

(FSO) communication in which a point-to-point near ground communication link 

through the atmosphere is established. Current commercial FSO systems offer data 

rates in the range of 100 Mega bits/second (Mbps) to 1.5 Giga-bits/second (Gbps) 
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delivering data, voice and video at distances up to 5 kilometers e.g., "SON Abeam™ 

1250-M" by fSONA [13] and "TereScope® 5000" by MRV [14]. Experimental mea­

surements show that FSO links can operate at higher rates of order 40 Gbps over 

distances up to 5 km [15]. Theoretical investigations demonstrated the ability of 

FSO link to operate at 160 Gbps [16]. 

This high data rate feature has introduced FSO links as a promising solution for 

the last-mile problem. Figure 1.1 illustrates a schematic diagram for the last-mile 

connection between central building and network nodes. This problem arises at the 

network terminals where it is required to connect buildings, companies, and business 

offices to the fiber network through a high speed carrier. Connecting the high data 

rate (Gbps) traffic routed by the fiber network to the end user is still the bottleneck 

problem where wired or RF connections limit the data rates delivered by the fiber 

network. The importance to find a solution for this problem lies in the fact that 

current fiber networks cannot reach all companies and business offices in major cities 

and it is very expensive to extend this network to all buildings. As an example, only 

5% of the major companies in the United States are connected to fiber and 75% are 

only one mile away from the fiber network [17]. 

Conventionally, cable modems (5 - 15 Mbps) and digital subscriber line (DSL) (5 

Mbps) are deployed to deliver data to the end users. As an alternative solution, radio 

frequency (RF) communication links can be utilized to increase the rate delivered 

to the end users. A class of the RF communications is the WiMAX (worldwide 

interpretability for microwave access) [18] technology. WiMAX utilizes the 2.4 GHz 

unlicensed frequency band and can theoretically operate at 70 Mbps over a distance 

of 35 miles [19]. This data rate can be upgraded to 100 Mbps over shorter distances. 

WiMAX technology is widely utilized for internet access in a point-to-multipoint 

topology. Although WiMAX provides higher data rates compared to DSL and cable 

modems, it still does not fulfill the Gbps users requirements. 

2 
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Figure 1.1: Free-space optical (FSO) system topology as a solution for the last-mile 

connectivity problem. 
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The latest innovation in RF point-to-point communication is to utilize higher fre­

quency bands in the range 60-86 GHz. Operating at 60 GHz has gained much atten­

tion due to the license-free operation allowed by FCC (Federal Communications Com­

mission). In addition, with the large bandwidth allocated by FCC in this band, a 1 

Gbps rate can be achieved. Currently, commercial systems like AireBeam™ 60-1250 

by LightPointe™ can operate at 1.25 Gbps over 800 m (20]. Due to the high atmo­

spheric attenuation and the possibility of interference in this license-free band, FCC 

has approved the 71-76 GHz and 81-86 GHz bands as licensed band for wireless com­

munications [21 J. A commercially available product the G 1.25-WiFiber®, developed 

by GigaBeam corporation [22], can operate at 1.25 Gbps over 1 mile. Although these 

systems are capable of delivering Gbps data rates, the cost and the high attenuation 

in rain are the main challenges for these systems. 

An alternative solution is to utilize a fiber. Although laying a fiber to connect 

the end user terminals to the fiber network infrastructure is the best solution from 

rate and reliability perspectives, it is impractical in high density cities. As an ex­

ample, fiber deployment, including digging and rights-of-way license, in urban areas 

could cost $300, 000 - $700, 000 while a short FSO link of 155 Mbps might cost only 

$15, 000 - $18, 000 (23]. Compared to fiber, FSO links have much lower cost with 

fiber-like connectivity [15]. They also have the features of ease deployment, rapid 

setup, digging-free installation, and redeployment flexibility. 

Compared to RF communication technologies operating at rates on the order of 

10-100 Mbps, FSO links can accommodate much higher data rates, i.e., 40 Gbps [15], 

with the benefit that no spectrum licensing is required in the infrared band. In 

addition, an FSO link operating at 155 Mbps costs approximately half the price 

of RF link at the same rate [24]. Compared to RF communications in the 60 -

86 GHz band, FSO links have smaller attenuation in rain. In addition, with the 

recent advances in FSO communications, a Gigabit wireless link under $10,000 has 

4 
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been introduced by LightPointe™ [25] which is much less expensive than the Gl.25-

WiFiber® product with average unit price of $44,000. In addition to low cost, FSO 

links possess the feature of high security communication and immunity to interference 

due to the narrow beam employed between transceivers (26-28]. 

FSO links can be utilized for short distance local area networks (LAN) extension, 

e.g., between company/bank branches (24]. Similar applications include, LAN to LAN 

building connectivity, intra-campus connections, metro network extension, Gigabit 

Ethernet access and network backhaul connection [23]. In addition, FSO systems 

can provide an efficient solution to establish communication links in high density 

population cities and difficult terrain (crossing highway, airports, etc.) where the 

insertion of fiber links is too expensive or impractical. Recently, FSO technology has 

gained growing interest in military applications in US and Europe due to its high 

security, since it is difficult to intercept the optical signal without corruption. Also it 

is used for survivability on the battlefield, due to the mobility of FSO links mounted 

on aircrafts (12]. These advantages introduce FSO communication as a promising 

candidate for short distance high data rate communication links. 

Each high data rate link discussed, i.e., fiber, RF, and FSO, offers a "zone of 

advantage" when compared to the others. Since the advantages of FSO communi­

cation links over RF and fiber links are discussed above in detail, it is important to 

emphasize the limitations and challenges in these links. One of the concerns in FSO 

link design is the accurate alignment between transmitter and receiver. Another is­

sue is the weather-dependent performance where heavy fog can lead to a link outage. 

One of the major issues in FSO systems is the limited transmitted power utilized. 

This limitation arises since eye safety regulations are considered worldwide. Having 

limited power budget, optimized design is required to achieve the high gains. 

One of the main challenges in FSO communication is to combat the fading due to 

the atmosphere and misalignment to increase the link rate, reliability and distance. As 

5 
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a fundamental step to achieve this, an accurate channel model is required. Another 

challenge in FSO communications is to find the maximum reliable data rates, i.e., 

channel capacity, and the corresponding optimum signaling schemes. This point arises 

since FSO channels are fundamentally different from the well studied RF channels. 

Thus, algorithms used to implement RF systems may not be suitable for FSO systems. 

These challenges in FSO system design motivate the need for a comprehensive and 

novel study for these communication systems. 

This thesis considers the analysis and design of FSO systems and develops new 

results in four major areas: 1) channel modeling, 2) channel capacity and optimal sig­

nal design, 3) algorithms to implement this signaling in practice, and 4) performance 

evaluations to verify the theoretical study. 

1.1 Wireless Optical Systems 

A wireless optical communication link consists of a transmitter and a receiver as 

shown in Fig. 1.2. At the transmitter the input data is processed in electrical domain 

and then converted to optical domain through a laser source. The transmitter is 

made, in general, of a number of laser sources emitting confined light beam to the 

receiver. The transmitter is equipped with optics, e.g., telescope, lenses and mirrors, 

to shape the outgoing beam at transmitter. At the receiver telescope, lenses and 

mirrors are used to focus the incoming beam on a photodetector which converts the 

optical power to an output current where the received data are detected. 

Laser sources deployed in FSO transmitters typically operate at two popular wave­

lengths in the nanometer (10-9 m) range; 850 nm and 1550 nm (17). The choice 

between these two bands depends on many factors, e.g. price, transmitted power and 

component availability. Due to worldwide eye safety regulation, a maximum optical 

power density is allowed in each band. Since the 1550 nm band, according to the 
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Figure 1.2: Wireless optical channel. 

IEC (International Electrotechnical Commission) standards [29], can accommodate 

higher power, 100 mW/cm2 , compared to the 850 nm band, 1 mW/cm2 , they are 

widely used in commercial FSO systems operating over long distances [30]. However, 

the 850 nm band is considered for short distance links due to the availability of inex­

pensive components. In addition to high price, the lower detector sensitivity at 1550 

nm is another drawback, however, the higher allowable optical power in this band 

can compensate for the low sensitivity problem. 

Before light is launched to the atmosphere, it passes through lenses and mirrors 

which cause optical power loss. A similar process at the receiver occurs as well. 

These losses are termed transmitter (receiver) optics efficiency 'IJT (1Jn) respectively. 

The total system optics efficiency is given by 7J = 7JT'IJR· These losses can be reduced 

using anti-reflection coatings on both sides. 

A block diagram for a wireless optical communication system is shown in Fig. 1.2. 

The transmitter modulates data onto the instantaneous intensity of optical wave, i.e., 

intensity modulation. The modulation process is performed using a laser diode or a 

light emitting diode (LED). The collected optical power at the receiver is converted to 

a current through a photodiode, i.e., direct detection. This system is conventionally 

termed as intensity modulation direct detection (IM/DD) FSO system. The output 
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photocurrent signal is proportional to the incident optical power by the scaling factor 

Rv which represents the detector responsivity. A mathematical model for an FSO 

communication system that is well justified through measurements is given by (31] 

y(t) = 7J Rv h(t)x(t) + n(t). (1.1) 

where x(t) is the transmitted optical intensity signal, y(t) is the output electrical 

current, the channel gain h(t) represents the random fluctuations in the propagation 

medium, T/ is the optics efficiency and n(t) is the noise. This flat-fading model is 

justified since the time scale on which h(t) varies is many orders of magnitude slower 

than x(t). Without loss of generality, the electro-optical conversion ratio of the laser 

diode is set to unity since it only scales the signal-to-noise ratio. 

In FSO systems, the additive noise arises due to high intensity shot noise generated 

in the photodiode as a result of the signal intensity and the ambient illumination. The 

statistical model of the noise approaches a Gaussian distribution under the assump­

tion that the received intensity is high (32, 33 J. Therefore, the noise in FSO systems 

is conventionally modeled as signal-independent additive white Gaussian noise with 

variance e72 (27]. 

The channel h(t) is time varying and random due to atmospheric turbulence and 

time varying misalignment (jitter). These two effects are discussed in detail in Section 

2.3 and Section 2.6 respectively. Also in Chapter 2 a new statistical model for the 

optical channel considering both atmospheric and misalignment fading is developed. 

1.2 System Model and Definitions 

Consider the mathematical model given in (1.1). One of the most popular and widely 

used modulation schemes in FSO communications is the M-ary pulse amplitude mod­

ulation (M-PAM) where on-off keying (OOK), i.e., M = 2, is considered as a special 
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case. The transmitted signal x(t) is represented by the basis function [34], 

</>(t) = ..ff' - - ' 
{

-
1 O<t<T 

0 otherwise, 

as follows, 
00 2P 

x(t) = L M _ l VT am </>(t - kT), 
m=-oo 

where am E {O, 1, ... , M - 1} with equiprobable symbols, P is the average optical 

power, and T is the symbol duration. At the receiver, the received optical signal is 

converted to a noisy photocurrent y(t) where the transmitted data is estimated using 

a matched filter. A matched filter at the receiver with an impulse response </J(-t) 

is utilized followed by a sampler that samples the output signal at multiples of the 

symbol duration T. In this case, timing synchronization is required which becomes a 

more complicated process at higher data rates. Equivalently, a receiver that integrates 

and dumps the photocurrent in each symbol period can also be utilized. 

A simple discrete representation for the system is given as [31) 

Y = TJR-vHX + Z. (1.2) 

The channel gain H models the random fluctuations of the propagation channel. 

FSO optical channel is a time-varying flat-fading channel where the fading has a time 

varying multiplicative effect, i.e., gain, on the transmitted intensity. The time scale 

at which the gain factor remains approximately constant is denoted as the coherence 

time. Fading channels can be further classified based on the relative scale of the 

coherence time and the transmitted codeword length. When the coherence time is 

much smaller than the codeword length so that many fading states occur within the 

transmission, the channel is termed fast-fading channel. On the other hand, when 

the coherence time is on the order or greater than the codeword length the channel is 

termed slow-fading channel [35]. Since typical FSO fading processes coherence time 
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varies approximately in the range 10-3 - 10-1 sec [31), and typical symbol duration 

T is on the order of 10-9 sec, FSO channels are modeled as slow-fading channels. 

In this case a channel state H = h is chosen from a random ensemble according to 

the distribution fn(h) and fixed over many transmitted symbols, i.e., block-fading 

model. In this case, channel state information at the receiver can be estimated by 

transmitting a training sequence, i.e., pilot symbols, which, due to the long coherence 

time, does not severely degrade the link rate [36]. If channel state information is 

required at the transmitter, it can be sent through a feedback link. 

In this model H represents the optical intensity fluctuations which arises due to 

three factors: path loss, he, geometric spread and pointing errors, Hp, and atmospheric 

turbulence, Ha, and can be formulated as 

(1.3) 

Both Ha and Hp are random. The attenuation factor he is a weather dependent and 

since the weather changes in minutes to hours it is considered fixed over a long time. 

These factors are discussed in detail in Sections 2.2, 2.6 and 2.5 respectively. 

1.3 Channel Fading and Attenuation 

In order to extract the gains offered by FSO links, it is essential to exploit and prop­

erly account for the characteristic features of the underlying communication channel. 

Figure 1.3 presents a schematic diagram showing the main impairments in the FSO 

channels namely: scattering and absorption, atmospheric turbulence, and misalign­

ment. These impairments attenuate and fade the optical signal at the receiver. 

Absorption occurs when a photon of radiation is absorbed by an atmosphere 

molecule resulting in energy loss and hence reduction in received power. Scattering is 

the redirection of electromagnetic energy when the radiation interacts with a particle 
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intensity at the receiver plane which can be described statistically. In addition, time 

varying misalignment between transmitter and receiver which arises due to building 

sway, vibrations and wind load is another factor that causes intensity fluctuation. 

In general, FSO channel fading arises due to the combined effects of atmospheric 

turbulence and misalignment. 

1.3.1 Atmospheric Turbulence Fading 

Atmospheric turbulence fades the signal intensity at the receiver which is also known 

as turbulence-induced scintillation. The scintillation is primarily governed by the 

random fluctuation in the refractive index in the atmosphere which arises due to 

fluctuations in both pressure and temperature. The spatial statistical behavior of the 

index of refraction through its covariance function is expressed in terms of refractive­

index structure parameter C~. Physically, it is a measure of the strength of the 

fluctuations in the refractive index. Based on C~ values, the turbulence strength is 

classified from weak to very strong regimes. The refractive index structure parameter 

can be computed at a point using the mean-square temperature difference of two fine 

wire thermometers and the pressure measurements at this point. Furthermore, path 

average values of C~ can be obtained by optical measurements using scintillometer 

[39]. 

Many attempts have been conducted to propose efficient statistical models to de­

scribe the intensity fluctuation, ha, over different fading regimes [3,4,40-45]. However, 

most of these models were not capable to characterize the fading under all atmospheric 

turbulence conditions, i.e., some of these models are only suitable to describe the in­

tensity fading under specific turbulence conditions. This fact motivates designers to 

develop so called "universal" statistical channel models. 

In the weak turbulence regime, a log-normal distribution is utilized to describe 

the channel fading [41 J. When the turbulence strength increases to strong turbulence 
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conditions the K-distribution [41] and the log-normally modulated exponential pdf 

(LNME) [46] are utilized to model the intensity fluctuation. However, they cannot 

characterize the weak turbulence regime. For the very strong turbulence regime, the 

negative exponential distribution is utilized [40, 41]. Unlike the previous distribu­

tions, the 1-K distribution is utilized for both weak and strong turbulence strengths 

[42, 44]. A recently proposed density function that has a simple closed form is the 

Gamma-Gamma distribution which describes the intensity fluctuation under different 

turbulence strengths [47]. This density function has been extensively utilized in the 

literature to evaluate the FSO system performance since it provides a close agreement 

with measurement. In this thesis both log-normal and Gamma-Gamma distributions 

are considered in the analysis. A detailed review for these density functions is given 

in Section 2.3. 

1.3.2 Misalignment Fading (Jitter} 

In practical systems, time varying misalignment between a transmitter and a receiver 

causes pointing errors which limit the performance of FSO links. In inter-satellite 

communication, this misalignment exists due to relative motions of the end points of 

the link. For terrestrial links where FSO systems are mounted on high rise buildings 

to achieve line-of-sight communication, dynamic wind loads, thermal expansion, and 

internal vibrations cause misalignment. Conventionally, two methods are utilized 

to mitigate misalignment fading. For expensive systems, a tracking mechanism is 

employed to precisely align the beam between the transmitter and the receiver through 

a feedback channel, however, the complexity is high. Another solution is to utilize 

a wide beam with an increase in the power budget, however, this method is suitable 

only for low rate short range links. 

The impact of misalignment fading (pointing errors/jitter) has been widely in­

vestigated for inter-satellite space-based FSO links [9, 10, 48-50] which operate over 
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ranges of many thousands of kilometers. In these links, the assumption of negligible 

detector aperture size with respect to the beamwidth at the receiver is made due to 

the large distances. The effect of pointing error and atmospheric turbulence has also 

been considered in terrestrial links of shorter range. Modeling the combined impact 

of turbulence and jitter on bit-error rate (BER) has been considered in [51]. Opti­

mizing system performance over transmitter power and beam divergence angle are 

investigated for terrestrial FSO links [52, 53]. Also statistical models for probability 

density functions considering atmospheric turbulence and misalignment effects were 

given in [54]. A similar model is utilized to compute the error probability for target 

tracking was presented in [55]. 

In the previous work negligible detector aperture size with respect to the beamwidth 

(footprint) at the receiver is considered in the analysis. This assumption is valid for 

inter-satellite communications where the distance is on order of thousands kilometers. 

However, the situation is different for FSO links operating over shorter ranges, e.g. 

1-5 kilometers. As an example, typical optical beam footprint at the receiver for an 

FSO link operating over 1 km is in the range 1-3 m while the detector aperture radius 

is approximately 2-10 cm. In fact a statistical model considering the combined effects 

of atmospheric turbulence and misalignment fading including beamwidth, aperture 

size and jitter parameter is not available. In this thesis a novel model is developed 

and discussed in Chapter 2. This model assists in a better understanding and design 

for FSO systems. 

1.4 Channel Capacity 

The capacity of a communication channel is the maximum reliable date rate that can 

be achieved between a transmitter and a receiver. Mathematically, it is the maximum 

mutual information between channel input and output where the maximization is 
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carried out over all possible input distributions satisfying input signal constraints [56]. 

Since intensity modulation is considered, a number of signal constraints, different from 

the RF channels, are applied. These constraints shape the set of permissible input 

distributions over which the mutual information is maximized. These constraints are 

discussed in the following section. 

1.4.1 Input Signal Constraints 

Signaling design for wireless communication is governed by the constraints imposed 

on the transmitted signals. In wireless optical communication, infrared light with a 

small wavelength is utilized and hence coherent transmission/detection is difficult. 

A simple alternative that a majority of wireless optical systems utilize is (IM/DD) 

system. Due to its simplicity, IM/DD is widely utilized in FSO systems. Signaling 

design for intensity modulation channels is different from well-known radio-frequency 

(RF) channels where in the later the mean square of the signal, i.e., electrical power, is 

constrained. Unlike RF channels, in wireless optical intensity channel the mean of the 

intensity x(t) is constrained. Physically, due to worldwide eye safety regulations (IEC 

60825 - 1 [29]), an average optical power (average amplitude) constraint is considered 

and given by, 

l 1T lim T x(t)dt:::; P, 
T->oo O 

where Pis the average power limit. Statistically this constraint is expressed as 

IE{x(t)}:::; P, 

where IE{·} is the expectation operator. Furthermore, a peak power (peak amplitude) 

constraint is also applied due to safety and physical source limits and expressed as (29] 

Vt, x(t):::; A, 
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where A is the amplitude limit. Finally, since intensity modulation is considered, the 

transmitted signal must be non-negative, i.e., 

Vt, x(t) ~ 0. 

Notice that, due to the non-negativity constraint signaling schemes with negative 

amplitudes such as those developed for RF channel, are not applicable to intensity 

modulated FSO channels. Thus, wireless optical intensity systems have fundamental 

differences compared to RF channels and hence signaling schemes designed for RF 

channels may not be suitable for wireless optical channels. As an example, although 

a uniform input distribution with two mass points achieves rates close to the channel 

capacity for Gaussian noise RF channels at low signal-to-noise ratios (SNRs) [57, 58], 

the corresponding rates when this input distribution is employed over optical intensity 

channels with average optical power constraint are far from the channel capacity at 

low SNRs [59]. This observation is also true for uniform input distributions with 

more than two mass points. In order to achieve higher data rate, i.e., minimize the 

gap to capacity, a proper signaling design is required that accounts for the mentioned 

constraints explicitly. 

As a result, many challenges and open questions regarding signaling design for 

FSO channels are still under investigation. Currently, well known on-off keying 

(OOK) and pulse-position modulation (PPM) schemes are widely utilized in com­

mercial systems. Although not necessarily optimum, these schemes are simple and 

satisfy amplitude constraints. 

1.4.2 Channel Capacity: Average Power Constraint 

An analytic expression for the capacity of the wireless optical intensity channels under 

non-negativity and average power constraints is an open problem. However, numer­

ical solutions can provide the asymptotic behavior for the channel capacity. A well 
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known approach to describe the capacity is to develop lower and upper bounds on the 

channel capacity. The lower bound illustrates the achievable rates, while the differ­

ence between the upper and the lower bounds indicates an uncertainty region where 

it is not known whether the points in this region are achievable or not. The tighter 

the lower and upper bounds, i.e., the smaller the uncertainty region, the closer the 

developed rates to the channel capacity. 

Recently lower and upper bounds on the channel capacity have been developed in 

order to characterize the achievable rates. Although more attention has been focused 

on the lower bound and the corresponding input distribution to realize signaling for 

these channels, the upper bound provides insights on the tightness of the achieved 

rates. Since the channel capacity is defined as the maximum mutual information be­

tween channel input and output under the input constraints, any input distribution 

satisfying these constraints results in a lower bound on the channel capacity. Based on 

this fact, Hranilovic and Kschischang developed a lower bound on the channel capacity 

considering the continuous exponential distribution [60] since it is the entropy maxi­

mizing input distribution. The maxentropic input distribution is considered based on 

the intuition that the mutual information would be close to the capacity at high SNR. 

However, the bound is tight only at high SNRs. In an alternative approach, Moser 

and Lapidoth derived an analytic lower bound using the entropy power inequality 

(EPI) with exponential input distribution [61, 62]. Although an analytic expression 

is given, the bound achieves lower rates compared to the maxentropic bound [60], in 

addition, no input distribution was given to realize these rates. 

In order to complete the analysis, an upper bound on the channel capacity is 

required. An upper bound on the channel capacity can be developed by applying the 

classical sphere-packing argument presented by Shannon [63]. Sphere packing takes 

place in signal space in which the non-negativity and average optical power constraints 

are represented geometrically [64]. These constraints are represented geometrically 
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by a regular n-simplex. You and Kahn applied the sphere-packing concept to derive 

an upper bound for the optical channel capacity with multiple-subcarrier modulation 

(65]. Results for Gaussian noise optical intensity channels were presented in [60] where 

the total volume is outer bounded by a generalized n-simplex. As a result, the derived 

bound is tight at high signal-to-noise ratio (SNR) and loose at low SNR. A duality­

based upper bound for the capacity of optical intensity channels was also presented 

in (62, 66]. Bounds are derived by converting the mutual information maximization 

problem over input source distributions to a dual minimax problem. 

Combining the bounds discussed above, a significant gap between the lower and 

the upper bounds, i.e., a large uncertainty region, is noticed. The problem of finding 

tight bounds and input distributions that achieve the lower bound for optical intensity 

channels is a challenge and still an open problem. 

1.4.3 Channel Capacity: Peak and Average Power Constraints 

In this section a more general case is considered where a peak amplitude constraint 

in addition to the non-negativity and average power constraints is included into the 

analysis. A capacity lower bound was presented in [61], however, again the bound is 

not tight and no guidelines were provided on how signaling can be established over 

the channel. In 1971, the pioneering work of Smith [67] established a new direction 

toward finding the optimum distribution for channels with bounded-amplitude input 

signal constraints. Unlike RF Gaussian noise channels with input power constraint 

where the capacity-achieving input distribution is Gaussian (57], Smith (67] showed 

that for channels with input power and bounded-input (peak amplitude) constraints 

the capacity-achieving distribution is discrete with finite number of probability mass 

points. 

Using a similar approach, Shamai [68] showed that a discrete input distribution is 

a capacity-achieving distribution for Poisson optical channels with bounded-input and 
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power constraints. Later, Shamai and Bar-David (69] obtained the same results for 

quadrature additive Gaussian channels while Abou-Faycal et al. [70] proved these re­

sults for Rayleigh fading channels. More attention was directed to these results in the 

last decades where the discrete input distribution is shown to be a capacity-achieving 

distribution for many channels [70-73]. Subject to bounded-input and average cost 

constraints, Chan et al. [7 4] showed that the channel capacity is achievable and derived 

necessary and sufficient condition for an input distribution to be a capacity-achieving 

distribution. This procedure was utilized to study signal-dependent optical channels 

where the capacity-achieving distribution is proven to be discrete with finite number 

of mass points. 

Based on the results obtained by Smith (67] and Chan et al [7 4], the capacity­

achieving input distribution for FSO channels under amplitude constraints is discrete. 

This distribution can be computed numerically by solving a complex non-linear op­

timization problem. In this problem the mutual information is maximized over the 

input distribution such that all constraints are met. The mass point amplitudes, loca­

tions and number are free parameters in the optimization problem. Efficient numerical 

optimization techniques can be applied to solve this problem and provide numerical 

solutions for the input distribution and the channel capacity at different SNRs and 

peak-to-average power ratios (74]. As can be expected the number of mass points 

increases with SNR. Although solving this problem at low SNR, i.e., small number of 

mass point, is simple and fast, at moderate and high SNR when the number of mass 

points increases the solution becomes complex. 

Also upper and lower bounds on the capacity of optical channels were developed 

in (61, 62]. However, no explicit source distributions were provided that can achieve 

the lower bound rates, and hence no clear insights for communication system design 

can be drawn. 

As discussed, an analytic expression for a capacity-achieving input distribution 
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for FSO channels is not available. Even simple expressions for input distributions 

with mutual information that is close to the channel capacity is not presented in the 

literature. Clearly the need to develop such expressions becomes of major interest 

since this step will enable designers to approach the promising rates offered by FSO 

channels. 

1.5 Signaling Design and Implementation 

One of the most popular modulation schemes utilized in optical communications is 

pulse amplitude modulation (PAM) schemes. In particular, its binary-level version, 

on-off keying (OOK) is extensively utilized in optical communications. Also pulse 

position modulation (PPM) has gained much attention due to its power efficiency. 

Recently multiple subcarrier modulation techniques have been considered for optical 

channels [75]. In this technique data are loaded onto different frequency bins. Since 

this technique does not guarantee non-negative signal amplitudes in the time domain, 

a DC bias is added such that the transmitted signal satisfies the non-negativity con­

straint [76, 77]. However, in all previous approaches the analysis is performed using 

uniform input distributions (signaling). Even for coded modulation where the pair­

wise error probability is analyzed in [78, 79] equiprobable input bits are assumed. 

Under different fading statistics the channel capacity is analyzed considering uniform 

OOK signaling [80]. The bit-error rate for error control coding over FSO links to mit­

igate the turbulence effect has been studied [81,82] where uniform input distribution 

was considered. 

The previous approaches are in contrast to the capacity results which suggest the 

use of non-uniform input distributions. Although coding for channels with uniform 

input distribution (equally likely input stream) is simple where binary linear codes can 

be applied directly, coding for channels with non-uniform input distribution is more 
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complex and different strategies are proposed. Coding for channels with non-uniform 

input distributions was first presented by Gallager [83]. Gallager used a deterministic 

mapper at the output of a binary encoder to induce a non-uniform distribution of 

output symbols, however, decoding algorithm was not given. Later a message-passing 

algorithm was suggested as a decoding algorithm in [84] to complete Gallager system. 

In [85] simulation results showed that this method did not generally perform well. 

Another approach for inducing a non-uniform distribution is presented in [85] where 

LDPC codes are designed over GF(q) with q > 2. Although a substantial performance 

improvement was reported, the higher complexity in both code design and decoding 

process limits the use of such techniques. A method to realize a capacity-approaching 

system with a non-uniform source distribution is to employ multi-level coding (MLC) 

followed by a deterministic mapper [86-88] where the mapping is not necessarily a 

one-to-one function. 

21 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

1.6 Thesis Contributions 

This thesis presents novel contributions to FSO channel modeling, capacity, signaling 

design, and coding algorithms. 

A new model for misalignment fading is developed taking into account the beamwidth 

and the detector aperture radius explicitly. The developed model generalizes the ex­

isting fading model where a point receiver is considered as a special case. A statistical 

channel model for FSO channels combing atmospheric turbulence and misalignment 

fading is derived and utilized to study FSO systems [89-91]. The model introduces the 

beamwidth as an additional degree of freedom in system design. Using this feature, a 

significant performance improvement is achieved using beamwidth optimization com­

pared to a fixed beamwidth in current commercial systems. As an example, in light 

fog weather condition, beamwidth optimization with uniform OOK signaling achieves 

80% gain in rate compared to fixed beamwidth when the link is designed to meet a 

reliability of 90%. 

A tight lower bound on the optical channel capacity under non-negativity and 

average optical power constraints is derived. An analytic expression for the input dis­

tribution that realizes the lower bound is obtained through source entropy maximiza­

tion. Although not necessarily a capacity-achieving distribution, it provides a tight 

lower bound on the optical channel capacity over a wide range of signal-to-noise ra­

tios [59, 92]. Compared to previously reported lower bounds [60-62], significant gains 

in rate are achieved. Furthermore, an analytic upper bound expression is derived 

using a sphere packing argument. Unlike previous work, the derived upper bound is 

tighter than the bound in [60] at low signal-to-noise ratio and tighter than [61] at high 

SNRs. The developed lower and upper bounds asymptotically describe the optical 

capacity at low and high signal-to-noise ratios [59]. 

In the general case when non-negativity, average optical power and peak optical 
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power constraints are considered, an analytic expression for a discrete non-uniform 

input distribution is developed. Over a range of SNRs the mutual information using 

the proposed non-uniform distribution is shown to be significantly close to the channel 

capacity for different peak-to-average power ratios. In addition, it is much simpler 

to find the input distribution compared to the capacity-achieving input distribution 

which requires solving a complex optimization problem. A remarkable gap is noticed 

compared to uniform distributions (93, 94]. 

In order to complete the design, an algorithm to realize the non-uniform input 

distributions proposed for the optical intensity channels is developed. We consider 

the combination of a multi-level coding (MLC) with a deterministic mapper at the 

transmitter to induce the proposed non-uniform signaling [88]. Practical low density 

parity check (LDPC) codes are used for the sub-channels encoders in the MLC struc­

ture and the performance of the system is evaluated numerically [95]. Non-uniform 

distribution with practical finite length LDPC is shown to outperform uniform dis­

tribution with capacity-achieving codes. 

Finally, with the slow fading nature of FSO channels, the outage capacity for FSO 

channels is analyzed using the developed statistical channel model. The performance 

is optimized over both beamwidth and input distribution selection. Significant gain 

in both rates and reliability is achieved. This analysis provides a formal method to 

jointly design a code rate, a beamwidth, and signaling scheme for FSO channels. 
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1. 7 Thesis Structure 

This thesis focuses on free-space optical intensity channels and develops novel tech­

niques for communication system design. 

In Chapter 2, a statistical model for the optical intensity fluctuation at the receiver 

due to the combined effects of atmospheric turbulence and time varying misalignment 

(jitter) fading is derived. Beamwidth and detector aperture size are considered explic­

itly. For atmospheric turbulence, log-normal and Gamma-Gamma density functions 

are considered in the model. In the case of log-normal distributions, a closed-form 

expression can be derived for the probability of outage. For Gamma-Gamma density 

function, numerical integration is utilized. Compared to commercial fixed beamwidth 

systems, the proposed model allows the designer to optimize system performance over 

beamwidth based on the channel condition. This model has been utilized by different 

FSO research groups to study FSO system performance [96-99]. 

In Chapter 3, upper and lower bounds on the capacity of wireless optical inten­

sity channels under non-negativity and average optical power constraints are derived 

considering pulse amplitude modulation (PAM). A lower bound is derived based on 

source entropy maximization for discrete distributions. Utilizing signal space geome­

try and a sphere packing argument, an upper bound is developed. The tightness of 

the derived lower and upper bounds at low SNR asymptotically describes the channel 

capacity in this range. Also the tightness of the lower bound to the channel capacity 

concludes that non-uniform distributions are essential for FSO communication. 
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In Chapter 4, the design and analysis of capacity-approaching input signaling 

under non-negativity, peak amplitude and average optical power constraints is devel­

oped. Following the same procedure, a family of input distributions is derived based 

on source entropy maximization. Again non-uniform distributions have proved their 

superiority over uniform distributions in FSO channels. For comparison, a capacity­

achieving input distribution is presented by numerically solving a complex optimiza­

tion problem. Comparisons for computational complexity and achievable information 

rates are presented. It is shown that significant complexity reduction in developing 

the maxentropic distribution is achieved compared to the capacity-achieving distribu­

tion. Furthermore, the achievable rates using non-uniform distributions closely follow 

the channel capacity over a range of SNRs. 

Having determined that non-uniform distribution is capacity-achieving, coding 

and decoding algorithm to realize this distribution is required. In Chapter 5, Algo­

rithm to realize the proposed non-uniform input distribution is presented. Multi-level 

coding (MLC) followed by a deterministic mapper at the transmitter with a multi­

stage decoding (MSD) at the receiver are utilized. Having N sub-channel encoders 

in the MLC system, a distribution with mass point probability on the form of m/2N, 

where m is integer, can be realized. When N increases, more distributions can be 

realized, however, the encoding/decoding complexity increases as well. In order to 

balance between these issues, the mass points probabilities developed previously are 

quantized to form a modified input distribution. The performance of the modified 

distribution is compared to the channel capacity at different SNRs. In addition to 

the substantial reduction in system complexity, the resulting mutual information is 

very close to the channel capacity. Having theoretically verified its potential, nu­

merical performance evaluation for the modified distribution using finite length low 

density parity check (LDPC) codes is presented. It is shown that the non-uniform 
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distribution with finite length LDPC outperforms uniform distribution with capacity­

achieving codes. 

In Chapter 6, the outage capacity of slow-fading FSO channels under atmospheric 

turbulence and misalignment fading is analyzed. The outage capacity is optimized 

over the selection of beamwidth and input distribution. It is shown that more than 

double the rate can be achieved compared to uniform distributions at a given relia­

bility. In addition, in the case when a communication link is in outage when uniform 

distribution is utilized, a reliable communication can be established using the devel­

oped non-uniform distributions. 

Finally. Chapter 7 presents concluding remarks and future directions. 
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Chapter 2 

Statistical Channel Model: 

Atmosphere and Misalignment 

Optical signal propagation through the atmosphere is affected by atmospheric tur­

bulence (scintillation) and misalignment errors which fade the signal at the receiver 

and deteriorate the link performance. In order to achieve reliable communication 

over FSO channels, an accurate model for the underlying communication channel is 

essential as a fundamental step for optimum system design. Seen as a random effect, 

atmospheric turbulence and misalignment fading can be described by a statistical 

model. Although atmospheric turbulence statistics have been well modeled, a general 

model that takes into account the effect of misalignment is not available. Models con­

sidering the case of a point receiver have been developed. However, the model does 

not reflect the real behavior of the FSO channels since aperture size is not considered. 

In this chapter, a statistical model for the optical intensity fluctuation at the receiver 

due to the combined effects of atmospheric turbulence and misalignment (jitter) is 

derived. Unlike earlier work, the developed model considers the effect of beamwidth, 

detector size and jitter variance explicitly. 
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2.1 Gaussian-Beam Wave 

Wave propagation analysis is conventionally classified into three major categories: 

plane wave, spherical wave, and Gaussian-beam wave. Since FSO systems operate 

over distances on the order of hundred meters to few kilometers, it is convenient 

to consider a Gaussian-beam wave model to study the optical wave propagation in 

these systems. Consider a Gaussian-beam wave emitting from an aperture in the 

plane z = 0 where the amplitude distribution in this plane is Gaussian. The beam 

is defined through two parameters, an effective beam radius w0 (meter) representing 

the beamwidth when the amplitude falls to I/e of its peak, and a phase front radius 

of curvature F0 (meter). The wave field U0 (r, z) at z = 0 is given by [37, p.88), 

( 
r

2 
ikr

2
) ( I ) Uo(r, 0) = Uo exp - w~ -

2
F

0 

= Uo exp -20:0 kr2 
, 

where u0 is the field amplitude, r = J x 2 + y2 is the radial distance from the beam 

centre in the plane, k = 2Jr /).. is the optical wave number, >.. is the wavelength, 

i = yCI and 

Based on the value of F0 , the Gaussian beam is classified to convergent, collimated 

or divergent beam as shown in Fig. 2.6. The wave field at a point R = (x, y, z), for a 

free-space medium with fixed refractive index n = 1, is obtained by solving the wave 

equation 

V 2E+k2E = 0 

where E is the field of the electromagnetic wave and V2 = 82 I 8x2 + 82 I 8y2 + 82 I 8z2 

is the Laplacian operator. The above equation can be decomposed into three scalar 

equations representing the components of E. Let U denotes one of the scalar com­

ponents of E then, 
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F. > 0 

z 

z 

Figure 2.1: Gaussian-beam wave with effective beam radius Wa at the transmitter 

aperture (z = 0) and different radius of curvature, (a) convergent beam (Fa > 0), (b) 

collimated beam (Fa= oo), and (c) divergent beam (Fa< 0). 
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Solving the wave equation, the wave field at a point R is given by [37, p.91] 

where 

( ) 1 (· kao 2) Uo r, z = p(z) exp ikz - 2p(z{ 

( ) 1 
. 

1 
z . 2z 

p z = + ia0 z = - F +i -k 2 . 
0 WO 
~~ 

80 A0 

hence the Gaussian beam propagation can be described by the parameters 

z 
80=1- F, 

0 

2z 
and A0 = -k 2 

WO 

The irradiance or intensity of the optical wave is defined as the square magnitude of 

the field U0 (r, z) in watt per meter square units and is given as, 

I(r, z) = IUo(r, z)j 2
. 

When the refractive index is a function of the location, i.e., n(R), the field U0 (r, z) 

is no longer valid. In this case a general expression for the field denoted U(r, z) is 

developed in terms of U0(r, z). In the following section the development is outlined. 

2.2 Atmosphere and Irradiance Fluctuations 

The local temperature of the atmosphere is dynamically changing resulting in tempo­

ral and spatial temperature gradients. In the presence of dynamic wind, this temper­

ature gradient causes a randomly varying spatial distribution for the refractive index. 

Optical wave propagation near the earth surface travels through this random medium 

resulting in random fluctuation in the received optical wave. This phenomenon is 

known as optical turbulence. Historically, Kolmogorov presented the classical theory 

of turbulence. Based on this theory, the turbulent air is represented by a set of eddies 

of scale size ranging from large scale size L0 (outer scale) to small scale size l0 (inner 
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scale). These parameters can be estimated from channel measurements [100, 101]. A 

simple illustrative diagram for the atmosphere and the effect of random turbulence 

cells is shown in Fig. 2.2. 

Electromagnetic wave propagation in a random medium is governed by a stochastic 

wave equation given by , 

where n(R) is the refractive index. The wave equation can be further simplified in 

terms of the field components U as follows, 

(2.1) 

The refractive index fluctuation due to wind speed and temperature gradient can be 

expressed as, 

n(R) = 1 + n1(R), 

where n 1(R) is the random deviation with mean (n1(R)) = 0 and covariance function, 

and ( ·) denotes the ensemble mean. For statistically homogeneous and isotropic 

medium, the covariance function is a function of R = IR2 - R1 I as 

and exhibits the asymptotic behavior, 

where C~ is the refractive-index structure parameter (m-213). Physically, C~ is a 

measure of the fluctuations in the refractive index. It can be computed at a point 
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Transmitter Receiver 

Link distance z 

Figure 2.2: Optical wave propagation through turbulence cells. 

using the mean-square temperature difference of two fine wire thermometers and the 

pressure measurements at this point. 

When an optical wave propagates through the atmosphere both its amplitude 

and phase are distorted and experience random fluctuations. Several approaches 

are proposed to solve the stochastic wave equation relying on different assumptions 

and approximations [37, p. 137]. These approximations are considered in order to 

simplify the analysis and develop statistical quantities that describe the optical wave 

propagation. Theories utilized to solve the wave equation are classified into either 

weak or strong fluctuation theories. The Rytov variance given by, 

where z is the propagation distance, is conventionally used to distinguish between 

weak and strong irradiance fluctuations [28, 31]. Physically, Rytov variance repre­

sents the irradiance fluctuations for an unbounded plane wave [37]. Three cases are 

considered, weak turbulence (al « 1), moderate turbulence (al "" 1), and strong 

turbulence (a~> 1). 
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An important parameter associated with the optical wave propagation is the corre­

lation width, Pc· Correlation width is defined as the width of the irradiance covariance 

function at 1/ e2 of its peak value. Note that Pc depends on both the weather and 

the link distance. A receiver aperture size smaller than the correlation width acts 

like a point receiver while aperture size larger than Pc can average the irradiance 

fluctuations, i.e., scintillation. This effect is known as aperture averaging effect. 

An important measure that describes the irradiance fluctuation is the scintillation 

index defined as, 

In wireless optical communications the system performance is measured via differ­

ent quantities, e.g., bit error rate, link reliability, etc. These measures are computed 

using the probability density function (pdf) of the irradiance. In the following section 

a detailed discussion is given for modeling the density function of irradiance under 

weak and strong turbulence conditions. 

2.3 Irradiance Statistical Models Overview 

Atmospheric turbulence causes fluctuations in the received optical intensity due to 

variations in the refractive index along the propagation path [28, 37, 38]. Many 

statistical models have been proposed to describe the optical intensity fluctuations 

[40-47, 102-105]. A basic guideline to choose a good model among this family is the 

capability of the model to validate the practical measurements. Since the model is 

weather dependent, it is important that the model parameters can be obtained di­

rectly from channel measurements. Mathematically, a simple analytic expression is 

of major importance to simplify system analysis. In addition, a universal model able 

to characterize different turbulence strengths is one of the main concerns. 
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In the weak turbulence regime, a log-normal distribution is conventionally uti­

lized to describe the channel fading [41]. In addition to its simple and tractable 

mathematical form, the distribution is characterized by one parameter that can be 

obtained directly from channel measurement. Also it closely validates the practical 

measurements [45,47]. When the turbulence strength increases it is noticed that the 

log-normal distribution under estimates the behavior of the distribution tail compared 

to the measured data [41, 43, 104]. Since the system performance, e.g. probability 

of error, is evaluated based on the tails, then log-normal distribution is no longer 

suitable for strong turbulence regimes. 

Under strong turbulence conditions the K-distribution [41] and the log-normally 

modulated exponential pdf (LNME) [46] are utilized to model the intensity fluctua­

tion. However, they can not characterize the weak turbulence regime. An extension 

for the K-distribution is the I-K distribution that can characterize the intensity 

fluctuations for both weak and strong turbulence strengths [42, 44]. Although the 

Beckmann pdf gives good agreement with measurement for weak and strong regimes, 

it is expressed in an integral form and it is not clear how to deduce its parameters 

from atmospheric measurements. When the turbulence strength increases and ap­

proaches the very strong turbulence regime, the negative exponential distribution is 

utilized to characterize the intensity fluctuations [41]. 

In a recent approach, a Gamma-Gamma distribution has been proposed. It has the 

advantage of describing the turbulence strength from weak to very strong turbulence 

regimes. The Gamma-Gamma density function provides close agreement with the 

measurements under different turbulence strengths [47]. In addition, the parameters 

involved in the distribution can be measured directly from the channel. In this work 

both the log-normal and the Gamma-Gamma density functions are considered in 

the analysis. The log-normal is considered since a closed-form expression for error 

probability can be derived. 
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2.3.1 Log-normal density function 

As discussed in Section 2.2, several approaches are proposed to solve the stochastic 

wave equation relying on different assumptions and approximations [37]. The wave 

equation is analyzed through perturbation theories one of which is the Rytov approxi­

mation. The Rytov approximation is utilized to analyze the optical wave propagation 

in weak irradiance fluctuations regime where the field is expressed as a multiplication 

of perturbation terms. In this method the wave field U(r, z) is expressed in terms of 

unperturbed field U0 (r, z) through the form [37, p. 143], 

U(r, z) = Uo(r, z)etl>(r,z) 

where w(r, z) = '1>1(r, z) + '1>2(r, z) + ... is a complex phase perturbation with 11>1 

and 11>2 representing first- and second-order perturbations respectively. In order to 

simplify the analysis, the first-order perturbation is considered where the perturbation 

is expressed as W1(r,z) = x(r,z) +i'l?(r,z) where x(O,z) denotes the log amplitude 

which is assumed to have a Gaussian distribution and '!?(r, z) is the log phase. The 

irradiance of the optical wave is given by 

Ia(O, z) = IUo(O, z)i2ell>1(0,z)+tl>i(O,z) = IUo(O, z)i2e2x(O,z) 

For simplicity, let Ia denote the irradiance at the beam center, i.e., r = 0 and at 

distance z. The above expression is conventionally written as, 

From the above relation, since the logarithm of the irradiance has a Gaussian (Normal) 

distribution, then Ia has a log-normal distribution. Let ha denote the normalized 

channel gain given as, 
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Then ha has a normalized log-normal distribution, i.e., (ha) = 1, given by, 

(2.2) 

where the log-amplitude of the optical intensity has a Gaussian pdf with variance O"~ 

given by [28], 
2 

O"~ = 0.30545 k716 C~ z1116 ~ 0"
4
R. 

The scintillation index is given by, 

The scintillation index for the log-normal distribution is given by, 

(2.3) 

Although the log-normal distribution can efficiently describe the intensity fluctuations 

and validate the measurements [28,31,41] in very weak turbulence regime (O"~ ~ 0.3), 

the distribution cannot characterize strong turbulence [41, 43] where the simulated 

data does not match the practical measurements. 

2.3.2 Gamma-Gamma density function 

A recent approach to describe the irradiance fluctuation is to utilize the extended 

Rytov approximation method. The perturbation is assumed to be a multiplication of 

small scale and large scale fluctuation as [37, p. 325], 

U(r, z) = U0 (r, z) exp ( lh(r, z)) exp ( Ws(r, z)), 

where WL and Ws are statistically independent phase perturbations. The irradiance, 

Ia at r = 0 is modeled as Ia = Y Ly 8 , where Y L and Y s are the large and small 

scale irradiance fluctuation. The probability density functions for Y L and Y s are 
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chosen as a Gamma density function [37, Sec 9.10]. The Gamma density function 

was chosen based on the observation that it gives an excellent approximation for 

many propagation problem involving intensity [37]. 

Based on this model the channel gain, ha = Ia/ (Ia), has a probability density 

function that is conventionally termed Gamma-Gamma density function as denoted 

by Andrews et al [37]. The Gamma-Gamma density function is given by [40,41]. 

2(a,B)(a+l3)/2 (a+l3L1 

fhJha) = f(a)f(,8) (ha) 2 Ka-13(2~), (2.4) 

where Ka_ 13 (.) is the modified Bessel function of the second kind, 1/ a and 1/ ,B are 

the variances of the large and small scale fluctuations [41] given by 

1 1 
a --- - ------

- a}L - exp(afu h) - 1 

1 1 
,B =-2- = ---,2---

0"ys exp(a1nrs) - 1 
(2.5) 

Expression for a and ,B for plane, spherical and Gaussian-beam wave are given ex­

plicitly in [37]. In all cases a and ,B are expressed in terms of Rytov variance, i.e., 

C~, which can be measured directly from the atmosphere. Expressions for a and ,B 

considering Gaussian-beam wave propagation are given explicitly in Section 2.4. 

It has been shown that the Gamma-Gamma pdf provides close agreement with 

measurements under a variety of turbulence conditions, i.e., weak to strong turbulence 

regimes [40,41]. As a result, the Gamma-Gamma density function will be utilized to 

analyze the FSO system performance. However, for the very weak turbulence regime 

the log-normal density function will be utilized since simple closed form expression 

for the performance measures can be developed. In the following section a brief 

description for the Gaussian-beam propagation model and parameters are given. 
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2.4 Gaussian-Beam Wave Parameters 

Consider a Gaussian beam propagating in free space with a transmitter aperture 

located at plane z = 0. When the receiving aperture is smaller than the irradiance 

correlation width the receiver behaves as a point receiver. However, for larger aperture 

size, the receiver will average out the fluctuations of the received signal over aperture 

area hence decreasing scintillation [47, 102, 103]. Let 

Ao 
and Ai= 82 A2. 

o+ o 

Taking into account the aperture average effects at the receiver and the limiting case 

where l 0 = 0 and L 0 = oo, the large and small scale variances are given as [37, p. 

420], 

0.4g (nc-A1)
2 

a2 2 f2c-A1 B 

alnYL(Da) = (1+T+0.56(1+8i)a~/5)7/6' (2.6) 

(0 5la2 )/(1 + 0 69ai215)516 
2 (D ) . B . B (2 7) 

alnYS G = 1+(1.2(aR/aB)l2/5+0.83a12/5)/(Da +A)' . 

where Da = k
1Z3 , Da is the receiver diameter, and 

G 

T = (Da +Ai) (s1
0

) (10 - 1581 + 68i)6/7 · 

The parameter a~ is given by, 

a~~ 3.86a1[(o.4(1+281)2 + 4AD5112 x cos ( ~ tan-1 ( 
1 ;;~1 )) - ~~A~/6] . 

The scintillation index is given by 

(2.8) 

When a point receiver is considered, the same expressions are utilized with the limiting 

behavior that Da ---+ 0. When practical values for l 0 > 0 and L 0 < oo are considered, 

equation (2.8) under estimates the scintillation index at large Rytov variance [37]. 

38 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

2.4.1 Gaussian Beam Off-axis Statistics 

Note that the scintillation index expression is derived based on perfect alignment 

between transmitter and receiver. In Section 2.6 time varying misalignment will be 

considered in the analysis to develop a general statistical model for the irradiance 

fluctuations. Therefore, it is important to introduce the behavior of the scintillation 

index at a point in the transverse plane as a function of radial distance r from the 

beam centre which is given by (37, p.353] 

c{(r,z) = [exp (afxirJO) +afuy8 (0))-1] +4.42a~A~/6 
(::) (2.9) 

where Ae = 2z /kw; is the effective Gaussian beam wave parameter considering the 

atmospheric effect. The Gaussian beam waist Wz at the receiver given by (37, p. 238 

Eq. 45], 

Wz ~ waJe~ + Ah/1 + l.63a1215A1 , 

where this relation can be utilized for all atmospheric turbulence conditions (37, Ch. 

7, Eq. 45]. More attention should be considered when the time varying misalignment 

is taken into account since for a given beam deviation the scintillation index at the 

receiver changes. However, for a divergent beam the variations in the scintillation 

index with r is small. In Fig. 2.3 the relative deviation b..aJa (r, z) in the scintillation 

index defined as 

"' 2 ( ) _ aJJr, z) - a1a (0, z) 
ua Ia r, Z - 2 (O ) X 100 

ala 'z 
[%] (2.10) 

is plotted versus the radial distance r from the beam centre for different values of C~ 

varying from 5 x 10-14 to 50 x 10-14 with z = 1000 m, >. = 1550 nm, w 0 = 4 cm 

and F0 = -20 m which are typical values for a Gaussian beam propagation in free 

space. In this example the beam waist at the receiver is Wz ~ 2 m, i.e., a divergence 

angle of 2 mrad at the transmitter. Assume that the maximum misalignment angle is 

0.5 mrad, i.e., approximately r = 50 cm deviation at the receiver then the maximum 
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Figure 2.3: Relative deviation of scintillation index versus displacement from the 

beam centre for different turbulence strengths over a propagation distance z = 1000 m. 
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relative deviation in the scintillation index is 0.8% as shown from Fig. 2.3. That is, 

the scintillation index can be considered fixed at the receiver and equal to its value 

at the beam centre. In the following analysis this assumption is considered as a key 

element through the derivations. 

2.5 Atmospheric Attenuation 

Optical power attenuation while the wave propagates through the atmosphere is 

caused due to two phenomena: absorption and scattering. Absorption is the event 

when the electromagnetic energy is absorbed by atmosphere particles resulting in 

power attenuation. Scattering is the redirection of electromagnetic energy when the 

radiation interacts with a particle in the atmosphere, i.e., the optical wave at this 

particle location is retransmitted but into different direction with respect to the 

line of sight axis. (37]. Absorption and scattering are weather and wavelength de­

pendent. Since the time scale at which the weather condition changes (minutes to 

hours) is much larger than the time scale for the fading process i.e., coherence time 

Tc V'\ 10 msec, then he is considered fixed over many fading states. The atmospheric 

attenuation is well studied and rigorous mathematical models are used to describe its 

behavior. 

The attenuation of laser power through atmosphere is described by the exponential 

Beers-Lambert Law as [17], 

P(z) 
he(z) = P(O) = exp(-v z) 

where he(z) is the loss over a propagation path of length z, P(z) is the laser power 

at distance z and v is the attenuation coefficient [4]. The attenuation factor ht is 

considered a fixed scaling factor during multiple fading states. It depends on the 

size and distribution of the atmosphere particles and the wavelength utilized. It 
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Table 2.1: Atmospheric attenuation for different weather conditions 

Weather visibility Attenuation 

condition [km] (dB/km] 

23 0.2 
Clear 

10 0.4 

4 2 
Haze 

2 4 

1 9 

0.5 21 
Fog 

0.2 60 

0.05 272 

can be expressed in terms of the visibility, which can be measured directly from 

the atmosphere (3, 17]. Many empirical formulas are given in the literature for the 

attenuation coefficient based on measurements. However, a simple and well verified 

formula is given by [17), 
3.91 ( ,\ )-q 

l/ = v 550 x 10-9 ' 

where Vis the visibility in kilometer,,\ is the wavelength, and q is the size distribution 

of the particles related to the visibility by, 

1.6 V > 50 km, 

q = 1.3 6 km < V < 50 km, 

0.585 V 113 V < 6 km. 

Table 2.1 illustrates how the attenuation in dB/km varies for different weather con­

ditions with different visibilities. Notice that, the clear weather condition has the 

lowest attenuation value. The main challenge in FSO communication is how to com­

bat the fog weather condition since, as can be seen from Table 2.1, it has the highest 

attenuation. This high attenuation channel limits the FSO link to few meters and 
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leads to link outage for longer distance links. However, the irradiance fluctuation, due 

to atmospheric turbulence, is higher in clear weather compared to fog. In summary, 

there is a strong inverse correlation between the turbulence strength and attenuation. 

For example, strong turbulence is highly unlikely to occur during a fog event [106]. 

2.6 Misalignment Fading 

In line-of-sight FSO communication links, pointing accuracy is an important issue 

in determining link performance and reliability. However, wind loads and thermal 

expansions result in random building sways which in turn cause pointing errors and 

signal fading at the receiver [51]. As discussed in Section 1.3.2, a negligible detector 

aperture size with respect to the beamwidth (footprint) at the receiver is considered 

in literature. Unlike previous work, in this section a new statistical model for pointing 

error loss due to misalignment is developed. The model considers detector aperture 

size, beamwidth, and jitter variance explicitly. 

Consider a spatial Gaussian beam profile where the normalized spatial distribution 

of the transmitted intensity at distance z from the transmitter is given by [107], 

heam(r, z) =~exp (-
2llrJl

2

) , 
1rWz Wz 

(2.11) 

where r is the radial vector from the beam center. The attenuation due to geometric 

spread with pointing error d is expressed as, 

hp(d, z) = L Ibeam(r - d; z) dr, 

where hp(·) represents the fraction of the power collected by the detector and A is 

the area of a detector with aperture radius a. The detector and the beam footprint 

in the transverse plane are shown in Fig. 2.4. 

Due to the symmetry of the beam shape and the detector area, the resultant 

hp(d, z) depends only on the radial distance d = lldll· Therefore, without loss of 
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y' Beam footprint 

/ heam(r - d, z) 

A 

x' 

Detector 

Figure 2.4: Detector and beam footprint with misalignment at the detector plane. 

generality, we can assume that the radial distance is located along the x'-axis. The 

fraction of the collected power at a receiver of radius a in the transverse plane of the 

incident wave can be expressed as, 

1a1( 2 ( (x'-d)2+y'2) 
hp(d, z) = --

2 
exp -2 

2 
dy'dx', 

-a -( 1rWz Wz 
(2.12) 

where ( = ..j a2 - x'2 . As shown in Appendix A, this integration can be approximated 

as the Gaussian form, 

- ( 2d
2

) hp(d, z) ~ hp(d; z) =Ao exp - w2 , 
Zeq 

(2.13) 

where 

v = (.,/ia)/(./2wz), Ao= [erf(v)] 2
, 

and w2 = w2 y'7f erf ( v) . 
zeq z 2 v exp(-v2) 

Notice that A 0 is the fraction of the collected power at d = 0 and Wzeq is the equivalent 

beamwidth. The exact (2.12) and the approximate (2.13) expressions for hp(d) are 
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Wz/a = 2 

Exact (2.12) 
Approx. (2.13) 

Wz/a = 6 

-5 0 5 
Normalized radial displacement d/ a 

10 

Figure 2.5: Exact and approximate values of hp(d, z) for different values of Wz/a 

versus the normalized radial displacement d/ a. 

plotted in Fig. 2.5 for different values of Wz/ a. The normalized mean square error 

(NMSE) between the exact (2.12) and the approximate expressions (2.13) for hp are 

given in Table 2.2 for different values of Wz/a as a measure for the approximation 

accuracy. The NMSE is defined as 

where hp and hp are the exact and the approximate expressions. It can be deduced 

that the proposed approximation is close to the exact expression when Wz/a;::::: 2. 
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Table 2.2: Normalized mean square error (NMSE) between exact and approximate hp 

expressions 

Wz/a 2 4 6 

NMSE 10-4 4 x 10-6 6 x 10-7 

In order to relate this work to previous work, consider the case when Wz ~ a. 

This is the situation when a point detector is considered. The limiting expression for 

hp(d,z) as a/wz ~ 0, i.e., v ~ 0 and erf(v) ~ 2v/..jir, is given as, 

lim hp(d, z) = 7fa2 heam(d; z) 
a/wz ---+O '-v-" '---v-" 

Detector Area Irradiance Sample at d 

That is the attenuation hp(d, z) at a displacement dis simply the intensity of a Gaus­

sian beam sampled at radial distanced multiplied by the detector area as commonly 

used when a point receiver is considered in previous work. 

Consider independent identical Gaussian distribution for the elevation and the 

horizontal displacement (sway), as was done in previous work [51]. The radial dis­

placement d at the receiver is modeled by a Rayleigh distribution 

d ( d2) fd(d) = - exp --
u2 2u2 

s s 
r > 0, (2.14) 

where u; is the jitter variance at the receiver. Combining (??) and (2.14) the proba­

bility distribution of hp can be expressed as, 

2 

f ( ) - 'Y h'2_1 
hp hp - A'2 P ' 

0 

(2.15) 

where 'Y = Wzeq/2u8 is the ratio between the equivalent beam radius at the receiver 

and the pointing error displacement standard deviation at the receiver. Note that it 

is possible to consider other distributions for the jitter and the proposed expression 

for hp is a general frame work for misalignment channel modeling. 
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2. 7 Channel Statistical model 

A weather condition is parameterized by the vector </> = { C~, v, z }. The probability 

distribution of the channel H = hfHaHp can be expressed as, 

(2.16) 

where fH(h; w 0 , </>) is a family of pdfs parameterized by the Gaussian beam waist at 

the transmitter w0 and fHIHJhlha) is the conditional probability given a turbulence 

state Ha = ha. Note that ht acts as a scaling factor. The resulting conditional 

distribution can be expressed as, 

(2.17) 

Substituting (2.17) into (2.16) gives, 

(2.18) 

The channel state distribution f H ( h; w 0 , cf>) can now be computed by substituting 

different statistical models for atmospheric turbulence, fHa(ha) into (2.18). 

For weak turbulence (O"h < 0.3), f Ha (ha) has a log-normal distribution (2.2). 

Substituting into (2.18) gives, 

This expression can be further simplified. Let µ = 20"_k(l + 2')'2 ) then, 
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In strong turbulence regime fHa(ha) has a Gamma-Gamma distribution. Substi­

tuting (2.4) into (2.18) results in, 

This integration can be expanded into a complex expression of hypergeometric func­

tions, however, in this thesis, numerical integration is utilized to compute the inte­

gral. For completeness, an expression for (2.19) is given in [96] in terms of Meijers 

G-function which can be written in terms of the more familiar generalized hypergeo­

metric functions. 

2.8 Conclusion 

Accurate channel modeling for a wireless communication system is one of the key 

elements in system design. In this chapter a statistical model for the FSO channel 

considering the combined effect of atmospheric turbulence and time varying misalign­

ment is developed. The model considers the beamwidth, detector size and misalign­

ment parameters. This model enables the system designer to use more degrees of 

freedom to optimally design FSO systems. In Chapter 6 the developed model will 

be utilized to study the outage capacity of FSO channels where significant gain in 

rate and an order of magnitude reduction in the probability of outage are shown with 

beamwidth optimization. 
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Chapter 3 

Capacity Bounds Under an 

Average Optical Power Constraint 

Coding for optical channels can significantly mitigate the effect of atmospheric tur­

bulence and misalignment fading [36, 7 4]. In order to design channel coding and 

signaling, the channel capacity must be computed. The channel capacity is the max­

imum reliable data rate that can be transmitted over a communication channel. The 

maximization is performed over the input distribution under input signal constraints. 

When the capacity expression is mathematically intractable and complex, which is the 

case for the optical channel under investigation, an alternative method is to tightly 

bound the channel capacity. 

In this chapter, bounds on the capacity of wireless optical intensity pulse am­

plitude modulation (PAM) channels under non-negativity and average optical power 

constraints are developed. Based on the developed bounds, non-uniform signaling 

achieves higher rates compared to uniform schemes. The developed bounds are tighter 

than previous reported bounds over a wide range of SNRs. 
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3 .1 Introduction 

As discussed in Section 1.4.2, the capacity of optical intensity channels with non­

negativity and average power constraints is an open problem where lower and upper 

bounds are developed to asymptotically describe the behavior of the channel capacity 

[60,62,64,66,108]. However, in previous work, a significant gap between the lower and 

the upper bounds is noticed especially at low and moderate SNRs. Furthermore, the 

highest reported rates in low and moderate SNR ranges were achieved using both one­

sided exponential and 2-PAM signaling. However, other signaling schemes were not 

investigated although it was shown that discrete distributions are capacity-achieving 

distributions for many channels [67-72, 74]. 

In this chapter, tight upper and lower bounds on the capacity of pulse amplitude 

modulated (PAM) wireless optical intensity channels are derived. Using the fact that a 

discrete distribution is capacity-achieving for Gaussian channels with bounded input 

[67], we consider a family of discrete input distributions with equally spaced mass 

points. Within this family the maxentropic input distribution under average power 

constraint is chosen. Although not necessarily capacity-achieving, these distributions 

are shown to provide a tight lower bound on the capacity of wireless optical intensity 

channels over a wide range of SNRs. In addition, an analytic upper bound on the 

channel capacity is derived using a sphere packing argument. Under non-negativity 

and average optical power constraints, the admissible transmitted signal region is a 

regular n-simplex. Unlike previous work [60], the Minkowski sum [109] of convex 

bodies is utilized to obtain the exact volume of the outer parallel body at a fixed 

distance from a regular n-simplex. The derived upper bound is tighter than previous 

bounds [60] at low SNRs. The tightness of the derived bounds at low SNR provides 

a useful benchmark for communication system design. 

50 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

3.2 Channel Capacity Lower Bound 

Recall the discrete representation of the optical channels in (1.2) given by 

Y=HX+Z, (3.1) 

where, without loss of generality, both 'f/ and Rv are set to unity since they are scaling 

factors. The non-negativity and average optical power constraints are expressed as 

X ~ 0, and JE{X} ~ P, 

where P is the average power limit. The optical SNR at a given channel realization 

H =his (60] 

SNR(h) =Ph. 
(J 

Since the FSO channels are slow-fading channels, it is assumed that the receiver has 

a perfect channel state information (CSI). 

The capacity of the wireless optical intensity channel is the maximum mutual in­

formation, K(X; Y), between channel input and output over all possible input distri­

butions, fx(x), satisfying the non-negativity and average optical power constraints. 

Consider the Gaussian channel model given in (3.1). The mutual information, in 

bits/channel use, between channel input and output for a given a channel realization 

H = h is defined as 

ff fYIH,x(ylh,x) 
K(X; YIH = h) = fYIH,x(Ylh, x)fx(x) · log2 fYIH(Yih) dx dy, (3.2) 

where 

fYIH,x(yih, x) = N(h x, u 2
), 

fYIH(Yih) = 1 !x(x)fYIH,x(Yih, x) dx, 

and N(v, ( 2) denotes a Gaussian distribution with mean v and variance ( 2. Let F 

denote the family of all input distributions satisfying the non-negativity and average 
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optical power constraints. The instantaneous channel capacity, C(h), for a given 

channel state h, is the maximum mutual information over the set F and is given by 

where 

C(h) = max n(X; YIH = h), 
fx(x)EF 

F = {tx(x): fx(x < 0) = O,IE{X} ~ P, j fx(x) dx = 1}. 

(3.3) 

It was shown in [67, 7 4] that the capacity-achieving distribution for conditional Gaus­

sian channels under average electrical power and bounded-input constraints is discrete 

with a finite number of mass points. Although no peak amplitude is considered in this 

chapter, discrete distributions are considered based on the intuition that they would 

perform well over the optical channels. Furthermore, there are efficient algorithms to 

implement discrete distributions as will be shown in Chapter 5. Consider confining 

the input distribution to the set of discrete distributions Q defined as 

Q = { q(x): a,> O,x, 2 0, t,a• x, ~ P, q(x) = t,a, O(x - x,)}, 
where 15(·) is the Dirac delta functional, ak and Xk are the amplitude and position of 

the kth mass point. Optimizing the mutual information over Q results in a nonlinear 

optimization problem where no analytical form for the mutual information maximiz­

ing input distribution q(x) can be obtained. Consider instead the set Qt C Q such 

that the discrete mass points are equally spaced at a given distance .e > 0, i.e., 

Q, = { q,(x) E Q: a, 2 0, q,(x) = t, a,O(x - kf)}. 

Although the capacity achieving distribution need not be in Qt, the proposed form 

simplifies the analysis of the channel capacity. Note that all qt(x) E Qt satisfy the 

non-negativity and the average optical power constraints. Also any qt(x) E Qt can 

provide a lower bound on the channel capacity. In the analysis, the maxentropic input 
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distribution in Q£ is considered since the mutual information of this input distribution 

is close to the channel capacity at high SNR. The discrete entropy of X with input 

distribution q£(x) E Qe is defined as 

The problem is formulated as follows, 

£::,. 
qe(x) = arg max JHI(X), 

Qt(x)EQt 

00 00 

s.t ak ~ 0, Lak = 1, Lkfok:::; P. (3.4) 
k=O k=O 

Define :1 as the Lagrangian associated with the optimization problem as 

Applying the method of Lagrange multipliers, setting a:r I oak = 0, and using the 

constraints in (3.4) , it is straightforward to show that the maxentropic distribution 

is given by, 
00 

f ( p )k Qe(x) = L fP fP 6(x - kf), 
k=O + + 

a• 
k 

(3.5) 

where { ak} is the collection of weights for mass points. Notice that although qe(x) 

is a family of distributions parameterized in£, the mean, i.e., average optical power, 

is P independent off. For a given P and a, a capacity lower bound can be found 

by maximizing the mutual information (3.2) over the input distribution fx(x) E Qe 

or more precisely the mass point spacing £. The corresponding input distribution is 

given by, 

q£(x) = arg max Il(X; YIH = h). 
fx(x)EQt 

(3.6) 

In order to simplify the analysis and give insight into the problem, consider the scaled 

output G = Y /hf where the output noise remains Gaussian with zero mean but with 
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variance (32 where, 

/3 =CJ/hf. 

Since the mutual information is invariant to scaling then 

liqt(X; YIH = h) = liqt(X; GIH = h) = - j fc(g) log2 fc(g)dg - ~ log2 (27re/32
), 

where 

1 ( ) = ~ 1 ( /3E? ) k 1 e-(g-k)2;2132 

JG g 6 1 + f31:h 1 + f31:h y'27r1fi . 

Notice that for a given Ph/CJ the reformulated mutual information is parameterized 

by (3. This formulation transforms the original scenario to an equivalent Gaussian 

noise channel with noise variance /32 and input distribution, 

-

00 

[ 1 ( f31:h ) k] q13(x) = ~ 1 + /3E? 1 + /3E? <5(x - k). 

As noticed the noise and the input distribution are parameterized by /3. Considering 

any arbitrary value for /3, the resulting mutual information is presented as a lower 

bound on the channel capacity. For a given SNR, the best lower bound on the 

channel capacity C1 is obtained by maximizing the mutual information over the input 

distribution, or equivalently the best choice of f3 as follows, 

C1(SNR) =max lI(X; YIH = h), 
f3 

where the optimum value of f3 at a given SNR is expressed as, 

/3*(SNR) = argmax JI(X;YIH = h). 
f3 

(3.7) 

(3.8) 

For a given Ph/CJ, this maximization can be solved numerically using an exhaustive 

search or directed search method in an interval. Notice, however, that for any selection 

of /3, the resulting JI(X; YIH = h) remains a valid lower bound. In Sec. 3.4.2 a 

simple closed form approximation to /3* as a function of SNR is presented. Although 

no analytical form is provided, C1 can be computed efficiently through numerical 

integration. 
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3.3 Channel Capacity Upper Bound 

In this section an upper bound on the channel capacity is derived using a sphere pack­

ing argument [63]. Consider the non-negativity and average optical power constraints, 

the set of transmissible codewords is presented geometrically by a regular n-simplex 

in the n-dimensional signal space [64]. For conditionally Gaussian channels, the sig­

nal space of the received codewords is defined by the parallel body to this regular 

n-simplex at fixed distance. The maximum achievable rate can be upper bounded by 

the maximum asymptotic number of non-overlapping spheres that can be packed in 

the outer volume (sphere packing argument). Based on a sphere packing argument, 

an analytical upper bound on the channel capacity in the presence of Gaussian noise 

is derived. Unlike [60] where the volume is bounded by an n-simplex, the Minkowski 

sum [109] of convex bodies is utilized to obtain the volume of the outer parallel body 

at fixed distance from the regular n-simplex. The derived upper bound is tight at 

low SNR and asymptotically describes the channel capacity behavior. 

3.3.1 Set of Received Codewords and Volumes 

Consider transmitting a sequence of n independent PAM symbols to form the code­

word x = (x1 , x2 , ... , xn). The admissible set of transmitted codewords satisfying 

non-negativity and average amplitude constraints, forms the regular n-simplex '11(P) 

defined by [64] 

According to the Gaussian noise model presented, conditioned on x and the channel 

state h the received vector y has a Gaussian distribution with mean hx as follows, 

y = hx+z 
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where z = (z1 , z2 , ... , Zn) has i.i.d. Gaussian components. Since in this chapter the 

capacity bounds are derived for a given channel realization h, i.e., h only scales the 

SNR, then, and for the balance of the analysis, h is set to unity and its effect will be 

considered in the final expression of the capacity upper bound. Asymptotically, with 

identically distributed independent noise components in each dimension then 

lim .!_ l/z/1 2 ~ ()
2 

n-->oo n 

In signal space representation, for n large enough, the received vector y can be viewed 

as a cloud of radius {! centered at point x in the n-dimensional space where 

Define Bn as the n-dimensional unit ball given by, 

Also define the set <I>(P, e) as the collection of vectors y, formally, 

<I>(P, e) = { y E lRn: y = x + b, x E IJJ(P), b E eBn }· 

The region defined by <I>(P, e), when n large, is termed the outer parallel body to IJJ(P) 

at distance{! and is the result of the Minkowski sum of IJJ(P) and eBn. Figure 3.l(a) 

presents a two-dimensional example of IJJ(P) and <I>(P, e). An upper bound for the 

wireless optical intensity channel capacity can be obtained by applying a sphere­

packing argument to find the maximum number of non-overlapping spheres that can 

be packed in <I>(P, e) as n ~ oo as illustrated in Fig. 3.l(b) when n = 3. Let V(-) 

denote the volume of a closed set. The volume of a sphere with radius {! is given by, 

7rn/2 

V(eBn) = Kn{!n = rG + 1) {!n 

where Kn= V(Bn) and r(·) is the Gamma function . The channel capacity can thus 

be bounded as, 

bits/channel use. 
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T 
<P (P,p) 

\f (P) 

nP 

1 
-I• -- n P---.1 

(a) (b) 

Figure 3.1: (a) 2-D representation of an n-simplex and its parallel body at distance 

{}, (b) 3-D illustrative diagram for sphere packing in the volume <P(P, Q). 
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3.3.2 Volume Approximation 

The volume V(<I>(P,e)) can be expressed in terms of the intrinsic volumes Vm(P) of 

an n-simplex as [109), 

n 

V(<I>(P, e)) = L Vm(P)V(eBn-m), (3.9) 
m=O 

where 

In = 1 and for 0 :S m < n 

Im = n -- + n m + e-(l+m)x
2 1 - -erfc(x) dx. (3.10) 

( ) 
1 ( ) 1100 [ 1 ] n-m-l 

m 2n-m m + 1 v11f o 2 

For a given n, the number of non-overlapping spheres in <I>(P, e) is given by 

V(<I>(P, e)) = t ~n-m Im (nP)m 
V(eBn) m=o ~n I'(m + 1) e 

(3.11) 

In order to find an analytic upper bound for the channel capacity, the Im expression 

in (3.10) is upper bounded as shown in Appendix B and is given by 

(
n + 1) ( l)( r,:,)mr(~ + l)I'(n - m) 

Im < m + v e I'( m 1) m+l n-2+ 

Substituting into (3.11) results in 

In order to simplify the notation let Z~ = {O, 1, ... ,n} and define 'lj;(m,n) as 

'lf;(m, n) = ~n-m Am (nP)m 
~n I'(m + 1) e 
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Then the capacity can be upper bounded as follows, 

C 1
. 1

1 
V(<I>(P, e)) 

:::; im - og2 V( B ) , 
n-+oo n e n 

< lim .!_ log2 [~ 1/J ( m, n )] , 
n-+oo n LJ 

m=O 

:::; lim .!_ log2 [n sup 1/;(m, n)] , 
n-+oo n mEz;t" 

= lim .!_ log2 [sup 1/;(m, n)] , 
n-+oo n mEZ;t 

= lim sup .!_ log2 [1/J(m, n)], 
n-+oo mEZ;t n 

(3.12) 

where the last inequality is due to the monotonic increase of the log(·) function. 

Define Qn as the set of rational numbers of the form 

Qn = {a : a = : , m = 0, ... , n} , (3.13) 

and let 

·'·( ) _ K(l-o:}n Ao:n (nP) o:n tn\ 
'+' an, n - f( l) , a E 'I.en Kn an+ e 

1 [ K(l-o:}n Ao:n (nP)°'n] </>(a, n) =-;; log2 Kn f(an + l) g , a E [0, l]. 

Substituting into (3.12) gives, 

C < lim sup .!_ log2 [1/J(m, n)], 
n-+oo mEZ;\: n 

= lim sup .!_ log2 [1/J(an, n)], 
n-+oo o:EQn n 

:::; lim sup [<t>(a,n)], 
n-+oo o:E(0,1] 

where the last inequality arises due to the relaxation a E [O, 1] since Qn c [O, 1]. 
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Lemma 3.1 The limit of </>(a, n) as n --too exists for all a E [O, 1] i.e., 

n~ ¢(a,n) ~ log2 [ ( ~)"(:)"eta)]. 
where 

3a (1-a) ( a) (1-%) 
8(a) = a2 (1 - a) 2 1 - - . 

2 

Proof. See Appendix D. • 
Proposition 3.1 Given that the limit of <f>(a, n) as n --too exists for all a E [O, 1], 

lim [sup <f>(a, n)] =sup [ lim <f>(a, n)] . 
n-+oo o: a n--+oo 

Proof. See Appendix E. • 
The channel capacity upper bound can be written as, 

C < lim sup <f>(a, n), 
n--->oo aE(0,1] 

= sup lim <f>(a, n), 
aE(0,1] n---+oo 

(3.14) 

The channel capacity upper bound at a given channel state his given by, 

(3.15) 

In the following we show that there is a unique a* E [O, 1] that maximizes the capacity 

upper bound given in (3.15) and explicitly present this value. 
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3.3.3 Uniqueness of a* 

Consider the objective function inside the supremum in (3.15) and define J(o:) as, 

J(a) ~log, [ ( ./i;) 0 

( :h) 
0 

eta)] · (3.16) 

It is straightforward to show that J(o:) is a concave function in a in the interval [O, 1], 

i.e., [J2J/8a2 < 0 when a E [O, l]. In order to find a* that maximizes J(o:), consider 

f)J /80: = 0 which results in 

o:3 
- ba2 + 3ba - 2b = 0, 

where 

1 ( e2 (Ph) 2 

) b = 2 exp log2 4
1r -;;- - 1 ~ 0. (3.17) 

Proposition 3.2 Let A(o:) = o:3 - ba2 + 3ba - 2b then for all b > 0, there exists a 

unique root for A( a), denoted a* in the interval [O, 1]. 

Proof. Since A(o:) is continuous and A(O) = -2b ~ 0 and A(l) = 1, then from 

the intermediate value theorem there exists at least one root for A(o:) in [O, l]. The 

extrema a+ and a_ of A(o:) obtained via solving 8A(a)/8a = 0 are given as, 

0:± = ~ ( b ± ../b2 - 9b) 

Three possibilities exist for the extrema in JR which depend on b: (i) b < 9, no real 

extrema, (ii) b = 9, one extremum and (iii) b > 9, two distinct extrema. To prove the 

existence of a unique root for A( a) in [O, 1], it is sufficient to prove that Ct± > 1 for 

all values of b ~ 9. When b = 9 one extremum exist at a = 3. For b > 9, consider 

the following lemma. 

Lemma 3.2 If b > 9 then Ct± > 1. 
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Proof. Consider b > 9 then it is clear that a+ > 3. On the other hand, note that 

a_ is decreasing with b where 

is negative when b > 9. Also the asymptotic value as b---"* oo is greater than one, i.e., 

1
. 3 
Im a_= -

2 
> 1, 

b--->oo 

As a result a± > 1 whenever b > 9. • 
Therefore, for all values of b > 0 there is a unique real root for A( a) in [O, 1] and is 

denoted as a*. • 
Since J (a) is a concave function when a E [O, 1], the upper bound for the optical 

channel capacity in (3.15) can be written as, 

(3.18) 

The unique root a* E [O, 1] can be obtained analytically by solving the cubic equation 

A(a) = 0. Consider the procedure presented in [110] and let 

A0 = A(b/3), 62 = (b2 
- 9b)/9, h = 263

, µ = J A~ - h2 • 

For a given SNR, i.e., (3.17), a* can be computed according to the following cases [110]: 

(i) A~> h2 

(3.19) 

(ii) A~= h2 

a• = min { ~ + ( ~") 1/3 ' ~ - 2 ( ~") 1/3} (3.20) 

(iii) A~ < h2 

a*= i~~r2 { ~ + 26 cos [
2;i + ~ cos-

1 
(-:

0

)]}. (3.21) 

Thus for a given SNR the channel capacity (3.18) has a closed form expression. 
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3.4 Results 

3.4.1 Capacity Bounds: Discussion and Comparisons 

The lower bound, CL (3.7), and upper bound, Cu (3.18), are plotted versus SNR in 

Fig. 3.2. The upper bound is found directly from (3.18) while the lower bound 

is computed numerically. The optimum (3* (3.8) used to obtain CL is shown in 

Fig. 3.3. The maximization is carried out by discretizing the range (3 E (0, 1] with 

an increment of b,.(3 = 5 x 10-4 . For each entry in the discrete set, the mutual 

information is computed numerically and an exhaustive search is executed to find (3* 

which maximizes Il(X; YIH = h). Notice that every choice of (3* results in a valid 

lower bound. The numerical integration is computed using the MATLAB® function 

'QUAD' [111, version 7.6] with a tolerance of 10-6 . For the balance of the thesis, the 

same setting is used for all numerical integrations. 

In addition, the mutual information for uniform M-ary PAM and continuous ex­

ponential distributions CE [60] previously proposed as lower bounds are also plotted. 

Also a recently proposed lower bound, ML, derived by applying the entropy power 

inequality (EPI) to the continuous exponential distribution is also presented [61, Eqn. 

(3.26)]. Notice that CL is significantly tighter than the previous lower bounds CE and 

ML at both high and low SNR. The novelty of the developed lower bound is that the 

input distributions that realize the information rates presented by the lower bound 

are given explicitly in a simple closed form expression (3.5). Unlike CE [60] where a 

single distribution is considered, the tightness of the developed lower bound CL arises 

since a family of input distributions are considered. Although the lower bound Ah 

has a closed form, signaling schemes to achieve these rates are not known. The lower 

bound CL has approximately double the mutual information (0.85 bits/channel use) 

compared to the continuous exponential CE (0.42 bits/channel use) and the uniform 

2-ary PAM (0.46 bits/channel use) at SNR=O dB. 
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Figure 3.2: Average power constraint. Capacity bounds CL and Cu and mutual 

information for continuous exponential [60], and discrete uniform PAM. For comparison, 

previously reported upper bounds H&Ku [60, Eqn. (21)], Mu1 [61, Eqn. (3.27)], Mu2 

[62, Eqn. (28)] and lower bound ML [61, Eqn. (3.26)] are also presented. 
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The derived upper bound, Cu ~ 0 as Ph/o- ~ 0 and asymptotically has a gap 

of log2 ( ve) in channel capacity at high SNRs compared to the tight upper bound 

H&Ku [60, Eqn. (21)]. Notice that Cu provides a significantly better upper bound 

on the channel capacity compared to H &Ku at low SNRs. In particular, when 

SNR < -3.46 dB Cu provides an insightful benchmark for different coding schemes 

comparisons since a majority of wireless optical intensity channels operate at low SNR 

regime. Although at low SNRs, both Cu and Mu1 [61] have comparable performance, 

Mu1 does not tend to zero as SNR ~ 0. For completeness, the recent upper bound 

MU2 [62, Eqn. (28)] is presented in Fig. 3.2 as a modified version of Mu1 . Although 

MU2 has a close performance to Cu at low SNR, i.e., SNR < 0 dB, the bound is 

computed through a complicated expression and there is no clear guideline on how 

the parameters involved in the expression were chosen. Hence, no clear insights about 

the bound behavior can be drawn. Contrary to Mu2 , the proposed bound Cu has 

a simple closed form expression in this SNR range where a* is uniquely defined by 

(3.19). At high SNR H&Ku [60] is tighter to the lower bound CL compared to MU2. 

Furthermore, H &Ku provides the tightest upper bound and the simplest closed form 

among all bounds when SNR > -3 dB. To summarize, the tightness of Cu at low 

SNR and its simple closed form expression are the key advantages when the bound is 

compared to all presented bounds. 

3.4.2 Discussions on the Lower Bound 

Fig. 3.3 shows that (3* varies from 0.25 to 0.45 over a wide range of SNRs (-20 to 

20 dB). Note also any value for (3 results in a lower bound on the channel capacity 

and the maximization is used to find the tightest capacity lower bound. 

The optimum mass point spacing £* = o-/ h/3* is also presented in Fig. 3.3 for 

average optical powers P = 0.5, 1 and 2 and channel state h = 1. From Fig. 3.3 for a 

given P, f* can be approximated as a linear function of the SNR in the logarithmic 
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Figure 3.3: The optimum /3* and the corresponding optimum mass point spacing, £*, 

for P = 0.5, 1, 2 and h = 1 versus SNR. 
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domain. Define f as the first order approximation for f,* given as, 

(l) (Ph)~ log p = log(c1 ) +log -;;- (3.22) 

where c1 and c2 are constants. This form is considered since for a given SNR, i.e., 

Ph/u, the distribution, Qt(x) in (3.5), that maximizes the mutual information depends 

on £/ P. The above form can be written as, 

_ (Ph)c2 
f, = C1 -;;- • p (3.23) 

These constants can be found through the linear least square regression [112] which 

results in c1 = 3.08 and c2 = -1.06 where the correlation coefficient between f* and 

f using these values is 

(f,* i) - (£*) (i) 
Corr. Coeff. = = (1 - 1.5 x 10-5

), J (£*2) - (f*)2J (f2) - (f)2 

indicating an excellent fit. The resulting estimate for (3* is thus 

- - 1 (Ph)-c2-1 f3-- -
C1 U 

(3.24) 

Using /3, a new capacity lower bound is obtained and denoted CL. In simulation, the 

maximum difference between CL and CL is smaller than 2 x 10-4 bits/channel use 

for SNRs between -20 and 20 dB. Thus, (3.24) approximates the dependence of (3* 

on SNR and for practical purposes maximization over f3 to find CL in (3. 7) is not 

necessary. 

Figure 3.4 plots the distribution ql(x) for different SNRs with P = 1. This sce­

nario corresponds to optical wireless systems which typically operate at the maximum 

permissible optical power, which is limited by eye safety standards. At low SNR, this 

distribution consists of widely spaced mass points, i.e., f,* is large, and few amplitudes 

contain nearly all of the probability mass. At higher SNRs, the spacing f,* decreases, 
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and a larger number of amplitudes carry significant probability mass. Quantitively, 

at low SNR the transmitter is turned off for a relatively long period of time to save 

the optical power and then is turned on to transmit high power for a short period of 

time that is capable to penetrate the high attenuation medium. Similar behavior is 

noticed for signal dependent noise [74, Fig. 2]. A common observation from [74] is 

the existence of mass point at amplitude zero. The fitting of C* to a linear model l in 

(3.23) also provides the interesting intuition that C* is nearly inversely proportional 

to Ph/u since b ~ -1. That is, for a given P and h, the spacing between mass points 

increases nearly linearly with u. 

3.4.3 Interpretations for the Upper Bound 

Figure 3.5 shows the optimum a* E [O, 1] versus SNR. At low SNR, a-+ 0 implying 

m -+ 0 through (3.13). The volume of the outer parallel body (3.9) is dominated 

by the first term in the summation, i.e., the volume of the ball eBn- Intuitively this 

makes sense since at low SNR, f2 is large and i!.>(P, e) approaches eBn. At high SNR, 

a -+ 1 implying m -+ n. Then V(i!.>(P, e)) in (3.9) is dominated by the last term 

m = n which is the volume of a regular n-simplex. Again, the corresponding intuition 

is that at high SNR f2 is small and the volume of the Minkowski sum approaches that 

of the underlying simplex. 

The figure also indicates which of the three cases (3.19)-(3.21) is employed to solve 

for a* in Cu. At low and moderate SNR, (3.19) is selected while at higher SNRs (3.21) 

defines a*. Note that when SNR increases beyond 0 dB the upper bound H&Ku is 

the tightest bound among all presented upper bounds with the simplest form as well. 

Therefore, the proposed bound Cu can efficiently describe the channel capacity at 

low SNR where a closed form expression is presented with a simple unique equation 

for a* in (3.19). 
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Figure 3.4: The proposed discrete distribution at different SNR for average optical 

power constraint P=L 
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Figure 3.5: The optimum a* for the capacity upper bound versus SNR. 
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3.5 Conclusion 

In this chapter, lower and upper bounds on the instantaneous capacity at a given 

channel realization of PAM wireless optical intensity channels have been developed 

which are tight at low and high SNRs. Both non-negativity and average power (av­

erage amplitude) constraints are considered. 

The lower bound is derived by considering a family of discrete distributions with 

equally spaced mass points that maximizes the input source entropy. Although no 

analytical closed-form expression for CL is developed, the input distribution corre­

sponding to this bound is given explicitly in a closed-form. In addition, an analytical 

upper bound on the channel capacity is derived based on a sphere packing argument. 

The bound is shown to be tighter than all previously proposed bounds at low SNR. 

The asymptotic behavior of the upper bound incurs a constant gap over the actual 

channel capacity at high SNRs. Moreover, discussions and interpretations for the 

parameters involved in the lower bound expression are presented and analyzed. In 

particular the parameter f3 and the spacing between the mass points for the proposed 

discrete distribution. First order approximations using a linear least square regression 

method is employed to provide an analytical expression for the optimum mass point 

spacing over a wide range of SNRs. The asymptotic behavior of the discrete distri­

bution is also presented at different SNRs. Since most wireless optical links operate 

at relatively low SNRs, the tightness of the derived lower and upper bounds at low 

SNRs provides a useful benchmark for communication system design. 

In practical systems, a peak amplitude constraint is considered to meet the physi­

cal dynamic range of a light source. In Chapter 4 channel capacity and input signaling 

design considering non-negativity, average power and peak amplitude constraints are 

analyzed. Following the same procedure, a family of input distributions are developed 

via source entropy maximization. 
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72 



Chapter 4 

Channel Capacity with Peak and 

Average Optical Power Constraints 

Channel capacity bounds and signaling design for optical intensity channels consider­

ing non-negativity and average optical power constraints were developed in Chapter 

3. In this chapter, a more general scenario where a peak optical power i.e., peak am­

plitude, constraint is added in addition to the previous mentioned constraints. This 

constraint is imposed to meet the physical dynamic range limits of light sources as 

well as amplifiers. This class of channels is very important and rarely studied in the 

literature. In previous work, lower and upper bounds on the channel capacity were 

developed [62], however, no input distributions were given and hence it is not clear 

how to achieve the lower bound rates. In this work, a closed form discrete capacity­

approaching distribution is derived via entropy maximization. The computation of 

this distribution is substantially less complex than optimization approaches devel­

oped to find capacity-achieving distributions and can be easily computed for different 

SNRs. The information rates using the derived maxentropic distribution are shown 

through numerical simulations to be close to the channel capacity. 
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4.1 Introduction 

As discussed in Section 1.4.3, although the discrete input distribution is a capacity­

achieving distribution for many channels [70-73], analytical expressions are not avail­

able, and instead are found via complex optimization routines. However, numerical 

analysis is utilized to find the channel capacity for the sake of comparison. For optical 

intensity channels, lower and upper bounds on the channel capacity were developed 

in [61, 62]. Again, no explicit source distributions were provided, and hence no clear 

insights for communication system design can be drawn. 

In this chapter, a family of non-uniform discrete source distributions with a finite 

number of equally spaced amplitude mass points whose mutual information is signif­

icantly close to the channel capacity is developed. The input distribution is derived 

via source entropy maximization criterion based on the intuition that it approaches 

the channel capacity at high SNRs. A closed form for the input distribution and the 

number of probability mass points are developed. As a result, and unlike the previous 

work mentioned above, signaling can be designed based on the developed distribu­

tions. For the sake of comparison and to measure how far the proposed distribution 

is from the channel capacity, the capacity-achieving distributions are computed nu­

merically [67]. In this approach the capacity-achieving distribution varies for each 

SNR considered. It is shown via simulation that, the mutual information correspond­

ing to the derived maxentropic input distributions is close to the channel capacity. 

Additional benefits of the developed distributions are that they provide capacity­

approaching performance over a range of SNRs and require fewer amplitude mass 

points, making implementation simpler. 

To summarize, the target of this work is to develop capacity-approaching distri­

butions under peak amplitude constraint which can be utilized to efficiently design 

practical wireless optical systems. 
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4.2 Channel Capacity 

Consider the channel model given in (3.1) as 

Y=HX+Z. (4.1) 

The input X follows the constraints, 

0 ~ X ~A, JE{X} ~ P, 

where A is the peak-amplitude limit. The signal-to-noise ratio for a given channel 

realization H = h is given by, 

SNR(h) = p h' 
u 

and the optical peak-to-average power ratio (PAR) is defined as 

For eye-safety standards, p < 17 in typical commercial systems [113]. For channels 

with constrained input amplitude and power, it was first shown in [67] that the 

capacity-achieving input distributions are discrete with a finite number of mass points. 

Define the family of discrete input distributions 

P ~ {Px(x): Px(x) ~ ~·• ii(x - x.), xk E (0, A], 

K K } 
ak ~ 0, L ak = 1, K E z+' L Xk ak ~ p ' 

k=O k=O 

where 8 ( ·) is the delta functional and z+ is the set of positive integers. The number 

of mass points is K + 1, and ak and xk are the probability and location of the kth 

mass point respectively. The channel capacity for a given channel state h is defined 

as, 

C(h) = max lI(X;YIH = h), 
fx(x)E'P 
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where the mutual information, JI(X; YIH - h), is given by (3.2). The capacity­

achieving input distribution is defined as 

fx(x) = arg max JI(X; YIH = h). 
fx(x)EP 

(4.3) 

Finding an analytical closed form expression for the optimum distribution is difficult. 

However, for a given A, P, h, and a 2
, numerical optimization methods can be used 

to efficiently solve (4.2) to find fx(x) where the free parameters are ak, xk and K. 

In [67, Proposition 1] it was shown that the mutual information is concave over 

the set of input distributions with bounded peak constraints. In addition, necessary 

and sufficient conditions on the optimal input distribution are given in [67, Corollary 

1]. Furthermore, for a given peak amplitude, A, the number of mass points in fx(x) 

is monotonically non-decreasing with SNR and a mass point at Xk = 0 always exists 

[67]. Based on these facts, the capacity-achieving distribution is found by repeatedly 

solving the optimization problem in ( 4.2) for fixed K = 1, 2, 3, 4, ... until a stopping 

criterion is met. Assume that the capacity-achieving distribution has K* + 1 mass 

points. Solving the optimization problem with K = K* + m, m > 1, results in the 

capacity-achieving distribution where the extra m - 1 mass points are assigned zero 

amplitudes. Note that the optimal input distribution must satisfy the conditions 

given in [67, Corollary 2]. Consequently, this fact is utilized as a stopping criterion 

for the optimization problem while incrementing K. 

4.3 Capacity-Approaching Distributions 

For every average optical power, peak amplitude and noise variance, the optimiza­

tion problem (4.2) must be solved to extract fx(x). In addition to this drawback, 

the complexity of each run of the optimization problem increases as the number of 

mass points is increased. In this section, a simple family of capacity-approaching 
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input distributions is developed based on source entropy maximization and termed 

capacity-approaching source distributions. These distributions have mutual informa­

tion which closely approaches the channel capacity over a practical range of SNRs 

and are substantially simpler to generate than the capacity-achieving distribution. 

In addition, these capacity-approaching distributions are fixed over intervals of SNR 

making practical implementation easier. 

4.3.1 Definition of Distributions 

Consider the set of discrete input distributions QK C P with K + 1 equally spaced 

mass points, 

QK = { qx(x) E 1': f = :, qx(x) = t, a,8(x - kt)} (4.4) 

where £ is defined as the mass point spacing. Define the maxentropic input distribu-

tion with K + 1 mass points in QK as 

where 

iJx(x; K) = arg max IHI(X) 
QK 

K 1 
IHI(X) = L ak log2 -. 

k=O ak 

(4.5) 

The input distribution that maximizes IHI(X) is considered based on the intuition 

that this distribution is capacity-approaching at high SNR. Define the collection of 

entropy maximizing discrete input distributions with different number of mass points 

as 

Q = { iJx(x) : VK E z+ iJx(x) = iJx(x; K)} 
For a given A, P and a 2 , the capacity-approaching input distribution is the distribu­

tion in Q which maximizes the mutual information, i.e., 

iJX(x; K(p, SNR)) = arg max_ Il(X; YIH = h), 
fx(x)EQ 
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where K(p, SNR) + 1 is defined as the number of mass points in the capacity­

approaching distribution. Notice that while i'fx(x; K) E Q is independent of the 

channel parameters, i.e., noise variance, the distribution iJX(x; K(p, SNR)) in (4.6) 

depends on the SNR value. 

For each number of mass points K + 1, an expression for the maxentropic input 

distribution i'Jx(x; K) in (4.5) can be found by solving 

max IHI(X) 

K 

s.t Lak = 1, 
k=O 

K 

L kCak :s; P, A= KC. 
k=O 

Define .J as the Lagrangian associated with the optimization problem as 

:! ~ t, "• log2 :, - A1 (~a, -I) - A, (~ kfa, - P) . 

(4.7) 

Proposition 4.1 The discrete input distribution with equally spaced mass points that 

maximizes the entropy is given as, 

where 

K 

i'Jx(x; K) = L ak 8(x - kC) 

1 a -
k - K + 1' 

k=O 

- t~ 
ak = 2 K' 1 + t0 + t0 + ... + t0 

t0 E [O, 1] is the unique positive real root of 

(4.8) 

p :s; 2 

p ?:. 2 (4.9) 

(4.10) 

Proof. Notice that when p < 2, i.e., A < 2P, a uniform distribution over the ak 

satisfies both average and peak amplitude constraints. Since the uniform distribution 
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is entropy maximizing among all discrete distributions, it must also be the result 

of the optimization problem. In this case there is slack in the average amplitude 

constraint, i.e., ~f=o kfak < P and hence >.2 = 0. 

When p ;::: 2 the above optimization problem is solved analytically considering 

all constraints. Solving the equations [).J /oak = 0 and substituting the constraints 

given in (4.7) it is straightforward to obtain (4.9). Notice that ak > 0 in (4.9) and for 

a given t0 the polynomial 1 + t0 + t6 + ... + t{[ has a fixed sign. Thus, t0 > 0 since 

otherwise the sign of ak would alternate. Lemma F.l in the Appendix demonstrates 

that S(t) has a unique positive root in [O, 1]. For a given K, equation (4.10) can be 

solved efficiently to obtain the real root t 0 . As shown in Appendix F, t0 = 1 when 

p = 2 and both expressions for the mass point amplitude ak coincide. • 

A key point is that ifx(x) E Q depends only on the amplitude constraints p while ifx 

in ( 4.6) depends on both p and SNR. 

4.3.2 Estimate of K(p, SNR) 

An analytic expression for K(p, SNR), that maximizes the mutual information is 

difficult to obtain since it varies with SNR and p and since the mutual information 

expression depends on a nested relation between t0 and K. Here we provide a simple 

approximation for K based on numerical analysis. 

For a given p and SNR, ifx(x; K(p, SNR)) has the highest mutual information over 

all source distributions in Q. Consider increasing SNR for a fixed p. There exists an 

SNRo > SNR at which the mutual information using ifx(x; K(p, SNRo)), is greater 

than or equal to that obtained using ifx(x; K(p, SNR)). In this case, K(p, SNRo) = 

K(p, SNR) + 1. We term SNRo as a transition SNR where the number of mass points 

in the capacity-approaching distribution is incremented. 
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In order to remove the impact of scaling, define the normalized mass point spacing 

£ A 1 
- = --- = p · SNR · . 
a Ka K(p,SNR) 

The normalized mass point spacing is shown in Fig. 4.1 versus p at the transition SNRs 

as R increases from 1 to 7. From the figure, it is clear that £/a for a given transition 

between numbers of mass points changes slowly with p. A simple approximation 

adopted here is to set £/a = c, for some constant c. This constant can be chosen 

from Fig. 4.1 depending on the SNR range of interest. For example, for high SNR 

cases where R is large, a reasonable value for c ~ 2. 7, whereas, for low SNR cases 

c ~ 2.2. For the purposes of our numerical work we set c = 2.5 to yield the simple 

approximation for R 

K- -
A l A J - 2.5a · (4.11) 

Although many selections of k yield acceptable performance, the resulting mutual 

information using this approximation remains close to the channel capacity as shown 

in Section 4.3.3. 

4.3.2.1 Interpretation of the Estimate k 

As discussed in Section 4.3.2, an estimate for Kover a wide range of peak-to-average 

power ratio pis given by kin (4.11). This relation can be written as follow, 

A 
K~--, 

C3 a 

where c3 is a constant in the range from 2.1 to 2. 7 when p varies from 2 to 8 as shown 

in Fig. 4.1. This relation can be rearranged as, 

A £ 
-- = - ~ C3, 
Ka a 

i.e., the normalized mass point spacing to the noise standard deviation is approxi­

mately constant. This approximation for the case of peak and average optical power 
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constraints coincides with the result obtained in Chapter 3 for f3 =a/ hf in (3.24) in 

the case when only an average power constraint is considered where 

f3 = ~ = _!_ (Ph)-c2-1 = _l (Ph) 0.06 

f c1 a 3.08 a 

Notice that f3 is approximately constant over a small range of SNR, i.e., the mass 

point spacing f is approximately linearly proportional to the noise standard deviation 

a. Clearly, this behavior can be induced for the two cases, 1) average power constraint 

and 2) average and peak power constraint. 

4.3.3 Channel Capacity and Information Rates 

The channel capacity is computed by numerically solving the optimization problem. 

The MATLAB® function fmincon [111, version 7.6] from the optimization toolbox 

is utilized. The tolerance between successive iterations in the objective function 

(mutual information) solution is set to 10-10. The routine stops if the difference 

in mutual information in two successive iterations is less than the tolerance. The 

optimal input distribution obtained from the optimization problem also satisfies the 

conditions [67, Corollary 2]. Note that, with the concavity of the mutual information 

over P, a global maximum is guaranteed. 

The mutual information of the proposed maxentropic input distributions ( 4.8) 

versus SNR for p = 2 and K = 1, 2 and 3 are shown in Fig. 4.2. Recall that 

when p = 2 the maxentropic input distribution is uniform with K + 1 probability 

mass points (Proposition 4.1). Clearly, a small gap can be noticed between the 

mutual information and the channel capacity for different SNRs. In addition, based 

on the numerical results obtained from solving the optimization problem, the input 

distribution fx(x) = 0.5 o(x) + 0.5 o(x - A) is capacity-achieving input distribution 

at low SNRs which is also the maxentropic distribution obtained in (4.8). 

Although the uniform distribution is a capacity-approaching distribution when 
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formation for the maxentropic input distributions (4.8) with different number of mass 

points versus SNR for p = 4. 
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Figure 4.4: Peak and average power constraints. Channel capacity and mutual in­

formation for the maxentropic input distributions ( 4.8) with different number of mass 

points versus SNR for p = 6. 
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p = 2, the situation is quite different when p > 2. As shown in Fig. 4.3 when p = 4 

the capacity-approaching distributions are non-uniform. The maxentropic input dis­

tributions approach the channel capacity over a wide range of SNRs. Furthermore, 

the input distribution is fixed over a range of SNRs. As an example, the maxentropic 

input distribution with three mass points is utilized when the SNR varies from 0.25 

to 2.5 dB. Note that although the input distribution is fixed in this range, for each 

SNR, i.e., each rate, different encoders and decoders are utilized to achieve the corre­

sponding rate. At low SNRs the maxentropic distribution is a capacity-approaching 

distribution with iix(x, 1) = 0.75 o(x) + 0.25 o(x - A) where more weight is assigned 

to the mass point located at zero. Fig. 4.4 presents the mutual information and the 

channel capacity when p = 6. As shown, as p increases the maxentropic input dis­

tributions become more non-uniform with increasing mass point probability at zero 

amplitude. 

From the previous discussion, at low SNRs, an input distribution with two mass 

points (i.e., K = 1) is sufficient to achieve/approach the channel capacity. The 

probability mass for these two-level outputs can be found from ( 4.8) and are given by 

[
p - 1 1] 

[po,P1] = -p-, p . 

Notice that as p increases the resulting capacity-approaching distributions become 

increasingly non-uniform with most weight on the zero-amplitude. 

The capacity of the wireless optical intensity channel versus SNR ( 4.2) is shown 

in Fig. 4.5 for p = 4. In addition, the mutual information with input distribution 

iJX(x; K) in ( 4.6) is presented. Clearly, the proposed input distributions achieve 

nearly most of the rates offered by the optical channel with a substantial reduction in 

complexity. Figure 4.5 also plots the mutual information using the maxentropic source 

distribution ( 4.8) when the number of mass points is approximated by k + 1 given in 

( 4.11). Notice that the mutual information is also close to the capacity over the SNR 
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Figure 4.5: Peak and average power constraints. Channel capacity and mutual in­

formation for the proposed input distribution with K and k and the uniform input 

distributions for p = 4. 
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range considered, and only differs negligibly from the case where a search is performed 

to find a good K value. Thus, the approximation ( 4.11) does not incur a significant 

penalty in terms of rate. Notice that at SNR = 0.5 dB the mutual information using 

the maxentropic input distribution with k + 1 mass points is smaller than that with 

K + 1 mass points. This occurs since at this SNR the proposed k expression (4.11) 

under estimate the number of mass point. More precisely, when SNR = 0.5 the 

expression (4.11) results ink= 1, however, the maxentropic input distribution with 

three mass points achieves higher mutual information compared to the maxentropic 

input distribution with two mass points as shown in Fig. 4.3 when p = 4. 

For comparison, the mutual information using uniform input distributions satis­

fying both the average and the peak power constraints is also presented. The uniform 

distributions utilized are selected from the set U defined for p ~ 2 as 

{ 
2P K 1 } 

U = qx(x): VK > 0, d = K'qx(x) = L Kl b"(x- kd) . 
k=O + 

(4.12) 

Notice that these distributions have mass points with equal probability that are 

equally spaced. At each SNR, the distribution in U which maximizes the mutual 

information is selected and the information rate is plotted. As shown in Fig. 4.5, a 

remarkable gap between the mutual information of the uniform distribution and the 

non-uniform distribution is noticed. Therefore, the use of non-uniform signalling is 

essential for optical intensity channels, especially as p increases. 

4.3.4 Input Distributions and Numbers of Mass Points 

The number of mass points in the capacity-achieving source distribution (4.2), K*+l, 

the capacity-approaching maxentropic distribution ( 4.6), k + 1, the maxentropic 

distribution with approximated K ( 4.11), k + 1, and the uniform distribution, Ku+ 1, 

are presented in Table 4.1 for different SNR values. 
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Table 4.1: Number of mass points in the input distribution that maximizes the mutual 

information when p = 4 

I SNR [dB] 
11 -

1 
I 

0 
I 1 I 

2 
I 

3 
I 

4 
I 

5 
I 

Capacity-Achieving ( 4.2) K* + 1 2 3 3 4 4 5 7 

Max. Entropy (4.6) k+l 2 2 3 3 4 4 5 

Max. Entropy approx ( 4.11) k+l 2 2 3 3 4 5 6 

Uniform Ku+l 2 2 2 2 2 3 3 

Note that, although K* is fixed over a range of SNR, the input distribution, i.e., 

mass points amplitudes and locations, varies for each SNR value. Unlike the capacity­

achieving input distribution, for a given k the maxentropic distribution is fixed. 

Therefore, and as shown in Table 4.1, the maxentropic distribution that maximizes 

the mutual information is fixed over a range of SNRs. This advantage, in addition 

to the negligible gap between the mutual information and the channel capacity and 

the substantial complexity reduction in generating this distribution, renders the max­

entropic input distribution more practical for realization over the capacity-achieving 

distribution obtained via optimization. Also notice that the uniform distribution has 

the minimum number of mass points as SNR increases simplifying its implementation, 

however, there is a severe rate degradation as shown in Fig. 4.5. 

The capacity-achieving and the maxentropic input distributions are shown in 

Fig. 4.6 for SNRs=[-3, 0, 3, 5] dB at p = 4. Notice that the mass point spacing 

is a free parameter in the capacity-achieving distributions while it is fixed in the 

maxentropic distributions. When SNR=-3 dB, an input distribution with two mass 

points can achieve the channel capacity and both the capacity-achieving and the 

maxentropic distributions coincide. As the SNR increases to 0 dB and although the 
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Figure 4.6: The optimum, fx(x) (4.3), and the proposed input distributions, ~(x, K) 

( 4.6), for different SNRs at p = 4. 

number of mass points is different, the maxentropic distribution is still capable of 

approaching the channel capacity with a small gap. When SNR increases further to 5 

dB, this observation becomes more clear where five and seven mass points are shown 

for the maxentropic and the capacity-achieving input distributions respectively. Sur­

prisingly, the resulting information rates for both distributions are still very close as 

shown in Fig. 4.5. 
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4.4 Mutual Information Behavior for Different p 

In this section the behavior of the mutual information versus SNR for different p, the 

peak-to-average optical power ratio, is investigated. Note that asp increases, higher 

mutual information can be achieved since more degrees of freedom are available. 

Figure 4.7 presents the mutual information, in bits/channel use, versus SNR for 

p = 2, 4, and 8 using the input distribution iJX(x; K) in (4.6). Also the mutual 

information for the limiting case when p --+ oo is shown representing the case when 

only an average optical power constraint is considered, i.e., the capacity lower bound 

CL (3.7). Notice that, at high SNR the mutual information when p 2: 4 is close to 

CL, i.e., the effect of the peak power constraint is weak. In addition, when p = 2, i.e., 

uniform input distribution (4.8), the resulting mutual information is greatly smaller 

than the rates achieved when p 2: 4 even at high SNRs. 

However, at low SNR a larger gap is noticed as shown in Fig. 4.7 for different 

p, meaning that the peak power constraint has a strong impact on the achievable 

mutual information. Since, in general, at low SNR the input distribution, iJX(x, K), 

has a small number of mass points, then giving more degrees of freedom in choosing 

the spacing between the mass points, i.e., peak amplitude, can increase the mutual 

information achieved. 

It should be noted that in Fig. 4. 7 the breakpoint in the mutual information 

curve when p = 2 at approximately SNR = 3 dB is due to the transition from using 

the maxentropic input distribution with two mass points to the maxentropic input 

distribution with three mass points. This transition can be directly deduced from 

Fig. 4.2. The same observation can be seen when p = 4 and 8 at different SNR 

values, e.g. when p = 4 at SNR = 0 dB. 

91 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

2.5 

-----p=2 
·-·-·p=4 
---p=8 
--p-+00········"······· ............... . 

. . ! ......•• : ..... . 

. . ................ : ........ : ............... . 

0.5 ............ . 

ot=.:=..:..a;,,;;i~t:::t:~=--i.----J__--_L_ __ __j_ __ __l ____ J__ __ _L_ __ _J 
-10 -8 -6 -4 -2 0 2 4 6 8 

SNR Ph/a [dB] 

Figure 4.7: Peak and average power constraints. Mutual information versus SNR for 

different p using the input distribution iJX(x; K) in (4.6). 
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4.5 Conclusion 

The capacity of optical intensity channels with peak and average optical power con­

straints is analyzed. The capacity-achieving input distribution is found through nu­

merical solution for a non-linear optimization problem. A closed form for a capacity­

approaching distribution based on entropy maximization is presented. In addition 

to the substantial complexity reduction in generating this distribution as compared 

to the optimum distribution, a negligible gap between the resulting mutual informa­

tion and the channel capacity is noticed. Unlike the capacity-achieving distribution 

where for each SNR a different input distribution is obtained, the maxentropic input 

distribution that maximizes the mutual information is fixed over a range of SNRs. 

For given peak amplitude, average optical power and noise variance, an approximate 

closed form expression is provided for the number of mass points. Over a practical 

range of SNR, the number of probability mass points in the maxentropic distribu­

tion is less than that in the capacity-achieving distribution, reducing implementation 

complexity. The derived capacity-approaching distributions serve as a useful tool not 

only to bound the channel capacity but to guide the development of channel coding 

and modulation schemes for such optical wireless channels. 

As discussed, non-uniform discrete input distributions are shown to be essential 

for optical intensity channels. In the following chapter, a practical algorithm for 

communication with non-uniform distributions is presented. Multilevel coding and a 

deterministic mapper are utilized to induce non-uniform distributions at the channel 

input and multistage decoding is employed at the receiver. Performance evaluations 

compared to uniform input distributions are also presented. 
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Chapter 5 

Coding for Optical Channels: 

Non-Uniform Distributions 

In this chapter an algorithm to realize non-equally likely symbols is presented. The 

non-uniform distribution is considered due to the significant gain in rates achieved 

compared to uniform distribution as shown in Chapters 3 and 4. The distribution is 

induced using a deterministic mapper at the transmitter. Given equally likely input 

bits, each N-tuple bits are mapped to a symbol in the input alphabet set. Each 

individual bit within the N-tuple is protected through an error correcting code where 

N encoders are utilized. The encoders are arranged in a multi-level coding (MLC) 

structure. The received codeword is decoded sequentially using multi-stage decoding 

(MSD). The algorithm presented in [88] using MLC /MSD is considered. 

The novelty of the work presented in this chapter is the application of [88] to 

induce non-uniform distributions for wireless optical channels. However, modified 

input distributions with quantized mass point probabilities are developed to simplify 

the implementation. Furthermore, numerical simulations are conducted showing that 

non-uniform distributions and practical codes outperform uniform distributions with 

capacity-achieving codes. 
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5.1 Introduction 

A majority of communication channels consider uniform input distribution since it 

is shown to be a capacity-achieving distribution. Even for some classes of channels 

when the capacity-achieving input distribution is not uniform (e.g. Z-channel [84]) 

the mutual information using a uniform distribution is shown to be close to the 

channel capacity. Coding for channels with uniform input distributions has been 

addressed in the literature for decades where binary linear codes are utilized. The 

use of binary linear codes was motivated by the fact that most data sources are 

modeled as uniformly distributed. 

However, the situation is different for the optical channels, where the capacity­

achieving input distribution is discrete and non-uniform [67,69-74,114-116] as shown 

in Chapters 3 and 4. Furthermore and unlike the RF channels, in wireless opti­

cal channels a remarkable gap between the channel capacity, i.e., using non-uniform 

distribution, and the mutual information of the uniform distributions exists. 

Inducing a non-uniform input distribution is not straightforward compared to the 

uniform distribution which is induced directly using linear codes. Coding for channels 

with non-uniform input distributions was first presented by Gallager [83]. Gallager 

used a deterministic mapper at the output of a binary encoder where each N-bits are 

mapped to a symbol from the input channel alphabet such that the output symbols 

have a non-uniform distribution. However, Gallager wrote 

"Unfortunately, the problem of finding decoding algorithms is not so simple" [83]. 

McEliece [84] suggested using a linear encoder and considered an iterative mesage­

passing algorithm with the "hope" [84] that this structure solves the decoding prob­

lem mentioned by Gallager. Analysis and design examples were not given in [84] to 

strengthen the suggestion. Later MacKay et al [85] investigated the performance of 

binary low density parity-check (LDPC) codes with a mapper as suggested in [84]. 
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Simulations showed that this method did not generally perform well. Another ap­

proach for inducing a non-uniform distribution is presented in [85] where LDPC codes 

are designed over GF(q) with q > 2. As an example, when q = 3 the LDPC symbols 

are {O, 1, 2} and in order to induce channel input with probability of one, i.e., p(l), 

equal to 1/3 the following mapping is considered {O, 1, 2} ---+ {010, 100, 001}. Al­

though a substantial performance improvement was reported, the higher complexity 

in both code design and decoding process limits the employment of such techniques. 

An alternative approach is presented in [117] where an inverse Huffman code type 

mapper is proposed to induce the non-uniform distribution. However, mapping each 

input symbol to a different number of bits may cause catastrophic decoding errors. 

In addition to this drawback, the complexity of soft decoding limits the utilization 

of this scheme. A method to realize the channel capacity when the source distribu­

tion is non-uniform is to employ a multi-level coding (MLC) structure followed by a 

deterministic mapper at the transmitter and at the receiver a multi-stage decoding 

(MSD) is considered [88]. Even when the mapping is not a one-to-one function, this 

structure achieves the channel information rate [88]. 

In this chapter, the MLC/MSD technique in [88] is utilized, however, only mass 

point probabilities with multiples of 1/2N can be realized. Therefore, the non-uniform 

distributions developed in Chapters 3 and 4 are modified such that the mass point 

probabilities are quantized to one of l/2N levels. Thus, the term "quantized-level dis­

tribution" is utilized. The smaller the number of encoders, N, the lower the system 

complexity, however, the higher the performance degradation. We demonstrate that 

utilizing two or three encoders/ decoders results in a substantial reduction in com­

plexity with rate that is significantly close to the channel capacity. Design examples 

to approach the promising rates using finite length low density parity check (LDPC) 

codes are presented. 
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bit stream~ [W1 , ... , WN] ~I Mapper MI~ X ~ Channel ~ Y 

w 

Figure 5.1: Illustrative diagram for optical channels including mapper 

5.2 Generating Non-uniform Distribution 

In this chapter the method presented in [88] is applied to realize non-uniform distribu­

tions. The algorithm can be divided into two parts: mapping and encoding/ decoding 

algorithm. The mapper is discussed here while the coding algorithm is discussed in 

Section 5.3. A simple illustrative diagram for the system is shown in Fig. 5.1. In 

this system each group of N-bits from the independent equally likely input bits in the 

stream W = [W1 , ... , WN] are mapped to a constellation symbol X from the channel 

input alphabets X through the mapping function M such that these symbols have 

non-uniform probabilities. Notice that in this technique the realized probability takes 

the form m/2N where m = 1, ... , 2N - 1 is an integer. Clearly, for a given N there 

exists a set of non-uniform distributions that can be induced at the channel input. 

Note that the mapping W ~Xis not necessarily a one-to-one mapping. However, 

in spite of this fact, the mutual information, Ir(X; Y), between channel input and 

output is unaffected as presented in the following Lemma. 

Lemma 5.1 Given a Markov chain W - X - Y and a deterministic mapper 

M(W) = X, then 

Ir(X; Y) = Ir(W; Y). 

Proof.(see [88]) 
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Consider the following mutual information expansion, 

JI(W; X, Y) = JI(W; X) + JI(W; YIX), 

= JI(W; Y) + JI(W; XIY). 

Applying the Markov chain properties, 

JI(W; YIX) = 0. 

Also note that, since X is a deterministic function of W then 

JHI(XIW) = o, and JHI(XIW, Y) = o, 

where lHI(·) is the entropy. Hence JI(W; Y) is given by, 

JI(W; Y) = JI(W; X) - JI(W; XIY), 

= [JHI(X) - JHI(XIW)] - [JHI(XIY) - JHI(XIW, Y)], 

= JHI(X) - JHI(XIY), 

= JI(X; Y). 

• 
This result indicates that, given a deterministic mapping function, M, the informa-

tion rate can be realized and achieved even when the mapping is not one-to-one, i.e., 

non-reversible. 

5.3 Coding Scheme for Optical Channel 

Consider the combination of MLC with a deterministic mapper which is used to 

ensure that the appropriate non-uniform distribution is induced at the channel input. 

Figure 5.2 shows a block diagram for the MLC system including the mapper [86, 87]. 

Assume a stream of independent equally likely input bits. Consider k-bits from the 
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stream that are divided to N sub-streams each with ki bits where i = 1, ... , N such 

that k = 'L:f:1 ki· The ith sub-stream is protected by a linear binary code of rate Ri. 

For convenience, the output codeword length of each encoder is fixed ton = kif Ri. 

The output of the encoders are the bits W = [W1, ... , W N], where Wi denotes the 

ith encoder output bit. The vector W is mapped to a constellation point in the input 

alphabet using a deterministic mapper M. Applying the chain rule, the mutual 

information can be expressed in terms of the sub-channel rates as follows, 

N 

JI(W; Y) =I: JI(Wi; YIWi, ... , wi-1), 
i=l 

where the sub-channel rates are given by 

The received codeword is decoded sequentially to extract the transmitted data bits. 

Figure 5.3 shows a block diagram for the multi-stage decoding MSD technique illus­

trating the sequential decoding strategy of the MSD. The first decoder utilizes the 

received signal, Y, to obtain the estimate W1. Given that the codeword is decoded 

correctly, i.e., W1 = W1, the second decoder utilizes both Y and W1 to get the es­

timate W2 since the second encoder operates at R2 = JI(W2 ; YIW1). This process 

is repeated sequentially till W N is estimated. Note that if a codeword is decoded 

incorrectly an error event occurs and propagates resulting in decoding error in the 

estimated transmitted data. Considering the sequential technique used in MSD, an 

increase in the decoding time, i.e., latency, is expected compared to binary codes. 
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Figure 5.2: Schematic block diagram for multilevel coding (MLC) and mapping 

scheme for optical intensity channels with non-uniform channel input distribution. 
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Figure 5.3: Schematic block diagram for multi-stage decoders (MSD). 
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5.4 The Mapper and the Equivalent Channel 

Consider the individual sub-channels in the MLC structure. In order to design the 

ith sub-channel rate Ri = II(Wi; YIWi. ... , Wi-i) it is required to accurately model 

the channel between Wi and Y. This channel is a cascade of two channels, a virtual 

channel between Wi and X representing the mapper followed by a physical channel, 

i.e., Gaussian channel as shown in Fig. 5.1. The mapper equivalent channel is different 

for each bit wi· 
To illustrate how the channel is modeled, consider two mass points where the 

input alphabet is X = {O, 1} with probabilities p(O) = 7 /8 and p(l) = 1/8. This 

system can be constructed using N = 3 encoders where the deterministic mapping 

function M is given by 

(5.1) 
otherwise. 

An expanded and detailed diagram for the mapping function is presented in Fig. 5.4 

as an illustrative tool to be used to model the channel between Wi and X. To design 

the rate R1 = II(W1 ; Y), consider the following channel between W1 and X. The 

bit W1 = 0, i.e., most significant bit in Fig. 5.4, is mapped to X = 0 in all cases 

while W1 = 1 is mapped to X = 0 exactly 3/ 4 times. Therefore, the equivalent 

channel between W1 and X is a Z-channel with cross-over probabilities as shown in 

Fig. 5.5. Hence the equivalent channel between the input bit W1 and the output Y 

is a Z-channel followed by a Gaussian channel as shown in Fig. 5.6 

In general, and based on the mapping function M, the equivalent channel between 

Wi and X is a binary asymmetric channel as shown in Fig. 5.7. Notice that, this 

channel, i.e., cross-over probabilities (Pwi, qwJ, is different for each input bit Wi. 

The equivalent channel for W2 is determined based on W1 . If W1 = 1, the equivalent 

channel for W2 is also a Z-channel with qw2 = 0 and pw2 = 1/2. If W1 = 0, the 
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Figure 5.4: Mapping function over X = {O, 1} to induce p(O) = 7 /8 
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Figure 5.5: Equivalent Z-Channel seen by W1 when N = 3 and p(O) = 7 /8 
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Figure 5.6: Equivalent Channel between W1 and Y 
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Figure 5. 7: Equivalent channel for the mapper as seen by the individual bit Wi. 

equivalent channel for W2 is a binary asymmetric channel (BAC) with qw2 = 0 and 

Pw2 = 1. Hence, the equivalent channel for the proposed system is composed of 

two cascaded channels, asymmetric channel followed by a Gaussian noise channel. 

Although code design should consider this detail, it was shown that LDPC codes 

optimized for Gaussian channels also perform well over many asymmetric channels 

[118]. For the MLC/MSD system considered, each sub-channel encoder is realized 

using an "off-the-shelf" LDPC code that was originally designed for Gaussian channels 

[119]. 

5.5 Quantized-Level Distributions 

In this section, the coding scheme in Section 5.4 is applied to induce the maxentropic 

capacity-approaching input distributions presented in Chapters 3 and 4. Since this 

coding scheme can be applied to input distributions with quantized mass probabili­

ties of the form m/2N, it cannot be directly applied to the maxentropic distributions. 

Modified input distributions with quantized mass point probabilities are developed 

such that they are close to the maxentropic distribution in some measure and realiz­

able using the MLC /MSD structure. 
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The maxentropic input distribution has, in general, the form 

q(x) = L ak 6(x - kf). 
k 

Consider quantizing each probability mass amplitude to one of 2N permissible quan-

tization levels such that ak E A where A is the set of rational numbers of the form, 

AN = {a : a = 2~, i E {1, ... , 2N - 1}} . 

5.5.1 Average Power Constraint 

Recall that the maxentropic input distribution under non-negativity and average 

optical power constraints is given by (see (3.5)), 
00 

f ( p )k qt:(x) = L fP fP 6(x-kf), 
k=O + + 

where { ak} is the collection of weights for each mass point. Although the mutual 

information using the source distribution qt(x) is close to the channel capacity the 

implementation of such a distribution is clearly impractical. As a result, consider a 

probability distribution with a finite number of mass points and quantized probability 

masses. Let M denote the number of mass points in the distribution and 2N denote 

the number of quantization levels, i.e., ak E AN. Notice that the elements of {ak} 

satisfy 

Vi< j, ai > ai 

Based on this intuition, define the set Q1;f·N as follows, 

Q1;f·N = {qe(x): ak E AN, ak ~ ak+l' f f'kak ~ P, Qe(x) = f ak6(x - kf')}. 
k=O k=O 

Note that the mass point spacing f' in this case is not a free parameter and is assigned 

so that the average optical power constraint is met, i.e., 

I p 
f = M 1 · 

Ek=~ k ak 
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In this case the transmitter alphabet is 

X = {O, £', 2£', ... , (M - 1)£'}. 

The optimum distribution within the set Q1;_!-,N is defined as the one that maximizes 

the mutual information li(X; Y) between the channel input and output, i.e., 

-* ( ) !:::. qe, x = arg max 
-MN 

fx(x)EQl,' 
K(X; Y). (5.2) 

For every SNR and choice of M and N, an exhaustive search is performed over 

Q1;_!-,N to find ij(,(x). Notice that with the descending mass point probabilities order, 

the number of distribution in Q1;_!-,N is reduced and hence the search complexity can 

be reduced greatly. As an example, consider the case when M = 2 input symbols, i.e., 

X = { 0, f'}, with probabilities {q0 , qe} and 2N quantization levels. The permissible 

values for this pair are as follows, 

{2N .. } -'/, z 
{qo,qe} E 2N '2N ' 

. 1 2N-l z = , ... ' ' 

where the size of Q1;_!-,N is approximately reduces to half with ordering. 

5.5.1.1 Mutual Information of Quantized-levels distributions 

In order to quantify the gain achieved by the proposed non-uniform discrete distribu­

tions, it is convenient to present bounds on the capacity of wireless optical channel 

to compare with. The lower bound CL in (3.7), the tight upper bound at high SNR 

H&Kv in [60] and the tight upper bound at low SNR Cu in (3.18) are presented in 

Fig. 5.8. For the sake of comparison, the mutual information for uniform 2-PAM and 

4-PAM are also presented. 

The mutual information between channel input and output considering the binary 

amplitude alphabet X = {O, f'} with N = 2, 3 and 4 encoders are shown by squares, 

circles and points respectively. Consider the case when M = 2 and N = 2 encoders, 
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Figure 5.8: Average power constraint. Upper, H&Kv and Cu (3.18), and lower, CL 

(3.7), bounds on the channel capacity and the mutual information using the quantized­

level distributions for N = 2, 3 and 4 encoders, i.e., 4-, 8-, and 16-quantization levels 

respectively. 
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Table 5.1: Optimum Distribution and Peak Amplitudes for M = 2 and N = 4 

SNRdB -10 ... -6 -5 ... -3 -2 ... -1 0 1 2 3 ... 4 5 

Qo 
15 14 13 12 13 10 9 8 
16 16 16 16 16 16 16 16 

Peak Amp. t IP 16 8 5.3 4 3.2 2.7 2.3 2 

clearly two input distributions only exist in the set Q1/_!,N each with two mass points 

given by the pairs, {qo, Qf'} E { g, n, U, H }· Over the range SNR = [-10, 2] dB, 

the non-uniform input distribution U, U achieves higher mutual information com­

pared to the uniform 2-PAM signaling. Notice also that the mutual information ap­

proaches the channel capacity when the number of the quantization levels increases. 

This result is achieved with an increase in system complexity where the number of 

encoders is increased. 

Consider the case when M = 2 and N = 4, the distribution <J;,(x) that maximizes 

the mutual information at different SNRs is shown in Table 5.1 where integer values 

for SNR are considered. The points reported in the Table show the position where the 

distribution is changed, i.e., { q0 , Qf'} = {15/16, 1/16} when SNRE { -10, ... , -6} dB. 

Notice that as SNR decreases, the resulting distribution becomes increasingly non­

uniform tending to send zero amplitudes more often. Also notice that, the normalized 

peak amplitude, £' / P, also increases as SNR decreases. Qualitatively, at low SNR the 

transmitter "saves" the average optical power constraint over longer periods of times 

and sends a one-shot high intensity, high entropy output infrequently. Of course, there 

is a limit to the applicability of such techniques since in general the peak output power 

is limited by safety standards. 

At low SNR, increasing the quantization levels, 2N, i.e., number of encoders 

in MLC, results in a higher mutual information with an increase in the encod­

ing/decoding complexity in the MLC/MSD system. Although it might be expected 
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that increasing the quantization levels number results in a higher mutual informa­

tion, this is not exactly true in all cases. As an example, the mutual information 

when N = 3 and N = 4 are the same when SNR=-4 dB as shown in Fig. 5.8 where 

q0 = 7 /8 = 14/16, i.e., realizable when N = 3 and 4 respectively. Furthermore, 

when SNR=-1 dB the non-uniform distributions with N = 2, 3 and 4 have mutual 

information that is close to the lower bound C1 . As a result, two encoders, N = 2, 

can be utilized with reduced complexity compared to N = 3 and 4 encoders. 

5.5.1.2 Non-uniform Signaling Algorithm 

A remarkable gap in the mutual information can be noticed between the uniform and 

the non-uniform input distributions at low SNR. For example, consider designing a 

system at SNR=-6 dB with .M = 2 mass points and N = 3 encoders. In this case, the 

non-uniform discrete distribution achieves approximately 0.24 bits/ channel use with 

{q0 , q1} = {7 /8, 1/8} while uniform 2-PAM achieves approximately 0.04 bits/channel 

use. Notice that the maxentropic input distribution, q;(x) in (3.6), achieves mutual 

information, i.e., C1 , of approximately 0.3 bits/channel use. In order to induce the 

input distribution with q0 = 7 /8, the deterministic mapper M is given as, 

(5.3) 

The sub-channels rates li(W1 ; Y), li(W2 ; YIW1) and li(W3 ; YIW1 , W2) and the total 

mutual information li(W; Y) versus SNR are shown in Fig. 5.9. Notice that unlike 

MLC /MSD systems for RF channels where some bits may be transmitted uncoded, 

it is not possible to transmit any uncoded bits this example. Clearly, all rates Ri 

approach their maximum value at approximately the same SNR. From Fig. 5.9 and 

at SNR = -6 dB, the total rate li(W; Y) = li(X; Y) = 0.24 bits/channel use is 

divided over the sub-channels as follows: li(W1 ; Y) = 0.05, li(W2 ; YIW1) = 0.07 and 
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Figure 5.9: Average power constraint. The mutual information versus SNR for each 

sub-channel in the MLC system using N = 3 encoders to generate input distribution 

{qo, qi} = {7/8,1/8}. The rates are given by R1 = lI(W1; Y), R2 = lI(W2; YIW1) and 

R3 = lI(W3;YIW1, W2). 
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Figure 5.10: Average power constraint. BER and FER for MLC system using LDPC 

codes with rate Ri = R2 = 0.05 and Ra = 0.12. The Shannon limit for both the 

uniform 2-PAM and the non-uniform distributions with N = 3 is shown. 
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JI(Wa; YIW1 , W2) = 0.12 bits/channel use. 

However, capacity achieving codes are required to achieve these rates at SNR = 

-6 dB. Finite-length LDPC codes with codeword length n = 10, 000 are utilized with 

rates R1 = 0.05, R2 = 0.05 and R3 = 0.12, i.e., the total rate is R = L,i Ri = 0.22 

bits/channel use. The parity check matrices are constructed according to a degree 

distribution that is designed for Gaussian channels at each rate [119]. 

Figure 5.10 shows the performance of the MLC system using practical finite length 

LDPC codes for different SNRs. The bit error rate (BER) versus SNR is presented 

as a performance measure. The Shannon limit for a given rate is defined as the 

minimum SNR at which there exists a code such that the received codeword is decoded 

reliably, i.e., arbitrary small probability of error. The Shannon limits at rate R = 0.22 

bits/channel use for both the uniform 2-PAM and the non-uniform distributions with 

N = 3 are shown in Fig. 5.10 and are given by -2.3 dB and -6.25 dB respectively. 

The non-uniform distribution using finite LDPC codes outperforms the uniform 2-

PAM with a capacity-achieving code. Quantitively, the non-uniform distribution 

with practical LDPC codes achieves BER = 3 x 10-5 at SNR =-4 dB which is 1. 7 dB 

below the Shannon limit using a uniform input distribution. As a result, non-uniform 

signaling is the solution for high data rate communication over optical channel. 

5.5.2 Peak and Average Power Constraints 

In this section quantized-level distributions for the non-uniform input distributions 

presented in Chapter 4 are developed where both peak and average power constraints 

is considered. 

Recall (4.9) and the fact that 0 < t0 < 1 as shown in Lemma F.1, then the 

elements of {ak} have a descending order, i.e., for all i < j then ai > aj. Define the 

set QK as the set of all discrete input distributions with K + 1 equally spaced mass 

points with descending quantized mass amplitudes satisfying both peak and average 
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power constraints as follows, 

vN {v ~ A QK = qx(x; K): ak E AN, ak ~ ak+l,f > 0, ~kfak ~ P, f ~ K' 
k=O 

Qx(x; K) = t akb"(x - kf) }· 
k=O 

Define the set Q_N as the collection of all input distributions for all K, 

VN u VN Q = QK 
K=l 

For a given SNR, the search for the distribution that maximizes the mutual informa­

tion within the set Q_N is difficult. Based on the intuition that, for a given K, the 

input distribution in Q_N that closely resembles the maxentropic input distribution, 

iix(x; K) (4.8), would perform well, consider the set Q_N given by, 

where 

Q~ = {iix(x; K) E Q_N: iix(x; K) = arg min D(iix(x; K)llqx(x; K))}, (5.4) 
i/EQ~ 

and 1) is the relative entropy (Kullback-Leibler distance) defined as 

where iJx(x; K) is defined in ( 4.8). Once Q_N is formed, the input distribution that 

maximizes the mutual information is selected, i.e., 

<fr(x; K) = arg max_ JI(X; YIH = h), 
iix(x;K)EQN 

(5.5) 

where k + 1 is the number of mass points associated with <l.X-(x; K). 
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The saving in computation arises due to the following facts. For a given K a 

unique input distribution iJx(x; K) (4.8) is obtained since t0 is unique (see Appendix 

F). Consequently and unlike Q~, for a given K there exists a smaller number of 

input distributions in Q~. Hence the number of input distributions in QN is much 

smaller than that in QN. As a result, searching for the distribution that maximizes 

the mutual information at a given SNR within QN is much simpler than within QN. 
Furthermore, computing the relative entropy, 1J, is much simpler than numerically 

simulating the mutual information for all input distributions in Q~. 

In order to emphasize the computational savings, consider the following exam­

ple. The mass points probabilities of the input distributions in Q~, i.e., 2N = 8 

quantization levels and K + 1 = 3 mass points, when p = 4 are given by, 

(5.6) 

K=2 and p=4 

Note that for a given Kand pa unique maxentropic distribution iix(x; K) exists (see 

Proposition 4.1). When K = 2 and p = 4 the mass points probabilities of iix(x; K) 

are given by, 

[ 0.6162, 0.2676, 0.1162]' 

K=2 and p=4 

as shown in Fig. 4.3. Applying the Kullback-Leibler distance criterion in (5.4) to this 

example results in a single input distribution in Q~ when p = 4 given by, 

rn,~,~J. 
---.,.__.... 

K=2 and p=4 

(5.7) 

Note that the input distributions in Q~ and Q~ are not a function of SNRs. In 

general, a computational saving is obtained when QN is considered. Note that, the 

spacing i is set such that both peak and average power constraints are satisfied. The 

input distribution within QN that maximizes the mutual information in (5.5) is then 
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selected. However, selecting input distributions based on relative entropy to form 

the set Q,N can lead to mutual information degradations since there is a probability 

that other distributions in Q_N may have higher mutual information. In the following 

section the mutual information using the input distributions in Q,N is analyzed to 

emphasis the effects of both, the relative entropy approach and the quantization 

technique, on the rate loss. 

5.5.2.1 Channel Capacity and Mutual Information 

The channel capacity and the mutual information, in bits/channel use, are shown 

in Fig. 5.11 for the 4- and 8-quantized-levels distributions at peak-to-average optical 

power ratio p = 4. For comparison, the uniform input distribution is also presented. 

Notice that the mass points for the uniform distributions utilized in the simulation 

are equally distributed in the interval [O, 2P) which guarantees that both the peak 

and the average power constraints are satisfied as given in ( 4.12). The mass points 

probability of the non-uniform distributions in Q2 with 2N = 4 quantization levels 

are given by, 

(5.8) 

Fig. 5.11 presents the maximum mutual information for the 4- and 8-quantized­

levels input distributions in Q2 and Q3 respectively. Notice that, the mutual in­

formation for 4- and 8-quantized levels distributions at low SNR coincide with the 

channel capacity. This occurs since the capacity-achieving input distribution fx(x) 

obtained via solving the optimization problem numerically is given as, fx(x) = 

0.75 8(x) + 0.25 8(x - A) which can be realized using both the 4- and 8-quantization 

levels distributions. When SNRE [-6, -1), the non-uniform distribution approxi­

mately achieves double the rate compared to the uniform input distribution. These 

rates can be realized using only two encoders in the MLC structure compared to one 
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Figure 5.11: Peak and average power constraints. Channel capacity and mutual 

information for the M-ary uniform and the quantized input distribution with 4- and 

8-quantization levels for p = 4. 

5 

encoder utilized in case of uniform input distribution and hence double the rate is 

achieved with relatively higher complexity. When SNR increases to SNRE [1, 4] dB, 

the 8 quantized-level distributions are capable to closely approach the channel ca­

pacity. However, the 4 quantized-level distributions incur a rate degradation on the 

order of 0.1 bits/channel use. 

For comparison, the mutual information, in bits/channel use, using the relative 

entropy and the exhaustive search methods, i.e., input distributions in Q3 and Q3 
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respectively, is shown in Fig. 5.12. The mutual information is computed over Q3 

using exhaustive search over all input distributions where the mass points spacing, C, 

is set such that both peak and average power constraints are satisfied. As shown at 

low SNRs the two methods result in a close mutual information, however, at high SNR 

a small degradation can be noticed. Note that, at high SNR a large gap can be seen 

between the mutual information using these two methods and the mutual information 

using the maxentropic input distributions iJx(x; K) showing that a larger number of 

quantization levels is required. As a result, the relative entropy method provides 

a higher computational saving and a negligible degradation in mutual information 

compared to the exhaustive search method. 

5.5.2.2 Number of Mass Points 

In order to provide more insights to the capacity results, the number of mass points 

that maximizes the mutual information in Fig. 5.11 for each case is presented in 

Fig. 5.13 versus SNR. The number of mass points R + 1 in the maxentropic input 

distribution q*(x; R) and k + 1 in the the 4- and 8-quantized levels distributions 

q* (x; K) those maximize the mutual information for different SNRs are shown in 

Fig. 5.13. The simulation is carried out over a range of SNRE [-4, 5] dB with step size 

0.5 dB. When SNR varies in the range [-4, O] dB, clearly two mass points can achieve 

the highest mutual information. When SNR increases and unlike the 4-quantized­

levels distribution, the maxentropic and the 8-quantized-levels distributions have the 

same number of mass points, however, the mass points amplitudes are different. 

The input mass point amplitudes for 4- and 8-quantized-levels distributions are 

presented in Table 5.2 and Table 5.3 respectively. For a given SNR range, the num­

ber, the probabilities and the spacing of the mass points are presented. Although 

from Fig. 5.13 and at SNR=2 dB, three mass points are utilized for both 4- and 

8-quantized-level distributions, the quantized distribution is not the same where from 
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Table 5.2: Input distribution 2N = 4 quantization levels 

SNR Number of Mass Points Probabilities Mass Points Spacing 

Mass Points £ 

[-4,1] 2 {O. 75, 0.25} A 

[l.5,5] 3 {0.5, 0.25, 0.25} A/3 

Table 5.3: Input distribution 2N = 8 quantization levels 

Number of Mass Points Probabilities Mass Points 

SNR Mass Points Spacing£ 

[-4,0] 2 { 0. 75, 0.25 } A 

[-0.5,2.5] 3 { 0.625, 0.25, 0.125 } A/2 

[3,4] 4 { 0.625, 0.125, 0.125, 0.125} A/3 

[4.5,5] 5 { 0.5, 0.125, 0.125, 0.125, 0.125} A/5 

Table 5.2 and Table 5.3 the mass points amplitudes are given by {0.5, 0.25, 0.25} and 

{0.625, 0.25, 0.125} respectively where the mass points are spaced by A/3 and A/2 re­

spectively. At SNR=2 dB, the 4- and 8-quantized-levels distributions achieve rates of 

0.92 bits/channel use and 1.06 bits/channel use where two and three encoders are em­

ployed in the MLC system respectively. Thus, in system design, rate and complexity 

tradeoff controls which method will be considered. 

5.5.2.3 Algorithm Performance 

In this part we consider the design of MLC /MSD system to achieve the rates reported 

in the previous section. Since the main concern in wireless optical system is the 

operation at low SNR regime, e.g fog weather condition, we consider system design 
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Figure 5.13: Peak and average power constraints. Number of mass points versus SNR 

at 4- and 8- quantization levels. The number of mass points using the maxentropic input 

distribution iJX(x, K) with real valued amplitudes is also shown p = 4. 
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at SNR=-5 dB where the performance will be compared with the conventional uniform 

distribution that is used in current commercial systems. The corresponding channel 

capacity at SNR=-5 dB is 0.187 bits/channel use (Fig. 5.11), which is achievable 

using 4- and 8-quantization level input distributions. This rate is achieved when 

employing the input distribution q*(x; 1) = 0.75 8(x) + 0.25 8(x - A) which can be 

implemented using two encoders followed by a mapper with a mapping function, 

M { 1 if W1 = W2 = 1, 
W= [W1,W2] ~x: X = 

0 otherwise. 
(5.9) 

The sub-channels rates R1 = li(Y; W1), and R2 = K(Y; W2IW1) and the total rate 

K(X; Y) = R1 + R2 are shown in Fig. 5.14 versus SNR. At SNR=-5 dB, the sub­

channels mutual information areli(W1; Y) = 0.066 and li(W2; YIW1) = 0.121 bits/channels 

use with total information rate li(X; Y) = R1 + R2 = 0.187 bits/channels use. 

Since it is not straightforward to generate LDPC codes with rates R1 = 0.066 and 

R2 = 0.121, a simple approach is considered where LDPC codes with rates R1 = 0.05 

and R2 = 0.12 with length n = 10, 000 are designed. This step is proposed since a 

degree distribution for LDPC codes with the mentioned rates can be found in [119], 

and hence the system is designed to operate at rate Ro= 0.17 bits/channel use. 

The performance of the MLC /MSD wireless optical intensity system using practi­

cal finite length LDPC codes in terms of bit-error-rate (BER) versus SNR is shown in 

Fig. 5.15. Shannon limit at rate 0.17 (bits/channel use) for both non-uniform input 

distribution, i.e., q(x) = 0. 75 8(x) + 0.25 8(x-A) and the uniform input distribution, 

i.e., q(x) = 0.5 c5(x) + 0.5 c5(x - 2P), are plotted and given by -5.25 dB and -2.8 dB 

respectively. 

These limits can be deduced from Fig. 5.11 directly. The proposed non-uniform 

distribution with practical LDPC codes achieves BER= 3 x 10-6 at SNR=-3.7 dB 

that is approximately 1.55 dB higher than the Shannon limit of the non-uniform 
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Figure 5.14: Peak and average power constraints. Sub-channels rate for the MLC 

system using two mass points with probabilities rn' !] at p = 4. 
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Figure 5.15: Peak and average power constraints. The optimum and the proposed 

input distribution for different SNR.s with p = 4. 
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distribution. The non-uniform distribution using finite length LDPC codes is smaller 

than the Shannon limit of the uniform distribution by 0.9 dB. Hence non-uniform 

distributions are important for optical channels. 

5.6 Conclusion 

In [88] it was shown that non-uniform distributions can be induced using a determin­

istic mapper where the encoding/decoding is realized using a multi-level coding and 

a multi-stage decoding structure. 

In this chapter, the algorithm in [88] is applied to realize the non-uniform input 

distributions proposed for optical intensity channels. Modified non-uniform input 

distributions with quantized probabilities are developed such that they can be realized 

with small number of encoders. We demonstrate that with three encoders the realized 

rates are close to the channel capacity over a wide range of SNRs. Design examples of 

non-uniform optical intensity systems are presented. The performance of the system 

is analyzed through BER versus SNR measure using LDPC codes and two input 

symbols. It is shown that, the performance of finite length LDPC codes with non­

uniform signaling outperform the Shannon limit of the uniform signaling. 

In Chapters 3 and 4 information theoretic limits for wireless optical intensity chan­

nels are developed for a given channel state realization. In the following chapter these 

results will be used to study the free-space optical channels with time varying fading. 

Since a slow-fading model is considered for the FSO channel, the channel capacity 

subject to outage is analyzed. Both atmospheric turbulence and misalignment fading 

effects are considered through the statistical channel models developed in Chapter 2. 
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Chapter 6 

Capacity and Outage for Fading 

FSO Channels 

In Chapters 3 and 4, the instantaneous channel capacity at a given channel realization 

is analyzed for optical intensity channels. An algorithm to realize the achievable rates 

is presented in Chapter 5. In this chapter, the design and performance of FSO com­

munication links over slow-fading channels from an information theory perspective 

are investigated. In particular, the transmitted rate and the associated probability of 

outage over fading FSO channels is computed. These two quantities together define 

the outage capacity. The combined effects of atmospheric turbulence and pointing 

errors are considered and expressions for the outage probability are derived for a 

variety of atmospheric conditions. For given weather and misalignment conditions, 

the beamwidth is optimized to maximize the rate subject to an outage probability. 

Large gains in achievable rates are realized using the optimum beamwidth versus a 

fixed nominal beamwidth at a given outage probability. In addition, comparisons be­

tween the uniform and the non-uniform signaling developed in Chapters 3 and 4 are 

presented showing significant gains in rates and reduction in probability of outage. 
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6 .1 Introduction 

Misalignment fading has gained much attention due to its significant impact on the 

terrestrial FSO links performance. BER and power minimization over turbulence-free 

channels was studied in [52]. This work was extended to include atmospheric turbu­

lence fading in [51]. Numerical analysis for target tracking was also considered in [55]. 

Probability density functions considering atmospheric turbulence and misalignment 

for point receivers were developed in [54] for extremely long distance communications. 

Since an FSO channel can be well modeled as a slow-fading channel, outage 

capacity for Poisson noise model has been derived in the absence of misalignment 

errors [120]. Extension to the multiple-input multiple-output case was developed 

in [121]. Also for Gaussian noise channel the outage capacity was analyzed for OOK 

in [36]. The performance of different spatial and temporal detection techniques to mit­

igate atmospheric turbulence were given in [31] and [122] where only the atmospheric 

turbulence fading is considered. Bounds on the pairwise codeword error probability 

were developed and utilized to derive upper bound on bit error rate for atmospheric 

turbulence channels [78, 82]. 

The performance of FSO channels has been investigated either under atmospheric 

turbulence or misalignment fading and rarely have these effects been combined. Also 

the analysis and design of FSO links are confined to uniform signaling either using 

OOK (2-PAM) or higher constellation, e.g., M-ary PAM. Even the term channel 

capacity in the previous work was commonly focused on OOK signaling, e.g., [36, 80]. 

Furthermore, the joint design of code rate and beamwidth to maximize the channel 

capacity has not been considered. 

This chapter presents a formal method to jointly design the beamwidth and code 

rate for FSO channels impaired by turbulence and misalignment induced fading. For 

given atmospheric and misalignment fading statistics, the channel is engineered by 
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selecting the beamwidth that maximizes the outage capacity. Since the channel state 

varies on the order of millions of symbol intervals, we adopt a slow fading channel 

model and derive expressions for the outage probability for weak and strong tur­

bulence conditions. A key novelty of this work is the consideration of beamwidth 

optimization to maximize the channel capacity in FSO systems. For a given outage 

probability the beamwidth which maximizes the achievable rate for uniform on-off 

keying ( OOK) is selected. It is shown that by selecting the optimum beamwidth 

versus a nominal one used in a commercial system gives large increases in achiev­

able rates. Well-known error control codes with appropriate rates and complexity 

are then applied to the channel and shown to realize a large portion of the promised 

gains. This work is also extended where the outage capacity is optimized over the 

non-uniform input distributions developed for FSO channels in previous chapters. We 

demonstrate that non-uniform signaling achieves higher outage capacity compared to 

uniform for a variety of FSO fading channels when both atmospheric turbulence and 

misalignment fading are considered. 

6.2 Outage Capacity 

Since typical time scales of the FSO fading processes varies approximately in the 

range 10-3 - 10-2 sec [31], then for high bit rate transmission, in order of Gbps, it 

is more realistic to model the FSO channel as a slow-fading channel. In this case a 

transmitted block approximately spans a coherence time where the channel gain is 

constant over a block. Notice that the use of interleaving to allow for averaging over a 

large number of fading states is impractical in this case. Two scenarios are considered 

for transmission over slow fading channels either utilizing a fixed or a variable rate 

at the transmitter. When a fixed rate is utilized channel state information at the 

receiver is required which can be estimated by transmitting a training sequence, i.e., 
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pilot symbols. In order to increase the average rate, rate adaptation can be employed 

at the transmitter, however, channel state information at the transmitter is required 

which can be sent from the receiver through a feedback link [36]. In this chapter the 

fixed rate scenario is considered. For a given fixed transmission rate, there is a finite 

probability that the transmitted rate exceeds the instantaneous mutual information of 

the channel leading to an outage event. The outage event is mathematically described 

by the probability of outage, i.e., the probability that the transmitted rate exceeds 

the instantaneous mutual information of the channel. Since each data rate has a 

corresponding probability of outage, these two pairs are grouped to define the outage 

capacity, i.e., a given rate can be reliably transmitted over a slow-fading channel with 

an associated probability of outage. 

Recall the mutual information expression given in (3.2) and let R(h) denotes 

the instantaneous mutual information at a given signal-to-noise ratio, SNR(h), i.e., 

channel state h, with input distribution fx(x) as, 

R(h) = Il(X; YIH = h), 

where the received optical SNR( h) is random and is given as, 

Ph 
SNR(h) = TJRv-· 

(J 
(6.1) 

The responsivity Rv and the optics efficiency TJ, discussed in Chapter 2, are considered 

to introduce the attenuation effect of a practical FSO transmitter and receiver. For 

a given rate R0 , the probability of outage is given by,· 

Pout(Ro) =Prob( R(h) < Ro). 
In this context the outage capacity is defined as the pair (R0 , Pout)· Consider the 

monotonic increase of R(h) with h, i.e., SNR for a given P and <J, as shown in 

Chapters 3 and 4. The outage probability can be rewritten as, 

Pout(Ro) = Prob(h <ho), 
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where the threshold h0 is given by, 

R(ho) =Ro. 

The probability of outage is the cumulative density function of H evaluated at ho and 

is expressed as, 

(6.2) 

where f H ( h; w 0 , <P) is the channel probability density function presented in Chapter 2. 

Notice that, the tradeoff between Ro and Pout is parametrized by the beamwidth Wa. 

In the following analysis the outage capacity is optimized over beamwidth and 

input distribution selection. Under weak turbulence conditions both log-normal and 

Gamma-Gamma density functions can be used to describe the intensity fluctuation. 

However, a closed form expression for Pout(Ro) can be obtained when log-normal 

fading is considered. Recall the log-normal distribution discussed in Chapter 2 and 

using the identity [123, Sec 3.2) 

J ebu erfc(au) dz=~ [ebuerfc(au) - e~erf (;a - au)] , 

the outage probability is expressed as, 

P00t( Ro) = ~ [ e >'3 -2o17' erfc ( lJ + erfc ( 4u~: 3 )] , 

where 2 = ln(h0 /Aoht) + 2u~(l + 2')'2). For strong turbulence regime the Gamma­

Gamma density function is substituted into (6.2) and Pout(Ro) is computed numeri­

cally. In all cases, the aperture averaging effect is taken into account and Gaussian 

beam is considered. 

6.3 FSO Link Design Criteria 

A tradeoff between the achievable rate, R0 , and the corresponding probability of 

outage Pout(Ro) exists. This tradeoff is governed by both the statistical fading model 
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through the beamwidth and the input distribution. For a given Ro, the beamwidth 

and the input distribution are selected to minimize Pout. Alternatively, for a required 

target Pout, the achievable code rate Ro can be maximized. The design approach 

considered in this chapter is summarized as follows. For a given transmitted rate R0 , 

the optimum beamwidth w~Pt that minimizes the outage probability is selected. The 

optimum beamwidth is defined as 

(6.3) 

where W denotes the set of permissible beamwidths at the transmitter. The minimum 

probability of outage for a given rate Ro is given by 

(6.4) 

This approach is presented in the following steps, 

G. Ob . h Substitute ( ) iven Ro -----t tam o Pout Ro; w 0 
Wo Eq. (6.3) 

Select 

A rate R0 is termed achievable if there exists a family of codes of code rate Ro 

which can realize any, arbitrarily small, probability of error. Of course, practical 

fixed length codes will have a non-zero probability of error, however, good finite 

length codes approaching Shannon's capacity have been found. Thus, our goal is to 

first engineer the channel to have a high capacity through optimizing the beamwidth 

w0 and then to apply error correcting codes to approach these information theoretic 

limits. Even after optimization, however, not all pairs of (R0 , Pout) are achievable. In 

this work we define the unachievable region as the set of pairs (R0 , Pout) for which it is 

impossible to find reliable codes. The boundary of this region quantifies the optimum 

tradeoff between Pout and Ro and can be approached by utilizing the optimum beam 

widths and input distribution. Note that, the optimum beamwidth, w~Pt, and input 
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distribution, are in general different for each point on the optimum tradeoff curve 

between Pout and Ro. In the following section examples of the application of this 

information theory based criterion to FSO channel design are presented for different 

weather conditions. 

After finding the optimal tradeoff between Pout and Ro for a given weather con­

dition, the communication link is designed such that it meets a certain minimum 

requirement in terms of Pout, i.e., link reliability. For a given Pout the maximum 

achievable rate Ro is obtained from the optimal tradeoff curve and the system is 

designed to communicate at this rate. In order to increase the average rate, rate 

adaptation at the transmitter can be employed. Notice that rate adaptation on the 

order of the coherence time, i.e., hundreds of millisecond, increases system complexity 

due to the need for extensive feedback. For practical systems, rate adaptation can be 

performed for each weather conditions which occurs on the order of few hours. 

6.4 Weather and System Parameters 

As discussed in Chapter 2, the effect of weather conditions on optical link performance 

is characterized by two parameters, the refractive-index structure parameter c~ and 

the attenuation coefficient µ. In the following analysis the outage capacity is opti­

mized considering both clear and light fog weather conditions. The parameters for 

these two weather conditions are presented in Table 6.1 [17,124]. These two weather 

conditions are selected since they correspond to strong and weak turbulence regimes 

respectively. Note that, the attenuation coefficient can also be computed mathemat­

ically through empirical formulas that are expressed in terms of visibility [17]. These 

empirical formulas provide a close agreement with the practical measurements over a 

wide range of weather conditions. 

The physical parameters of the FSO link under investigation are presented in Table 

131 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

Table 6.1: Weather parameters 

Condition c2 x 10-14 
n (]"~ Attenuation Coefficient µ ht Attenuation 

m-2/3 km-1 dB/km 

Clear 50 10 0.4 0.675 1.7 

Light fog 1 0.2 3.5 0.03 15 

6.2 [106, 125]. Propagation distance of z = 1 km and wavelength >. = 1550 nm are 

considered. Typical values for receiver sensitivity Sv and noise standard deviation 

u taken from a commercial transimpedance amplifier [126]. The transmitter and 

receiver optics efficiencies T/T = 0.8 and T/R = 0.8 are scaling factors for the received 

optical power. The jitter angle standard deviation at the transmitter is set to u0• = 

0.4 mrad resulting in a jitter standard deviation at the receiver of us ~ u0• z = 40 cm. 

A Gaussian-beam wave is considered where the beam waist at the transmitter varies 

from w 0 = 1to3 cm with a step size /~.w0 = 0.1 cm forming the set W = {1, 1.1, ... , 3} 

cm. The optimum beamwidth w~pt is found for each case through an exhaustive search 

over the discrete set W. The nominal beam waist is set to w0 = 2 cm. A circular 

receiver of radius a = 5 cm is deployed which represent a typical commercial receiver 

(SONAbeam 1250-E) [13]. 

The Gamma-Gamma model is utilized to analyze the system under clear weather 

condition. The parameters a and f3 are computed using (2.5), (2.6) and (2.7) with the 

parameters given in Table 6.2. The scintillation index is computed using (2.8). The 

log-normal distribution is utilized for light fog weather condition (weak turbulence 

u~ < 0.3) where the variance u~ is computed from the scintillation index expression 

through (2.3). In all cases aperture averaging effect is considered in the analysis. 

Considering the values in Table 6.2, it is noticed that the scintillation index relative 

deviation lluL (r, z), given by (2.10), changes within 1% at the extreme misalignment 
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Table 6.2: System Parameters 

Parameter Symbol Value 

Transmitted optical power p 40 mW (16 dBm) 

Combined Tx/Rx optics efficiency 1J 0.64 

Responsivity Rv 0.5 A/W 

Wavelength ,.\ 1550 nm 

Noise standard deviation (1 Gbps) (]" 5 x 10-7 A 

Receiver radius a 5cm 

Link distance z 1000 ill 

Beam waist radius (Transmitter) Wo 1-3 cm 

Beam waist radius increment !1w0 0.1 cm 

Phase front radius Fo -10 ill 

Jitter angle standard deviation U() 0.4 mrad 

Set of permissible beamwidths w {l, 1.1, ... , 3} cm 
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deviation point ( radial displacement r ~ 3a s) compared to the beam center point 

(r = 0). Based on this results, the intensity variance is considered fixed over the 

beamwidth and set equal to the variance at the beam center. After establishing the 

appropriate channel statistical model that describes the intensity fluctuations at the 

receiver, the outage capacity is computed. 

6.5 Uniform Signaling and Outage Capacity 

In this section, the outage capacity of FSO systems using uniform OOK is optimized 

over beamwidth selection following the design approach presented in Section 6.3. 

Channel capacity in this section refers to the the mutual information when the input 

distribution has two equiprobable mass points. However, in the subsequent sections 

comparisons between different signaling schemes are conducted. 

6.5.1 Probability of Outage 

For a given average optical power, P, the beamwidth w 0 is chosen to minimize Pout 

when the transmitter is constrained to have a fixed code rate R0 . Qualitatively, 

beamwidth optimization balances the impact of atmospheric and misalignment fading 

on the probability of outage. Widening the beam mitigates pointing errors at the 

expense of a received power reduction. However, narrowing the beam limits the 

geometric loss but increases the impact of misalignment. 

The probability of outage versus P for clear weather is shown in Fig. 6.1 for a 

code rate R0 = 0.5 (bits/channel use). The Gamma-Gamma fading distribution is 

utilized to compute the outage probability (6.2) via numerical integration. For a given 

P, the optimum beamwidth, w~pt, is selected to minimize Pout(0.5; w 0 ). Figure 6.2 

presents the optimum beamwidth w~pt versus average power. Notice that the optimum 

beamwidth increases as P increases. Intuitively, in this strong turbulence regime the 
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increase in the optical power is utilized to combat both atmospheric and misalignment 

fading. At Pout = 10-4 , a gain of approximately 2 dB in the optical power is realized 

by optimizing the beamwidth. Furthermore, for a given R-o a significant reduction in 

the outage probability is achieved using beamwidth optimization. 

The probability of outage for the light fog weather condition is presented in Fig. 6.3 

with R-o = 0.5 (bits/channel use). From the figure, at Pout = 10-2 a gain of approx­

imately 2 dB is obtained. The behavior of this system is in contrast to the strong 

fading case discussed earlier. The optimum beamwidth changes rapidly with P as 

shown in Fig. 6.4 where the corresponding values for the optimum beamwidths w~Pt 

are presented. This increased sensitivity to misalignment fading can be justified due 

to the weak fading and high attenuation in this channel. Qualitatively, increases in 

P are traded-off for increases in the beamwidth to mitigate the impact of pointing 

errors. Transmitters designed for these channels need to have accurate control of their 

beamwidths as significant gains can be made with the proper selection of w0 • 

6.5.2 Probability of Outage and Achievable Rates 

In this section, the tradeoff between the outage probability, Pout, and the maxi­

mum achievable rate is analyzed for light fog weather condition using the optimum 

and the nominal beamwidths. Figure 6.5 illustrates this tradeoff when the optimum 

beamwidth and the fixed nominal beamwidth, w 0 = 2 cm, are employed. Note that 

the value of w~Pt varies for each point on the curve. As discussed in Section 6.3, not 

all pairs (R-o, Pout) are achievable, resulting in an unachievable region. For pairs in the 

unachievable region, reliable communication is not possible. Thus, the Pout(R0 ; w~Pt) 

curve is the optimum tradeoff between outage probability and achievable rate when 

OOK is utilized for light fog weather condition. Note that the term "optimum trade­

off" here is associated with the definition of w~Pt given in (6.3). 

It is clear from Fig. 6.5 that for a given probability of outage there is a significant 
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gain in the achievable rate when utilizing the optimum beam over the nominal beam. 

For example, if the system is designed to meet Pout = 10-1 then the maximum code 

rate that can be reliably transmitted over this channel using the nominal beamwidth 

is R0 = 0.24 bits/channel use while when utilizing the optimum beam is Ro = 0.44, 

with an increase of 83% in the achievable rate. 

Although beamwidth optimization increases R0 , these achievable rates represent 

the maximum rates for which reliable communications is possible. Error control codes 

must be applied to approach these Ro values with practical complexity. Well-known 

error control codes with k data bits per codeword and block length n are applied to 

the channel and their performances are shown in Fig. 6.5. For the simulations, an 

outage is defined as the event that the decoded BER is greater than 10-6 . The SNR 

corresponding to BER= 10-6 is found for each code through simulation and, via ( 6.1), 

the corresponding h0 is computed. For the code rate R0 = k / n substituting ho and 

the w~pt into (6.2) results in the corresponding probability of outage. At low rates, 

hardware based Turbo codes for space communications [127] as well as low-density 

parity-check (LDPC) [128] codes with large n approach the optimal Pout(R0 ; w~Pt). 

At higher rates, Reed-Solomon [129] and low-comph~xity LDPC codes for fiber opti­

cal applications [130-132] can also be designed to operate close to the Pout(R0 ; w~Pt) 

curve. Of notable interest is the performance using a hardware implemented rate-~ 

LDPC code [133]. From Fig. 6.5, the code achieves a Pout = 1.4 x 10-1 while at this 

probability of outage value the maximum rate is Ro = 0.58 bits/channel use. Thus, 

this practical code can realize approximately 86% of the maximum rate. An impor­

tant conclusion from this analysis is that the codeword length can greatly affect the 

achievable outage capacity. As an example, the LDPC7 with k = 1024 and rate 2/3 

achieves Pout = 0.3 where the optimum is Pout = 0.2 while the LDPC5 with k = 190 

and rate 0. 75 achieves Pout = 0. 5 where the optimum is Pout = 0. 22. In the follow­

ing section it will be shown that these outage probabilities can be further minimized 
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Figure 6.5: Probability of outage versus achievable rate for nominal ( w0 = 2 cm) and 

optimum beamwidths for light fog using uniform OOK. A variety of error control codes 

with rate k/n are applied to this channel where k bits are sent per codeword of length n 

symbols and the performance presented at BER=l0-6 . Hardware implemented Turbo1 

codes with Ro= {1/4, 1/3} and k = 8920 [126]. LDPC2 and Turbo2 with rate 1/2 and 

n = 104 [127]. Hardware implementation for LDPC3 with Ro= 1/2 and k = 4096 [132]. 

LDPC4 [129] and LDPC5 of code rate 0.75 [130]. High rate Reed-Solomon codes RS6 

with Ro= 0.874 and 0.937 [128]. LDPC7 with k = 1024 [131] . 
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Figure 6.6: Optimum beamwidth, w~pt, versus rate, Ro, for light fog weather condition 

where w 0 varies from 1 to 3 cm. 
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when non-uniform distributions are utilized. As shown in Fig. 6.5, significant gains in 

achievable rate are available by beam optimization and the optimal tradeoff between 

Pout and Ro derived here can be used as a design guide when selecting code rates in 

practical FSO channels. 

Also the optimum beamwidth versus rate is presented in Fig. 6.6. As shown, when 

Ro increases a narrow beamwidth is utilized. Notice that this tradeoff is analyzed 

under fixed optical power P given in Table 6.2. Thus to increase the rate Ro an 

increase in the received power is required. This can be achieved using a narrow 

beamwidth. On the other hand, narrowing the beamwidth increases the impact of 

misalignment and hence a higher probability of outage is obtained. 

6.6 Non-Uniform Signaling and Outage Capacity 

Since the non-uniform distributions developed in Chapters 3 and 4 can achieve much 

higher data rates compared to uniform distributions, they are considered in this sec­

tion where outage capacity is optimized over input distribution and beamwidth selec­

tion. We demonstrate that non-uniform signaling significantly increases the outage 

capacity compare to the uniform signaling. 

6.6.1 Average Power Constraint 

The outage capacity, i.e., the pair (R0 , Pout), under an average power constraint is 

analyzed using the non-uniform distributions developed in Chapter 3. The upper 

and lower bounds developed on the channel capacity are utilized to characterize the 

outage capacity boundary using the criteria described in Section 6.3. The parameters 

presented in Table 6.2 are considered in the analysis. Figure 6.7 shows the tradeoff 

between the rate, Ro, and the probability of outage, Pout, for light fog weather con­

dition. Bounds on the outage probability are presented by using CL (3. 7) and Cu 
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(3.18) developed in Chapter 3. Note, the lower bound on Pout is achievable when 

the input distribution follows q£(x) in (3.6) where for a given P and O", the mass 

point spacing is optimized to maximize C1 for each channel state. The uncertainty 

region presents a collection of pairs (R0 , Pout) where it is not known whether they are 

achievable or not. Furthermore, any pair (R0 , Pout) in the unachievable region can 

not be realized in practice. For comparison, uniform 2-PAM signaling is considered 

and the resulting maximum achievable rate is presented. In addition, for practical 

implementation considerations, the performance of the quantized-levels distributions 

with M = 2 symbols and different permissible quantization-levels, 2N = 4 and 32, are 

presented. As shown significant gain in rate and reduction in probability of outage 

are noticed when non-uniform signaling is employed compared to uniform 2-PAM sig­

naling. In addition, the gain increases when the number of permissible quantization 

levels increases 

As shown in Fig. 6.7, at Pout = 10-3 uniform 2-PAM signaling achieves approxi­

mately a rate of 0.05 bits/channel use while employing the non-uniform input distri­

bution q;(x) in (3.6) a rate of approximately 0.38 bits/channel use can be achieved. 

Clearly a significant gain in rate is obtained when the non-uniform signaling is con­

sidered. The performance of the quantized-levels distributions are presented for com­

parisons. The input distribution ij£,(x) in (5.2) with M=2 symbols and 2N = 4 and 

32 levels are considered where rates of approximately 0.17 and 0.36 bits/channel use 

are achieved respectively. Although rate degradation is noticed when the number of 

quantization levels is reduced, the implementation becomes simpler. 

Similarly, at Ro = 0.2 bits/channel use an order of magnitude reduction in the 

outage probability is obtained when the non-uniform is compared to the uniform 2-

PAM distributions. Notice that the outage probability using non-uniform quantized­

level distributions with 4 and 32 quantization levels is the same in the range 0.69 ~ 

R0 ~ 0. 75. This results can be explained by finding the input distributions over this 
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Figure 6.7: Average power constraint. Probability of outage Pout versus rate Ro in 

bits/channel use for light fog weather condition. The non-uniform distribution with 

M = 2 mass points and 2N = 4 and 32 quantization levels are presented in addition to 

uniform 2-PAM. Optimum beamwidth is considered in the analysis. 
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Figure 6.8: Average power constraint. Probability of outage Pout versus rate Ro in 

bits/channel use for clear weather condition. The non-uniform distribution with M = 2 

mass points and 2N = 4 and 32 quantization levels are presented in addition to uniform 

2-PAM. Optimum beamwidth is considered in the analysis. 
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range which are given by { i, i} and { ~i, 3
8
2 } respectively and hence the performance 

coincide over the given range of data rate. 

The low density parity check (LDPC) codes and the non-uniform distribution 

presented in Fig. 5.10 with codeword length n = 10, 000 are considered and their 

performances is shown in Fig. 6.5. For the simulations, an outage is defined as the 

event that the decoded BER is greater than 10-6 . The SNR corresponding to this 

BER is found from Fig. 5.10 and, via (6.1), the corresponding h0 is computed. 

Substituting h0 and the w~Pt into (6.2) results in the corresponding probability of 

outage. Compared to the uniform signaling and at Pout = 6 x 10-3 , approximately 

double the rate can be achieved. Furthermore, a reduction in probability of outage is 

noticed at R.o = 0.22 bits/channel use. 

Figure 6.8 presents the outage capacity, i.e., the pair (R.o, Pout), for the clear 

weather conditions. As shown similar gain in rate and reduction in outage probability 

are noticed between the non-uniform and the uniform 2-PAM. Note that when Ro= 1 

bits/channel use, uncoded transmission can be utilized with acceptable performance. 

Furthermore, at Ro = 1 the non-uniform signaling with M > 2 symbols can achieve 

Pout = 10-6 as shown from the lower bound. This performance improvement is 

achieved at the expenses of a higher complexity in system implementation. 

The corresponding optimum beamwidth, w~Pt versus probability of outage for 

both light fog and clear weather conditions is presented in Fig. 6.9 and Fig. 6.10 

respectively. A common conclusion is that as the beamwidth decreases higher power 

is obtained within the beam and hence higher rates, however, with the existence of 

misalignment fading higher probability of outage is noticed. 

6.6.2 Peak and Average Power Constraints 

In this section, the outage capacity under both peak and average power constraints is 

analyzed. We consider the light fog weather condition with the parameters presented 

146 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

in Table 6.1. The system parameters are set to the values given in Table 6.2 and 

a peak-to-average power ratio of p = 4 is considered. The outage capacity is ana­

lyzed using the capacity-achieving, the maxentropic, and the uniform 2-PAM input 

distributions. 

The capacity-achieving input distribution is obtained by solving the optimization 

problem ( 4.2) numerically. Then the outage capacity is computed where for a given 

rate, Ro, the beamwidth is optimized to minimize the associated probability of out­

age. The pairs (Ro, Pout) form the boundary of the unachievable region in the Pout 

versus Ro domain. The outage capacity using the input distribution QX-(x; K) (4.6) 

is also computed and shown in Fig. 4.3. For comparison the uniform 2-PAM input 

distribution is considered such that both the peak, X :::; A, and the average optical 

power, E{X} :::; P, constraints are satisfied where p = A/ P = 4. As a result, the 

uniform input distribution is given by q(x) = 0.5 8(x) + 0.5 8(x - 2P). 

Probability of outage Pout(R0 ) versus rate Ro is shown in Fig. 6.11. The grey 

area represents the unachievable region, that is any pair (Pout, Ro) in this region 

cannot be realized with any input distribution satisfying the peak and the average 

power constraints. The outage capacity boundary is computed using the capacity­

achieving distribution. The outage capacity using the maxentropic distribution is also 

shown. Notice that the performance with iix(x; 1) = 0.75 8(x) + 0.25 8(x - A) coin­

cides with the capacity boundary when 0 < Ro < 0. 75. When the rate increases to 

0.75 < Ro< 1.15, the maxentropic distribution with three mass points has a higher 

outage capacity compared to all other distributions. As shown its performance is 

significantly close to the unachievable region boundary. When 1.15 < Ro < 1.4, 

the maxentropic distribution with four mass points is considered. Compared to the 

uniform 2-PAM distribution for a given rate Ro < 1, an order of magnitude re­

duction in the outage probability is noticed when the non-uniform distribution is 

utilized. As an example, an FSO link operating at rate Ro = 0.5 (bits/channel use) 
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achieves Pout = 1.5 x 10-1 when the uniform distribution is utilized while it achieves 

Pout = 3 x 10-2 when the non-uniform distribution with two mass points is utilized. 

Notice that the implementation of the non-uniform distribution given above can be 

realized using the MLC /MSD system discussed in Chapter 5 with only two encoders. 

As a result, significant reduction in probability of outage can be achieved with a 

moderate increase in system complexity compared to signaling with uniform distri­

bution. Similar gain can be achieved in terms of rate, as an example, at Pout = 10-2 

the non-uniform distribution achieves Ro = 0.35 bits/channel use while the uniform 

distribution achieves Ro= 0.15 (bits/channel use), i.e., more than double the rate is 

achieved in this case. 

In addition, the LDPC codes utilized in Fig. 5.15 are considered to evaluate the 

performance of the fading FSO channels. Figure 6.11 shows that practical LDPC 

codes with combined rate R = 0.17 and codeword length n = 10, 000 using a non­

uniform input distribution outperform uniform distributions from both rate and re­

liability perspectives. For the simulations, an outage is defined as the event that the 

decoded BER is greater than 10-5 . The SNR corresponding to this BER is found from 

Fig. 5.15 and, via (6.1), the corresponding h0 is computed. Substituting ho and the 

w~Pt into (6.2) results in the corresponding probability of outage. To quantify, in Fig. 

6.11 at R = 0.17, bits/channel use, the LDPC codes with non-uniform distribution 

can achieve Pout = 5 x 10-3 while the uniform distribution can achieve Pout = 2 x 10-2 

that is approximately an order of magnitude reduction in outage probability. 

The corresponding optimum beamwidth, w~Pt versus probability of outage for light 

fog weather condition is presented in Fig. 6.12. As concluded in previous Sections, 

higher data rates can be achieved with narrow beamwidth, however, higher probability 

of outage is obtained since the impact of the misalignment fading is increased. 
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6. 7 Conclusion 

The design of FSO links corrupted by atmospheric turbulence and pointing errors 

from an information theory perspective is analyzed. The developed statistical channel 

model in Chapter 2 is utilized to derive fundamental limits on the outage probability 

and the achievable rates for FSO channels. In particular, the outage capacity is inves­

tigated where the outage probability is minimized over both input distribution and 

beamwidth selection. Given uniform OOK signaling, it is shown that the optimum 

beamwidth achieves higher outage capacity compared to the nominal beamwidth. 

This conclusion applies for both weak and strong turbulence regimes. Furthermore, 

for a given average power the optimum beamwidth achieves higher rates which is 

shown to approach 80% at Pout = 10-1 . Error correcting codes are then applied, and 

previously reported hardware implementations of LDPC code can achieve 86% of the 

maximum rate. 

A framework to design the outage capacity for FSO systems under non-uniform 

signaling is presented. A significant increase in the rate is noticed when employ­

ing the non-uniform input signaling compared to the uniform 2-PAM for different 

weather conditions. In addition, for a given rate, an order of magnitude reduction 

in the probability of outage is noticed at low SNR where most FSO systems oper­

ate. For practical implementation, non-uniform distributions with quantized-level 

probabilities are shown to achieve most of the outage capacity gain. 

It has been demonstrated that beamwidth optimization leads to significant in­

creases in the channel capacity subject to outage. Furthermore, most of the achiev­

able rate can be realized using realistic and practical error correcting codes. Thus, 

this work provides a design guide for FSO communication systems. 
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Chapter 7 

Conclusions and Future Directions 

7.1 Conclusion 

This thesis presents techniques to improve the performance of wireless optical in­

tensity channels. Four major contributions are presented in the following areas: 1) 

statistical channel model; 2) channel capacity; 3) signaling design and implementation 

algorithm; and 4) FSO system optimization with joint rate and beamwidth design. 

Statistical models for FSO channels corrupted by atmospheric turbulence and 

misalignment fading are presented. Unlike previous models where the detector size 

is considered to be negligible with respect to the beam footprint at the receiver, the 

detector size is taken into account in the developed models as well as transmitter 

beamwidth. These models are used to accurately design FSO systems and provide 

fundamental limits on the system performance. 

To investigate the ultimate performance that can be achieved from FSO channels, 

it is essential to study the channel capacity. The capacity of optical PAM intensity 

channels under non-negativity and average power constraints is investigated where 

tight lower and upper bounds at low and high SNR regime are developed. Analytical 

expressions for the upper bound is derived with numerical evaluation for the lower 
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bound. Non-uniform signaling is also proposed as a capacity-approaching distribu­

tion. Compared to uniform signaling, a significant gain in rate is noticed over a range 

of SNRs especially at low SNR. Since a majority of FSO systems operate at rela­

tively low SNRs, the tightness of the derived bounds at low SNRs provides a useful 

benchmark for FSO communication systems design. 

The channel capacity under peak power constraint in addition to the non-negativity 

and average power constraints is also analyzed. The capacity-achieving input distri­

bution is found through numerical solution for a non-linear optimization problem. 

A closed form for a capacity-approaching distribution based on entropy maximiza­

tion is presented. In addition to the substantial complexity reduction in generating 

this distribution compared to the optimum distribution, a negligible gap between the 

resulting mutual information and the channel capacity is noticed. Unlike the capacity­

achieving distribution where for each SNR value a different input distribution is ob­

tained, the proposed input distribution is fixed over a range of SNRs. In addition, for 

a given SNR, the number of probability mass points in the developed distribution is 

less than the capacity-achieving distribution for the SNR range considered, reducing 

the implementation complexity. Finally, the derived capacity-approaching distribu­

tions serve as a useful tool not only to bound the channel capacity but to guide the 

development of channel coding and signaling schemes for optical wireless channels. 

An algorithm to induce a non-uniform distribution is applied from previous work 

providing a guideline on system implementation. Multi-level coding followed by a 

deterministic mapper at the transmitter and multi-stage decoding at the receiver are 

utilized. Numerical simulations were undertaken to demonstrate that good codes 

with finite length using non-uniform signaling can be found to approach the chan­

nel capacity. Also it is shown that this setup outperforms capacity-achieving codes 

employed with uniform input distribution. 

Finally, the outage capacity is analyzed over the slow-fading FSO channels where 

154 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

the rate and the associated outage probability are derived for both weak and strong 

turbulence regimes in the presence of misalignment fading. It has been demonstrated 

that beamwidth optimization can significantly increase the channel capacity subject 

to outage. Most of the achievable rates can be realized using realistic and practical 

error correcting codes. In addition, it is shown that, non-uniform distribution can 

achieve higher rate and an order of magnitude reduction in outage probability com­

pared to the widely used uniform distribution. Thus, this work presents a formal 

method for joint design of beamwidth, signaling and code rate for FSO communica­

tion systems. 

7.2 Future Directions 

The FSO channel model presented in Chapter 2 is valid when the intensity vari­

ance seen by the detector at the maximum misalignment displacement is negligibly 

deviated from the variance at the beam centre. However, extensive investigation is 

required to study how the intensity variation within the received beam can affect the 

system performance. Although a wave optics based approach is utilized to study this 

effect numerically [134], a mathematically tractable analysis is not available. This 

point will lead to a better understand for FSO system performance under different 

misalignment conditions. In particular, in mobile communication, e.g. unmanned 

aerial vehicle (UAV), where misalignment can severely deteriorate the link perfor­

mance. 

In Chapter 5, an algorithm using MLC/Mapper/MSD to realize the non-uniform 

distributions developed in Chapters 3 and 4 is presented. Building this system to op­

erate at a fixed transmission rate is simple where the sub-channels encoders/decoders 

can be realized easily. One of the conventional strategies to increase the system 

throughput is to adapt the transmission rate, assuming channel state information is 
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available at the transmitter. In this case it is required to design encoders/decoders 

to operate at different rates. One of the solution is to consider variable rate code for 

each encoder. However, system complexity will be increased. Thus, investigation for 

the complexity-performance tradeoff is required to decide whether rate adaptation or 

fixed rate strategy is better for FSO systems. 

In Chapter 6 FSO performance is optimized over beamwidth selection. This step 

requires an adaptive component at the transmitter and hence higher complexity. It 

would be of interest to study the performance when a fixed beamwidth is assigned over 

a range, i.e., group, of operating conditions. As an example, the outage capacity was 

analyzed for a discrete rate in the range 0 < Ro < 1, this range can be divided into 

a subset ranges where the performance of the FSO system with a fixed beamwidth 

in each range can be optimized. In this case a lower complexity will be achieved. 

However, performance degradation will be also noticed. System design can optimally 

balance between complexity and performance degradation. 

As discussed, the performance of the FSO links is a weather dependent where 

the main severe impact is the attenuation due to fog. This impairment limits the 

link range and may lead to outage in case of long range links. On the other hand, 

the main concern in radio-frequency RF communications is the rain. As a promising 

direction to overcome this problem is to consider a hybrid RF /FSO link which can 

perform well over different weather conditions [135-137]. However, in point-to-point 

communication switching between these technologies is not simple where different 

strategies can be considered. In addition, hybrid RF /FSO links can be deployed in 

wide area network. However, terminal position allocation is a difficult optimization 

problem [138]. 

While in this thesis a single transmitter and a single receiver is considered, multiple­

input multiple-output (MIMO) can be deployed over FSO channels to combat the 
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channel fading. The MIMO technique has been widely utilized in RF systems and sig­

nificant improvements in system performance have been achieved. In this technique, 

the degrees of freedom provided by the MIMO structure can be utilized efficiently 

to increase the link reliability. A simple structure for the MIMO is to use a num­

ber of transmitters emitting the same signal. This technique is currently available 

in commercial systems where a number of laser sources can be arranged in one FSO 

terminal, e.g. "SONAbeam™ 1250-M" [13]. A key element in FSO MIMO channels 

is the design of simple yet efficient signaling algorithm that can be decoded easily at 

Gbps communication. 

Finally, a major step in FSO system design is to verify the theoretical results 

with practical measurements. Currently, an FSO system at McMaster University is 

being installed which will establish a communication link of approximately 1.5 km. 

This link can be utilized to verify most of the results presented in this thesis. In 

particular, the importance of the non-uniform input distribution at low SNRs when 

an input distribution with two mass points is considered. The achievable gain in rate 

compared to the uniform distribution can be measured easily. 
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Appendix A 

hp(r) Approximation 

Consider approximating the integration in (??) by an integration over a square of 

equal area to the detector, i.e., with side length yfira. It follows that, (??) can be 

approximated as, 

,....., 1,fia/2 ../2E ( 2(x' - r)2) ' hp(r) ,....., ~exp -
2 

dx, 
-,fia/2 y 7rW.z Wz 

where E = erf ( Jf::J and erf ( x) = .}.;r fox e-u
2 
du is the error function. Expanding 

the exponential term into its Taylor series, integrating and simplifying results in, 

h (r) ~ ../2aE + 2E 
P Wz yfir 

co m 

m=3 i=O 
odd even 

(-l)(m-1)/2 

(m) (m21 )! 

x ( m) (V2~)£ ( yfira )m-£ (A.I) 
f 'l.Vz '\/'2wz 

In addition, (A.1) can be rearranged with respect to f and written in the compact 

form 

hp(r) °' E A, ( V:.r) t (A.2) 

even 
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where Al's are given by, 

00 

m=l+l 
odd 

Defining v = (Vifa)/(v'2wz) and simplifying gives, 

A0 = [erf(v)]2
, 

-2 
A2 = Viferf(v) [vexp(-v2

)]. 

Equating the first two terms of the Taylor expansion of a Gaussian pulse equal to the 

same terms in (A.2) gives (??), 

( 2r2) hp(r)~A0 exp -w
2 

, 

Zeq 
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Appendix B 

Upper Bound on rm 

Recall the given expression for 'Ym as, 

'Ym = n -_- + n m ~ x e-(l+m)x
2 1 - -erfc(x) dx. 

( ) 
1 ( ) 1 100 [ 1 ] n-m-1 

m 2n m m + 1 y 7r o 2 

Consider the second term and define g as, 

g = m + e-(l+m)x
2 1 - -erfc(x) dx . 1 100 [ 1 ] n-m-1 

../7i 0 2 

Substituting with the inequality, 

results in 

x ~ 0, 

g m + 1 roo -(l+m)x2 (!) n-m-1 d 
> ..f7i lo e 2 x, 

1 ~[..fa {00 
-t2 ] 

= 2n-m vm + 1 2 lo e dt ' 

1 
=-

2
-Jm+l, n-m 

1 
>-­- 2n-m" 
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Thus "Im can be upper bounded as, 

Consider the following inequality for the erfc(x) function (see Appendix C), 

2 2 2 2 erfc(x) > - e- x ===} e-x < 
e 

e 

2 erfc(x), 

then "Im can be further upper bounded as follows, 

< (n+ 1) g 
"Im m + 1 

= (n + 1) m + 1 rX! e-(l+m)x2 [1 - ~erfc(x)] n-m-l dx 
m+l V7f lo 2 

(
n + 1) m + 1 [00 

2 [e ] ~ [ 1 ] n-m-l < m + 
1 

..j1i lo e-x 2 erfc(x) 1 - 2erfc(x) dx. 

Substitute with erfc(x) = 2u we get, 

"Im<:: (n + 1) (m + 1)( ve)m r112 u~ (1 - ur-m-ldu, 
m+l lo 

< (n+l) (m+l)(ve)m f1u~(1-ur-m-1du. 
m+l lo 

--~~----~~--

B(~+l,n-m) 

where B(·, ·)is the Beta function, 

(
m _ ) _ I'("W + l)I'(n - m) 

B 2 + 1, n m - I'(n - "W + 1) . 
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Finally, rm is upper bounded as 

(
n + 1) ( 1)(. r:.)m r(~ + l)f(n - m) 

rm < m + v e r( m 1) ' m+l n-2+ 

f(n + 2) m r(~ + 1) 
=r(m+2)(m+l)(ve) r(n-~+1)' 

=Am. 
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Appendix C 

Erfc(x) Lower Bound 

Theorem C.1 
2 2 2 erfc(x) > - e- x , x ~ 0, 
e 

Proof. The inequality clearly holds at x=O. Let s > 0 and define f(x) as, 

J(x) = erfc(x) - s e-2x
2 

> 0, x ~ 0. (C.l) 

Consider the general case of finds> 0, such that (C.1) is satisfied. Equivalently, this 

problem can be reformulated as: find s > 0 such that 

(C.2) 

where xi is the location of the ith extremum of J(x), i.e., the ith root of f'(x). 

Lemma C.1 J(x) has a minima at x = x1 and a maxima at x = x2 whens> y'efi1f 

where 0 < x 1 < ~ < x 2 . 

Proof. The locations of the extrema can be found by considering the derivative f' ( x) 

given by, 

J'(x) = Jn e-x
2 

[ 2J7f sx e-x
2 

- 1 J . 
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Solving for J'(xi) = 0 results in, 

Define 

ex; 
s=---

2...fif Xi. 

ex2 

g(x) = 2...fif x' x > 0, 

and consider the derivative 8g(x)/8x as 

og(x) = (2x2 
- 1) ex2 = {negative 

ox 2.,jir x2 .t. pos1 1ve 

1 
x < v'2' 

1 
x > v'2" 

(C.4) 

Clearly, g(x) is monotonically decreasing then monotonically increasing with x where 

the limiting point is x0 = 1/../2 and the corresponding g(x0 ) = ~- Recall (C.4), 

whens> ~there are two solutions for (C.4) located at x1 < ~ and x 2 > ~ 

as shown in Fig. C.l, i.e., two extrema for J(x). In order to distinguish the location 

of the minima, consider the second derivative 

2 x2 
J"(x) = ~ [2J?rse-x\1-2x2

) +2x]. 

Since 0 < x1 :::; ~' J"(x1) > 0, i.e., a minima for J(x) exists at x1. As a result, J(x) 

has a minima at x1 followed by a maxima at x2 • • 

As a result, it is sufficient to prove that f(x 1) > 0 where 0 < x1 :::; ~- Substituting 

s from (C.4) into (C.2) the problem can be reformulated as proving the following, 

e-x?_ 
erfc(x1) > 

2
.,jir , 

7rX1 

1 
0 < X1 < ..j2" 

e-Y
2 

_ 1 1 
Lemma C.2 erfc(y) > 2,,fey when y - v'rr+2 < v'2" 

(C.5) 

Proof. Consider the following lower bound on erfc(x) with a= l/7r and b = 27r [139], 

1 2 [ 1 l erfc(x) > -e-x , 
...fif (1 - a)x + ay'x2 + b/2 

(C.6) 
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x 

Figure C.1: A plot for g(x) versus x. For a given s > Ve['iir two roots x 1 and x 2 

exist. 

169 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

Notice that, 

when 
1 1 

y = v'7r + 2 < y'2" 

Therefore, 
e_Y2 1 

erfc(y) > r;; , 
2y7ry 

when y= v'7r+2· 

Substituting X1 = ,;;+2 < Jz into (C.4) gives 

- * - {{!+ 2 1/(7r+2) S-S- --e . 
47!" 

By substituting s* into (C.2) and following Lemma C.2, 

• 

(C.7) 

Since f(x 1) > 0, at the minima x1 , as shown in (C.7), then f(x) > 0 for all x ~ 0, 

i.e., 

J(x) = erfc(x) - s* e-2
x

2 > 0, x ~ 0. 

Since 2/e < s*, then 
2 2 2 erfc(x) > - e- x , x ~ 0 
e 

as substituted in Appendix B. 

• 

170 



Appendix D 

Limit of ¢(a, n) 

Consider the expression for </>(a, n) given by 

</>(a,n) =.!_log [ 1'1:(1-o:)n Ao:n (nP)o:n]. 
n 2 Kn f (an + 1) {} 

Substituting with 

r(n + 2) r(o:2n + 1) ( (. f:.)o:n 
Ao:n=r(an+2)f(n-T+l) an+l) ye ' 

7rn/2 

l'l:n = r(~ + 1)' 

and 

{} = vfrW, 

results in 

<f>(a,n) = -log2 
2 2 

7r - • 
1 [ f(!! + l)f(n + 2)r(o:n + 1) ( ~o:n (p)o:n] 

n (r(an + 1))2 r ( (l;o:)n + 1) r ((1- ~)n + 1) a 

The Gamma functions in </>(a, n) can be substituted using Stirling's approximation 

[140, Eq. 11] given as 

../2Ui (~) n e(~) < f(n + 1) < ../2Ui (~) n e(iin). 

Lr Ur 
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Substituting f(·) by Lr in the numerator (denominator) and Ur in the denomina­

tor (numerator) results in a lower (upper) bound on ¢(a,n) denoted by ¢1(a,n) 

( ¢2 ( a, n)) respectively. This can be expressed as follows, 

Consider the limit of ¢1 (a, n) as n --t oo and simplifying the expression results in, 

lim ¢1(a, n) = lim - log2 !!:_____ - n , 
1 [(/r;)an+i (p)an (Jn)2a-3 l n-+oo n-+oo n 471" ()" a~an+~ . (1 - a) 3+(l;a)n • (1 - ~)~+(1-%)n 

which can be written as, 

J~ ¢,(a,n) ~Ji.~~ tog, [ ( /r;f (;r (e(~ll"] + 

. 1 [ (/r;2) ( vn)2a-3 l hm - log2 - 1 3 1 , n-+oo n 471" a,2 . (1 - a)2 . (1- ~)2 

0 

where 

8(a) =a 3f (1 - a) (l-;a) ( 1 - ~rl-%). 

Then 

Following the same steps it can be shown that, 

lim ¢1(a,n) = lim ¢2(a,n) =La 
n---too n---too 

where La exist for all a E [O, 1]. 
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Squeeze Theorem [141): Given that 

g(x) ~ J(x) ~ h(x) 

and 

lim g(x) = lim h(x) = L, 
x-+a x-+a 

then 

lim f(x) = L. 
x->a 

Applying the squeeze theorem results in 

lim </>(o:, n) = Lm 
n->OO 

i.e., the limit of <f>(o:, n) as n--+ oo exists for all o: E [O, 1). 
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Appendix E 

Limit of the Supremum 

Given that the limit of </>(a, n) as n ~ oo exists for any a, i.e., (see Appendix D), 

lim </>(a, n) =La. 
n-+OO 

Then for any a E (0, 1) and E > 0 there exist an na such that 

l</>(a, n) - Lal < E, 

Let n~ = supa {na} then, 

l</>(a, n) - Lal < E, 

that is 

La - E <</>(a, n) <La+ E, n > n~. 

Since E is a constant and the above inequality is valid for any a, then considering the 

supremum of each side results in, 

sup[La] - E <sup[</>( a, n)] < sup[La] + E, 
a a a 

On the other hand, let Ls denote the limit of the supremum as follows, 

lim [sup </>(a, n)] =Ls. 
n-+oo a 
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Then for any 8 > 0 there exist an n0 such that 

Ls - 8 <sup [</>(a, n)] <Ls+ 8, (E.2) 
°' 

Consider the right hand side of (E.1) and the left hand side of (E.2) and for n > 

max{n0 , n~} we get, 

Ls - 8 <sup [</>(a, n)] < sup[La] + E, 

°' °' 
and it follows that 

Ls - (8 + E) < sup[La]. (E.3) 
°' 

Again consider the left hand side of (E.1) and the right hand side of (E.2) and for 

n > max{ n0 , n~} we get, 

sup[La] - E <sup [</>(a, n)] <Ls+ 8, 
°' °' 

and it follows that 

sup[La] < Ls+ (8 + E). (E.4) 
°' 

Combining (E.3) and (E.4) , the following inequality is obtained, 

Ls - (8 + E) <sup [La]< Ls+ (8 + E), n > max{n0 , n:}, (E.5) 
°' 

Since (E.5) is valid for any 8 > 0 and E > 0 then 

which can be written in the original format as follows, 

sup [ lim <f>(a,n)] = lim [sup<f>(a,n)] 
a n---+oo n---+oo a 
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Appendix F 

Uniqueness of the root to 

Lemma F.1 The polynomial S(t) in (4.10) has a unique positive real root t0 E [O, l]. 

Proof. Consider the polynomial 

K 

s ( t) = L: ( 1 - k;) tk 
k=O 

where p ;::: 2. It is straightforward to show 

S(O) = 1, and S(l) = (K + 1) ( 1 - ~) ~ 0 (F.l) 

By the intermediate value theorem of continuous functions, there exists at least one 

real root for S(t) in the interval [O, l]. Note that a root at t = 1 exist when p = 2. 

Consider ordering the coefficients of this polynomial in terms of ascending expo­

nents of the variable t. Note that the first coefficient is positive and equal to one 

independent of p and K while the last coefficient is negative since p ;::: 2. Notice 

also that the coefficients decay linearly with increasing exponent and thus there must 

exist a k = k* such that 

(
l _ kl!_) ==:? { positi~e, k ~ k*, 

K negative, k > k*. 

177 



Ph.D. Thesis - Ahmed A. Farid Youssef McMaster - Electrical Engineering 

More precisely, the number of variations in sign in this ordering of the coefficients of 

S(t) is one. For completeness, consider the following well-known theorem. 

Descartes' Rule of Signs [142]: Let S(t) be a polynomial with real 

coefficients ordered in terms of ascending powers of the variable. The 

number of positive roots of S(t) is either equal to the number of variations 

in sign of consecutive non-zero coefficients of S(t) or less than this by a 

multiple of 2. 

Applying Descartes' Rule of Signs, S(t) has a single root for t 2". 0. Since it has 

already been demonstrated that a real root exists in [O, 1], thus S(t) has a unique real 

root t0 E [O, 1]. 
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