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Chapter 1 


Preface 


In radionuclide therapy, radionuclide products labeled with certain agents are 

introduced into the human body. The targeting drugs will attach the cancer cells 

and f3 particles are emitted from the radionuclide, depositing energies onto the 

cancer cells to kill them. However, the problem is: 1) How does the radionuclide 

distribute itself when it is injected into the human body? 2) What is the amount 

of energy deposited to a specific organ? The expected amount of activity should be 

very accurate because too high a dose is going to kill the healthy cells around the 

tumor, and too low a dose is not enough to kill the cancer cells. In this research, 

quantitative single photon emission computed tomography (SPECT) technique is 

introduced. It uses a rotating gamma camera designed to collect the 'Y photons 

emitted from the distributed radionuclide. Image reconstruction techniques are 

applied onto the projection images to recover the radioactivity distribution and 

estimate activity amount to certain organs. 

When the "( rays emit from the human body, they may interact with body tissue 

and result in photon scatter or the absorption. This will reduce the resultant signal 

intensity, which is called attenuation. The attenuation and scatter will result in a 

reduction of image quality and accuracy of the estimated activity. In SPECT, a col­

limator is placed in front of the gamma camera to limit the detected photons along 
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2 CHAPTER 1. PREFACE 

with certain directions. However, a collimator will introduce collimator response, 

which includes geometric response, septal penetration and collimator scattering. 

Collimator response reduces the spatial resolution of the projection images result­

ing in incorrect estimation of the organ boundary and activity. Therefore, these 

image degradation factors should be compensated for during the image reconstruc­

tion processor. Monte Carlo (MC) simulation, a very accurate nuclear medicine 

simulation tool is used to compensate for theses factors. The most significant draw­

back of MC is its low detection efficiency, therefore, the simulation speed is very 

slow. Variance reduction techniques (VRT's) have been developed to accelerate MC 

before it is incorporated into the image reconstruction. 

This thesis aims at increasing the speed of MC simulation using variance reduc­

tion methods, and applying the accelerated MC methods to compensate for image 

degradation factors in the image reconstruction for both single isotope imaging and 

dual isotope imaging. Three VRT methods (convolution based forced detection, 

multiple projection sampling convolution based forced detection, convolution based 

forced detection incorporating collimator response sampling ) are going to be devel­

oped in this thesis. 

The accelerated Monte Carlo method is then incorporated into image recon­

struction in order to provide accurate compensation of image degradation factors. 

This technique has further been applied to the problem of dual isotope imaging, in 

which the projection images may be contaminated by the crosstalk photons from 

one isotope to the other. Therefore, the crosstalk photons should be compensated 

in simultaneous dual isotope reconstruction. 

For the following chapters, radionuclide therapy and reconstruction techniques 

are going to be introduced first , with the introduction of Monte Carlo. The fourth 

chapter will introduce three different variance reduction techniques as developed in 

this work. The fifth focuses on the image reconstruction incorporating accelerated 

Monte Carlo simulation, and the sixth chapter is the simultaneous dual isotope 
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reconstruction while the crosstalk photons are compensated. The conclusion and 

future work is presented in the last chapter. Following are the frequently used 

abbreviations in this thesis. 
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Table 1.1: Frequently used abbreviations in this thesis. 
CFD 
CFD-MC 

CPM 
CPS 
CR 
CST 
EGS 
ETRAN 
FBP 
FD 
FP 
FWHM 
FWTM 
GEANT 
GR 
HEGP 
ITS 
LEHR 
LUTcR 
LUTp£ 
MC 
MCAT 
MCNP 
MEGP 
ML-EM 
MOBY 
MP-CFD 

MRI 
NCAT 
NMSE 
OS-EM 
PDF 
PET 
PMT 
PSF 
RT 
RT-CFD 
RT-MC 
SNR 
SP 
SPECT 
TAC 
VRT 

convolution-based forced detection 
convolution-based forced detection Monte Carlo 
coefficient of variation 
counts per minute 
counts per second 
Collimator response 
cumulative septal thickness 
electron gamma shower 
electron transport 
filter back-projection 
forced detection 
forced path 
full width at half maximum 
full width at tenth maximum 
geometry and tracking 
geometric response 
high energy general purpose 
integrated tiger series 
low energy high resolution 
collimator response lookup table 
path-length lookup table 
Monte Carlo 
mathematic cardiac-torso 
Monte Carlo N-particle transport 
medium energy general purpose 
maximum likelihood expectation maximization 
mouse phantom 
multiple projection sampling convolution-based forced de­
tection 
magnetic resonance imaging 
nurbs-based cardiac-torso 
normalized mean square error 
ordered subset expectation maximization 
probability density function 
positron emission tomography 
photomultiplier tube 
point spread function 
ray tracing 
ray tracing CFD 
ray tracing model based Monte Carlo 
signal to noise ratio 
septal penetration 
single photon emission computed tomography 
Time activity curves 
variance reduction technique 



Chapter 2 

Introduction to Nuclear 

Medicine and Image 

Reconstruction 

2 .1 Nuclear Imaging 

Nuclear medicine uses radioactive isotopes in the diagnosis and treatment of 

disease. Two of the main uses of nuclear medicine are: i) radionuclide therapy, and 

ii) nuclear imaging. Radionuclide therapy uses high energy particles emitted from 

radionuclides to deposit lethal amounts of energy locally to cancer cells. In contrast, 

nuclear imaging is normally used for disease diagnosis. When 'Y photons are emitted 

from the radionuclides administered to the body, projection images are obtained 

by collecting the photons using imaging scanners, such as single photon emission 

computed tomography (SPECT) or positron emission tomography (PET). 

2 .1.1 Nuclear Imaging 

Nuclear imaging is a noninvasive method which is able to help physicians diag­

nose various conditions. A series of images is acquired to study the constant (static 
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6 CHAPTER 2. INTRODUCTION 

imaging) or changing (dynamic imaging) activity distribution of one (single-isotope) 

or more radioactive materials (dual-isotope). The radioactive material used in the 

imaging scans is called a radiopharmaceutical or radio-tracer. The radiopharmaceu­

tical is introduced into the human body by way of injection, ingestion or inhalation. 

As the radionuclide undergoes radioactive decay, it then emits energy in the form 

of 'Y rays or positrons (followed by annihilation and emitted 'Y rays). A detection 

device (called gamma camera) is rotated around the body to detect the 'Y photons 

thereby generating projection images at different angular views over 180° or 360° . 

The projection images are further reconstructed by computer algorithms, called im­

age reconstruction, to recover the 3D radionuclide activity distribution within the 

patient. Once the 3D radio-tracer distribution is determined, the radiation dose 

absorbed by the different regions in the body can be calculated. 

2.1.2 Radionuclides 

Various factors exist for selecting the most appropriate radionuclides in nuclear 

medicine; these include: 1) The spatial and temporal distribution of the radio­

tracer should reflect the particular function or metabolism of the organ of interest. 

2) Radionuclides should have short half-lives so that the photons are emitted as soon 

as possible. Short half-lives permit rapid scanning procedures, and also reduce the 

patient radiation exposure. The energy of photons should be low to ensure optimal 

imaging can be performed [1]. 3) Photons must have sufficient energy to penetrate 

body tissue with minimal attenuation. 

Common radionuclides used in nuclear imaging include, among others, the ra­

dioisotopes of Iodine (131 J, 123 I) , Gallium (67Ga), Thallium (201 Tl), Technetium 

( 99mTc), Oxygen (1 50), Carbon (11 C) , Fluorine (18 F) and Nitrogen (13 N). Their 

physical characteristics vary and therefore the selection of a particular radionuclide 

depends on the diagnosis and the therapy for a certain disease. Their chemical char­

acteristics are determined by the selection of target drugs. The radionuclide should 
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be combined with the candidate molecules, and the product is administered [2] . Sin­

gle photon emitters are usually produced by radionuclide generators, while positron 

emitters are usually produced by cyclotrons. The commonly used single photon 

emitters and positron emitters used in nuclear medicine are shown in Table 2.1. 

Table 2.1: Commonly used single photon emitter and positron emitters. 

Element Radionuclide Half-life Energy 'Y Energy Primary use 
(keV) /3 (keV) 

Gallium orca 78.3 hours 91, 185, 300 - imaging 
Yttrium 90y 64.1 hours - 2280 therapy 
Technetium 99mTc 6.02 hours 140 - imaging 
Indium 111 In 2.8 days 171,245 - imaging 
Iodine 131 I 8.0 days 364.5 606 imaging and 

therapy 
Thallium 201Tz 73.1 hours 68-82 - imaging 
Strontium 89Sr 50.5 days - 1463 therapy 
Carbon nc 20.3 minutes 511 - imaging 
Nitrogen 13N 10.0 minutes 511 - imaging 
Oxygen 150 2.0 minutes 511 - imaging 
Fluorine 18p 110 minutes 511 - imaging 
Rubidium 82Rb 1.27 minutes 511 - imaging 

Commonly used radiopharmaceuticals in nuclear medicine are listed in Table 2.2 

[3]. Different radiopharmaceuticals are used for different diseases. The most often 

used radionuclide is 99mTc (in SPECT), and 18F (in PET). The primary energy of 

99mTc photons is l40keV, which is the optimal energy for detection with NaI(Tl) 

scintillation crystals as used in the Anger camera. The half-life of 99mTc is 6 hours. 

The short half-life and low photon energy make it possible for a patient to absorb 

low doses even with a relatively large amount of administrated radionuclide. 99mTc 

is produced from a 99 Mo generator prior to use. Therefore, an outside source can 

be used to produce and deliver it , making its cost relatively low. 18Fis a frequently 

used isotope in PET imaging. The production of most PET imaging agents re­

quires a cyclotron. Few hospitals have their own cyclotron to ensure the supply, 

but rather rely on 18F 's 2-hour half-life in order to allow shipment of 18 F labeled 
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radiopharmaceuticals, regionally. 

Single photon emitters are used in SPECT imaging and positron emitters for 

PET scanning. SPECT tracers are usually longer lasting than PET tracers due to 

their longer half-lives, and do not require an onsite cyclotron to produce and so 

are usually less expensive than PET tracers. While many similarities exist [4, 5] 

between PET and SPECT, the focus will be on SPECT imaging in this work. 

2.1.3 Clinical Application of Nuclear Imaging 

In clinical practice, nuclear imaging is used for myocardial perfusion imaging, 

brain imaging, bone imaging, renal imaging among other applications. 

Myocardial Perfusion Imaging 

Myocardial perfusion imaging is a method used to determine myocardial blood 

fl.ow by means of the distribution of radio-labeled perfusion agents. It is used for 

diagnosis and localization of ischemic heart disease, which is caused by inadequate 

blood supply to the heart [6]. Frequently used radiopharmaceuticals in imaging are 

99myc labeled sestamibi or 201Tl labeled thallous chloride [7- 9]. 

A low dose of radioactive tracer is injected into the patients' body and circu­

lates in the bloodstream. A small amount of this tracer is taken up by the heart 

myocardium. The radiopharmaceutical stays in the myocardium and emits / rays 

which are detected by the gamma camera. The heart rate is raised either by phar­

macologic means or through exercise to induce myocardial stress and imaging is 

performed to acquire images after stress and at rest to reveal the distribution of 

radiopharmaceutical under different conditions. The relative accumulation of radio­

pharmaceutical denotes the relative blood fl.ow to different regions of myocardium. 

The relative perfusion uptake difference of stress and rest stages is studied to eval­

uate whether the blood supply in the heart is adequate and to localize the defect 

size [4, 10]. Ischemic heart disease is depicted as an area of abnormal uptake of the 

radiopharmaceutical [11]. 
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Table 2.2: Commonly used radiopharmaceuticals and their applications in nuclear 
medicine [3]. 

Application 
Area 

Pharmaceutical Purpose 

Central Ner­
vous System 

123 I - Isopropyl - p -

iodoamphetamine(IMP) 
Cerebral perfusion and 
metabolism (decreased up­
take in infarcted tissue) 

lnrmTc - H examethylpropylene 
Amine Oxime (HMPAO) 

Cerebral perfusion 

99mTc-Ethyl Cyteinate Dimer 
(ECD) 

Cerebral perfusion 

10F - Fluorodeoxyglucose(FDC) Glucose metabolism 
Thyroid TJ:J"I ­ Sodium!odide Thyroid uptake 

99mrc pertechnetate Thyroid size 
Respiratory 133Xe and 127Xe gas Detection of airway obstruc­

tions 
Wmrc DTPA aerosol Ventilation 
Wmrc macroaggregated albumin 
(MAA) 

Lung perfusion 

Heptobiliary 99mTc albumin colloid 
67Ga gallium citrate 

Tumour detection 
Detection of abscesses and tu­
mo rs 

99mTc-IDA derivatives (HIDA, PIP­
IDA, etc) 

Gallbladder imaging 

Renal 99mrc-Mercaptoacety1­
glycylglycylglycine (MAG3) 

Renal plasma flow 

WmTc-DTPA Glomerular filtration 
Skeletal Wmrc-phosphate Bone blood flow and bone for­

mation rate 
Myocardial 99mrc-Sestamibi Blood perfusion 

Wmrc-Teboroxime Perfusion 
201 Tl-Thallous Chloride Perfusion 
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Brain Imaging 

Brain Imaging is another application of nuclear medicine. The metabolism of 

different brain tissues varies with the type of radiopharmaceutical and the type 

of tissue. Normally, higher metabolism regions will take up more tracer and the 

concentration of the tracer shown on the projection image will be high [4]. Using 

different compounds, nuclear imaging can show blood flow , oxygen and glucose 

metabolism and drug concentration in the brain thereby aiding in the study of the 

physiology and neurochemistry. 

A very useful radiopharmaceutical is 18 F-fluorodeoxyglucose (FDG) used in PET 

scanning. Glucose is a sugar which brings energy for the brain and other organs. 

When the brain is working, active regions metabolize more glucose. Images depicting 

different amounts of radiotracer uptake denote the level of activities for different 

regions [12, 13]. 99mTc labeled hexamethylpropylene amine oxime (99mTc-HMPAO) 

SPECT scanning is widely used to evaluate regional aberrations in blood flow , and 

99mTc labeled diethylene triamine pentaacetate (99mTc-DTPA) has been used to 

image tumors and strokes. 

Lung Imaging 

Another application of nuclear imaging is lung imaging. This is a test that is 

commonly used to detect pulmonary embolism. Two types of lung scans, ventila­

tion and perfusion scans are usually done consecutively. During the perfusion scan, 

the radioactive tracer, commonly 99mTc macroaggregated albumin (MAA) , is in­

jected into the body, circulates in the bloodstream and deposits in the lungs. The 

projection images can also show areas that receive too much, or not enough blood. 

In the ventilation scan, a radioactive tracer, such as 133 Xe gas or 99mTc-aerosol is 

inhaled into the lungs. Lung projection views are acquired and depict areas of gas 

ventilation. 

If the lungs are working normally, the blood flow images in the perfusion scan 

match the air flow images in the ventilation scan. A mismatch between them might 
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indicate the presence of a pulmonary embolism. Because of the different methods of 

introducing the radionuclides into the body, ventilation and perfusion scans can be 

done separately or together. If both scans are done, the test is called a V /Q scan 

[14, 15] . 

Bone Imaging 

Bone imaging is a test to identify areas of increased or decreased bone metabolism, 

which will help to evaluate damage to the bones, detect cancer that has spread to 

bone, or monitor the conditions that can affect the bones. Bone scanning can also 

help to demonstrate fracture that is difficult to detect by X-rays [4, 16, 17]. 

Radiotracers such as 99mTc labeled methylene diphosphonate (MDP) are in­

jected into the bloodstream through a peripheral vein. New bone formation will take 

up more radio-tracer than other tissues and will appear as brighter regions ("hot 

spots" ). Hot spots might indicate fractures, infections, tumor or other processes 

that will produce new bone formation . In contrast to high concentration regions, 

the areas with lower concentration are called "cold spots", and represents poor blood 

flow of these area, and could correspond to areas of bone destruction [18- 20]. 

Renal Imaging 

Renal Imaging is performed to see how well the kidneys are working, or determine 

whether the kidneys are obstructed, or whether high blood pressure is caused by the 

kidney. A small amount of radioactive substance such as 99mTc-DTPA or 99mTc­

MAG3, is introduced into the body via the blood stream. Imaging of the blood 

flow in the kidney is able to show regions with abnormal kidney function. There 

are usually two types of kidney scans: kidney perfusion study and function study. 

The perfusion study is used to evaluate whether there is enough blood flow through 

the kidneys. The rate at which the kidneys filter a patient 's blood is determined 

by the amount of radiotracer entering and exiting the kidneys to see whether the 

kidney is able to remove the waste out of the body. A kidney function study is used 

to measure the time required for the tracer to move through the kidney [4, 21 , 22], 
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thereby providing a measure of functional ability. 

Other Imaging 

Other nuclear imaging includes gastrointestinal (GI) tract imaging and oncology 

imaging. GI tract imaging includes esophagus, stomach, intestinal tract, pancreas, 

liver , biliary system and salivary glands imaging. Oncology imaging is used to 

localize and classify different types of tumors. Since nuclear imaging is useful in 

displaying physiological function, processes such as the growth of a tumor can often 

be monitored, even when the tumor cannot be adequately visualized using any of 

the other modalities [4, 23]. 

2.2 Equipment Used in Nuclear Imaging 

2.2.1 The Gamma Camera 

In nuclear medicine, a device called a gamma camera is used to detect the 

'Y rays emitted as a result of radioactive decay. A gamma camera consists of a 

collimator, scintillation crystal, photomultiplier tube (PMT) array, positioning & 

summing circuits, pulse height analyzer (PHA), acquisition computer and analyzing 

computer. SPECT is performed by using gamma cameras, usually one, two, or three 

detector heads rotating around the patient. The schematic of a gamma camera is 

shown in Fig. 2.1. 

Collimator 

When emitted, 'Y rays will travel in all directions. A ray that originates at the top 

left side of one object may be detected at the bottom right side of the camera. The 

resultant image will be meaningless without any limitation of the photon traveling 

directions. 

A collimator is a high density plate with a large number of holes. It is typically 

made of lead and placed in front of the crystal, and used to filter the stream of rays 

traveling in the directions along with the collimator holes. 
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Analysis 

Computer 


Pulse height analyzer 

X,Y,Z 

Positioning & summing circuits 

PMT 

collimator 

object 

Figure 2.1: Basic components of the SPECT detector. 'Y rays are emitted from 
the patient, and those traveling in the direction of collimator holes are collected by 
the crystal. Visible photons are produced in the crystal and travel into the PMT. 
Electrons are emitted and the signal is amplified by the PMT. The positioning & 
summing circuit is used to localize the incident photon event and pulse height ana­
lyzer is applied to determine whether the input photon energy matches the energy 
window. The photon event is collected by the detector and projection image is 
recorded on the computer. 
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There are four primary types of collimators based upon the hole orientation: 

pinhole, parallel hole, diverging and converging hole (Fig. 2.2). Different collimators 

allow various maximum photon traveling angles to the collimator [2]. The most 

commonly used collimator is the parallel collimator, which will be discussed in more 

detail later in this thesis. 

1111 

It\ tttttttt \it II 

0 0 0 0 

Pinhole Parallel-hole Diverging Converging 

Figure 2.2: Different types of collimators. The object is denoted as 0 , and the 
projection view is I. 

Fig. 2.3 shows depictions of four commonly used collimator hole patterns : 1) 

hexagonal holes in a close-packed array. 2) triangular holes in point-to-point array. 

3) circular holes in a close-packed array and 4) square holes in a square array [24­

26]. The hexagonal hole collimator is the most common collimator pattern used 

clinically. The white areas in Fig. 2.3 correspond to the collimator holes, which 

allow 'Y rays to pass through. The collimator walls (gray areas) between two holes 

are called septa. Due to the high density of the collimator material (i.e., lead) , 

septa are able to stop most low energy photons, but some high energy photons may 

penetrate the septa and get detected. This is called septal penetration and will be 

discussed at greater length in Chapter 3. 

A collimator is characterized by parameters such as spatial resolution and de­

tection efficiency [24]. It has been verified by Metz , et al. [26] that the spatially 

averaged geometric component is effectively independent of hole shape given the 

collimator length and the ratio of hole area to septal area when the penetration is 

negligible. 
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Circular hole Square holeHexagonal hole Triangle hole 

Figure 2.3: Different collimator hole shapes. The white areas denote the collimator 
holes, and the gray areas are collimator septa. Note each collimator is produced by 
several "unit" cells. 

Photons traveling through the collimator can be divided into three components: 

1) geometric photons, which pass through the collimator holes; 2) penetrating pho­

tons, which pass through the collimator septa and are detected; 3) scattering pho­

tons, which interact with the collimator material and are detected. In order to 

decrease the effect of the penetrating and scattering photons, the collimator septa 

are expected to be as thick as possible. However, thick collimator septa reduce the 

collimator efficiency as the number of detected photons decreases. The size of the 

collimator hole also affects the collimator efficiency and spatial resolution. A large 

hole contributes to high detection efficiency but poor spatial resolution, while small 

holes will achieve the opposite effect. Beck, et al. used a ray-tracing (RT) technique 

to find the optimal collimator pattern and hole size [27]. Low energy collimators 

usually have thinner septa and smaller holes, while high energy collimators have 

thicker septa and bigger holes. Therefore, low energy collimators usually have high 

resolution but poor detection efficiency, while high energy collimators have poor 

resolution but high efficiency. A typical low energy high resolution (LEHR) colli­

mator has a hole diameter in the range of 1.5 mm-2.0 mm, septal thickness of about 

0.2 mm, and collimator height around 3.5 cm. For a high energy general purpose 

(HEGP) collimator, the diameter of the hole is about 4 mm, the septa are about 2 

mm thick, and the height is about 6.5 cm. The parameters of some commonly used 

collimators can be seen in Table 2.3. 

The collimator spatial resolution, R e, is defined by the full width at half maxi­
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mum (FWHM), measured in mm, and is derived from the profile of the point spread 

function (PSF). A PSF is obtained by taking the projection image of a point source 

at a certain distance from the detector. Fig. 2.4 shows the PSF for a HEGP col­

131 Ilimator when an point source (364.5 keV photons) is placed at a distance of 

33 cm away from the collimator face. The central dark region corresponds to the 

geometric photons, while the six star-like lines are related to septal penetration. 

The rest of the image includes contributions from the collimator scattered photons. 

The collimator response will be discussed in more detail in Chapter 3. 

:w -

131 IFigure 2.4: Point spread function of HEGP collimator when an point source 

is placed 33 cm away from the detector. The center dark region is the geometric 
component , the star-like region corresponds to septal penetrating photons, and the 
background region is contributed by the collimator scattering photons. 

Scintillation Crystal 

The scintillator is a monolithic crystal placed behind the collimator, made up 

of a special material that fluoresces when/ photons are incident. After I photons 

travel through the collimator and hit the crystal, they interact with the detector 

materials by means of Photoelectric Effect or Compton Scattering (Note: the photon 

interaction types will be introduced in section 1.4.2). The photons are absorbed by 

the crystal, and a number of electrons and holes are produced. The number of 

electrons created per unit of energy deposited by the I photon is called conversion 



17 CHAPTER 2. INTRODUCTION 

efficiency. Electrons are ejected from valence bands. When an electron returns to 

the valence band, a visible light photon is generated. The number of visible light 

photons is proportional to the incident photon energy. 

In order to achieve high detection efficiency, the crystal material must be dense 

and contain an element of high atomic number. The properties of some scintillator 

materials used in nuclear medicine are shown in Table 2.4. The most commonly 

used material in SPECT is Thallium doped Sodium Iodide (Nal(Tl)), which has 

high efficiency to convert r rays in the energy range of 50-250 keV to visible light. 

Usually about one visible light photon is produced for every 23 eV of radiation 

energy absorbed. NaI(Tl) is most effective when the incident energy is lower than 

250 keV, otherwise, the detection efficiency will be reduced as a result of increased 

Compton Scattering. Therefore, PET imaging, which includes the detection of 511 

keV 'Y photons, requires denser and higher atomic number materials such as Bismuth 

germanate (BGO) or Lutetium oxyorthosilicate (LSO) to stop the photons (511 keV) 

[2, 28]. 

Photomultiplier Tube 

The visible light produced in a scintillator crystal is very weak and is difficult 

to detect. Thus, the crystal is usually used in combination with photomultiplier 

tubes (PMT's) . A PMT is a vacuum tube that consists of a photoemissive cathode 

(photocathode), a series of electron multipliers ( dynodes) and an electron collector 

(anode), as shown in Fig. 2.5. 

Visible light photons travel out of the crystal and strike the photocathode. The 

photocathode is a photoemissive substance which ejects electrons when visible light 

photons are absorbed. The number of electrons emitted is proportional to the 

number of incident photons. Typically, 10 visible light photons will yield 1-3 pho­

toelectrons. A focusing electrode directs the electrons to travel toward the first 

dynode, which holds a positive voltage (200-400 V) relative to the photocathode. 

Each of the dynodes maintain a voltage of 50-150 V higher than the previous one. 
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Electrons AnodeLight photon 

Electrical connectors 

Incident Photon 
I ~ 

Scintillator 

Photocathode 

Focusing electrode Dynode 

Figure 2.5: Schematic of a scintillator/PMT detector. The primary parts 
of a PMT are a photocathode, a series of dynodes and an anode. source: 
http://en. wikipedia. org/wiki/ Photomultiplier _Tube. 

Secondary electrons are emitted from the dynodes and are accelerated toward the 

next dynode. The multiplication factor of each dynode is between 3-6, therefore, 

610the total multiplication factor of a 10-stage tube is between 310 - . The final 

electrons emitted from the last dynode reach the anode and are converted into an 

electrical current. Therefore, the amplitude of the current is proportional to the 

number of visible photons striking the photocathode and also is proportional to the 

incident r photon energy. [2, 28]. 

Positioning & Summing Circuit and Pulse Height Analyzer 

Between the crystal and PMT's, there is a component called the light guide. 

When the visible light is emitted from the crystal, the light guide spreads the light 

out to multiple PMT's, as seen in Fig. 2.6. After the signal is amplified by the 

PMT's, the location of the original photon events can be determined by means of 

a positioning circuit. The accuracy to which a detector is able to localize a photon 

event is known as the intrinsic resolution, Ri· 
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Table 2.3: Parameters from commonly used collimator for 1 µCi source. FOV = 
Field of View (mm), CP = Calculated 3 Penetration, SS = System Sensitivity 
(counts per minute (cpm)/µCi) ±73, SR= System Resolution, TH= Type of Hole 
(mm), HD = Hole Diameter (mm), ST = Septal Thickness (mm) and HL = Hole 
Length (mm). 
(1) Measured with 99mTc in 203 window 
(2) Measured with 67 Ga in 203 window 
(3) Measured with 131 I in 203 window 

Description Application FOV @ CP TH HDSS SR ST HL 
lOOmm @ FWHM 

140kEv (mm) @ 

lOOmm 
3/8"; 
5/8" 

Low Energy General 540x400 0.8 320/ 260\1 9.0; 9.2 hex 1.9 0.2 35 
General Applica-

Purpose 
 ti on 

(LEGP) 

Low En-
 Bone 540x400 0.3 180/150\1 7.4, 7.7 hex 1.5 0.2 35 
ergy High Scans 

Resolution 

(LEHR) 

Medium 
 67Ga and 330/220(2540x400 2.0 9.4, 9.6 hex 3.0 1.05 58 
Energy 111 In 

General studies 

Purpose 

(MEGP) 


131 I 340/75TJJ hex 4.0 1.8High 540x400 2.0 10.7, 66 
Energy 10.8 

General 

Purpose 

(HEGP) 


Table 2.4: Commonly used scintillator material in nuclear medicine. Note: BaF2 
has two components , a fast-decaying component and a slow-decaying component. 

Material Density(g/cm3 ) Effective Light decay Peak emission 
atomic num­ time (ns) (nm) 
ber 

NaI(Tl) 3.67 50 230 415 
BGO 7.13 74 300 480 
LSO(Ce) 7.40 66 40 420 
BaF2 4.89 54 0.8, 620 225,310 
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• 


Figure 2.6: Schematic of light guide. The visible light is spread to multiple PMT's. 

Fig. 2.7 presents a schematic of the posit ioning and summing circuit. Each 

PMT is connected with four output leads through four independent resistors. The 

resistance values are assigned to be proportional to the location of the PMT relative 

to the center of the crystal. When r photons strike the crystal, the output of each 

PMT is divided into four outputs denoted Xt , xi- , Yi+, Yi- , where i is the index of 

the PMT. The outputs from each PMT are weighted by the appropriate resistance 

values and further combined with a summing circuit to obtain the overall signals , 

x+ , x-, y+, y-: 

x- = l:f=1xi­

x+ = 2=~1xt 
(2.1) 

y- = l:f=l Yi­

y+ = l:f=l Yi+ 

where, n is the number of PMT's. The entire signal, Z , is the sum of the total 

output of the summing circuits, given by Eq. 2.2: 

z = x- +x+ + y- + y+ (2.2) 

The value of Z is proportional to the number of visible light photons , and is also 
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y 

x 

Figure 2.7: Schematic of positioning & summing circuit. Left: Schematic of posi­
tioning & summing circuit as the crystal in combination with 19 PMT's. Right: 
Each PMT connects with a positioning & summing circuit [2]. 

proportional to the amount of incident/ photon energy. Finally, the location (X, Y) 

of a photon event can be written as: 

x = ~ (x+ - x-) 
(2.3) 

y = ~ (Y+ - y-) 

where, k is a scaling factor determined by the detector size. 

When the amount of photon energy is determined, a device called a pulse height 

analyzer (PHA) is used to compare the detected energy with an amplitude range to 

see whether or not to accept a photon event. Fig. 2.8 explains how a PHA works. 

When the amplitude of the output signal is too high or too low, the PHA will 

reject the photon event. Only those signals with energy between the energy window 

thresholds are accepted [2, 28]. 

Acquisition Computer and Analyzing Computer 

An acquisition computer is then used to collect the output current/voltage signal 

and produce projection images. The acquisition parameters such as the number of 

detector bins, the size of the detector bins, the number of the projection angles, 
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correct pulse pile-up pulse too low pulse 

Figure 2.8: Schematic of pulse height analyzer. PHA helps to select the photon 
events with the energy meet the requirement of the energy window. The left is the 
accepted correct pulse. The middle is the pulse with too high amplitude because of 
the overlapping of two pulses, and the right is the pulse related to too low energy. 

the scanning time of each projection and the gain of PMT are controlled by the 

acquisition computer. The analyzing computer is used to reconstruct the acquired 

images and display them. 

Data acquisition types 

In nuclear medicine, there are three main data acquisition types: static, dy­

namic, and gated imaging. The static study is the most common and is performed 

when the change in tracer distribution is slow compared to the time of imaging. The 

projection images in a static study represent the time averaged result of the entire 

projection process. Compared with static imaging, dynamic imaging generates sev­

eral groups of projection images related to the change of radioactivity distribution 

over time. Gated imaging is used for acquiring data synchronized with cardiac or 

breathing rhythm. Projection images denote the organ motion during one cardiac 

(or breathing) cycle. Each cardiac (or breathing) cycle is short (,..., few seconds), 

therefore, the projection images in several cycles should be combined to produce an 

image of acceptable quality. In this thesis, primarily the static imaging method will 

be discussed. 
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2.2 .2 Single Photon Emission Computed Tomography (SPECT ) 

Single photon emission computed tomography (SPECT) is a nuclear medicine 

imaging technique that uses one or more rotating gamma cameras to acquire multiple 

projection views and combines them in order to obtain a 3D representation of tracer 

distribution, as seen in Fig. 2.9. When the injected radionuclide emits photons of 

certain energies, the photons are collected from multiple projection views over 180° 

or 360°. The advantages of SPECT over planar imaging is the improvement of the 

contrast between different organs, better spatial information, and as discussed in 

this work, the ability to obtain more accurate quantitation estimates. 

a 

0 

Figure 2.9: ASPECT scanner consists of one or more rotating gamma cameras (left 
image) . e is the angle of the detector, and a refers to the detector bins. The value 
of each pixel corresponds to the number of photons collected by the detector (right 
image). A sinogram image is obtained by acquiring projections of a point source. 

2.3 Image Reconstruction 

Many clinical applications use the planar images acquired by the gamma cam­

era to diagnose disease. However , it is often better to investigate the interior 3D 

radioactivity distribution to see the functional information of different organs. An 

image reconstruction method is applied to the projection views to generate several 

tomographic images of the patient. 

Image reconstruction is an inverse problem used to identify the input radionu­

elide distribution information from knowledge of projection views acquired at dif­
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ferent angles around the body. The mathematical reconstruction method was first 

developed by Radon in 1917 [29]. In general, there are two types of image recon­

struction methods: i) analytical and ii) iterative. Filtered back-projection (FBP) 

and maximum likelihood expectation maximization (ML-EM) methods are two well-

known analytical and iterative methods, respectively. Prior to the discussion of im­

age reconstruction methods, two basic modeling steps used in image reconstruction 

are introduced: analytical forward projection and simple back-projection. 

2.3. 1 Analytical Forward Projection 

The process of making a 2D projection from a 3D activity distribution is known 

as forward projection. Analytical forward projection is performed by summing up 

the photons traveling along the potential path from the object to the gamma camera. 

It is a simulation of the real acquisition process. The accuracy of the reconstruction 

result mainly depends upon the accuracy of photon transport modeling in the for­

ward projection process. Fig. 2.10 shows the configuration of a very simple analytical 

forward projection. 

t"­, 
y 

Figure 2.10: Schematic of 2D SPECT image projection using parallel-hole 
collimator-detector system, assuming infinitely high spatial resolution and no scat­
tering. The projection value Po(s) at angle() is integral of the f(x ,y) that is parallel 
with t-direction. 

The origin is related to the initial unrotated system, which is denoted as (x,y) 
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coordinate. The detector is initially placed along the x-axis direction. When the 

detector is rotated around this origin, a new coordinate (s, t) is generated at an 

angle B with the fixed x-axis. The detector, therefore, is along the s-axis direction. 

The relationship between the new coordinate (s, t) and the fixed coordinate (x,y) 

is: 

s=xcos(B)+ysin(B) 
(2.4)

{ t = -x sin(B) + y cos(B) 

Assuming infinitely high spatial resolution and no photon scattering, the 2D 

data acquisition can be mathematically formulated as: 

Po(s) = { f(s, t)exp (- { µ(s, t')dt') dt (2.5) 
JD(s) Jd (s) 

where, D(s) is a line along the t-direction from point (s, t) in the object to the 

detector, d( s) is the distance between the integral point ( s, t') to the edge of the 

object along with t-direction, and µ(s , t') is the attenuation value at point (s, t'). 

It is proposed that the interior of the object is able to be reconstructed if enough 

projection views are taken by means of integral transform over straight lines at 

different angles around the object. Eq. 2.5 can be reduced to the Radon transform 

when there is no attenuation (i.e., µ(s, t) = 0). Combining Eq. 2.4 and Eq. 2.5 when 

µ(s, t) = 0, we will get: 

00 00 

Po(s) = { f(s, t)dt = J J f(x, y)8(xcos e+ ysinB - s)dxdy (2.6)
j D(s) -oo -oo 

The Radon transform was first introduced in 1917 by Johann Radon [29]. Image 

reconstruction is based upon the inverse Radon transform to recover the interior 

distribution f(x, y) given the set of projection data, Po(s) . 

The Radon transform, which is closely related to the Fourier transform, can be 
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described in Eq. 2.7: 

Po(vs) = 1:Po(s)e-jv. sds = 1: 1: J(x, y)e-jv. (xcoso+ysinO)dxdy (2.7) 

let Vx = Vx cos e' Vy = Vs sine' Eq. 2.7 can be written as: 

(2.8) 

Eq. 2.8 is the Fourier slice theorem, which states that the one-dimensional (ID) 

Fourier transform (FT) of a parallel projection at angle e is equal to the line profile 

of the 2D FT of the object distribution at the same angle, as illustrated in Fig. 2.11. 

Therefore, it is possible to estimate the object by performing the 2D inverse Fourier 

transform. 

ID profile through 
v 20 Fr at angle e 

Space Domain 

u 

Frequency Domain 

Figure 2.11: Fourier slice theorem. The Fourier transform of the projection at angle 
e is equal to the line profile through the 2D FT of the image at angle e in Fourier 
domain. 

Fig. 2.12 shows a 2D 128 x 128 Shepp-Logan phantom and its forward projection 

without attenuation when the gamma camera is rotated around the phantom over 

180° and acquires 180 projection views at each 1° using simple analytical projection. 

Fig. 2.12(b) combines all the lD projection views together, which is referred to as 

a sinogram. The calculation of the values on the projection images by analytical 
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forward projection can be seen in Fig. 2.13(a). 

(a) (b) 

Figure 2.12: Shepp-Logan phantom (a) and its forward projection (b) over 180°. 
X-axis denotes the detector angle (), and y-axis is the value of each projector bin. 
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Figure 2.13: Simple SPECT forward projection and back-projection. a) A gamma 
camera acquires a set of projection views by taking the integral values along the 
rays that are perpendicular to the detector. The values shown on the detectors are 
the cumulative photon numbers from each point in the object along a certain path. 
b) Simple back-projection takes each value of the projection views and smears it 
back to the object along the path from which it was originally acquired. 

2.3.2 Simple Back-projection 

Simple back-projection is used to recover the 3D activity distribution from the 

set of projection images, as shown in Fig. 2.13(b). The mathematical expression of 
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simple back-projection for N projection profiles can be described by: 

1 N 
J'(x,y) = N LP(xcos(Bi) +ysin(Bi),Bi) (2.9) 

i=l 

where p denotes the value of the projection image, Bi is the ith projection angle and 

f'(x ,y) is the back-projected image. This back-projected image is equal to the true 

image convolved with the blurring function 1/r: 

f I (x,y) = J(x,y) * -1 (2.10) 
r 

where, r is the distance from the center of the point-source location [2]. This effect 

is called ~ blurring (Fig. 2.14). Fig. 2.14 presents the simple back-projected result 

of Shepp-logan phantom. It is noise-free, but very blurred due to the ~ artifact. 

Figure 2.14: Simple back-projection result of Shepp-logan phantom. 
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2.3.3 Analytical Reconstruction Methods 

In SPECT imaging, simple back-projection images are affected by several factors 

such as the ~ effect, photon attenuation, scattering and collimator-detector response. 

Analytical reconstruction methods are applied to compensate for some simple factors 

such as the ~ effect. A very well-known analytical method, filter back-projection 

(FBP) method, is discussed here. 

The objective of FBP is to eliminate the effect of ~ in Eq. 2.10, which corre­

sponds to the low frequency component. In order to suppress the low frequency 

component, the ramp filter, as shown in Fig. 2.15, is used in FBP. Each projection 

image is convolved with the FT of the Ramp filter, and the resultant image is used 

in the subsequent back-projection. The ramp filter is the optimal way of eliminat­

ing the ~ blur in the noise-free case. However, real projection images are inevitably 

contaminated by noise, as a result of the decay process, resulting in a reduction in 

image quality of the projection images; furthermore, this makes the reconstructed 

images noisy. Most noise corresponds to high spatial frequencies in the images. The 

application of the ramp filter increases the high frequency component as a result of 

suppressing the low frequency component. This results in enhancement of the noise, 

which degrades the signal to noise ratio (SNR). Therefore, the ramp filter is often 

multiplied by a low-pass filter resulting in a band-pass filter in order to suppress the 

high frequencies as well as to eliminate the blurring. Fig. 2.16 shows two well-known 

filters, Hann filter and Shepp-Logan filter, which are mathematically described as: 

Hann: H(k) = 0.5lkl (1 +cos k 7rk ) (2.11) 
cut-off 

2kcut-off lkl7r
Shepp - ( = sin k (2.12)Logan: H k) 

7r 2 cut-off 

where, k is frequency, and kcut-off is the cut-off frequency. 

Fig. 2.17 shows back-projection results using simple back-projection and different 
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Space 

(a) (b) (c) 

Figure 2.15: Ramp filter . (a) is t he filter in lP frequency domain (k-space), and 
(b) is the filter illustration in the spatial domain. (c) shows the FBP reconstruction 
result. The blurring artifact is removed. 
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Figure 2.16: Ramp filter and two other well-known filters used in filter back­
projection to suppress the amplification of high frequency noise and the edge ringing, 
k cut-of f is chosen to be equal to kmax· The center frequency corresponds to OHz. 
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filters for the Shepp-Logan phantom. Compared with simple back-projection, the 

use of the ramp filter eliminates the ~ blurring, but amplifies the high frequency 

noise. In Fig. 2.l7(c) and Fig. 2.l7(d), the cutoff frequency of Hanning and Shepp­

Logan filter is chosen as 0.5. It can be seen that the noise is reduced compared with 

Ramp filter back-projection result. Note that the value of the filtered back-projected 

image only presents the relative radionuclide concentration of each voxel and does 

not denote the exact radioactivity value. 

(a) (b) 

(c) (d) 

Figure 2.17: Filter back-projection simulation result of Shepp-Logan images. 253 
Poisson noise is added into the projection images in Fig. 2.12(b). (a) is the simple 
back projection result. (b) , (c) and (d) are the back projection results using Ramp 
filter, Hanning filter and Shepp-Logan filter, respectively. 

FBP is easy to implement, however, it is difficult to do the correction for atten­

uation, scatter and other physical factors. 

2.3.4 Iterative Reconstruction Methods 

The primary advantage of analytical reconstruction methods is fast computa­

tion time. However, the reconstruction results show significant inaccuracies because 

more complex effects such as photon scattering and collimator-detector response 
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are not easy to remove with these methods. Iterative methods are thus introduced 

that have the ability to more accurately account for these effects. Iterative meth­

ods usually start with a uniform object and make several successive iterations to 

estimate the resultant image by reconstructing the difference between the recorded 

projections and the forward projections of the estimated object. At each iteration, 

forward projection provides the estimated projections, which is then compared with 

the actual measured projections. The difference between the estimated and actual 

projections is then used to update the estimated object. This process is repeated 

until the difference between the estimated projections and the actual recorded pro­

jections fall below a specified level. The two most important key points of the 

iterative reconstruction method are: 1) the difference function and 2) the updating 

function. 

The iterative method starts with an initial arbitrary estimate and projects this 

estimate into projections analogous to those measured by the camera. At this step , 

physical factors such as attenuation, scatter, and depth-dependent collimator reso­

lution can be included. The projections of the estimated object are then compared 

with the measured projections by subtracting or dividing the corresponding projec­

tions in order to obtain correction factors. If the error factors are below a certain 

level and do not change in subsequent iterations, or if the maximum number of 

iterations is achieved, the procedure stops, otherwise, the error factors, in the form 

of differences or quotients, are back-projected to update the new estimate of the ob­

ject. With iterative methods, quantitative estimation is possible, because iterative 

reconstruction compares the values of the estimated images with the actual images 

which reflect the real activity. 

In the radionuclide imaging system, photons are emitted and detected by an 

external detector. In the mathematical description, the radionuclide image, f , is 

represented as ID colomn vector, but in fact it might be a 2D or even 3D matrix in 

which each point value denotes the radionuclide concentration at this point. Simi­
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larly, the recorded radionuclide projection data, p , is also written as a column vector , 

but it generally is reshaped from a 2D or 3D matrix, where each matrix element , 

Pi, identifies the number of photon counts collected by a certain detector bin at a 

given rotation angle. 

The probability that a photon emitted from the jth voxel and detected in the 

ith detector bin can be written as aij, which includes the factors of the imaging 

phenomena. Therefore, we can express the behavior of the imaging system using 

the matrix A coupling with the radionuclide concentration f in the object to simulate 

the detector measurement: 

p=Af 	 (2.13) 

where, p is the recorded radionuclide projection value, A denotes the acquisition 

process, and f is the voxel value of the radionuclide image. 

Ideally, the unknown radionuclide concentration matrix f can be derived math­

ematically from Eq. 2.13. However, it is impossible to take this direct approach 

because of several factors. 

• 	 The matrix size of A is immense. A typical nuclear medicine study requires at 

least 60 projection images over 180°. When each projection image is recorded 

in a 64 x 64 matrix format , the total number of measured elements in matrix 

p is 64 x 64 x 60 = 245, 760, with the value of each element denoting the 

number of counts collected by the corresponding detector bin at the specific 

angular projection. Suppose the size of radionuclide concentration matrix f 

is 64 x 64 x 64 = 262, 144. Therefore, the size of probability matrix A has 

262,144 columns and 245,760 rows, or over 64 billion matrix elements. It is 

impossible to perform any mathematical calculation with so large a matrix. 

• 	 In nuclear medicine, the projection images are acquired with a highly col­

limated detector. The recorded photons at a certain angular position and 
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specific detector bin are emitted from only a few radioactive points but not all 

the points in the object. It is apparent that the probability matrix A is very 

sparse and nearly singular. 

• 	 The generated projection value p, is noisy and may not be known exactly 

because of the uncertainty of the photon behavior. Therefore, Eq. 2.13 may 

not be solved uniquely for different measurements with the same acquisition 

parameters. 

Fortunately, there are a lot of methods used to solve for the radionuclide con­

centration. One of the most well-known approaches is the maximum likelihood 

expectation-maximization iterative reconstruction algorithm (ML-EM). Although f 

in Eq. 2.13 is an unknown factor, we can assume a solution which is the estimate 

of the true radionuclide distribution. The projection image value pis acquired from 

vector f , and the probability matrix A, is estimated. Matrix A is normally per­

formed by a series of acquisition routines, which can be simulated by Monte Carlo 

code. 

The measured counts in the SPECT detector are Poisson-distributed. ML-EM 

is based upon the assumption of the Poisson model random nature of radioactive 

decay [30]. The iterative update equation of ML-EM method can be written as : 

oldf 
! new = _j_'°"" . . Pi (2.14)

J "" L...,, aiJ "" foldL..i aij i L..k aik k 

where, f';ew is the updated voxel value, Jj1d is the old voxel value. The flow chart 

of ML-EM method can be seen in Fig. 2.18. 

Fig. 2.19(a) shows the reconstruction result using Shepp-Logan phantom using 

ML-EM by taking 100 iterations. It can be seen that the blurring artifact is greatly 

reduced using the iterative method. Fig. 2.20 shows the reconstruction result of the 

Shepp-Logan projection sinogram with different iteration numbers when 253 noise 

is added into Fig. 2.12(b). Analytical forward projection using a perfect parallel hole 
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Figure 2.18: The flow chart of ML-EM reconstruction. 

(a) (b) 

Figure 2.19: The reconstruction result using ML-EM and OS-EM methods. (a) is 
the result taking 100 iterations using ML-EM algorithm, and (b) is the result taking 
10 iterations using OS-EM algorithm. 

collimator is applied in ML-EM reconstruction. The four resultant images shown 

in Fig. 2.20 used 2, 10, 50, and 100 iterations, respectively. The blurring artifact is 

reduced when the number of iterations is increased. However, the noise of the resul­

tant images is also increased when the iteration number increases. Therefore, the 

noise level of the reconstructed images might be increased using iterative methods 

when the iteration number increases. 

ML-EM uses successive estimation of the radionuclide distribution to converge 

towards the most likely distribution. It is able to provide very accurate recon­

struction results , however , its application is limited by convergence speed. It takes 
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(a) (b) 

(c) (d) 

Figure 2.20: The ML-EM reconstruction result with 2 iterations (a), 10 iterations 
(b), 50 iterations (c) , and 100 iterations (d). 253 noise is added in the initial 
noise-free projection image in Fig. 2.12(b). 

about 1 hour to complete 100 iterations for Fig. 2.20(d) when 180 images are pro­

jected. A useful acceleration technique, ordered subset expectation maximization 

(OS-EM) [31], is applied in this study to generate the reconstructed images. In OS­

EM, one iteration is divided into several sub-iterations. Only a subset of projections 

(i.e. four projections) are used at each sub-iteration for updating the estimated im­

age, compared to all the projections in ML-EM. The updated equation of OS-EM 

is given by: 
oldf 

! new_ j ~ . . Pi (2.15)
j - " . . L.....,, aiJ " fold 

uiESn aiJ iESn uk aik k 

where, Sn denotes the nth subset . OS-EM yields similar results to ML-EM, as shown 

in Fig. 2.19(b), but with a significant speed improvement (10 OS-EM iterations vs 

100 ML-EM iterations). The processing time of each iteration in OS-EM is similar 

to each iteration in ML-EM, but the convergence speed of OS-EM is much faster 

than ML-EM. Therefore, OS-EM roughly increases the speed about n times, where 

n is the number of subsets. 
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In Lalush's and Tsui 's work [32], it is mentioned that the number of iterations 

decreases when the number of views per subset decreases. However, the price for 

the increased speed is an increase in reconstructed image noise because of the bias 

brought out in each sub-iteration. There is always a tradeoff between the number of 

angles per subset and the increased speed. It is suggested in their work that at least 

4 angles per subset be used in order to avoid significant increases in image noise. 

In clinical practice, using the fewest subsets in one iteration is preferred to get the 

best result if the processing time is available. 

2.4 Radionuclide Therapy 

In radionuclide therapy, patients are given an injection of a radionuclide labeled 

targeting drug (radiopharmaceutical). The targeting drug locates a tumor , for ex­

ample, as cancer cells take up much more of the substance than healthy tissues. 

Radionuclide therapy arises from the tissue absorption of /3 particles. /3 particles 

have very short traveling range (millimeters) in the human body. When the tar­

geting drug labeled with a /3-emitting radionuclide concentrates in tumor cells, the 

emitted f3 particles deposit a large amount of energy locally thereby killing the cells. 

An example of radionuclide therapy is the treatment of thyroid cancer. In clinics, 

radioactive iodine (e.g. 131 I) , which is absorbed by thyroid tissue, is administered 

to kill cancer cells. 

The key point of radionuclide therapy is the estimation of the optimal radionu­

clide activity. Accurate estimation is affected by several image degradation factors, 

which affect the quality of projection images. Optimal radionuclide activity should 

be estimated in order to avoid too high or too low of an absorbed doese for the 

best treatment . Nuclear imaging techniques are used to study the structure and the 

function of the organs of interest. Tomographic reconstructed images are used to 

visualize the three dimensions of the radio-tracer distribution, and determine the 
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optimal therapeutic radionuclide activity to be introduced into the patient. 

2.4.1 Image Degradation Factors 

The quality of SPECT projection images is mainly affected by three principal 

factors: photon scatter, attenuation and collimator-detector response. They will 

further affect the accuracy of the reconstruction result and the activity estimation. 

'Y photons may interact with the surrounding materials, and result in the change 

of photon direction or the loss of photon energy. In nuclear medicine, there are 

four interaction types that a photon might undergo: Compton scattering, Rayleigh 

scattering, Photoelectric Effect and Pair Production, as shown in Fig. 2.21. 

ejected electron 

sccartered gamma ay sccattered gamma ay 

(a) (b) 

ejected electron 0 ejected electron 

(c) (d) 

Figure 2.21: Four possible photon interaction types in nuclear medicine: a) Compton 
Scattering; (b) Rayleigh Scattering; (c) Photoelectric Effect; (d) Pair Production. 

Compton scattering is the predominant photon interaction type with soft tissue 

for radionuclides used in nuclear medicine (80-250 keV). When a 'Yray interacts with 
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an electron in matter, the electron is ejected from its orbit, and the 'Y ray will travel 

through the material along an altered path with a reduced energy because of the 

energy carried by the ejected electron (Compton electron). Compton scattering most 

likely occurs between photons and outer shell electrons. The probability of Compton 

scattering is proportional to the material density and inversely proportional to the 

photon energy, but it is independent of the mass number of the material. 

Rayleigh scattering is a type of interaction between a photon and an atom. 

Because of the mass of the atom, elastic scattering occurs when a photon hits the 

atom. The photon traveling direction changes but with little change in photon 

energy. Most Rayleigh scattering occurs at low energy (usually less than 50 keV). 

Photoelectric Effect is an interaction in which photons are absorbed by the atom, 

with a subsequent ejection of an electron. 

In Pair Production, a photon is absorbed and the energy is transferred to a 

positron/electron pair. Each particle has a rest mass equivalent to 511 keV energy. 

Therefore, the minimum energy of the incident photon will be 2 x 511 keV = 1022 

keV. 

Photon attenuation is the overall probability that a photon will be absorbed by 

the object or scattered out of the field of view (FOV) and missed by the detector. 

The probability of photon attenuation depends on the photon energy, the type of 

material and the thickness of the material that the photons travel through. The 

effect of attenuation is a reduction in the intensity of the incident flux: 

(2.16) 

where, µ1 is the linear attenuation coefficient in the unit of cm-l , l is the thickness 

of the material. µ 1 is a parameter that depends on the energy of incident photon, 

the atomic number Z of the absorbing material, and the density of this material. 

µ1 varies linearly with the material density p. In practice, the mass attenuation 



40 CHAPTER 2. INTRODUCTION 

coefficient, which is independent of the material density, is used. Mass attenua­

tion coefficient µm is equal to '7}-, and can be further broken into four components 

according to different scattering type: 

µm = CTincoh + CTcoh + T + K, (2.17) 

where crincoh is the probability of Compton Scattering, ercoh is Rayleigh scattering, 

T is from Photoelectric Effect , and "" is due to Pair Production. 

Previous attenuation compensation has been performed via either filtering meth­

ods or iterative methods using an attenuation map typically acquired using a trans­

mission CT techniques [33- 36]. 

Scatter compensation can be divided into two categories. The first one performs 

correction on the projection images by calculating the fraction of the scattering 

photons based on a specific scatter model and removes these from the projection 

data prior to reconstruction [37- 39]. It uses multiple energy windows to estimate 

the scatter photon fraction [40- 42]. As shown in Fig. 2.22 [37], classic examples of 

this category are Compton window substraction (CW) [43], dual photopeak energy 

window scatter correction (DPW) [38, 39] and triple energy window scatter compen­

sation (TEW) methods [44]. Here, the very well used TEW method is introduced. 

TEW compensation, uses two narrow energy windows adjacent to the primary 

energy window in order to determine the scattered photon contribution within the 

photopeak. Three energy windows, W2, W3+4 , and W5 are selected, as shown in 

Fig. 2.22. W2 and W5 are located on each side of the photopeak window. The width 

of these three windows are denoted as l2 , l3+4, and [5 , respectively. It is assumed 

that W2 and W5 are comprised only of scatter photons. Based upon the calculation 

of polygon area, the scatter contribution within W3+4 can be obtained by: 

(2 .18) 
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Figure 2.22: Energy spectrum of 99mTc. There are five energy windows indicated 
in the spectrum which are used in the scatter compensation. W1 is used in CW, W3 
and W4 are used in DPW, and W2 - W5 are used in TW. 

where Pi is the number of counts collected in the ith pixel of the photopeak, and 

and Si is the number of scattering photons. 

The updating function in Eq. 2.14 can be written as scatter subtraction function: 

f old S 
! n ew __J_·-"""' . • Pi - i (2.19)

J - """ L..., aiJ """ fold
L;i aij i L;k aik k 

or scatter modeling function: 

old
f 

! n ew _ _ J_·_"""' . . Pi (2.20)
J - """ L..., ai] """ f old s

L;i aij i L;k a ik k + i 

where the scatter photons are extracted from the real projection images. 

CW uses scattering windows W1 and W3 + W4 , and DPW use windows W3 and 

W4 , as shown in Fig. 2.22. For more detail, please refer to references [38, 39, 43]. 

Another scatter compensation approach models the scatter photons in the ob­

served object during the reconstruction process, examples of which include Monte 

Carlo simulation or effective scatter source estimation (ESSE) [45]. These methods 



42 CHAPTER 2. INTRODUCTION 

are typically more accurate than the first category, but their applications are limited 

by their complexity and required computation speed. 

Collimator response (CR) is spatially invariant , but distance dependent. Some 

restoration filters, such as Metz or Wiener filters, are used in FBP to suppress 

the effect of collimator response [46- 48], however, since CR is a distance varying 

function, applying either Metz or Wiener filter is not able to accurately account 

for all the source-detector distances. Other analytical methods have tried to model 

both shape and distance dependent filters, however, these methods as well are less 

than ideal [49, 50]. 

2.4.2 Time Activity Curves 

In conventional SPECT imaging, the spatial distribution of the radiopharma­

ceutical is assumed to be constant. However, the metabolism of the human body 

will result in change in the radioactivity distribution as a function of time. Dynamic 

studies of radiotracer uptake and washout are required to evaluate the effect of dif­

ferent radionuclides. Dynamic imaging measures temporal changes in the spatial 

distribution of the radioisotopes in the body based upon the basic function of the 

organ to be examined. This is done by taking multiple images over periods of time 

which may vary from milliseconds to hours. The dynamic imaging projection images 

are reconstructed by a specific dynamic reconstruction code and the time activity 

curves (TAC's) for different organs are estimated. TAC's are also used to determine 

the organ accumulated dose and the effect of dose rate. When large quantities of 

radioactivity are administered to patients, healthy cells may be damaged and may 

not have enough time to repair. As a result, it is important to measure the amount 

of radioactive build-up of the human body to make sure the uptake rate is safe yet 

effective to the patient. 
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2.5 Conclusion 

Radionuclide therapy is very important in clinical practice. A primary problem 

in radionuclide therapy is the determination of accurate quantitative estimates of 

radioactive distributions. Nuclear imaging, such as SPECT, is used to acquire the 

projection images at different angular views and is used to estimate the radiotracer 

concentration. This chapter has introduced the radioisotopes used in different types 

of nuclear imaging and image reconstruction techniques to recover the radioactivity 

distribution. Several methods for image degradation compensation are discussed. 

In the next chapter, we will introduce an accurate simulation tool - Monte Carlo, 

which is used to model photon transport in order to more accurately obtain 3D 

radiotracer quantitation. 



Chapter 3 

Monte Carlo in Nuclear 

Medicine 

Monte Carlo (MC) is a statistical method that uses random numbers to per­

form a simulation of the nuclear imaging process. MC methods provide a way to 

simulate the path of emitted photons through an object, accounting for photon in­

teractions such as scattering and absorption. The underlying process describes the 

photon transport as a set of probability distributions based upon the step size of 

photon movement, photon interaction types, and the deflected trajectory when pho­

ton scatter occurs. By knowing the physical process based upon accurately defined 

probability density functions (PDF's) , MC is able to simulate the transport of a 

photon from the point of emission to the point of detection. 

Why is MC modeling so important in nuclear medicine imaging simulation? MC 

makes it possible to test individual parameters of the detector system by chang­

ing values such as phantom size, collimator hole shape and crystal type. In the 

development of a new detector system, MC provides an effective way to test the 

characteristics of individual components without the expense and complex task of 

manufacturing. For economic and safety consideration, real experiments may not 

be possible to perform due to difficulties with transport or storage of radionuclides 

44 
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or because of the radiation dose absorbed by the patient. However, it is possible to 

perform a simulation using MC in order to model any arbitrary geometry or situ­

ation. Another reason why MC is useful is that it enables one to be able to study 

factors that are not measurable in practice. One example is in the calculation of 

the exact number of scattered photons in a study. In MC, it is relatively simple 

to turn off/ on some effects such as photon attenuation, scatter or collimator septal 

penetration. 

3.1 Random Number Generation 

MC calculation is based upon a large amount of random number sampling, which 

is obtained by a random data generator. Therefore, the ability to generate random 

data is a fundamental requirement of MC simulation. A random number generator 

is a computer algorithm which can produce a set of uniformly distributed random 

numbers. These random numbers are used as seed values in the MC calculations. 

One of the best-known pseudo-random number generator algorithms is called linear 

congruential generator (LCG) which is defined by the recurrence relation: 

SEED= (alnt(SEED) + c) mod(m) (3.1) 

where, SEED is the sequence of random values, a and care constants, and mis the 

integer constant which specifies the generator. In order to set the random number 

in the range of [O, 1], SEED is normalized by m: RAND= SEED/m. The same 

initial SEED values produce the same set of random number sequence, hence this 

is known as pseudo-random numbers, however, there is a very low probability that 

the value of the initial seed might appear in the resulting sequence, thus resulting 

in a loop sequence. LCG is a very fast random number generator, however, the 

generated random numbers may not be perfectly independent of each other. There 

are some other random generators, which can be referred to reference [51]. In this 
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thesis , we used the generator present in the Lahey Fortran compiler. 

3.2 Data Sampling In Photon Interaction Simulation 

In MC simulation of SPECT, different parameters in photon interactions (i.e., 

photon scattering type, photon traveling path length, traveling directions and cross­

sections) that occur during transport should be sampled from the probability density 

functions (PDF's) based upon the physical characteristics of photons and the gamma 

camera. The simulation includes the initiation of a photon event, the cross-section 

generation, photon pathlength and interaction sampling, which, together with the 

stochastic variable sampling methods, will be discussed in more detail. 

3.2 .1 P hoton Path Length 

When a photon is emitted from its initial location, it will travel a certain distance 

before interacting with the material. The traveled distance depends upon the photon 

energy and the material properties. Generally, the higher the photon energy and 

the lower the material density, the greater the traveled distance. The path length x, 

can be sampled from the photon pathlength probability function in reference [52]: 

p(x) = µexp(-µx) (3.2) 

where, µ is the linear attenuation coefficient in the material. The probability that 

a photon is able to travel a distance d, is obtained from the cumulative distribution 

function , which ranges from [0,1]: 

P(d) =lad µexp(-µx)dx = 1- exp(-µd) (3.3) 
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In order to determine the traveled path length d, a random number R is sampled: 

1
d = --ln(l - R) (3.4)

µ 

Because R is at the range of [O, 1], so is 1 - R , therefore, Eq. 3.4 can also be 

written as: 
1 

d = --ln(R) (3.5) 
µ 

3.2.2 Cross-Section Data Generator 

A photon interacting in matter at nuclear medicine energies may undergo Comp­

ton scattering, Rayleigh scattering, Photoelectric Absorption or Pair Production. 

Each of these possible interactions has a finite probability of occurring and the 

probability is designated as the cross-section. As discussed in Chapter 2, the total 

probability of a photon undergoing one of these processes is called attenuation and 

is the sum of each individual probability. The photon attenuation coefficient is then 

calculated based upon the total cross section. 

In Monte Carlo modeling, the cross section of each individual photon scatter 

and the attenuation coefficient is determined using a specific computer code called 

XCOM [53]. This code produces cross section tables related to different elements, 

photon scattering and photon energies. The generated cross section tables are then 

incorporated into the simulation at each photon traveling step to calculate the pho­

ton transport weight. 

3.2.3 Photon Interaction Type 

As seen in Eq. 2.17, the photon attenuation coefficient is composed of four sep­

arate components. Assuming a photon scatters during the transit , MC code then 

generates a random number, R, in the range [0,1] to determine which type of inter­

action the photon undergoes based upon the following rules: 
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Photoelectric Effect R < I. - µ 

I. < R < (T+aincoh)Compton Scattering µ - µphoton scattering type is 
Rayleigh Scattering 

T+aincoh + a coh < R < T+ a incoh+a cah+ /';;Pair Production µ - µ 

(3.6) 

where, the definitions of T, <:Tincah, <:Teoh and "' are the same as Eq. 2.17, and 

T+ainca~+acoh+ ,.. should be equal to 1. Note Pair Production occurs only when the 

incident photon energy is higher than 1.022 MeV. Because Rayleigh scattering is 

most likely to occur when the photon energy is lower than 50 keV, the predominant 

scattering type in SPECT is Compton scattering. For example, the probability of 

Rayleigh Scattering in the human body and crystal material is small (less than 13 ) 

at the peak photon energy of 140 keV [54]. In practice, these models are often simpli­

fied to save computation time. In Monte Carlo simulation, only Compton Scattering 

and Photoelectrical Effect will be considered when photon energy is higher than 100 

keV. Therefore, Eq. 3.6 can be simplified to: 

Photoelectric Effect R< -µ I. 

I. < R < (T+aincoh) 
photon scattedng type is { (3.7) 

Compton Scattering µ - µ 

where, (T+a~ncoh ) is equal to 1. In the Monte Carlo simulation, the probability of 

Compton Scattering <:Tincoh is sampled, resulting in the probability of Photoelectric 

Effect of 1 - <:Tincoh· If the photon is scattered, after the path length calculation, the 

new photon traveling direction is determined. The Klein-Nishina equation is used 

to calculate the cross-section: 

)2r; (Esc ( E E sc . 2 )
d<:Ti n coh = 2 E Esc + E - sm () dD. (3 .8) 
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where, daincoh is the differential cross-section, which is equal to the probability R, 

re is the classical electron radius, E is the initial photon energy, () is the scattered 

angle and Esc is the scattered photon energy. Esc can be calculated by: 

E 
Esc=------ (3.9)

1 + E(l - cose) 

Because of difficulties combining Eq. 3.8 and Eq. 3.9 to derive the value of Esc and 

angle e. This model is connected to a sampling method for bounded electrons, which 

includes atomic effects. Kahn has introduced a method to sample the scattering 

angle [55]. In his method, the scattering angle is sampled and compared with a 

certain scattering function discussed in [56]. If the scattering angle is less than the 

value of the scattering function, the angle is accepted, otherwise, new sampling for 

the angle should be performed until an effective value is obtained. Once the scattered 

angle is determined, Eq. 3.8 and Eq. 3.9 are utilized to calculate the probability of 

Compton Scattering and the scattered energy. 

Based upon the scattered angle, the new traveling direction of the photon can 

be calculated. Assuming the old polar and azimuthal angle of the photon traveling 

direction in the Cartesian coordinate system are e1 and ¢1, and the new angles are 

()2 and ¢ 2. The new direction cosines (u', v', w') are calculated from the old direction 

cosines by: 

u' = u cos e2 + sin e2 (w cos ¢2 cos ¢1 - sin ¢2sin¢1) 

v' = v cos e2 +sin e2 (w cos ¢2 sin ¢1 +sin ¢2cos¢1) 

w' = wcose2 - sine2(sine1cos¢2) 
(3.10) 

v = sin¢2 sine1 

u = sin e1 cos ¢1 

w = cose1 

The new coordinates ( x', y', z') are then calculated by the direction cosines and the 
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traveling distance d: 

x' = x +du' 


y' = y + dv' (3.11) 


z' = z+ dw' 


If the photon energy is lower than 100 keV, the consideration of Rayleigh Scat­

tering should be included, however, the exact calculation of Rayleigh Scattering is 

very complicated and will not be discussed here, but rather detail of this modeling 

can be found in [52]. 

3.3 D etector Simulation 

As mentioned in Chapter 1, the hardware of a detector system includes the 

collimator, crystal and other electronic components. Therefore, the simulation of 

each individual component is required for proper photon transport modeling. 

Collimator 

When a photon is emitted from the object and hits the collimator, its azimuthal 

and polar angles are compared with the collimator hole direction. If the angles match 

the collimator hole direction, the photon event is recorded, otherwise, the photon 

may interact with the collimator or undergo septal penetration. Some photons may 

scatter in the collimator and get detected, which is called collimator scatter. The 

probability function of the detected photons is the collimator response function , 

which is comprised of geometric response, collimator scatter, septal penetration 

(more detail will be discussed in the next Chapter), and collimator scatter. Geo­

metric response will be modeled as a Gaussian function. However, septal penetration 

and collimator scatter is more difficult to describe mathematically, and has to be ex­

ternally modeled at different photon energies for differing source-detector distances. 

This will be described later in more detail. It has been studied by Ljungberg. et, 

al. [57] that when 123I point source is measured by low energy general purpose 
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(LEGP) collimator with the source-detector distances as 10-25 cm, the fractions of 

geometric photons , penetrated photons and scatter photons are about 62.8%-73.4%, 

23.2%-17.4% and 14.0%-9.2%, when a low energy high resolution (LEHR) collimator 

is used, the fractions are about 49.2%-62.0%, 32.0%-25.0%, 18.8%-13.0%. In this 

thesis , the focus will be on the simulation of penetrated photons only. 

Crystal 

When the photon travels through the collimator and hits the crystal, an inter­

action between the photon and crystal is assumed to occur by sampling a random 

number within the probability of interaction (Photoelectric Effect). The resultant 

visible light with amount related to the photon energy is emitted. 

Other Electric Components 

Simulation of the rest of the electron components includes energy resolution 

simulation and temporal resolution simulation. 

Energy resolution is the ability of the gamma camera to distinguish two photon 

energies. It is described by the full width at half maximum (FWHM), as seen from 

Fig. 3.1. When two photon energies are separated by less than FWHM, the system 

might not distinguish them and hence records the photon events as one input photon 

(Fig. 3.1). The energy resolution depends on: 1) crystal material, which affects the 

number of visible light photon emitted, 2) the collection and amplification ability of 

the detectors, 3) the signal processing ability of the other circuit. Box and Muller [58] 

have used a Gaussian function P to describe the energy resolution centered at energy 

E with a standard deviation (O"), which is a constant number given the parameter 

of the detector system and photon energy. FWHM= 2.350" is used to denote the 

energy resolution. In MC, two random numbers Ri, R2 (within the range [-1 ,1]) are 

continuously sampled until they fulfill the criterion R3 = Rt + R~ < 1, where, R 1 

denotes the resolution due to crystal and R2 denotes the resolution due to PMT, 
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R3 is system resolution [59]. The value of P is then calculated by: 

(3.12)P=E+ 

counts 

FWHM 

Energy 

Figure 3.1: Energy spectrum configuration. The x-axis denotes the energy of the 
emitted photons, and y-axis is t he relative number of collected photons. Energy 
resolution is denoted as the full width at the half maximum value. If two energy 
spectra are too close, they will appear to overlap [59]. 

The energy resolution for NaI(Tl) is around 103 at 140 keV. Fig. 3.2 shows 

the energy spectrum with ideal energy resolution and 10.53 resolution when 131 I 

emitted photons (primary photon energy: 364.5keV) are simulated from a phantom 

and detected by the gamma camera with HEGP collimator. Fig. 3.2(b) is seen when 

a Gaussian function is convolved with Fig. 3.2(a) [59]. 

Because of the decay time, T, of photon events detected, pulse pile-up might 

occur when two photons are detected within a very short time period. Temporal 

resolution is the ability of a gamma camera to distinguish two photon events in time. 

The time between two consecutive events is calculated by a random number R: 

T 1 
e-TK = RrK-I A (3.13) 

where T K is the photon event decay constant and I A is the expected count rate 
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Figure 3.2: The energy spectra for 131 I with (a) ideal resolution when photon energy 
is imparted in the crystal, and b) 10.53 energy resolution [59]. Tis total photon, 
and P is primary photon. 

which denotes the ratio of the number of photons being detected to the number of 

incident photons. Two photon events are accepted only when the sample time is 

greater than the temporal resolution, otherwise, they are rejected. 

3.4 Phantoms 

Phantoms are pre-designed realistic or mathematical models of physical distri­

butions and attenuation materials. They are used either for testing and training 

on the scanners or studying physical characteristic of human organs. Some models 

contain very simple geometric shapes, and some are made more complex in order 

to approximate real human anatomy. In this thesis, most of the phantoms used are 

mathematical phantoms. They are divided into two categories, analytical phantoms 

and digital (voxel-based) phantoms. Digital phantoms are primarily used in most 



54 CHAPTER 3. MONTE CARLO SIMULATION 

MC simulations. Simple phantom models may be composed of ellipsoids, cylinders , 

spheres, or rectangular volumes. The advantages of these phantoms are the simple 

structure and fast calculations of the simulation, but the phantoms are limited to 

simple geometries of the sources and constant value of attenuation medium. In order 

to better understand human imaging, more complicated models are developed for 

use in nuclear medicine. There are several very well known phantoms used in MC 

simulation: digital anthropomorphic phantom such as the Zubal phantom developed 

by Zubal and Harrell [60 , 61], cardiac phantoms such as the mathematical cardiac 

torso (MCAT) phantom, Nurbs-based cardiac-torso (NCAT) phantom and mouse 

phantom (MOBY) developed by Tsui, Frey and Segars, et . al. [62- 64]. 

3.4.1 Digital Anthropomorphic Phantom 

A digital anthropomorphic phantom is based on realistic data, but with constant 

parameters such as phantom size. A very well known anthropomorphic phantom, 

the Zubal phantom is based on CT images of a healthy adult male, 177.8 cm tall and 

68.2 kg in weight. The reconstructed CT images were segmented into organs. The 

phantom consists of 243 128 x 128 slices with the voxel size= 4mm x 4mm x 4mm. 

The free Zubal phantom data can be obtained at: http://noodle.med.yale.edu/ zubal. 

Fig. 3.3 shows the lateral and anterior views of the Zubal phantom. The skin and 

internal bones have been highlighted in order to make the phantom more visible. 

The Zubal phantom is widely used in the assessment of brain, lungs, liver, thyroid, 

spleen, bone and whole body. Each organ is assigned a specific value, which denotes 

the relative activity concentration. 

3.4.2 Cardiac Torso Phantom 

Mathematical Cardiac Torso and Nurbs-based Cardiac Torso Phan­

toms 

The mathematical cardiac torso phantom (MCAT) is a phantom used to simu­

http:http://noodle.med.yale.edu
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(a) (b) 

Figure 3.3: Lateral and anterior views of the Zubal phantom. The skin and bones 
have been highlighted. 

late the organs of a real human being and was initially developed to evaluate the 

accuracy of image reconstruction techniques for SPECT [65]. It is originally based 

upon the MIRD phantom developed by Snyder et al. [66]. The complex surfaces of 

different organs are formed using simple geometries with cut planes and intersec­

tions. The surfaces of the organs are defined continuously. Therefore, it is easy to 

model different organ sizes and shapes with varying spatial sampling. However, the 

simple organ geometries limit the modeling accuracy of anatomic problems. It has 

also been used to study the effects of anatomical variations in cardiac imaging and 

gated imaging [67, 68]. 

In order to model more accurate organ shapes, anatomical variations and pa­

tient motion, a 4D computer graphic technique called non-uniform rational B-splines 

(NURBS) is applied to the MCAT phantom to more accurately describe the 3D or­

gan surfaces [62]. This NURBS-based cardiac torso phantom (NCAT) uses an actual 

human CT dataset as the basis of generated surfaces. It also contains a beating heart 

model and respiratory motion. Reconstruction images of a gated magnetic resonance 

imaging (MRI) cardiac scan are employed to generate the beating heart model, and 

a respiratory model is derived from respiratory physiology. The NCAT phantom is 
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more realistic and flexible than the MCAT phantom due to the more realistic organ 

surfaces. 

Digital Mouse Phantom 

The digital mouse whole body phantom (MOBY) is modeled similarly to the 

NCAT phantom but is based on a cardiac-gated and respiratory-gated MRI dataset 

of a healthy mouse. 3D NURBS technique is also used to define the 3D organ 

surfaces [64]. The MOBY phantom has been used in SPECT and X-ray computed 

tomography (CT) simulation. 

MCAT, NCAT, and MOBY phantom data are most likely used in cardiology 

imaging simulation, or in organ studies such as: liver, lung and kidney. Just as for 

the Zubal phantom, each organ of the Cardiac Torso Phantoms is also assigned a 

specific value for more flexible application. They are widely used in dynamic SPECT 

simulation and gated imaging simulation. The data can be acquired at: 

http://www. bme. unc. edu/·vwsegars/phantom. html 

3.5 Frequently Used Monte Carlo Codes 

There are several MC codes used in nuclear medicine. In the general domain, the 

well known, general-purpose MC codes include: i) electron gamma shower (EGS), 

ii) electron transport (ETRAN), iii) integrated tiger series (ITS) , iv) Monte Carlo 

N-particle transport (MCNP) and vi) geometry and tracking (GEANT). 

The EGS computer code system is a general purpose package for the simulation 

of the coupled transport of electrons and photons in an arbitrary geometry. The 

range of the particle energies is from a few keV up to several TeV. It is written 

in the computer language MORTRAN, which is a forerunner of FORTRAN. EGS 

does not include its own definition of the phantom geometry and parameters, and 

therefore, the operation has to be linked with external code that describes the 

phantom geometry and parameters. The application of EGS is also limited by 

http://www
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its computer language. Although it is very flexible and powerful, it requires good 

computational skills of the users. 

ETRAN is a MC code used in electron and photon (energy range: lkeV to 

1 GeV) transport simulation [69]. This code is written in FORTRAN computer 

language. It is able to handle primary sources of electrons and photons, however, it 

still does not include geometric object information except for some simple phantoms 

such as a cylinder. The few geometry options keep ETRAN from wide application. 

It is useful in the investigation of specific interactions. Therefore, ETRAN can be 

used as a standard for the development of more general codes and has been included 

in ITS and MCNP. 

ITS is a linear time-integrated coupled electron/photon radiation transport sim­

ulation written in FORTRAN. It is a powerful MC simulation code with a user­

friendly software package. ITS has its own geometry package, which increases the 

convenience to the user. ITS can be used relatively straightforwardly and no further 

programming experience is required. 

MCNP has capabilities to simulate almost all particles and is written in FOR­

TRAN language. It uses a built-in random number generator but is not dependent 

on the computer on which it runs. MCNP utilizes external cross section libraries and 

physics models for particle types and energies where tabular data are not available. 

The photon energy ranges from 1 keV to 1000 keV in this simulation code [70]. The 

interaction types include coherent scatter, incoherent scattering, and Photoelectric 

Effect. MCNP has the potential to simulate high energy photons and could be 

widely used in SPECT imaging. 

GEANT is written in both FORTRAN and C computer language and used to 

simulate particle transportation. GEANT has capabilities to easily handle complex 

geometries. It offers a broad selection of physics models. GEANT is very powerful 

and flexible, but it is also very complex. As a single simulation might take a few 

days, GEANT is very difficult to use. 
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There are three types of specific MC softwares used in nuclear imaging simula­

tion: SPECT dedicated MC, PET dedicated MC, and MC used in both. The SPECT 

dedicated MC includes SIMIND (FORTRAN), simulation system for SPECT (SIM­

SPECT, FORTRAN and C), MCMATV (FORTRAN) . The PET dedicated MC 

includes simulation system for PET (SIMPET, FORTRAN), and EIDOLON (C). 

The MC codes used in both include simulation system for emission tomography 

(SIMSET, C) and general architecture for text engineering (GATE, C), which is 

based on GEANT. 

Whether to use a general purpose or a dedicated code depends on the user 's 

needs and abilities. A dedicated code does not usually require strong programming 

skill in order to use, however users will be limited to certain capabilities. On the 

other hand, using a general purpose MC code makes it possible to study original 

configurations (i.e. new detector designs), as general purpose codes include more 

flexibility but also more complexity. 

All MC codes used in nuclear medicine share some common components, such 

as the random number generator, the estimation of the probability density function, 

and probability density function sampling techniques. Rather than these common 

features , MC codes differ in their accuracy, flexibility, efficiency, and ease of use. 

The accuracy of the MC code is related to: 

• 	 The way in which the particle interactions are simulated and the types of 

interactions that are simulated. 

• 	 The components simulated and how those components are modeled. 

Photoelectric and Compton scattering are two kinds of photon interactions that 

are always modeled in MC simulation. Other photon interactions, such as Rayleigh 

scattering, might be neglected as it usually takes place when the photon energy is 

lower than 50 keV. However, the study of Zaidi, et. al. [71] has illustrated the rela­

tive strengths of photon interactions versus energy for low-Z material (e.g., water) 
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and high-Z material (e.g., bismuth germanate). The contribution due to Rayleigh 

Scattering is less than 1% for energies above 250 keV, whereas this contribution 

is about 7% for high-Z materials. Therefore, in PET or some high energy photon 

detection (e.g., 131 I) in SPECT, Rayleigh Scattering has to be accounted for in the 

simulation. It is expected that all kinds of photon interactions within the detector 

system need to be simulated. 99mTc is the most commonly used radionuclide. 

In SPECT, the application of the collimator greatly reduces the detection effi­

ciency. Therefore, geometric response is often analytically simulated, and other less 

significant collimator response such as septal penetration and collimator scatter are 

usually neglected. This neglect leads to significant error when high energy photons 

(e.g., ! 131 ) are used because of penetrating photons. The detector spatial resolu­

tion is usually modeled analytically using an effective probability density function , 

rather than by simulating the impact of the crystal, light guide and photomultiplier 

tube. When high energy photons are incident, however, back-scattering might occur 

which requires further simulation. 

The flexibility of MC depends on how many of the following features a MC code 

includes: 

• Source distributions. 

• Detectors. 

• Acquisition configurations. 

• Output data. 

As we have discussed previously, the source and attenuation distribution used 

in MC are based upon either analytical or voxel representations. Although both 

analytical and voxel-based phantoms are becoming more and more sophisticated 

and can include very realistic attenuating media, more accurate knowledge of the 

physiological distribution of different radionuclides due to differing photon energies 

is still needed. 
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In SPECT, the most common detector is the planar camera, while in PET, 

scanners are full-ring detectors. Generally, the MC codes should have the ability 

to simulate a number of detectors, geometrical shapes, size, or other physical char­

acteristics. Moreover, these codes should also be able to model most commonly 

used detector materials such as BGO, NaI and LSO. In general purpose codes, these 

crystal materials are simulated based on the physical and chemical compositions of 

the material. 

The more flexible MC codes are able to acquire 2D projection images of 2D or 

3D objects of arbitrary size. When these acquisition processes are dependent on a 

specific SPECT and PET scanner, dedicated MC codes are required. 

The efficiency of MC code depends on the ratio of the number of detected pho­

tons to the number of simulated photons. In practice, the efficiency of MC is very 

low (only about 1 out of 10,000 photons emitted is detected in SPECT simulations 

[59]). In an effort to improve the detection efficiency, analytical models have been 

generated externally to avoid unnecessary MC simulation. Variance reduction tech­

niques are applied to incorporate these models into MC, but at the expense that 

some photon effects are neglected in different cases. Chapter 3 will discuss some of 

these variance reduction techniques in more detail. 

In this thesis work, the SIMIND MC program has been used as it is able to 

accurately simulate the photon transport through different attenuation media and 

the detector systems for SPECT imaging. Different types of phantoms are very 

easy to use in SIMIND. Simulation results include projection views, energy spectra, 

and scattered photon fraction. SIMIND is written in FORTRAN language, easy to 

run in Linux system, and is able to be incorporated with other programming codes 

easily. 
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3.6 The SIMIND Monte Carlo Program 

The SIMIND Monte Carlo program uses a series of random numbers to simulate 

the various photon events. Photons are emitted from their initial locations within 

the object and are followed step by step until they reach the gamma camera and 

are detected. 

The flow chart of SIMIND can be seen in Fig. 3.4. When a photon is emitted 

from its initial location, the photon history weight is set as 1. The attenuation 

map is used to determine whether the emitted photon is a primary photon. If it is 

a primary photon, the photon is directed to the detector in order to increase the 

simulation efficiency. Its detected location on the detector is sampled based upon the 

detector spatial resolution, then the traveling direction is determined. The photon 

weight is still 1 before it hits the detector because no attenuation exists along its 

traveling path. The simulation of a detector system is then performed to calculate 

the final photon history weight. 

If the photon is traveling in an attenuating media, the maximum scattering 

order is determined. When the photon scattering order is less than the maximum 

number, a sampling of photon scattering continues. In each sampling, the new 

photon transport pathlength is sampled first followed by the photon location, the 

probability of scattering, the new scattered energy and the new traveling direction, 

as referred in Eq. 3.5, Eq. 3.8, Eq. 3.9 and Eq. 3.10, respectively. The new photon 

traveling weight is updated by multiplying the old weight with the probability. The 

sampling is repeated until the photon is outside of the object or the maximum order 

of scattering is reached. SIMIND always tries to force the photon to the detector at 

the final scattering location (or primary photon at the initial location), thus greatly 

improving the detection efficiency. 

When the photon hits the detector, the interactions with the collimator, crystal 

and other components are determined and the probability of these interactions cal­
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Figure 3.4: The flow chart of SIMIND program. 
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culated. The final photon weight is recorded at the corresponding location in the 

projection image. 

Source Map and Density Map 

In SIMIND, an activity source map and an object density map must be provided 

that represent the radiopharmaceutical distribution and the tissue density, respec­

tively. The voxel value of the source map is the relative radioisotope concentration 

in each voxel and the total activity amount is determined by the source activity 

with the unit of MBq. 

Because the linear attenuation value is a function of photon energy and material 

density, SIMIND uses a density map for modeling photon interactions. The linear 

attenuation value is the product of the mass attenuation coefficient and density map. 

The mass attenuation coefficient is a constant in spite of material state for a given 

photon energy. 

Main Program 

There are two main executable programs in SIMIND, one is change, and the 

other one is simind. The change program is used to define system parameters, such 

as the primary energy of the initial emitted photons, the matrix size of the object, 

the starting camera rotation angle, and so on. Different parameters to define the 

specific geometry and simulation are produced in a *.smc file that is used to run 

SIMIND. 

The simind command is then used to run the MC code by reading the input 

files and simulating the photon transport. The operation of simind is: 

simind parameter.smc output flags 

where, parameter.smc defines the activity source, attenuation source and all the 

simulation parameters. Output is the name of the resultant output files. The output 

files include projection data (output.dat), photon spectrum (output.spe) and other 

data of interest. Flags denote the primary parameters used in the simulation. For 

example, 



64 CHAPTER 3. MONTE CARLO SIMULATION 

simind ge.smc output/px:0.442/41:0 

where, ge.smc includes the information of all input files and parameters. /px:0.442 

denotes the pixel size = 0.442 cm, and 41 denotes the 41 st parameter in the *.smc 

file , which defines the starting angle of the acquisition. / 41:0 denotes the projec­

tion views start at angle = 0. Therefore, using simind is also able to modify 

the parameters in ge.smc. For more detail description, the reader can refer to: 

http://www.radfys.lu.se/ simind/. 

3.7 Evaluation of Monte Carlo 

The greatest advantage of Monte Carlo is its accuracy due to the appropriate 

photon transport modeling. However, the accuracy of MC is also limited by different 

models. Moreover, as mentioned previously, the speed of MC is very slow due to 

the low detection efficiency. 

3.7.1 Advantage of Monte Carlo 

Monte Carlo is used extensively in SPECT simulation due to its accuracy. It is 

able to accurately predict the physical response of a photon event and characterize 

the physical performance of a detector. The accuracy of a Monte Carlo code depends 

on the appropriate modeling of the photon event and detector component. The 

physical response of a radionuclide source is evaluated by comparing the simulated 

result with the experimentally measured data directly or indirectly. Normally, it is 

considered to be validated if the experimental system response can be accurately 

reproduced by Monte Carlo. The evaluation parameters used most often are the 

spatial resolution, scatter fractions and detection efficiency. 

http:http://www.radfys.lu.se
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3. 7.2 Drawback of Monte Carlo 

One of the predominant limitations of MC is the PDF function estimation of 

photon events. An accurate simulation depends on having an accurate understand­

ing of the physical system. The other drawback is the large computational burden. 

The directions of emitted photons are randomly distributed after they are emitted 

from their initial locations. Even photons traveling in the direction of the detector 

might not be detected because of the possibility of photon scattering. In SPECT, 

only about one out of 104 photons is ultimately detected by the imaging system. 

Therefore, a large number of photons must be tracked in order to acquire a high 

quality projection image, and each simulation of one photon event includes several 

time-consuming calculations at each step. This low speed makes it difficult to repeat 

the simulations several times to obtain a noise-free image. 

3.8 Variance Reduction Techniques in Monte Carlo 

It has been mentioned that Monte Carlo simulation is one of the well established 

tools that have been used in SPECT due to its ability to accurately model photon 

transport [45, 72]. However, the high computational demand of MC limits its use 

to research applications. In order that MC modeling be routinely used for clinical 

practice, it is necessary to improve the simulation speed through the use of vari­

ance reduction techniques (VRT's) [73, 74]. These methods must ensure that the 

accuracy of MC is maintained while it is accelerated. The models of photon scat­

ter, attenuation and collimator response can greatly affect the quality of SPECT 

images [75, 76]. 

One technique used to improve the speed of MC modeling is the VRT known as 

forced detection (FD). With this method, photons are followed as they traverse the 

object under study, but are then forced to travel in the direction of the detector. 

In FD, a photon is emitted from an initial location and may scatter at various 
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sites in the object prior to escaping. At each scatter site, the photon can be forced 

in the direction of the gamma camera and is incident on the detector as shown in 

Fig. 3.5. The probability of detection for those photons is modified by multiplying 

the initial photon weight at the scatter sites with the probability the photon travels 

through the forced direction and is detected [72]. The forced path direction is 

sampled from a probability density function (PDF) obtained from the model of 

distance-dependent collimator response. 

Figure 3.5: Schematic of FD. The solid lines are the scattered photon paths, and 
the dash lines are the forced paths. 

A very simple evaluation of the forced detection method is presented here. In the 

evaluation, a 1-cm-length and 0.5-cm-diameter 99mTc pill is located in air and moved 

along the axis perpendicular to the detector when GE Millennium VG camera with 

LEHR collimator is used. Because of the relative large size of the detector compared 

with the size of the source, the 99mTc pill can be seen as a point source. The pill 

is moving along the axis that perpendicular to the detector. The source-detector 

distances are 2.54, 7.52, 12.7, 17.78, 22.86 and 27.94 cm. For each distance, the 

point source is scanned for 5 minutes to obtain a relatively noise free projection 

image with the matrix size of 1024 x 1024 and the pixel size = 0.055 cm. The 

parameters in the simulation are the same as the experiment except the projection 

images are of the size 128 x 128 with pixel size= 0.442cm. The experimental results 

are downsampled to match the size of simulated result. 
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Fig. 3.6 shows the evaluation of the FD method (the evaluation method is go­

ing to be introduced in Chapter 3). The accuracy of FD has been evaluated by 

measuring the FWHM's of the point spread functions for point sources positioned 

at different distances to the detector, as shown in Fig. 3.6(a) and Fig. 3.6(b). The 

profiles of a central line along the horizontal and vertical directions of the PSF's are 

fitted by Gaussian function and the FWHM's of the simulation results are calculated 

and compared with experimental data. The photon counts per second (CPS) per 

MBq activity for different source-detector distances are recorded (Fig. 3.6( c)). The 

simulation result is very similar to the experimental data. More detail has been 

performed by Beck, et al. [72 , 77]. The count rates for the experimental data are 

not stable. This might because of the penetrated photons, whose amount decreases 

with the increase of source-detector distances. 

While FD is a well used technique to increase MC simulation speed, the com­

putation times are still too long to be clinical useful. In the next Chapter, we will 

present several additional techniques to improve MC simulation speed. 

3.9 Conclusion 

Monte Carlo is a very effective simulation tool in nuclear medicine and is able 

to accurately simulate the transport of photons through the patient and imaging 

system. In this Chapter, the simulation of transport using Monte Carlo has been 

described based upon random number sampling. Different types of Monte Carlo 

codes are compared. The general-purpose MC codes are very flexible to be modified 

but not easy to be used. The dedicated MC codes are more simple to use, but 

they are limited by the fixed system configuration. SIMIND SPECT dedicated MC 

code is applied in this thesis. The most significant advantage of MC is its accu­

racy of simulating realistic problems. However , the main drawbacks of MC are the 

accurate photon transport modeling and its long computation time because of the 
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Figure 3.6: Comparison between experimental data and FD simulation result for a 
99mTc point source in air with a LEHR collimator. (a) and (b) are the FWHM plots 
for the horizontal and vertical profiles of the experimental and simulated PSF. (c) 
gives the plots of the photon count number collected by the actual and simulated 
detectors per second (CPS) per MBq activity vs. different source distances. 

low detection efficiency. Therefore, it is almost impossible to use MC code directly 

without any acceleration. Variance reduction techniques (VRT's) are required to 

accelerate MC. A well known forced detection technique has been introduced and 

more techniques will be developed and introduced in the following Chapter. 

120 

100 

CT 80 
CD 

~ 60 
a.. 
0 40 

20 

0 

~ 

• Experiment 

-Simulation 



Chapter 4 

Accelerated Monte Carlo 

Modeling using Improved 

Variance Reduction Techniques 

Chapter 2 has introduced the forced detection technique used to accelerate Monte 

Carlo. In this Chapter, several new methods are developed aimed at further accel­

erating MC modeling of photon transport. The first method is convolution-based 

forced detection, which is based upon the concept of FD method. The other two 

methods, multiple projection sampling CFD (MP-CFD) method and CFD incorpo­

rating ray tracing generated models (RT-CFD), are both developed based upon the 

CFD method. 

In forced detection, the photons are directed to the detector. A similar but 

more efficient method called convolution-based forced detection (CFD) is based 

upon the concept of FD with the exception that detected photons are convolved 

with a distance-dependent blurring kernel rather than a simple 8 function. This 

method will be described in more detail in this Chapter. 

In order to further increase the speed of MC, a method called multiple projection 
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sampling convolution-based forced detection (MP-CFD) will also be presented [78]. 

Rather than forcing photons to interact on a single detector, the MP-CFD method 

follows the photon transport through the object, but then at each scatter site, 

forces the photon to interact with the detectors at a variety of angles surrounding 

the object. In this way, it is possible to simulate all the projection images in a 

SPECT acquisition simultaneously, rather than as separate projections. The result 

is a vastly improved simulation time as much of the computation load of simulating 

photon transport through the object is done only once for all projection angles. 

With CFD or MP-CFD Monte Carlo, often only the geometric response of the 

collimator is modeled together with the detector intrinsic resolution, thereby making 

the assumption that the collimator material is thick enough to completely absorb 

photons at undesired angles. However, in order to retain high collimator sensitivity 

and high spatial resolution, the septa is made to be as thin as possible, thus resulting 

in a significant amount of septal penetration for high energy radionuclides. A method 

for modeling the effects of both collimator septal penetration and geometric response 

using ray tracing (RT) techniques will be presented and included into a CFD-MC 

program. 

4.1 Phantoms Used in Computer Simulation 

The evaluation of variance reduction techniques are based upon a comparison 

of simulated results with experimental data or with an accepted alternative method 

(e.g., forced detection) . Point sources using different radioisotopes within differing 

attenuation media have first been used to validate the accuracy of VRT's. Three 

types of collimators, high energy general purpose (HEGP), medium energy general 

purpose (MEGP), and low energy high resolution (LEHR) collimators have been 

evaluated using different radionuclides appropriate for each collimator. A block 

source is used to assess the speed of each technique. The NCAT phantom has also 
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been applied to study the case of non-uniform attenuation map. 

4.1.1 Point Sources 

A point source is one of the standard phantom geometries used in nuclear imag­

ing. It is usually used to verify the accuracy of the simulated detector system. The 

collimator-detector response makes the projection of a point source appear as a 2D 

Gaussian shape on the gamma camera. This representation of a point source is 

usually evaluated by the point spread function (PSF) which includes an evaluation 

of width and detection sensitivity. 

The width evaluation is performed through the measurement of full-width at 

half-maximum (FWHM). Horizontal and vertical line profiles of PSF are measured 

and these lines are fit to Gaussian functions to obtain the corresponding a- value. 

The FWHM value is calculated by: 

FWHM= 2V2 log(2)a- (4.1) 

where, a- is the standard deviation of the fitted Gaussian function. 

The detection sensitivity evaluation is performed by the measurement of the 

count rate, which is represented as counts per second (CPS) or counts per minute 

(CPM). 

The PSF is a function that varies with the source-detector distance. In sim­

ulation, several point sources are placed at varying distances to the detector and 

projected onto the detector. The correlation coefficient (r2 ) is used to define how 

well the FWHM's of different source-detector distances linearly fit experimental 

data. Mean square error(MSE) is taken for each distance to measure the difference 

between the simulation and experiment. Moreover, in order to study the effect of 

scatter and attenuation, point sources are usually placed in different media, such as 

air or water. In this chapter, uniform water phantom is taken as the attenuation 
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map for most of the point source evaluations, since it is easy to implement in the 

experiment. Digital phantoms are used for more complicated non-uniform object 

for both this chapter and next chapter. 

4.1.2 Block Source 

In order to evaluate the speed improvements as a result of these accelerated 

methods, we have utilized a block source phantom. In radionuclide imaging, pro­

jection images are generated by collecting photons emitted from a source. Photons 

arrive at any point on the projection, following a statistical Poisson distribution, 

over a period of time. The finite scanning time results in noisy projection images 

that may reduce the lesion detectability. The applications of VRT's might, however, 

alter the properties of the noise in the projection views in a non-predictable way. 

Therefore, noise-free projection images are usually required in the simulation. 

In order to test the noise level of the projection images, block sources are used 

and MC simulation is initiated using different numbers of simulated photons. The 

coefficient of variation (CV) is used to quantify the homogeneity of a projection 

image. In MC simulation, the more photons that are simulated, the better the 

resultant projection image quality (i.e. the smaller the CV value) , but the longer 

the computation time. The computation time required to create images with the 

same CV values using different projection methods are recorded and compared with 

each other. 

4.1.3 Digital Phantom 

Following the evaluation of simple geometric shapes, more complex objects are 

simulated using digital phantoms to model more realistic geometries. These ge­

ometries introduce complexities due to different tissue densities and organ shapes. 

These phantoms have been used for the evaluation of both accuracy and speed. It 

is difficult to compare simulated phantom data with real patient images because 
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these phantoms represent known situations, but the information of real patient is 

unknown. Therefore, in this study, the accuracy of the proposed methods are eval­

uated with experimental data and the evaluated methods, but not with the actual 

patient data. 

4.2 Data Analysis Methods 

Several validation methods have been used for data evaluation. The correlation 

coefficient (r2 ) is used to provide a measure of the strength and direction of a linear 

relationship between two variables. The Normalized Mean Square Error (NMSE) 

is provided to compare two images on a voxel by voxel basis. As discussed in the 

previous section, the degree of homogeneity of a projection image is measured by 

coefficient of variation, CV. 

4.2.1 Correlation Coefficient 

The correlation coefficient is a measurement that indicates the degree of linear 

dependence of two observed data values. It is calculated from: 

n 

r2 = ___i=_l________~ (4.2) 
n n ]1/2 

[~(xi - x)
2 ~(Yi -Y)

2 

where Xi is the experimental (past valued data) value, xis the mean value of x, Yi 

is simulated value, and 'fl is the mean value of y. The correlation coefficient is a 

number between -1 and 1. If r 2 = 0, there is no relationship between the measured 

values and expected values. A value of 1.0 represents a perfect correlation between 

these two data sets, while r 2 = -1 represents a perfect anti-correlation. Therefore, 

the higher the correlation coefficient , the tighter the relationship between these two 

data sets. 
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The correlation coefficient is used to evaluate the accuracy of the detector re­

sponse model. When a point source is imaged at a given location, the correspond­

ing FWHM is compared with the experimental (or evaluated) values. A set of 

FWHM's of different source-detector distances are recorded and r 2 and mean square 

error(MSE) is utilized to see how close the simulated result matches the experimen­

tal (or evaluated) value. r 2 may not predict how well one group of data matches 

the other. Therefore, MSE is also used to estimate the difference between two data. 

The same application is also performed on the measurement of full width at tenth 

maximum (FWTM) of septal penetration when the ray tracing method is applied. 

4.2.2 Normalized Mean Square Error (NMSE) 

Two images can be compared on a pixel by pixel basis using the NMSE, which 

is the normalized mean square quantization error for all the pixels between the 

simulated image and the standard image. It can be calculated as: 

(4.3) 

where, Oi and Fi are the ith pixel values of the estimated images and the standard 

images, respectively. This error is normalized to a range between 0 and l. It 

is independent of the magnitude in the predicted image or the standard image. 

NMSE is used to verify the accuracy of the simulated images. In contrast to r 2 , the 

smaller the value of NMSE, the higher the degree of accuracy. NMSE is used here to 

measure the degree of similarity of MP-CFD generated images and CFD generated 

images. 

4.2.3 Coefficient of Variation (CV) 

The coefficient of variation (CV) is equal to the ratio of standard deviation, a , 

to the mean, µ, and represents the degree of homogeneity in a set of data. It is 
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calculated from: 

CV=~ (4.4) 
µ 

Unlike r 2 , the smaller the CV value, the more uniform the projection image. 

The CV value will be used in the speed evaluation when the projection times of a 

block source using different methods are recorded for a same CV value. 

4.3 	 Accelerated Monte Carlo Simulation Using Convolution-

based Forced Detection 

4 .3. 1 	 Method 

In SPECT imaging, the overall detector resolution is a combination of the intrin­

sic camera resolution, R i, and the specific collimator geometric resolution, Re. The 

intrinsic resolution refers to how precisely the scintillator and associated localization 

electronics can position an event to a specific location. 

It is normally a property of the camera and usually a constant for a given photon 

energy. It is usually several millimeters, (3.8 mm for a 9.5 mm crystal at 140keV 

and 4.5 mm for a 15.9 mm crystal). The collimator resolution, on the other hand , 

is dependent upon the collimator length, l , hole size, h, source distance from the 

collimator, z, and linear attenuation coefficient , µ, for the collimator material (eg. 

lead) at a certain photon energy. Table. 4.1 has listed the symbols used in this 

section. 

The overall detector resolution can be described in terms of the full width at 

half maximum (FWHM) [2]: 

FWHM = JR i 
2 +R2e 	 (4.5) 

where, Re can be written as the following equation when a parallel hole collimator 

and low energy isotope are used : 
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Table 4.1: Symbols used CFD method. 
Symbols 
a 
r2 

~ 
Re 
l 
h 
z 
µ 

p 

a 

KN 
¢ 
µ(E) 

Definition 
standard deviation in Gaussian function 
correlation coefficient 
intrinsic resolution 
collimator resolution 
the collimator length 
hole size 
source-detector distance 
linear attenuation coefficient in the collimator 
material at certain photon energy 
photon probability 
detector angle 
Klein-Nishina function 
photon scattering angle 
linear attenuation coefficient for photon energy 
of E 
photon forced traveling length 

l ­ 1 + z) 
R c =h µ 2 (4.6)( l - ­

µ 

here, ( l - ~) is the effective collimator hole thickness as it accounts for some septal 

penetration. It has been shown that the detector response (represented as the 

point spread function, PSF) of a collimator can be modeled as a Gaussian function 

described by: 

1 - (x-xg)2 - (y -yg )2 

PSF(x ,y) lz = . e 2ax 2ay (4.7)
21faxay 

where (xo, Yo) is the central location where photons are detected on the collimator 

face and a x and a y are derived from the aforementioned FWHM of the particular 

collimator. 

The convolution-based forced detection (CFD) method is very similar to FD, 

with the exception that photons are forced to travel in the path perpendicular to 

the gamma camera and the detection probability being convolved with a Gaussian 
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function determined by Eq. ( 4.7) , and illustrated in Fig. 4.1. The convolution process 

is performed at every photon interaction location, and the attenuation coefficient of 

each directed path is calculated using a specific µ value corresponding to the given 

photon energy, E, at each step. 

Figure 4.1: Schematic of CFD. The solid lines are the photon scatter paths and the 
dash lines are the forced paths in CFD. Unlike that shown in Fig. 3.5, these lines 
are perpendicular to the collimator face. 

The main photon interaction types in SPECT are Compton scatter and pho­

toelectric absorption. During the transport of each photon, the probability that a 

photon travels to a given interaction position is determined by the product of the 

photon history weight (PHW initially set as 1). The probability that the photon is 

not absorbed by the photoelectric interaction is (1-Ppe(E)) (which is approximately 

set as the probability of Compton Scattering), and the probability of scattering at 

angle ¢ due to the Compton Scattering, where angle ¢ defines the photon travel­

ing line to the detector. The Klein-Nishina function , which is denoted as KN(¢ ) 

is introduced to calculate the probability of Compton Scattering at angle ¢. As a 

result, a new photon energy (E) and direction are given for the subsequent photon 

transmission. At each scattering location, the attenuation of the CFD-forced photon 

travel path will also influence the photon history. Therefore, the probability of a 

photon being detected by the detector located at the angle a , can be found by: 
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t<> 

P(a) = PHWi x (1 - Ppe(E)) x KN(¢) x efoFP -µ(E)dl (4.8) 

rt pp )
where, i is the ith photon interaction, and e Jo -µ(E dl is the attenuation factor. 

When the photon energy is higher than 100 ke V, only Compton scatter and pho­

toelectric absorption are dominant and, therefore, CTincoh in Chapter 2 is equal to 

1 - Ppe(E). 

4.3.2 Evaluation of CFD Monte Carlo 

CFD is a VRT method which is able to be combined with other VRT's for 

increased acceleration, and so the validation of its accuracy is very important. Point 

source responses are recorded for different source-detector distances when different 

collimators and radionuclides are used. The computation speed of CFD is also 

evaluated based upon block source projection images and compared with standard 

FD simulation. 

In the PSF evaluation, a point source of 99mTc located in either air or water. 

The 100 MBq source is placed in a 1 cm long and 0.5 cm wide pill, which can be 

seen as a point source compared to t he size of the detector. Fig. 4.2 depicts the 

experimental setup. Only head 1 is used in this simulation, and the source-detector 

distances for different sources and collimators are listed in Table 4.2. 

In the experiment, the point source at each distance is imaged for 5 minutes using 

a GE Millennium VG camera with a LEHR collimator to acquire a 1024 x 1024 pixel, 

noise-free projection image with pixel size= 0.055cm. 203 energy window (126-154 

keV)is applied here. 

In the CFD simulation, a point source is moved along the central axis of a 

128 x 128 x 128 object (voxel size = 0.442 cm3 ) while the phantom contains either 

air or water. The simulated detector is the same as the experiment. The units in 

Monte Carlo simulated images is counts/second. Therefore, the simulated projection 
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Figure 4.2: Point source in the phantom (gray area) and scanned by a dual head 
detector. Two detectors are placed opposite to each other. When LEHR is used, di 
= 0 cm, and d2 = 6.98 cm. When MEGP and HEGP collimators are used, di =9.94 
cm, d2 = 22.44 cm. 

images should be multiplied by the projection time, which is 300 seconds. The 

projection images are set as 128 x 128 pixels and only geometric response modelling 

is applied. 

Fig. 4.3 and Fig. 4.4 shows the FWHM evaluation of the PSF's for the two 

types of simulations (LEHR/air, LEHR/water). The experimental data has been 

downsampled to match the dimensions of the simulated image. The vertical and 

horizontal central line profiles of the resultant PSF's are fitted to Gaussian curves 

and the FWHM's are calculated and compared with the experimental data. In 

Fig. 4.4, the widths of the experimental results are always higher than the simulated 

data may because there are some scattered photons that are not included in the 

simulation. 

Fig. 4.3 presents the FWHM comparison of the experimental data along with 
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Table 4.2: The source-detector distances using different isotopes and collimators 
when attenuation medium is/isn't included. Dual head detector is used to produce 
the projection images. The unit of these distances is cm. Numbers without * 
denote source-detector distances when the projection views are acquired by head 1, 
and numbers with * are for head 2. The numbers in the brackets are related to the 
source depth in the water to the corresponding detector. 

No. 99mTc­

LEHR-no 
att 

WmTc-LEHR­
att 

lITJn-

MEGP-no 
att 

TITJ_ 

HEGP-no 
att 

TITJ-HEGP-att 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

2.54 
7.52 
12.7 
17.78* 
22.86* 
27.94* 

2.54 (2.54) 
7.52 (7.52) 
12.70 (12. 70) 
17.78 (17.78) 

2.54 
7.62 
12.7 
17.7 
25.4 
30.48* 
38.10* 
43.18* 
48.26* 
53.34* 

2.54 
7.52 
12.7 
17.78 
25.40 
30.48* 
38.10* 
43.18* 
48.26* 
53.34* 

15.24 (5.30) 
18.20 (8.26) 
22.86 (12.92) 
27.94 (18.90) 
27.94 (5.50) * 
33.02 (10.58)* 
37.68 (15.24)* 
40.64 (18.20)* 

the simulated results when the 99mTc source is placed in air. The simulation results 

of the sources in air are very accurate, with good agreement between the experiment 

and simulation, as the r 2 values are both higher than 0.99 in Table 4.3. However, as 

shown in Fig. 4.4, when the source is placed in water, there are some differences in 

PSF's between experimental data and CFD results in the presence of attenuation and 

scatter. Table 4.3 summarizes the r 2 values of these FWHM evaluations. Although 

the simulation results for point sources in water is not as accurate as the results 

of sources in air , the r 2 value is still greater than 0.99, which denotes that the 

simulation results linearly correlate well with the experimental data. The mean 

square error between the experimental data and simulated data is much higher 

than the result in air, which means there are some errors when attenuation map is 

included. 

Fig. 4.5 shows the evaluation of count rate for both cases when the source is 

either in air or in water. The y-axis in Fig. 4.5 denotes the number of photon counts 

collected by the real system and simulated detector per second (CPS) for a 1 MBq 
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Figure 4.3: PSF CFD simulation results compare with the experimental data using 
LEHR collimator when the 99mT c source is placed in air. The left is the FWHM 
evaluation of the horizontal and the right is for the FWHM vertical profile evalua­
tion. 
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Figure 4.4: PSF CFD simulation results compare with the experimental dat a us­
ing LEHR collimator when the 99mT c source is placed in water. The left is the 
FWHM evaluation of the horizontal and the right is for the FWHM vertical profile 
evaluation . 

source. Fig. 4.5(a) shows the count rate when a 99mr c source is placed in air. It is 

noted that the count rate should be stable and independent of the source-detector 

dist ances because no attenuated photons are considered . The experimental count 

rat e fluctuates around 90 CPS/MBq (about 103 variation) as a result of penetrat ed 

photons. The CFD generated results are more stable and close to the experimental 

result. 

Fig. 4.5(b) shows the simulation of 99mT c in water. In order to more easily 

analyze the effect of at tenuation , the x-axis is set as depth of the source in water . 
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Figure 4.5: The photon counts collected per second (CPS) comparison between the 
experimental data and the simulat ion. (a) and (b) are related to 99mrc in the air 
and water, respectively. 

It can be seen that the CFD simulated results are close to the experimental result. 

The count rate decreases when the depth of source in the water increases. This is 

because when the depth increases, the attenuation fraction in Eq. 2.16 decreases 

and the signal intensity also decreases. In theory, the count rate curve should be 

exponentially decreased , however, the curves here are linear decreased probably 

because the real system and simulated system has a wide energy window (126-154 

keV) and may collect a lot of scatter. Compared to the detection efficiency of HEGP 

collimator, which is shown in the next section, different collimators will also affect 

the detection efficiency, therefore, the linearly decreased lines in Fig. 4.5(b) may 

only be contributed by the application of LEHR collimator. 

Table 4.3: r 2 and MSE value of FWHM of PSFs in the air and water using CFD 
method when LEHR collimator and 99mrc are used 

source/collimator Hori.(air) Vert.(air) Hori.(h2o) Vert.(h2o) 
r'I 0.998 0.999 0.997 0.997 

MSE 0.063 0.046 0.107 0.076 

In the speed evaluation, CFD results are compared to standard FD results. A 

30cm x 30cm x 30cm 99mrc block source is simulated in the center of a 128 x 

128 x 128 matrix (voxel size = 0.442 cm3 ). A GE Millennium VG camera with 

LEHR collimator is simulated to acquire the projection images. Different numbers 
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of photons are simulated by CFD and FD: 1 x 105 , 2 x 105 , 5 x 105 , 6.5 x 105 , 1 x 106 , 

2 x 106 , 5 x 106 , 7.5 x 106 , 1x107 , 2 x 107 , 3 x 107 , 4 x 107 , 5 x 107 . The simulation 

time of each projection image is recorded for both CFD and FD and the CV value 

is calculated. Fig. 4.6 shows plots of the CV value vs computation time for both 

methods. It takes FD about 200 seconds to obtain a stable CV value of 0.06, but 

it only takes CFD 40 seconds to obtain a stable CV value of 0.01. The projection 

images of the stable CV values using CFD and FD are shown on the Fig. 4.6(b). 

The stable CV level of FD is higher than the stable CV level of CFD. Therefore, 

CFD is not only able to increase the speed of MC by a factor of 5, but also increase 

the signal to noise ratio (SNR) by a factor of 6. 

CFO 

0 .2 

0 .1 

(a) 

0.5 
FFDl 
~0.4 

0.3 
> FD 
(.) 

(b) 

Figure 4.6: The CV comparison of FD and CFD over different computation time 
in (a). (b) is the projection images for CFD and FD with the corresponding stable 
CV vlaue. 

In order to further verify the accuracy of CFD, the NCAT phantom has been 

used to compare the result of CFD with FD. A total of 100 MBq of 99mTc is 

simulated in the phantom. The main four organs with their activity amounts are 

heart (8.5 MBq), kidney (10 MBq), lung (10.5 MBq) and liver (48 MBq). The total 

activity of these four organs is 77 MBq, and 23 MBq activity is distributed in the 

rest of the NCAT phantom such as bone, stomach, et, al. Again, a GE Millennium 
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VG camera with LEHR collimator is modeled to generate projection data. 

photons are simulated by FD to provide a reference image. Different numbers of 

photons(3 x 105 , 106 , 107 , 108 , 109 ) are simulated by CFD and all projection images 

are anterior views. 
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Figure 4.7: NMSE values of CFD generated result compared with FD method using 
NCAT phantom. 

Fig. 4.7 shows NMSE values of CFD generated images compared with the refer­

ence image when the number of simulated photons varies. When the total number 

of photons is higher than 107 , the NMSE yields a stable value and the error is less 

than 0.01. Fig. 4.8(b)-Fig. 4.8(e) show slice profiles of CFD simulated results and 

the reference image. The slice profiles are related to the lines in the reference image 

of Fig. 4.8(a), and the number of photons shown for CFD simulations. It can be 

seen that when 107 photons are simulated, the CFD simulated result is close to the 

reference image. Although larger numbers of photon simulations results in reduced 
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Figure 4.8: NCAT phantom simulation result by CFD method. The reference image 
is generated by the simulation of 1010 photons. (a) is the reference projection 
image with four line profiles shown on (b),(c),(d) and (e) with three different photon 
numbers. 
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noise in the projection image, the small noise reduction results in a substantial in­

crease in computation time. In the complex real phantom simulation, at least 10 7 

photons are needed to obtain a noise-free projection image. 

4.4 	 Accelerated Monte Carlo Simulation Using Mul­

tiple Projection Sampling and Convolution-based 

Forced Detection 

4.4. 1 	 Method 

In both FD and CFD, photons are forced to travel towards the gamma camera. 

It is noted that the detection of these photons occurs at only a single projection angle 

for each simulated photon. When a SPECT acquisition is performed, however, the 

projection data must be acquired using cameras at different projection angles. Thus , 

when using conventional FD and CFD, the simulation time increases linearly with 

the number of projection angles simulated. 

We now introduce the multiple projection sampling method (MP) which will 

simulate projection images at different angles around the object simultaneously. 

An illustration of this method is shown in Fig. 4.9(a) and Fig. 4.9(b). Several 

detectors are modeled simultaneously with the number of detectors and their angular 

distributions being dependent upon the SPECT acquisition parameters. A photon 

is emitted from the site of decay to a certain interaction point, and subsequently 

is directed to each of the detectors surrounding the object. The CFD method 

is implemented to every detector by forcing the photon to travel along the path 

directly to each of them, which is depicted in Fig. 4.9(b). Table. 4.4 has listed the 

symbols used in this section. 

When the photons are directed to different cameras, the probabilities are differ­

ent at each angle due to differing attenuation paths and the probability of Compton 
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Table 4.4: Symbols used in MP-CFD method. 
Symbols Definition 
CJ standard deviation in Gaussian function 
r 2 correlation coefficient 
R;, intrinsic resolution 
Re collimator resolution 
P photon probability 
a detector angle 
KN Klein-Nishina function 
¢ photon scattering angle 
µ(E) linear attenuation coefficient for photon energy 

of E 
[pp photon forced traveling length 
B detector angle in MP-CFD simulation 

---··· 0=U 

'
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Figure 4.9: Schematic illustration of multiple angle projection. a is the location 
of the base projection detector , and B shows the location of one of other detectors. 
(a) Multiple detectors around the object . (b) Multiple angle projection using CFD. 

Scattering. Thus , the overall probability of detecting a photon at angle B can be 

written as: 

lo 

P(B) = PHWi x KN(¢ + B - a) x (1 - Ppe(E)) x e- foF Pµ(E )dl (4.9) 

where (¢ + B- a) is the Compton scatter angle required for the photon to be de­

tected by the detector at angle B. Combining Eq. 4.8 and Eq. 4.9 together, we 

have: 

' ' ' ' 
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18 

e- foFP µ(E)dl KN(</>+ e- a) 
P(e) = P(a). 1<> KN(A..) (4.10) 

- f FP µ(E)dl y;e Jo 

where, P(a) denotes the photon detection probability for the detector at the angle 

of a, which acts as the base projection detector. P(e) is the photon event detection 

probability for the detector at angle e, and l~p is the forced path (FP) length in the 

direction of e angle detector. µ(E) is the linear attenuation coefficient correspond­

ing to the photon energy E , which is assumed to be constant along the forced path. 
18 

The term e- fa FP µ(E)dl gives the attenuation along the path perpendicular to the 

detectors at the angle of e, from the photon scatter locations to the corresponding 

detectors. In practice, we assume the attenuation term consists of both Photoelec­

tric Effect and Compton scattering probability, and the probabilities of Compton 

scattering at different angles are equal to each other. Therefore, Eq. 4.10 can be 

approximated as: 

8 
- flFP µ(E)dl

e Jo 
P(e) = P(a) · --1"-­ ( 4.11) 

e- foFP µ(E)dl 

The detection probabilities of photons to different detectors are calculated at 

each photon interaction location using Eq. (4.8) and Eq. (4.11). 

deJong et,al. [79] have developed a method of extending a base projection to 

multiple projections which is close in angle to the base projection in a similar manner 

which is more precise than our method. However, in their method, the scatter 

photon locations are stored in several layers, which may cause some blurring due to 

the thickness of the layers when projected at large angles. Our method is based upon 

the calculation of photon physical locations. The maximum angle of the multiple 

projections away from the based projection can be adjusted depending on the degree 

of accuracy required in the simulation, but the cost is the computation time. 
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4.4.2 	 Evaluation of Monte Carlo Simulation Using Multiple Pro­

jection Sampling 

MP-CFD is an extension of CFD that simulates multiple projections around 

the object based upon the photon traveling to a single detector. The evaluation of 

this method focuses on the validation of the accuracy of MP-CFD compared with 

the result of CFD when the photons are directed to different detectors at multiple 

angles, separately. 

To test the accuracy of the MP-CFD method, projection images of a distance 

dependent point source are obtained and again compared with the experimental 

measurement. A HEGP collimator has been used with a 100 MBq 131 I point source 

located in either air or water. The evaluation using uniform attenuation map is going 

to be performed later on. The experimental setup with point sources located in the 

attenuation medium (non-radioactive water) is the same as depicted in Fig. 4.2. A 

two-head GE Millennium VG detector is used in order to increase the detection 

efficiency. 203 energy window (328-400 keV) is used here. The acquisition time for 

each frame is 5 minutes. The point source is moved along the central axis of the 

phantom, varying the source detector distance, as seen in Table 4.2. The normal 

CFD method is run twice for each source location in order to acquire simulated 

images for both detector heads, whereas, the MP-CFD code only needs to simulate 

once to obtain the images of both heads. However, in order to validate the effect of 

base projection, MP-CFD is performed twice using both head 1 and head 2 as base 

projections, respectively. Therefore, MP-CFD will generate 4 projection images for 

each point source. In both CFD and MP-CFD simulation, models of geometric 

response only are used. The center profile through each projection image has been 

fit to a Gaussian function . The FWHM of the Gaussian function, and the total 

counts of each projection image detected per second (CPS) for 1 MBq activity are 

recorded for comparison with the experimental data. 

Fig. 4.10 depicts CFD and MP-CFD generated results compared with the exper­
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imental measurement for point sources in air. The result of MP-CFD is the measure­

ment of both head 1 and head 2 using head 1 as base projection. Fig. 4.lO(a) and 

Fig. 4.lO(b) depict very good agreement of normal CFD and MP-CFD generated 

images by both detector heads with the experimental data in air. Fig. 4.lO(c) shows 

the photon count rate in counts per second for 1 MBq activity (CPS). It can be seen 

that the detection sensitivity of both MP-CFD and CFD simulation is somewhat 

lower than the real value. This is because the convolution kernel used in CFD only 

includes geometric resolution, which lacks the penetration model. On average, the 

photon detection sensitivity of CFD is about 8 CPS (203 ) lower than the actual 

value (40 CPS) of all the source-detector distances due to the amount of SP pho­

tons. In order to further study the effect of SP, Fig. 4.lO(d) shows the numbers of 

detected photons for different source-detector distances when both geometric reso­

lution and septal penetration are considered in the convolution model (more detail 

will be discussed in the next section) . It can be seen that the detection sensitivity 

is now close to the actual value. SP results in about 203 more than geometric 

resolution model when the source is in the air. When high energy radionuclides are 

used, septal penetration and collimator scatter can not be ignored. In this thesis , 

septal penetration is going to be modeled. 

Fig. 4.11 shows a comparison of the horizontal and vertical FWHM measure­

ments for FD and CFD, along with the relative sensitivity detected by these two 

heads when the point source is located in water. The source-detector distances and 

depth in water can be seen in Table 4.2. Fig. 4.ll(a) evaluates the accuracy of 

MP-CFD when using head 1 as the base detector, and Fig. 4.ll(b) shows the eval­

uation of MP-CFD when using head 2 as the base detector. The first two columns 

of Fig. 4.ll(a) and Fig. 4.ll(b) give the evaluation of MP-CFD generated images 

on head 1, with the other two columns showing the evaluation of the head 2 results. 

The top rows of Fig. 4.ll(a) and Fig. 4.ll(b) compare the detector resolution in 

terms of FWHM with the x-axis set as the source-detector distance. It is not sur­
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Figure 4.10: Simulation result of PSF in air using HEGP collimator. The horizontal 
and vertical widths of the PSFs are validated by FWHM in (a) and (b). (c) and (d) 
show the average counts detected by the camera per second given 1 MBq activity 
for simulations and experimental data w / o and with SP modeling. d denotes the 
distance between the point sources and the corresponding detector. 

prising that MP-CFD matches CFD for base projection images, and they both agree 

well with the experimental data. For the off-base projection images, there are some 

slight differences between MP-CFD, CFD simulations and the experimental data. 

This maybe because of the difference between the two detector heads due to manu­

facturing even though they are supposed to be identical and the approximations in 

Eq. 4.11. The bottom rows of Fig. 4.ll(a) and Fig. 4.ll(b) provide a comparison of 

the average detection sensitivity of these two heads. The x-axis has been set as the 

depth of water from the point source to the detector in order to observe the effect 

of attenuation. It has been noted that our simulation results compare well to the 

detection sensitivity of head 2, but not head 1, when no SP is included. However, 

when SP is included, both the results are similar to the actual value. Table 4.5 gives 

the r 2 and MSE value for FWHM measurement in Fig. 4.11. The value shown in the 

table for MP-CFD is the average r 2 or MSE value for the simulation results related 
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to the two detector heads using different based detector. The result of MP-CFD 

agrees well with CFD, and both are correlated with the experimental data as r 2 

values for FWHM are all above 0.99 and most of the MSE is less than 0.lcm. 

2Table 4.5: r value and MSE of FWHM of PSFs in air and water between the 
experimental data and MP-CFD or CFD simulation result when HEGP collimator 
is used. (Note: the results are the average value of head 1 and head 2, the unit of 
MSE is cm.) 

source H ori.(air) Vert.(air) Hori.(h2o) Vert.(h2o) 
MP-CFD (r2 ) 0.9980 0.9990 0.9971 0.9974 

MP-CFD (MSE) 0.0164 0.0202 0.0706 0.1160 
CFD (r-z-) 0.9980 0.9980 0.9975 0.9981 

CFD (MSE) 0.0083 0.0229 0.0458 0.0796 

Fig. 4.11 also shows the detection sensitivity evaluation of PSF's for MP-CFD 

and CFD. The first and third columns of Fig. 4.ll(a) and Fig. 4.ll(b) are for the 

simulation result without septal penetration photons, and the other columns are 

with septal penetration photons. It can be seen that the simulation results do not 

match head 1 and head 2 simultaneously. This may because of two reasons: 1) the 

two heads are not identical through they are supposed to be. 2) there is some error of 

MP-CFD while ignoring the difference of Compton scattering. Observing t he results 

of both heads, it can be seen that the amount of penetrated photons compared to 

the geometric photons are different for different source-detector distances. When 

the source is close to the detector, the ratio of penetrated photons to geometric 

photons is about 1:2, however, when the source is far away from the detector, this 

ratio is reduced, and the amount of penetrated photons can be neglected. 

In order to further verify the accuracy of the PSF's generated by MP-CFD when 

only geometric response is included (no septal penetration modeling) , Fig. 4.12 

presents the profiles of the two projection images detected by head 1 and head 

2 using head 1 as the base projection, when the point source is placed 22.86 cm 

away from head 1 detector (33.02 cm away from head 2). Therefore, the depth in 

water to the two heads are 12.92 cm and 10.58 cm, respectively. The left column 
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Figure 4.11: Simulation results of point sources in no activity water container using 
HEGP. The MP-CFD simulation results comparison using head 1 as base projection 
is shown on (a), with (b) giving the results using head 2 as the base projection. The 
first two columns in (a) and (b) are the comparison of head 1 detection, and the rest 
two columns are the results of head 2 detection. The first and third columns of top 
row are the horizontal direction FWHM measurements, and the second and fourth 
columns are the vertical direction measurements. The first and the third columns 
of the second row are the photon amount evaluation when the septal penetration 
photons are not included, with the second and fourth columns of the second row 
showing the photon amount evaluation with septal penetration photons. d denotes 
the distance from the point source to corresponding detector head. dh2o denotes the 
depth of water from the point source to the detector. 
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shows the projection images on head 1 and head 2. The dots correspond to the 

photons traveling through the collimator holes, whereas the areas between these dots 

correspond to septa where most of the photons are stopped. The middle column 

shows the PSF profiles and are compared with experimental data in order to evaluate 

the accuracy in more detail. The MP-CFD simulated result is smoother than the 

experimental result because septal penetration is neglected. However, the profiles 

of simulated result is very close to the experiment. The right column shows the log 

value of the profiles. Although the central part of MP-CFD simulation is close to 

the experiment, the tails are lower than the experimental result. The difference is 

related to septal penetration photons because the convolution models in MP-CFD 

does not include penetrated photons. Combined with the detection sensitivity, it 

can be said that septal penetration photons can not be neglected when high energy 

photons are imaged using conventional collimators. 

The accuracy of MP-CFD has also been investigated by simulating a SPECT 

acquisition of the NCAT phantom. 120 noise-free projection images were simulated 

using a HEGP collimator with the 64 x 64 x 64 voxel NCAT phantom containing 

lOOMBq of 131 I. The activity concentrations of different organs are the same as 

the simulation in Fig. 4.8. The voxel size of the phantom is set as 0.884 cm. CFD 

projection images are used as the reference images. Both CFD and MP-CFD simula­

tion use geometric response models as the convolution kernel. A total of 100 million 

photons were simulated for each CFD projection, while the MP-CFD method re­

quired only a total of 100 million photon simulations for all 120 projection angles. 

Three base projection detectors are chosen (at the angle of a = 0° , a = 80° , and 

a= 200°). 

The NMSE value, as a function of detector angle, is introduced to evaluate 

MP-CFD accuracy compared to CFD images. Results are plotted in Fig. 4.13. 

The maximum NMSE error is less than 0.03 for all measurements using different 

base projections. Fig. 4.14 depicts the comparison of resultant images of a = 0° 
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Figure 4.12: Dual head SPECT point source detection result comparison between 
MP-CFD and experimental data. Top row are the comparison of head 1 detections, 
with bottom row showing comparison of head 2 detections. The left column are the 
experimental projection images of these two heads, and the middle column show the 
center horizontal linear profiles. The right column are the log value of the center 
profiles. 

base projection MP-CFD and CFD for different detectors when e= 0°, e = 120°, 

and e = 240°. Several line profiles at the maximum error and other locations 

are analyzed thereby verifying the accuracy of MP-CFD compared to CFD. The 

phantom is upside down, so the last line profiles are across the lungs. It can be seen 

that the projection images of MP-CFD and CFD are well matched. 

The same 64 x 64 x 64 voxel NCAT phantom has also been used in speed tests 

of the MP-CFD method. A varying number of detectors (Np) have been simu­

lated using MP-CFD and the resultant projections are compared to CFD simulated 

projections with the same number of projections. For each simulation, the total 

computation time for CFD and MP-CFD was recorded. As seen in Fig. 4.15 , the 
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Figure 4.13: NCAT phantom MP-CFD resultant images NMSE comparison with 
CFD generated images. a is the location of base projection detector. () denotes the 
location of gamma camera. The maximum error is less than 0.03 for the projection 
images around () = 120°. 

simulation time of one CFD (for one MP-CFD) projection view for 100 million pho­

tons is about 80 seconds, which includes 68 seconds for photon propagation inside 

the phantom and 12 seconds for the attenuation and convolution calculation. With 

increasing numbers of detectors, the MP-CFD computation time increases because 

of the calculation of attenuation and convolution at each angle, however, the com­

putation time is linear with the number of projections for both CFD and MP-CFD 

but with different slopes. The MP-CFD method is about 6 times faster than CFD. 
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Figure 4.14: Line profiles of NCAT phantom images projected by MP-CFD (a= 0°) 
and CFD. The plots in (a) , (b) and (c) are fore = 0°, e = 120°, and e = 240° 
projection images, respectively. The first column in each one shows the projection 
images generated by CFD. The second column are the profiles of maximum error, 
while the others are the specific lines denoted at the top. Except the projection 
image, the first row of each sub-figure gives the linear line profiles , with the second 
row presenting their log values . 
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Figure 4.15: Computation time comparison between CFD and MP-CFD. NP denotes 
the number of detectors to be simulated. 

4.5 	 Convolution-based Forced Detection Monte Carlo 

Simulation Incorporating Collimator Response Mod­

eling 

4 .5 .1 	 Collimat or R esponse M odeling 

With CFD, the probability of photon detection is convolved with a Gaussian blur 

function representative of the collimator geometric response function. This math­

ematical model only estimates the response based on the assumption that photons 

interacting within the collimator material will be completely absorbed. However, 

when the photon energy exceeds 200 keV, there is high probability that photons 

will be able to penetrate the collimator, yet still be detected by the camera [27]. 

Furthermore, some photons may interact in the collimator material before they 

penetrate the collimator septa. Therefore, a complete characterization of the col­

limator response involves geometric response (GR), collimator septal penetration 

(SP) and collimator scatter. Although different collimators are used to minimize 

the amount of septal penetration, thin septa are preferred when high detection effi­

ciency is required. Therefore, the effect of penetrated photons is typically significant 

when medium or high energy radionuclides are used. Overall, the amount of pene­



99 CHAPTER 4. VARIANCE REDUCTION TECHNIQUES 

trated photons is determined by photon energy and the path length of rays through 

the septa which depends on the distance between the radioactive source and col­

limator, collimator material, collimator length, collimator hole pattern and septal 

thickness [80]. 

Several studies have been done to model collimator response. Ljungberg, et 

al. have developed a Delta-Scattering technique by sampling a series of random 

numbers to determine the photon interaction types in the collimator when photons 

are tracked [57]. Du, et al. used Monte Carlo N-Particle (MCNP) to simulate photon 

interaction types in the collimator [81]. Song, et al. presented a method using MC 

code to generate the collimator response models based upon the angular response 

functions (ARFs), which depends on the photon traveling directions and photon 

energies [82] . Recently, Staelens, et al. used convolution-based forced detection 

(CFD) to convolve the photon transmission probabilities with MC-derived collimator 

responses when ray tracing is performed onto the object [83]. However, the MC 

simulation of a noise-free collimator response image is extremely time consuming. In 

this work, we will introduce a method using ray tracing (RT) to analytically generate 

the collimator response model incorporating both GR and SP. The collimator scatter 

component is not going to be discussed here because of the difficulty of analytically 

simulating photon scatters. RT has been used previously to evaluate the collimator 

characteristics by modeling the collimator response [27, 80, 84], however, it has not 

been applied to compensate for the collimator response. The RT models are applied 

to CFD-MC when septal penetration is needed to be simulated in order to provide 

further acceleration. Table. 4.6 has listed the symbols used in this section. 

In RT method, a point source 0 is simulated at a distance of z away from the 

collimator front face, as shown in Fig. 4.16(a) . Several rays (OB) are traced from 

the point source to the collimator in different directions. The intensity of ray OB 

depends on the septal thickness that it travels through. 0 B may pass through 

several collimator septa but not just one, and the calculation of the septal thickness 
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Table 4.6: Symbols used in RT-MC method. 
Symbol 
0 
A 

B 

1 
() 

PoB 
IB 
Io 
µ 

O" 

A' 

PA1 B 

Po 11 B 

Po" A' 

Lo11 B 

z 

D 
d 
(Cx , Cy) 
Lx 
Ly 
L s 
Nr 
dp 
dµ 

Definition 
point source location 
interaction point of emitted rays and collimator 
front plane 
interaction point of emitted rays and collimator 
back plane 
azimuthal angle of the emitted rays 
polar angle of the emitted rays 
path length of OB within the septal region 
signal intensity at point B 
the initial photon intensity 
linear attenuation coefficient of the collimator 
material at a specific photon energy 
the projection point of 0 on the collimator back 
plane 
the projection point of A on the collimator back 
plane 
path length of A'B within the septal region 
path length of O"B within the septal region 
path length of O"A' within the septal region 
length of segment O"B 
source-detector distance 
collimator length 
equally spaced points on segment O" B 
distance between two adjacent points D 
center of the collimator hole 
width of the collimator hole 
height of the collimator hole 
septal thickness 
number of rays 
distance between two adjacent point sources 
linear attenuation coefficient spacing 
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is difficult in 3D space. Therefore, we project ray OB onto the 2D space and 

calculate the septal thickness from the corresponding projection ray O"B. There 

are two look-up tables generated in this work. One is called pathlength lookup table 

(PL-L UT), which is used to record the septal thickness of each O"B. The number 

of rays and the step of B are going to be discussed. The other one is collimator 

response lookup table (CR-LUT). In CR-LUT, various point sources at difference 

source-detector distances are simulated, and several rays are traces from them to the 

detector. The sept al thickness for each ray is calculated by searching the associated 

O"B value in PL-LUT. The intensity of each ray is calculated by the attenuation 

equation. Therefore, both geometric response and septal penetration models are 

included in the RT generated models . The step of source-detector distance and and 

the step of photon energy are going to be discussed. In the following simulation, 

the point source is always placed along the axis through the center of a collimator 

hole. In practice, the size of one pixel is more larger than the collimator hole size. 

Therefore, this arrangement will not cause a significant error. 

The fundamental idea of the RT method is shown in Fig. 4.16(a). Consider a 

parallel hole collimator and a point source located at the distance, z, above the 

collimator surface. The gray regions denote the collimator septa and the white 

represent the collimator hole. If a ray originating at point 0 passes through the 

gray region, it contributes to septal penetration, otherwise, it contributes to the 

geometric response. Simulated photons are isotropically emitted from the point 

source 0(01, ... , Oi, ... , On) , thus striking onto the collimator back plane. Suppose 

the emitted rays interact with the collimator at point A(A1 , ... , Ai, ... , An) on the 

front plane and B(B1 , ... , Bi , ... , En) on the back plane, where the subscript i 

corresponds to ith ray. The direction of each ray can be specified by the azimuthal 

angle 1(1'1, ... , 'Yi, ... , 'Yn) and polar angle 8(81, .. . , 8i, .. . ,8n)· The intensity of the 

photons striking point B depends on the path length of 0 B within the septal region, 

as denoted by Pas. It is easy to see that Pos = 0 for geometric response (i.e., no 
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septal penetration). The intensity at point B can be written as: 

Is= Io exp(-Pos · µ) (4.12) 

where, Io is the initial photon intensity (which is equal to photon history weight) at 

a certain photon scatter location, and µ is the linear attenuation coefficient of the 

collimator material at a specific photon energy (e.g. , 3.12 cm-1 for lead at 364.5 

keV.) 

(a) (b) 

(c) (d) 

Figure 4.16: Representation of a point source above a parallel hole collimator in ray 
tracing method. (a) Rays emitted from point source to the collimator. (b) Simplified 
illustration of the ray tracing method. (c) Collimator side view. (d) Collimator top 
view. 

Fig. 4.16(b) and Fig. 4.16(c) simplify Fig. 4.16(a) and specify two interesting ray 

characteristics which stress the fundamental ideas of the RT method as presented 

in this thesis. The first point is that the projections of rays from the source along 
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the axis 00" to a certain point B on the collimator are the same no matter where 

the point source 0 is located. Thus, the projection line of ray OB is always O"B 

when point source 0 is moved along the axis 00". In addition, the location of 

point A'(A~ , A~ , ... ,A~), which is the projection of point A, is moved along O"B 

with respect to the movement of 0 , as shown in Fig. 4.16(b). The second point 

is that the three dimensional (3D) septal path length PoB can be obtained by the 

calculation of the two dimensional (2D) path length PA' B , which denotes the path 

length of A'B in the gray region. We then have: 

PA'B Po11 B - Po11 A1 

• PoB = -- = ------ (4.13)
sine sine 

where, Po11 B and Po11 A' represent the path length of 0 11 B and O"A' in the gray 

region, respectively. It is noted that Eq. ( 4.13) can only be used in the case of a 

parallel hole collimator. 

If the location of B is denoted as (LO" B, 'Y) (Lo"B is the length of segment O"B, 

and 'Y is the angle of O"B away from the horizontal direction.), and defined by 

polar coordinates as shown in Fig. 4.16(d) , the value of e and location of point A' 

in Fig. 4.16 can be derived from the collimator parameters and location of the point 

source 0. Suppose the point source is placed above the collimator at a distance z , 

the collimator length isl, and the angle of ray O"A' in the horizontal direction is)' , 

the same as ray O"B. e can be derived from the trigonometric functions: 

Lo"B)e= arctan ( z + l (4.14) 

where L represents the length of the segment denoted by the appropriate subscript, 

then Lo"A' is: 

Lo"A'= z · tan(B) (4.15) 
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and so the position of A' can be written as (Lo"A',/) on the polar plane. 

From the above discussion, it can be seen that the intensity of photons at point 

B can be calculated by Eq. (4.12) using PoB once the locations of B and 0 are 

known. For different 0 positions, the corresponding values of Po" 8 are the same 

but Po" A' is not. However , Po" A' may be the same for different B. The calculation 

of Po" 8 and Po" A' are significantly time consuming, therefore, it would be helpful 

to produce a lookup table LUTp£ to store the cumulative septal thickness Po"B 

and Po" A for a given collimator geometry. In this study, hexagonal hole parallel 

collimators are used, although this method is applicable for all types of parallel 

collimators. 

Several rays are traced in the collimator back plane from center point O" in 

different directions, with each ray divided into a large number of equally spaced seg­

ments denoted D(D1 , ... ,Di, ... ,Dn), as seen from Fig. 4.17(a). A region including 

a collimator hole and the surrounding septa is equally divided into n sub-regions, 

and the center location of each sub-region is set as the center point O". n is a pos­

itive integer number which should at least be greater than the ratio of a projection 

image pixel area to a hole-septa area. In the following discussion, O" is chosen as 

the center of a collimator hole as an example. 

After Po" D, the septal path lengths of segment O"Dare calculated and stored in 

LUTp£ together with their polar coordinates, a second lookup table consists of the 

resultant collimator response functions (denoted as LUTcR) based upon LUTp£ , 

and is constructed by the projection images of a point source located at different 

distances from the collimator at a variety of photon energies. LUTp£ is incorpo­

rated into SIMIND MC program in order to provide additional acceleration. The 

following section discusses the creation of LUTp£ and LUTcR and their subsequent 

implementation in CFD-MC. 

The 360° circle centered at point O" is equally divided into Nr evenly spaced 

radial rays, as illustrated in Fig. 4.l7(a). The location of points D on the rays are 
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(a) (b) 

Figure 4.17: Septal thickness calculation on the collimator back plane. (a) Rays 
on collimator back plane. (b) Schematic for checking whether point D is inside or 
outside a hexagonal hole. 

computed to see whether they are within the septa or inside the collimator hole, 

which can be seen in Fig. 4.17(b). 

Suppose the center of a hexagonal hole is given by location (Cx, Cy) with width 

and height denoted as Lx and Ly, respectively, and the distance between two adja­

cent points Di-l and D i is denoted as d. d should fulfill the conditions that d « L 8 

and d « Ly to minimize the error. A study of the optimal number of rays, Nr, and 

sampling interval, d, has been performed and is described in the next section. A 

given point (x, y) within the hexagonal hole should satisfy: 

l:i!I < Ly/2 

Ii/- v'3xl <Ly (4.16) 

Ii/+ v'3x l <Ly 

where, x = x - Cx, y = y - Cy. These three inequality expressions correspond to 

the functions of the 6 edges of the hexagonal hole. Note this equation varies with 

different hole geometries. 

When point D is moved along a ray, it is difficult to determine into which 

hexagonal hole the point D is contained. With so many holes in one collimator, it 
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is exceedingly time consuming to determine all the possible hexagons by Eq. (4.16). 

Rather, suppose the coordinates of point O" is (0, 0), then the center distance be­

tween two adjacent vertical holes along a single column is: 

(4.17) 

and the center distance between 2 adjacent horizontal holes along a single row 

is: 

(4.18) 

Assuming now that the current hole is located on the oth row and oth column, 

(i.e. , location (0, 0)) , then the coordinates for the hole centered on the nth row and 

mth column are: 

(4.19) 

where n and m can be any integer number. 

Observing the hole pattern and septal thickness, when a ray exits out of a hole 

and proceeds to the next hole, the second hole must always be adjacent to the first. 

For a practical (low /medium/high energy, general purpose/high resolution) collima­

tor, it is usually adequate to consider only the adjacent 18 holes, as depicted by the 

shaded holes in Fig. 4.17(a). The number of adjacent holes should be increased only 

when 2Ly < L 8 , which makes the next point D , always within the septa until it gets 

into a new hole other than the shaded hole. Initially, we will call the current hole 

that D resides, the center hole, and its 18 adjacent holes as side holes. 

The RT process starts with point D moving from O" along one of the rays , with 

center hole (Cx, Cy) as (0, 0) and initial cumulated septal thickness (CSTo) as 0 cm, 

with the subscript 0 denoting the starting D. The previous point D is recorded as 
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Di-1 , and the current one being Di. When D is inside the center hole (or one of 

the side holes) , it is denoted as DE He (or DE H8 ), with D within the septa being 

denoted as D E S. During the movement along ray O"D , four possibilities may 

occur: 

• 	 Di-1 E He, and Di E He. This means point Di is still within the same hole 

and thus C STi = C STi-1 · The current hole is still the center hole. 

• 	 Di-1 E He, and Di ES. This means Di is moving from air to septa. CSTi = 

C STi- l + d. The current hole changes from the center hole to a side hole. 

• 	 Di-1 E S, the coordinates of Di are required to be calculated with respect to 

each side hole using Eq. ( 4.16) to check whether it is inside one of the side 

holes . If Di ES, CSTi = CSTi-1 + d, and the current hole is still a side hole. 

• 	 Di-l E S , but Di E H 8 . This means Di is moving from the septa to a 

collimator hole, and CSTi = CSTi-1 · The center hole is renewed as the one 

which holds the current Di. The current hole changes back to the center hole, 

and the side holes are updated. 

This process is repeated until Di goes to the end of all the rays being simulated 

with the CST of each position on the ray being stored in the lookup table LUTPL · 

Once generated, the collimator response can be calculated using the table, LUTp£ , 

by reprojecting the cumulative 2D septal thickness back to the 3D septal thickness 

based upon Eq. (4.13). By reading the term Po"B from Fig. 4.16 from the look­

up table, LUTp£ , the polar coordinates (Lo"B ,"f) of Band the cumulative septal 

thickness, Po"B, are determined. The coordinates (Lo"A',"() of A' can be derived 

from Eq. (4.14) and Eq. (4.15), the subsequent value of Po"A' can be determined 

by searching LUTp£ , and PoB can be determined from Eq. (4.13) . Therefore, the 

intensity of the photon flux striking detector location B is determined by Eq. ( 4.12). 

As the detector surface is typically divided into a number of detector bins , this in­
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tensity gets added to the value of the detector bin corresponding to this location 

and the number of photons striking at this bin is subsequently incremented. Thus, 

Vi,j = Vi ,j +IE 
(4.20)

{ CNTi ,J · = CNT · + 1i,J 

where i and j denote the ith row and jth collimator bin. Vi ,j is the value of this bin, 

IE is the intensity of certain photon flux on point B, as calculated from Eq. (4.12), 

and CN~,j is the total number of photons striking this position. 

This procedure is repeated for all the locations on a given ray and for all possible 

emission angles over 360°. Eventually, the value of each bin is normalized, 

-	 v; .v; i ,J (4.21)
i ,j = CNT,- · 

i ,J 

In order to generate the LUTcR, the point source is moved along the axis 00" 

at a step of dp and the value ofµ at a step of dµ in Eq. (4.12) is altered according to 

different photon energies. The sum of each resultant projection image is normalized 

to 1 before the image is stored in LUTcR for each point source location and different 

µ . The projection images are usually of limited size. When the point where a ray 

hit the detector is one of the vertices of the projection image, the convolution kernel 

stored in LUTcR should be able to cover all of the projection image. Therefore, the 

matrix size of the resultant ray-traced images should be twice that of the projection 

images. The reasonable sampling intervals for dp and dµ are analyzed in section 

3.5.4. 

4.5.2 	 Convolution-based Forced Detection Incorporating Ray-Tracing 

Models 

Following the generation of LUTcR, it was then implemented into a CFD ver­

sion of the SIMIND MC program (RT-MC) [73 , 74]. The conventional CFD method 
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uses 2D Gaussian functions as the convolution model, however, RT generated mod­

els together with the intrinsic resolution model are utilized here to represent the 

collimator response including geometric and penetration components. 

The RT generated models can be referred to in the lookup table, LUTcR, for 

different source-detector distances and photon energies (i.e. linear attenuation coef­

ficient µ in lead). It is not feasible to store all possible photon locations and energies 

within LUTcR, so rather a subset of possible values is stored. For a given photon 

with energy Ei, at object location (xi , Yi ), LUTcR is then consulted to determine 

the projection images that most likely match the photon energy and its scatter lo­

cation. If an exact match is not found , then the most appropriate value is obtained 

via linear interpolation in both µ and source-detector distance. 

4.5.3 	 Evaluation of CFD Incorporating Collimator Response Mod­

eling 

Compared to the evaluation of geometric response, the point spread function 

of combined geometric response (GR) + septal penetration (SP) models are not 

able to be modeled as Gaussian functions . The effect of GR and SP thus has to 

be evaluated separately. However, in most situations geometric response photons 

are still predominant, and so the central component of the PSF can still be fit by a 

Gaussian function to determine the FWHM. Because the amplitude of SP is lower 

than GR, the evaluation of the septal penetration component uses the full width at 

tenth maximum (FWTM). In the following discussion, the RT-MC modeled data 

has been compared with the experimental data using different types of radionuclides 

and collimators. 

The geometry of collimator response including both GR and SP is different 

than the previous study. A lOOMBq 131 I point source (a 1-cm-length and 0.5-cm­

diameter pill) is placed in the air 30 cm above a GE Millennium VG camera with 

HEGP collimator and scanned for 5 minutes. Again, a 203 energy window (328-400 
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keV) is used here. 

Fig. 4.18 shows the simulation results using RT-MC along with experimental 

data. It can be seen from Fig. 4.18(a) and Fig. 4.18(b) that the RT-MC generated 

image looks similar to the experimental data. Note that the RT image for the HEGP 

collimator has been rotated counterclockwise by 15° to match experimental results. 

The central dark region corresponds to the geometric response while the long tails of 

each image correspond to septal penetration and have been individually illustrated 

in Fig. 4.18(c) and Fig. 4.18(d). The image counts between two penetrated lines 

in Fig. 4.18(a) denotes the scatter photons, which is not simulated in Fig. 4.18(b). 

Septal penetration appears as a very well-known 6 sided star pattern with a second, 

less obvious star pattern situated 30° from the first one. This can be explained 

with the aid of Fig. 4.16(d). In the vertical direction (black lines) , the rays at every 

60° travel through the first cumulative septal thickness. The second, less intense 

star pattern appears offset 30° (gray lines) from the first pattern due to another 

thin septal thickness compared to its surroundings. Fig. 4.18(e) and Fig. 4.18(f) 

respectively give the linear-plot and log-plot of one tail profile to accentuate the 

difference between RT-MC and experimental data. The RT-MC simulation shows 

larger fluctuating ripples because our model lacks additional photon interactions 

such as collimator scatter, X-ray emission, and other interactions after the crystal. 

There is an additional structure seen in the PSF images as regions of higher 

and lower intensity along the septal penetration tails as seen in Fig. 4.18. This can 

be explained from the cumulative septal thicknesses (CST's) stored in the LUTPL· 

Fig. 4.19(a) plots Po"B in the horizontal direction for a single ray. Fig. 4.19(b) shows 

a magnified view of the selected region in (a), and Fig. 4.19(c) and Fig. 4.19(d) plot 

the septal thickness PA' B and PAB for differing B when the point source is located 

30 cm above the collimator. The CST appears as a staircase pattern, with the 

flat lines corresponding with point B in the collimator hole and the increasing lines 

associated with the points in the collimator septa. In Fig. 4.19(c) and (d), we can 
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Figure 4.18: Comparison between RT-MC model and experimental result using 
HEGP collimator when point source located at 30 cm above the collimator. (a) and 
(b) compare the experimental measured data and RT-MC resultant image, which 
has been separated into geometric (c) and septal penetration (d) compartments. 
The linear and log center profiles of one tail are plotted in ( e) and (f) showing the 
great agreement between the measured data and RT simulation. RT-PSF in the 
legend is the profile for RT generated PSF result , and RT-SP is the profile for RT 
generated SP result. 
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see some ripples in this pattern whereby several ripples combine to a larger packet . 

These ripples originate in the numerator of Eq. (4.13). The increasing portions or 

fiat portions in Fig. 4.19( a) minus another increasing portion results in periodically 

appearing ripples. Between every two bumps, Po" B and Po"A moves along two 

fiat lines and the minus term results in the slowly increasing line, which denotes the 

increasing azimuth angle canceling with the increase in the septal thickness. The sin 

term in the denominator of Eq. ( 4.13) flattens the septal thickness PAB , but enlarges 

the first bump more than others because of the small photon emission angle. 

25 E' 
~ 

12 

b11.5 
a.. 

I 
~ 11 i___, 

~ Ig>
:2 1 0 .5 ,----11 

~ 
20 

I 
I 

I r 
I 

I 

24 

(a) (b) 

7 

6 

E' 
~ 

a. 

2 


00 20 40 
LO"B (cm) 

E' 
~ 

(c) (d) 

Figure 4.19: The cumulative septal thicknesses from O" and 0 to point B along a 
ray. The x-axis denotes the location of point B away from the center O" with the 
unit of cm. (a) Cumulative septal thickness Po"B· (b) The magnified view of the 
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septal thickness PAB. 

7 

6 

5 

4 

~3 
2 

20 40 
LO"B (cm) 



113 CHAPTER 4. VARIANCE REDUCTION TECHNIQUES 

The FWHM has been introduced to evaluate the RT-MC geometric component. 

Because the result of RT does not include the intrinsic resolution of the detector, it 

is necessary to further convolve the result of RT with the camera intrinsic resolution. 

This has been found to consist of a <Y = 0.2 cm Gaussian function for HEGP colli­

mator using 1.6 cm thick crystal. The experimental and RT-MC generated images 

are further convolved with an additional <Y = 0.2 cm Gaussian function, to remove 

the effect of the collimator hole pattern as seen in Fig. 4.18. 

In the accuracy evaluation, a point source was again used here to evaluate the 

accuracy of RT-MC. Three collimators with the corresponding radionuclide sources 

were used here: HEGP collimator (Ly = 0.4 cm, L s = 0.18 cm) for 131 I sources in 

air, together with the same evaluation for medium energy general purpose collimator 

(MEGP collimator: Ly = 0.3 cm, Ls = 0.1 cm) with 111 In in air, and low energy 

high resolution collimator (LEHR collimator: Ly = 0.15 cm, Ls = 0.02 cm) with 

99mTc when the source is placed in air. In the RT model evaluation, we have also 

conducted an experiment using a 100 MBq 131 I point source and GE Millennium 

VG dual head camera with HEGP collimator. The two detectors are 58 cm apart, 

and the point source is placed in air. The source-detector distances to head 1 are 

5 cm, 10 cm, 15 cm, 20 cm and 25 cm. The corresponding distances to head 2 

are 53 cm, 48 cm, 43 cm, 38 cm, and 33 cm and 28 cm. The scan time for each 

distance is 5 minutes. 203 energy window (328-400 keV) is used here. Projection 

images were acquired at 512 x 512 pixels, and the pixel size is 0.llcm/ pixel. The 

experimental setup for MEGP and LEHR collimators can be seen in Fig. 4.2, and 

the source-detector distances can be seen in Table 4.2. The scanning time is also 5 

minutes. Projection images are acquired at 1024 x 1024 pixels, and the pixel size is 

0.055cm/pixel. Only the data for source in air is used in this evaluation. 

For the evaluation using HEGP collimator, RT-MC is applied to simulate the 

projection images with the same parameters as the experiment. Fig. 4.20 shows the 

FWHM evaluation for the geometric part of RT and experimental PSF's. It can be 
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seen that the RT-MC simulated result is very close to the experiment. F ig. 4.20(c) 

shows that the simulated detector sensitivity (CPS/ MBq) of RT-MC agrees well 

with the measured data. The amount of geometric photons is still stable as the 

source-detector distance varies, but the amount penetrated photons decreases when 

the source-detector distance increases. The total photon amount matches the real 

data. The evaluation of the septal penetration can be assessed using full width 

at tenth maximum (FWTM) [85]. Fig. 4.21 shows excellent agreement between 

the RT-MC models and the experimental PSF's for the penetration portion. The 

correlation coefficient (r2 ) has then been introduced to determine how well the RT 

models correlate with the experimental data. 

In this thesis , the discussion of septal penetration is aimed mainly for use with 

a HEGP collimator. MEGP and LEHR collimators, which are used for relatively 

low energy photons, were not considered. Therefore, the evaluation of FWHM and 

FWTM for MEGP and LEHR collimators only uses RT generated results (The RT 

generated results are not incorporated in MC simulation) , but not RT-MC results. 

That is , the detection efficiency is not included in the evaluation. The results can 

be seen in Fig. 4.22 and Fig. 4.23. 

2Table 4.7 shows the r and MSE evaluation for all these four simulations. We 

can see that all the correlation coefficients of the PSF's of these three collimators are 

greater than 0.995 except FWTM of LEHR collimator, showing that the RT models 

are consistent with experimental data. The MSE values for HEGP collimator are 

higher than the other two collimator. However, based upon the hole size and septal 

thickness, the simulation of HEGP is still of the most accuracy. The accuracy of 

FWTM for LEHR collimator is low because the number of penetrated photons is 

low due to the low energy photon source. 

The RT models do not include photon interactions within the collimator or 

gamma camera. However, photon scatter within the collimator and crystal, X­

ray emission, and backscatter from the materials behind the crystal can be very 
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Figure 4.20: RT method geometric response and sensitivity evaluation for PSF with 
point source in air. (a) is the horizontal FWHM evaluation, with (b) showing the 
vertical FWHM. (c) presents the sensitivity of the detection based upon the detected 
photon counts per second for lMBq activity. 

important when medium or high energy photons are imaged. Fig. 4.24 shows the 

energy spectra of 131 I using the HEGP collimator. Solid curve in Fig. 4.24 is the 

spectrum when photon interaction in the detector and gamma camera is counted, 

and dash curve corresponds to the case that no photon interaction in the detector. 

It can be seen that when photons interact with the detector, some X-rays may be 

produced in the collimator, and some photons may be scattered from the materials 

behind the crystal and hit the crystal again. The number of photons in both the 

high energy and low energy parts of the spectrum with detector-photon interactions 
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Figure 4.21: FWTM values of PSF's using HEGP collimator and 131 I isotope. d8 

denotes the distance between point source and detector, as in the unit of cm. (a) 
shows the FWTM values of PSF's in the horizontal directions, with (b) plotting the 
vertical one. 

2Table 4.7: r value and MSE for FWHM and FWTM measurement of different 
collimators. Subscript h denotes horizontal direction, with v being vertical direction. 
The unit of MSE is cm 

collimator FWHMh FWHMv FWTMh FWTMv 
HEGP (air, r2 ) 0.9976 0.9966 0.9985 0.9932 

HEGP (air, MSE) 0.1699 0.2046 0.1909 0.2511 
MEGP (air, r2 ) 0.9954 0.9954 0.9960 0.9933 

MEGP (air, MSE) 0.0774 0.1135 0.1547 0.1989 
LEHR (air, r 2 ) 0.9956 0.9964 0.9708 0.9872 

LEHR (air, MSE) 0.0407 0.0365 0.1243 0.0967 

are both less than the total of non interaction photons. Photon interactions within 

the collimator and gamma camera affect the photons with energies lower than 200 

keV much more than those with higher energies. In practice, for 131 I a 10% energy 

window centered at 364.5 keV is used, which makes the photon interactions not 

a significant problem. For more accurate simulation, the new SIMIND MC code 

developed by Ljungberg, et al., which is able to simulate the photon interaction in 

the collimator, is recommended to be combined with the RT models [57]. 

In order to evaluate the speed of the RT method when implemented into the 

SIMIND MC program, we have simulated a 50 x 50 x 50 131 I block source contained 

within a 128 x 128 x 128 voxelized air space using a HEGP collimator. Different 

numbers of photons have been simulated and the computation time recorded. As 
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Figure 4.22: FWHM and FWTM values of PSF's using MEGP collimator and 111 In 
isotope. (a) and (b) show the FWHM values of PSF's in the horizontal and vertical 
directions, with (c) and (d) show the FWTM values in these two directions, where, 
x-axis is the distance between point source and detector. 

the projection image is expected to be relatively uniform, the coefficient of variation 

(CV) of the center 50 x 50 dark region in the resulting images is calculated to 

measure the degree of uniformity. 

Fig. 4.25 shows a plot of CV vs computation time. As seen, the RT method 

requires approximately 100 seconds in order to achieve a stable CV= 0.006. SIMIND 

forced detection MC is performed as a non-RT Monte Carlo method (non-RT MC) 

to compare with RT-MC. Similar to RT-MC, only geometric response and septal 

penetration are included in to forced detection MC simulation, and collimator scatter 

is not simulated.It takes the non-RT SIMIND program 1494 seconds to achieve an 

image with CV = 0.03. In order to achieve a noise free image with CV = 0.006, 

it takes the non-RT MC longer than 750,000 s (9 days) to run, indicating a speed 

improvement for the RT-MC of about 7,500 times. Fig. 4.26(a) and Fig. 4.26(b) 

shows the projection images of non-RT MC and RT-MC with CV = 0.006. It is 

http:simulated.It
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Figure 4.23: FWHM and FWTM values of PSF's using LEHR collimator and 99mTc 
isotope. (a) and (b) show the FWHM values of PSF's in the horizontal and vertical 
directions, with (c) and (d) show the FWTM values in these two directions, where, 
x-axis is the distance between point source and detector. 

easy to see that the result of RT-MC is relatively noise free but even after 9 days 

simulation, the non-RT MC is not. The center regions both depict the hexagonal 

pattern, which is due to the geometry of the collimator. The resultant non-RT image 

appears somewhat sharper than RT possibly because the maximum emission angle 

of septal penetration rays is limited in SIMIND MC for different source-detector 

distances. The maximum emission angle () in Fig. 4.16(a) is defined by Monte 

Carlo. In SIMIND MC simulation, when () 2 arctan °"g1Bax, () value is modified 
1 

to be arctan °"g:Bax automatically, where O" is the center point of the collimator . 

However , the photon emission angle may be greater than this maximum number 

when O" is not in the center. SIMIND MC generated septal penetration is limited 

by this angle. Therefore, the blurring caused by septal penetration is less than the 

ray-tracing generated result. In SIMIND MC simulation, only one single maximum 

emission angle can be used for the cubic source which includes several different 
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Figure 4.24: The difference of energy spectra with and without photon interactions 
in the detector when photons hit on the collimator and gamma camera. 
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Figure 4.25: CV vs time. Solid line is the computation time of RT-MC, and dash 
line is computation time of non-RT MC. The computation time of RT-MC is much 
less that non-RT MC, and the stable noise level of it is lower than non-RT MC. 

distances. This limitation will result in insufficient septal penetration photons and 

an overestimate of the geometric photons, which can also been seen in the linear 

and log center profiles shown in Fig. 4.26(c) and Fig. 4.26(d). 

4.5.4 Septal Penetration Simulation Parameters 

In the implementation of the RT method, it is possible to alter the number of 

the rays ( Nr), ray step size ( d), the distance between two adjacent source/detector 

planes (dp) and the linear attenuation coefficient spacing (dµ) used in the LUTp£ 

corresponding to different photon energies and LUTcn lookup tables. By increasing 
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Figure 4.26: Noise-free projection images of non-RT MC and RT-MC. The projec­
tion image of non-RT MC in (a) is still not noise free even after 9 days running, 
comparing with the noise free projection image of RT-MC in (b). The non-RT 
MC resultant image looks sharper than RT-MC image might because of the rays 
maximum emission angle limitation of the SIMIND MC code, which results in the 
insufficient septal penetration photon estimation shown by the linear and log center 
profiles in (c) and (d). 

Nr, and by reducing d, dp , and dµ, the resultant septal penetration model should 

yield higher accuracy, but at the expense of increased computation t ime and storage 

requirements for LUTp£ and LUTcR· As such, a study of these parameters has 

been undertaken to determine the optimal setting in order to maintain accuracy, 

yet reduce computational and storage requirements. The following section discusses 

the appropriate parameters for HEGP, MEGP, and LEHR collimators. 

An evaluation has been performed to determine the minimum Nr necessary, and 

the optimal d in order to minimize computer requirements while still maintaining 
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accuracy. The CST and Ly of different collimators vary, which makes the optimal 

simulated parameters of each collimator different. The evaluation depends on the 

hole size and cumulative septal thickness. For reference, we have used projection im­

ages generated using a lookup table calculated with Nr = 10, 000 and d = 0.002cm, 

which have shown high accuracy compared with experimental data. PSF's are mod­

eled using reduced numbers of rays, Nr, and larger step sizes, d, have been compared 

to these reference images using NMSE as the evaluation criteria. The evaluation of 

Nr and d should be combined together. Therefore, when Nr is studied, the average 

value of source-detector distances in the range of 10 cm to 60 cm (10 cm intervals) 

with d varies from 0.002 cm to 0.15 cm is taken, and when d is studied, the same 

source-detector distance and Nr varies from from 500 to 10,000. 

Fig. 4.27(a) shows the average value of the NMSE for the same Nr value when 

the point source moves from 10 cm to 60 cm in 10 cm intervals, and d is altered 

from 0.002 cm to 0.15 cm. Fig. 4.27(b) shows the average value of the NMSE for a 

same d value when the point source moves from 10 cm to 60 cm at each step of 10 

cm, and Nr is altered from 500 to 10,000. Fig. 4.27(c) and Fig. 4.27(d) show the 

log scales of Fig. 4.27(a) and Fig. 4.27(b) . We can see that d affects the result more 

than Nr. In fact, it can be seen that the LEHR collimator requires more precise 

parameters due to its thinner septal thickness and smaller hole size. Table 4.8 shows 

the reasonable choices for the values of Nr and d when the corresponding NMSE 

value gets to a stable level. For all collimators, it is seen that 1,000 rays are enough 

for RT simulation when the step size is set to half of the collimator septal thickness. 

Table 4.8: Optimal parameters for different collimators. 
Collimator hole size 

Ly (cm) 
septal thickness 

L 8 (cm) 
ray number 

Nr 
stepsize 
d(cm) 

HEGP 0.4 0.18 500 0.1 
MEGP 0.3 0.1 500 0.05 
LEHR 0.15 0.02 1000 0.01 

As the location of an emitted photon is variable and the resultant collimator 
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Figure 4.27: NMSE comparison of the model for the 3 collimators with the reference 
projection images over various Nr and d. (a) shows the effect of Nr is not very 
obvious, 1,000 rays is enough for simulation. (b) shows the effect of dis significant. 
The reasonable value is about half of the septal thickness and results in accurate 
modeling. (c) Log value of (a). (d) Log value of (b). 

attenuation coefficient for lead varies widely as a function of energy (ranging from 

1.167 cm- 1 at 700 keV to 62.13 cm-1 at 100 keV) , it is impossible to store all 

possible source location and energy combinations in the lookup table. Rather, we 

have implemented the L UTcR for set distances from the detector surface and for set 

photon energies. Thus, for a given source location and photon energy, we determine 

the correct collimator response model via linear interpolation between the stored 

values. Thus, we must determine the optimal spacing for source-detector distance, 

dp and linear attenuation coefficient, dµ . 

For the determination of dp , we have simulated the PSF's for two point sources 
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with a specified dp. A linear interpolation is performed between these PSF's and 

compared to the actual PSF at that location using the NMSE. The evaluation fordµ 

is performed in an analogous manner. The HEGP collimator is used in the following 

evaluation. As seen in Fig. 4.28, when the separation between calculated values for 

dµ increases, the NMSE increases as the linear interpolation scheme is not accurate. 

It can generally be seen that reasonable accuracy exists in the simulated PSF even 

for dµ = 0.5cm- 1 . As expected, it is seen that by reducing the plane separation, 

dp , more accurate PSF's are obtained. This trend is seen to be essentially linear, 

thereby suggesting that the optimal plane spacing may be equal to the voxel size as 

simulated in the subsequent MC simulation. 
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Figure 4.28: The estimation of dp (source-detector distance step) and dµ (linear 
attenuation coefficient step). (a) NMSE comparison of the interpolated images with 
the actual PSF at different dµ- (b) NMSE comparison of the interpolated images 
with the actual PSF at different dp· (c) Log NMSE of (a). (d) Log NMSE of (b) . 
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4.6 Conclusion 

In this Chapter, we have discussed several variance reduction techniques used 

to accelerate Monte Carlo modeling of photon transport. Both CFD and MP-CFD 

have been developed based upon the forced detection method. The RT method to 

model collimator response including geometric resolution and septal penetration is 

introduced when high energy photons are imaged. The generated models have been 

incorporated into CFD yielding a very flexible model that is easy to combine with 

other VRT's. 

We have evaluated the accuracy of CFD, MP-CFD, and RT-MC for simulated 

photon transport. It has been assessed that the computation time of CFD is roughly 

5 times faster than FD, due to the fact that the program uses an analytically de­

termined blurring kernel rather than sampling the photon path direction from a 

probability density function. As a result , CFD converges to a noise-free projec­

tion image much faster than FD. The speed of MP-CFD is seen to be a further 6 

times faster than CFD because the computationally demanding simulation of pho­

ton transport within the object only needs to be simulated once in MP-CFD and 

then forced to multiple detectors. Overall, the speed of MP-CFD is about 30 times 

faster than that of standard FD with similar image accuracy. 

A validation of the RT method has been performed assessing the correlation 

coefficient for FWHM and FWTM of the point spread functions , and has shown 

that the ray tracing method is very accurate. When incorporated into the SIMIND 

Monte Carlo program, it has been shown that the speed of the ray tracing method 

has increased the simulation speed by a factor of 7,500 compared to the conventional 

Monte Carlo program. The reasonable parameters used in the lookup table for the 

RT method have also been determined. 

In the next Chapter, image reconstruction based upon accelerated Monte Carlo 

is introduced. 



Chapter 5 

Monte Carlo based Quantitative 

SPECT Reconstruction 

The previous chapters have introduced several variance reduction techniques 

used to accelerate Monte Carlo projection images of a SPECT system. Projection 

images obtained over all angular views do not present the 3D radioactivity distri­

bution in a patient, as the lack of depth information in each image makes organ 

images overlap on projection views. The overlap depends on the structure of the 

organs and their locations. Thus it is difficult to determine the 3D distribution of 

radioactivity directly from the projection images, however this can be determined 

by using a number of 2D projections along with image reconstruction. Image recon­

struction is a technique to solve inverse problems which estimates the input system 

from a set of projection views. It can recover radioactivity distribution within an 

object given a set of projections images obtained around the object. 

Many mathematical approaches have been used to reconstruct 3D objects using 

projection images [86]. As discussed in Chapter 1, there are two classic reconstruc­

tion strategies that play important roles in clinical use: analytical and iterative 

methods. The analytical method is simple and straight-forward to implement, but 

it is difficult to estimate the exact quantitative activity distribution within the source 

125 
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object, and moreover, with this method it is difficult to improve the quality of the 

reconstructed images that are influenced by various degradation factors. Physical 

effects such as photon attenuation, scatter and collimator-detector response can 

greatly affect the reconstruction accuracy and estimation of the radioactivity distri­

bution. These factors result in changes to the projection images and so the accurate 

modeling of these factors is essential in order to improve reconstruction accuracy. In 

this Chapter , we have incorporated Monte Carlo simulation into the image recon­

struction process in order to accurately model the photon transport and compensate 

for the physical effects photons undergo. 

5.1 Monte Carlo based OS-EM Reconstruction 

In Monte Carlo based OS-EM reconstruction, SIMIND Monte Carlo is used to 

simulate the forward projections in Eq. 2.15. The degradation factors are compen­

sated by including these models in either forward or back-projection. Attenuation 

and collimator response, which can be modeled prior to the simulation given a spe­

cific source-detector distance, can be included in both forward and back-projections. 

Scatter, however, as an unknown effect, can only be included in the forward pro­

jection through Monte Carlo. Another advantage of using Monte Carlo in the re­

construction is its ability to estimate the amount of activity present based upon the 

reconstructed activity distribution. 

5 .1.1 Image D egradation Factor Com p ensat ion 

In Monte Carlo simulation, a photon event is usually combined with three factors 

for any photon location: photon history weight, photon direction and photon energy. 

The photon history weight is the probability that the photon is at a specific location 

with a specific direction and energy. It is initially set to unity, and is reduced as the 

photon undergoes various interactions. 
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Attenuation Correction 

Attenuation is the effect of reduced signal intensity along the photon traveling 

direction due to photon interactions. It can be expressed mathematically by the 

exponential function: 

00 

TF(t,s',O) =exp(- f µ(t,s)ds) (5.1)
l s' 

where, TF is the transmitted fraction, µ(t,s) is the linear attenuation coefficient in 

the object with respect to a certain location as depicted in Fig. 2.10. 

In the forward projection process, before a photon is forced to the detector, 

accelerated MC simulates Compton Scattering and photoelectric effect, which results 

in µ. When the photon is forced to the detector, the photon history weight is 

multiplied by TF and recorded by the detector. s in the equation denotes the 

source-detector distance, and the exponential term denotes the probability that a 

photon is attenuated and is detected. In the back-projection step, each pixel value 

in the projection image is followed back to the 3D reconstructed object, as the value 

is also multiplied by TF and added into the corresponding voxel value in the object, 

where s now denotes the point from the projection images to the object. 

Scatter Compensation 

The compensation of scatter is performed in the forward projection using Monte 

Carlo simulation. The sampling for different photon scatter types has been discussed 

in Chapter 2. When a photon travels to a certain location, its scatter type, scattered 

energy and reflected angle are determined. The photon history weight is updated by 

multiplying with the probability of the photon scattering in Eq. 3.8. This scattered 

photon is followed until it is detected. Therefore, in the projection image, the effect 

of scattered photons is recorded and included in the reconstruction. 

Collimator Response Compensation 

As mentioned, system resolution is a combination of the intrinsic resolution of the 
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detector and geometric collimator resolution. The intrinsic resolution refers to how 

precisely the scintillator and associated localization electronics can position an event 

to a specific location. It is normally a property of the camera and constant for a given 

photon energy. The collimator resolution, on the other hand, is dependent upon the 

collimator parameters and source-detector distances. The geometric response can be 

mathematically written as a 2D Gaussian function by assuming the photons are all 

stopped when they hit the collimator septa. However, some photons can penetrate 

through the thin septal walls of collimator, which is defined as septal penetration 

(SP). SP is also an important aspect of collimator response, especially when isotopes 

with high photon energy are used. The compensation of collimator response requires 

modeling of the collimator response during the image reconstruction process. 

In the compensation, pixel (2D) or voxel (3D)-driven based forward projection 

and ray-driven based back-projection are applied, as shown in Fig. 5.1. In this 

method, the rays are traced from the emission location to the collimator. In the 

accelerated Monte Carlo, the photon history weight is convolved with the corre­

sponding CR model when the photon is directed to the detector. That is, a ray is 

traced from a source location within the object , following the pattern of source de­

tector resolution, to the projection plane. In back-projection (ray-driven method), 

several rays are traced from the collimator bin through the object. The voxel value, 

attenuated by the material along projection lines, is added to the corresponding 

point on the projection image. The cross-sections of these rays correspond to the 

collimator response for a certain source-detector distance. In order to simplify the 

reconstruction, only geometric response model is included in the back-projection. 

5.1.2 Radioactivity Estimation 

The value of each pixel in the projection images denotes the number of photons 

collected in the corresponding detector bin. The number of photons collected is 

related to the activity of the radionuclide. Therefore, the estimation of radioactivity 



129 CHAPTER 5. QUANTITATIVE SPECT RECONSTRUCTION 

" 
, ,'' 

, • ,' ,' 

,' / 

Reconstruction Matrix L 
~ 
~ 

(a) 	 (b) 

Figure 5.1: Two ways of GR compensation projection. (a) forward projection, and 
(b) back-projection. 

is based upon the total number of photons collected in the projection image during 

a certain time period. 

5.1.3 	 Summary of OS-EM Reconstruction Including Image Degra­

dation Factor Compensation 

Combining the image degradation factor compensation methods and the de­

scription of OS-EM reconstruction in Chapter 1, accelerated Monte Carlo based 

quantitative SPECT reconstruction consist of the following steps: 

1) The reconstruction estimate starts with a uniform object, with 1 for each 

voxel value. The total initial object activity is set as 1 MBq. 

2) In each sub-iteration, perform MP-CFD to simulate forward projection im­

ages. The angle of the first projection varies in each sub-iteration. The correspond­

ing attenuation and scatter effect is included based upon the attenuation map used 

in the simulation. For the models of collimator response, when a low energy photon 

emitter (e.g., 99mTc) is used, only the geometric response modeled by 2D Gaussian 

function is included. When a high energy photon emitter (e.g. , 131 I) is used, both 

geometric response and septal penetration modeled using the ray-tracing method is 

applied. 
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3) The corresponding measured projection images are compared with the simu­

lated projections. Their ratios are determined and back-projected. When attenua­

tion compensation is applied, it is included in the back-projected rays through TF 

in Eq. 5.1. The collimator response compensation can be seen in Fig. 5.l(b). 

4) The 3D back-projected image of the image ratio is multiplied by the previous 

reconstructed object and the estimated activity is determined (see below). 

5) The activity is estimated in each sub-iteration of OS-EM. The total object 

activity present in the initial iterat ion is set as 1 MBq. In each sub-iteration, the 

total number of photons collected in the simulated projection images is recorded 

and compared with the actual number of collected photons in the real projections. 

The total radio-activity is updated by multiplying the old activity value with the 

ratio of the true total photon number to the simulated total photon number. The 

OS-EM reconstructed object corresponds to the radioisotope concentration with the 

unit of Bq/voxel. The radioactivity distribution is obtained by distributing t he total 

activity to each voxel based upon the concentration distribution. 

6) Repeat the above procedure over the remaining angles, recording the average 

error between the true images and simulated images. If the error is above a certain 

threshold, E, and the iteration number has not reached the maximum number, go 

back to step 2), otherwise, the simulation is stopped, and the current reconstruction 

image and the activity are set as the final result. 

5.2 Evaluation 

In the evaluation of accelerated Monte Carlo based quantitative reconstruction, 

different radionuclides (eg. 99mTc and 131 I) have been evaluated. The energies of 

the emitted photons from these radionuclides are different, and so is the collimator 

response. Therefore, different collimators are utilized corresponding to different 

photons with various energies. 
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In the simulation, simple source phantoms such as spheres, cylinders and phan­

toms with a uniform attenuation map were utilized to evaluate the accuracy of the 

reconstruction process, followed by more complicated phantoms, such as the NCAT 

phantom with non-uniform attenuation map. 

Projection images were acquired by MP-CFD incorporating either geometric re­

sponse models or geometric and septal penetration models. The simulated scanning 

time for each projection was set as 15 seconds by default. 

The OS-EM method was applied to reconstruct the radioactivity distribution 

within the object using MP-CFD as the forward projector. The evaluation of at­

tenuation and scatter compensation was performed first, followed by the collimator 

response evaluation. GR compensation does not use Monte Carlo simulation as the 

forward projector, so it is discussed in the Appendix. 

By default, simulated objects of 128 x 128 x 128 voxels were used unless speci­

fied. The voxel size was 0.442 cm, and the closest distance between the object and 

detector was set as 2 cm. 203 energy window was used for different radioisotopes. 

120 projections were obtained over 360° for 15 s/view. In reality, 15 seconds may be 

short , and some noise can be seen on the projection images. However, noise free im­

ages are assumed in this thesis and no Poisson noise will be added externally. Images 

are reconstructed using OS-EM method with 5 iterations and 4 projections/subset. 

A drawback of the simulation is the projection data is simulated using the same 

MP-CFD simulation code as used in the reconstruction. This may not provide a 

reasonable prediction of how precise this method is but rather may provide a "best­

case" scenario. However, due to the time limitation, we did not do experiments or 

use other Monte Carlo simulation tools to generate the measured images. 

5.2.1 Attenuation and Scatter Compensation 

Prior to the evaluation of attenuation and scatter compensation, the fraction 

of attenuated photons in a cylinder phantom is studied. A 15-cm-diameter sphere 
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source filled with 100 MBq 99mTc was simulated at the center of a 21 cm diameter 

and 38 cm high cylinder shown in Fig. 5.2. Convolution-based forced detection 

Monte Carlo (CFD-MC) was used to collect photons when the cylinder was filled 

with air or water , respectively. A 203 energy window was used with the lower/ upper 

limits of 126/ 154 keV with a LEHR collimator. The simulated acquisition time was 

15 seconds. When the cylinder was filled with air , a total of 1.5 x 105 photons 

were collected. When the cylinder was filled with water , there were about 1.0 x 10 5 

photons counted. Therefore, about 33% of the photons are attenuated in this case. 

,• 

15cm,.-"/ 
/ 

../ 

Figure 5.2: Hot spheres filled with 99mTc in the cylinder phantom. The total activity 
in the sphere is 100 MBq. 

In the evaluation of attenuation compensation, a 15-cm-diameter sphere, filled 

with a uniform concentration of 100 MBq 99mTc, was centered in the same cylindrical 

phantom in Fig. 5.2, filled with non-radioactive water. Noise-free projection data 

has been simulated at 120 projection angles around the sphere over 360° by MP­

CFD simulating a GE Millennium VG camera with LEHR collimators. The effects 

of attenuation, scatter and geometric response are included in the simulation. 

Reconstruction: The OS-EM algorithm is used to reconstruct the 3D activity 

distribution. Two different reconstruction images are generated, one is with atten­
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uation and scatter compensation, and the other one without. In the compensated 

reconstruction, the water cylinder in Fig. 5.2 was used as the attenuation medium 

and attenuation compensation is also included in the back-projection. In the un­

compensated reconstruction, no attenuation or scatter compensation was included. 

In both methods, MP-CFD was used as the forward projection, and geometric re­

sponse compensation was included. The activity estimation for both methods was 

based upon the corresponding simulated images with or without attenuation and 

scatter compensation. 

Result: Five iterations were used for both reconstructions, the total activity 

estimated by the uncompensated result is 69.0 MBq, with the compensated result 

yields 99.5 MBq, which is close to the true activity. These results match the fact 

that about 333 of the emitted photons are attenuated as they travel through the 

cylinder. 

Fig. 5.3 shows the uncompensated and compensated result. The central profiles 

of the reconstructed results shown in Fig. 5.3(c) further denote that the estimated 

activity without compensation is much lower than the true activity. The ripples 

shown in the reconstructed profiles is called Gibbs ring artifact , which is caused by 

incomplete spatial frequency sampling as a result of geometric response compensa­

tion. For more detail, please refer to Appendix A. 

5.2.2 Collimator Response Compensation 

In Monte Carlo simulation, a collimator should always be included to limit the 

detected photon traveling direction, therefore, it is impossible to compare the effect 

of geometric response compensated reconstruction and uncompensated reconstruc­

tion using MC simulation. Appendix A shows the effect of geometric response 

compensation reconstruction using the analytical method. In this section, the effect 

of septal penetration compensation is discussed. 

In this simulation, four different sized spheres (diameters of 6 cm, 7.5 cm, 9 
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Figure 5.3: The assessment of attenuation and scatter compensation using the cen­
tral slice of the resultant images. The uncompensated result in (a) is compared with 
compensated result in (b). The center line profiles of these three images are plotted 
in (c). 

cm, and 10.5 cm, respectively) were filled with 131 I and placed in: i) air, ii) water 

without activity, and iii) cylindrical phantom filled with water containing 100 MBq 

activity, as seen in Fig. 5.4(a). The total activity of these four spheres was 100 MBq, 

and the activity for each individual spheres can be seen in Table 5.1 , Table 5.2 and 

Table 5.3. In the simulation of ii) and iii) , the diameter of the cylinder was 56cm 

and the height was also 56cm. 

In the simulated acquisition, 120 projection images were generated by MP-CFD 

over 360° using an HEGP collimator with 15s/ view. The convolution models in MP­

CFD includeed geometric photons and penetrated photons which are determined via 

the ray-tracing look-up table. For a collimator, the fraction of penetrated photons 

varies as the source-detector distance changes. It can be seen in Fig. 4.11 that the 
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further the source is from the detector, the fewer number of penetrated photons. For 

head 1, when the source is close to the collimator, the ratio of penetrated photons to 

geometric photons is about 1:2, however, when the source detector distance is about 

20 cm, the ratio is 1:10. The amplitude of penetration response is much lower than 

the geometric response, as shown in Fig. 4.18. However, the amount of penetrated 

photons is still high because they are spread around all the area of the entire camera 

131 Iarea. It has been verified by Frey, et. al. that when the an point source is 

at 10 cm from the HEGP collimator, the ratio of penetrated photons to geometric 

photons is about 0.7:1 [87], and Autret, et. al. has used Monte Carlo simulation to 

show that the ratio is about 1:2 when the source is at 20 cm from the collimator 

[88]. It is noted that these ratios are both higher than the corresponding value of our 

simulation likely because some penetrated photons are counted in the term ( l - ~) 

of Eq. 4.6. When RT generated models are utilized, this will not be a problem. 

It is very difficult to determine the ratios of the amount of penetrated photons to 

geometric photons for different source-detector distances using experimental data. 

In our simulation, the ratio of total penetration photons to geometric photons is set 

as 3:5 when source-detector distances are over a range of [O, 100] cm at a step of 

5 cm. The total number of geometric photons in the LURcR was simply summed 

together for distances in the range of [0,100] cm, as is the number of penetrated 

photons. The number of penetrated photons was scaled to match the ratio of 3:5. 

Reconstruction: The OS-EM method was again used for both SP compensated 

and uncompensated image reconstruction. MP-CFD was utilized in the forward 

projection to simulate the SPECT acquisition. In SP compensated reconstruction, 

the convolution kernels used in MP-CFD were derived from the GR+SP models 

in the ray-tracing look-up table, but only GR models were included in the back 

projection. In uncompensated reconstruction, only GR models were applied. In both 

reconstructions, photon attenuation and scatter were included (they are negligible 

when the cylinder is filled with air). 5 iterations with 4 projections/subset were 
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performed to generate the reconstructed image. The total activity still started with 

1 MBq and was updated at every sub-iteration. 

Result: Fig. 5.4(b) presents the central slices of the GR-only compensated 

reconstructed images for case i), and Fig. 5.4(c) shows the results for GR+SP com­

pensation. The resultant spheres in both cases look similar, as each shows very 

obvious Gibbs ring pattern, which is discussed in Appendix A. Fig. 5.4(d) shows the 

line profile of Fig. 5.4(b) and Fig. 5.4( c). It is seen that the reconstruction result of 

the uncompensated reconstruction (GR only) is very close to the SP compensated 

(GR+SP) result. 

Table 5.1: Summary of simulation results for 4 hot spheres containing 131 I in air 
for both SP compensated and uncompensated reconstruction methods. 

True Activ­
ity (MBq) 

GR-
SP(MBq) 

Error-GR­
SP(%) 

GR(MBq) Error-GR 
(%) 

Sphere 1 2.40 2.26 5.63 2.26 5.79 
Sphere 2 10.04 9.51 5.35 11.01 9.65 
Sphere 3 27.67 27.81 0.50 33.53 21.16 
Sphere 4 59.89 59.84 0.09 72.81 21.58 
Total of Spheres 100 99.41 0.59 119.61 19.61 

Volume Total 100 102.18 2.18 164.00 64.00 

The estimated activities of these two methods are denoted in Table 5.1. The 

total activity of 102.18 MBq as estimated by GR+SP compensation is close to the 

actual value of 100 MBq, but the activity of 164.00 MBq estimated by GR-only 

compensation is much higher than the actual value. This overestimated activity 

fraction (64%) matches the ratio of penetrated to geometric photons (3:5). 

It is seen that the spheres within the GR+SP compensated result contain most 

of the estimated activity. In contrast , the GR compensation result depicts slightly 

higher sphere activity estimation. The total overestimated activity is about 19% 

higher, however, most of the overestimated activity is estimated in the background. 

In the GR+SP compensated result , the more activity the spheres contain, the more 

accurate the activity estimation. Without SP compensation, the estimation of 
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sphere 1 is close to the actual amount, but the errors of sphere 3 and sphere 4 

are high, by about 203. The activities within sphere 2, sphere 3 and sphere 4 are 

all overestimated because of the lack of SP compensation. The penetrated photons 

from the source contained in sphere 1, 3 and 4 may be detected in the same location 

as geometric photons from sphere 2. Without SP compensation, the penetrated 

photons are considered as photons originating from sphere 2, and the same reason 

for the overestimated activity in sphere 3 and sphere 4. The sphere 1 is underes­

timated, presumably due to low activity and small volume. In this simulation, the 

computation time for each iteration is about 2 hours on a single 2.4GHz Linux PC. 
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Figure 5.4: Reconstruction images of spheres placed in the air. (a) is the experi­
mental set-up. (b) and (c) are the resultant central images of GR+SP compensation 
and GR compensation, respectively. The center line of both methods are shown on 
(d). x-axis denotes the pixel number, and y-axis is the relative activity. 

Quantitative accuracy of the reconstructed spheres in air is mostly related to the 
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accuracy of the underlying GR and SP models. When these spheres are placed in 

water, the estimation not only depends on the GR and SP models, but also on the 

accuracy of attenuation and scatter compensation. Table 5.2 and Table 5.3 illustrate 

the estimation result of spheres sitting in a water cylinder without or with back­

ground activity, respectively. Similar to the previous simulation, the radioactivity 

estimation for each sphere is close to the actual activity for GR+SP compensation. 

However, the estimated background activity estimation with GR-only compensation 

is much higher than that of GR+SP compensation. Most of the spheres are over­

estimated when SP compensation is not included, especially in the case when the 

background cylinder contains activity, as seen in Table 5.3. 

Table 5.2: Summary of simulation results for 4 hot spheres containing 131 I in the no 
activity water cylinder for both SP compensated and uncompensated reconstruction 
methods 

True Activ­
ity (MBq) 

GR-
SP(MBq) 

Error-GR­
SP(%) 

GR(MBq) Error-GR 
(%) 

Sphere 1 2.40 2.25 6.07 2.22 7.31 
Sphere 2 10.04 9.16 8.77 9.92 1.26 
Sphere 3 27.67 27.82 0.55 28.89 4.40 
Sphere 4 59.89 59.67 0.36 62.54 4.43 
Total of Spheres 100 98.91 1.09 103.57 3.57 

Volume Total 100 I 99.53 0.47 I 150.05 50.06 

Table 5.3: Summary of simulation results for 4 hot spheres containing 131 I in the 
100 MBq activity water cylinder for both SP compensated and uncompensated 
reconstruction methods 

True Activ- GR-SP Error-GR- GR(MBq) Error-GR 
ity (MBq) (MBq) SP(%) (%) 

Sphere 1 2.40 2.71 12.81 2.97 23.74 
Sphere 2 10.04 10.01 0.28 12.02 19.69 
Sphere 3 27.67 26.86 2.92 34.13 23.35 
Sphere 4 59.89 59.58 0.51 72.16 20.49 
Total of Spheres 100 99.17 0.83 121.28 21.28 

Volume Total I 200 198.96 0.52 I 311.80 58.90 

It can be seen from these three simulations that most of the overestimated activ­
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ity appears in the background but not within the spheres themselves in the absence 

of SP compensation. This is because the traveling path of the penetrated photons are 

always different than the geometric photons. When GR-only models are utilized, 

only the geometric photons are considered to be emitted from the actual source, 

and the penetrated photons are considered to be emitted from the background. In 

theory, the activity estimation of the background is overestimated because of the un­

compensated penetrated photons, and the estimation of the four spheres should be 

underestimated because of the lack of penetrated photons. However, the penetrated 

photons from one sphere will be recorded by the projection location corresponding to 

other spheres and result in the overestimation of activity in these spheres . In these 

two simulation, the computation time is about 4 hours/iteration on a single 2.4GHz 

Linux PC. The time is longer than the previous study because of the calculation of 

attenuation and scatter. 

5.2.3 Realistic Phantom Simulation 

Simulation: In order to evaluate the accuracy of the proposed MC-based re­

construction technique under more realistic situations, a 64 x 64 x 64 voxel NCAT 

phantom with pixel size of 0.884 cm has been used. This phantom contains rep­

resentative heart, liver, lung and kidney, with realistic soft tissue attenuation. 100 

MBq of 131 I was simulated in the phantom. The activity of each phantom organ 

can be seen in Table 5.4. 

60 projections were simulated over 360° by MP-CFD using a HEGP collimator 

with 15s/projection. Photon attenuation, scatter, GR and SP were all included in 

the simulated projections. 

Reconstruction: For evaluation of the performance of physical correction 

methods, the OS-EM algorithm has been utilized to reconstruct the projection im­

ages using three different compensation models: 

1) with all the compensation factors (GR+SP, scatter and attenuation); 
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2) with collimator response compensation but without attenuation and scatter 

compensation (GR+SP); 

3) with all the compensation factors except SP modeling (GR, scatter and at­

tenuation). 

HEGP collimator is used in the MP-CFD to simulate the collimator response. 

In Method 1 and Method 3, the NCAT attenuation map is applied, and in Method 

2, no attenuation map is used. 

R esults : Table 5.4 depicts the quantitatively reconstructed radioactivity esti­

mation using the three methods. It can be seen that the total activity estimation 

using Method 1 is close to the actual value, Method 2 is underestimated, and Method 

3 is overestimated. 

Table 5.4 also shows activity estimation for four organs: heart, liver , lung and 

kidney. Method 1 shows a good agreement with true activities for all organs and 

background. The activity generated by Method 2 appears to be 103 underestimated. 

The activities for all the organs estimated by Method 3, without SP compensation, 

are all overestimated. 

The overall accuracy of this realistic NCAT phantom study is somewhat lower 

than the previous sphere study. The biggest difference between this study and the 

previous hot sphere study is the complexity of the attenuation map. The non­

uniform attenuation map of the NCAT phantom appears to make the Monte Carlo 

based estimation slightly less accurate than simple uniform maps. This maybe due 

to the error in MP-CFD method itself. 

Fig. 5.5 shows different slices of the reconstructed NCAT phantom corresponding 

to the cross sections denoted in Fig. 5.5(a). The difference between these three 

methods is not very significant. It is seen that the result of Method 3 is closer to the 

real image than Method 1. This may because the background activity in Method 1 

is underestimated, which makes it less obvious than the overestimated background 

in Method 3. Due to the complicated simulation of NCAT phantom, one iteration 



CHAPTER 5. QUANTITATIVE SPECT RECONSTRUCTION 141 

Table 5.4: The reconstruction result of NCAT phantom with different compensation 
models. Method 1 is the reconstruction including all the compensation models, 
Method 2 does not include attenuation/scattering, and Method 3 does not include 
septal penetration. The bottom row is the activity estimation of body total. 

Method 1 Method 2 Method 3True
Organ 

Activity ActivityActivity Activity Error Error(%) 
(MBq) (MBq) (MBq)(MBq) (%) 

Error(%) 

14.86 20.11heart 12.37 11.48 7.19 9.80 20.76 
52.76 1.50 43.65 16.01 63.00 21.21liver 51.98 

17.60lung 11.30 12.75 12.83 11.10 1.75 55.73 
27.02 16.72 12.60kidney 14.85 13.07 12.00 10.83 

3.97 88.26 11.74 156.69 56.69Phantom 100.00 103.97 
total 

takes about 10 hours on a single 2.4GHz Linux PC. 

5.3 Conclusion 

In this chapter, OS-EM incorporating a Monte Carlo based forward projector 

has been used to reconstruct SPECT projection images. Compensation for image 

degradation factors are included in the reconstruction to improve the quality of the 

reconstructed result using accelerated MC simulation. 

The accuracy of image reconstruction for different compensation methods is 

studied, and their effect on activity quantitation is evaluated. Attenuation and 

scattering tends to reduce the estimated activity of the reconstructed object. The 

effect of septal penetration compensation is very significant for high energy radioiso­

topes such as 131 I. Even though the high energy collimator is used to reduce this 

effect, quantitation errors are still high due to penetration when not compensated. 

The NCAT phantom has been used to further evaluate the compensation effect using 

accelerated MC. It can be seen that the activity estimation for uniform objects is 

more accurate than non-uniform objects. In next chapter, accelerated Monte Carlo 

based OS-EM reconstruction will be applied to simultaneously acquired dual-isotope 

projection images and estimate the activities for the two radioisotopes. 



142 CHAPTER 5. QUANTITATIVE SPECT RECONSTRUCTION 

8G
-. 

Mecnod2 Meltlodl 

G~ 
(a) (b) 

""""'•

BJ ~ 
Meltlod Meehod2 3 

~~ 
(c) (d) 

""""• """"'• 

(e) (f) 

Figure 5.5: Quantitative estimation result of NCAT phantom. (a) shows the an­
terior view of the phantom and the interested organs. Lines 1-5 correspond to the 
tomography slice views of (b )-( f). 



Chapter 6 

Dual Isotope Reconstruction 

6.1 Introduct ion 

Some nuclear medicine procedures may require the patient to undergo multiple 

exams using different radionuclides with different emission energies. When the dif­

ferent radionuclides are scanned separately, patient movement during the scanning 

will result in misregistration of the reconstruction images. Dual-isotope imaging 

may be performed simultaneously however in order to obtain perfect spatial regis­

tration. Another benefit of the simultaneous multi-isotope imaging is a reduction in 

scanning time, which improves patient comfort and convenience. In simultaneous 

imaging, the projection views are acquired under the identical conditions of patient 

position, using the same camera orbit. 

In a dual-isotope SPECT study, two radio-pharmaceuticals are each labeled 

with a different isotope, and can be applied to some clinical applications such as 

myocardial imaging and brain imaging [42]. Two possible dual isotope applications 

are 99mTc/201Tl and 99mTc/123 I emission scintigraphy in myocardial imaging and 

preoperative parathyroid tumor scanning [89- 93]. 

If both images in a dual-isotope scan are obtained simultaneously after the injec­

tion, the projection images may be contaminated, as a result of the contribution of 

143 
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scattered photons from the other isotope. The primary limitation of simultaneous 

dual isotope acquisition is the crosstalk of the photons from a higher energy of one 

radionuclide to the other lower energy window, as seen in Fig. 6.1. The crosstalk 

contamination is more serious when the two energy photo-peak windows are closer 

in energy, as seen in Fig. 6.1 (b) [42]. 
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Figure 6.1: The spectra used in the dual isotope reconstruction code evaluation. (a) 
shows the spectra for 99mTc/201 Tl. The high energies ( 135 + 165 keV) for 201 Tl are 
not included in the simulation. Therefore, the projection images generated by 99mTc 
would not be affected by 201 Tl. However, because of the photon down-scatter and 
the produced X-rays when high energy 99mTc photons interact with the collimators , 
201 Tl produced images are affected by 99mTc. (b) shows the spectra for 99mTc/123 I . 
The high energy emission (248 to 784 keV) for 123 I is not include, but the cross-talk 
photon number is significant for both. 

Several methods have been applied to reduce the effect of cross-talk. A common 

method of cross-talk correction is using the ratio of the number of photons collected 
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within each of the two energy windows [94- 97]. The crosstalk fraction is calculated 

from the experimental energy spectrum or MC simulation prior to the correction. 

The correction is performed by excluding the cross-talk component in one energy 

window from the other one. However, this method is limited by estimation accuracy 

of the cross-talk photon fraction. 

In the work of de Jong et. al [98], the photon behavior is modeled by Monte Carlo 

based simulation. A down-scatter point spread function is generated by rotation-

based MC simulation and included in the reconstruction. Moore et. al [99], has 

incorporated de Jong's model to decouple the projection image from the crosstalk 

photons. Ouyang et. al [100] has developed a joint iterative reconstruction method 

to compensate for the cross-talk photons. However, the estimation of scatter photon 

models was independent of Monte Carlo simulation. In this work, we have combined 

our accelerated MC-CFD method with the joint iterative reconstruction method to 

compensate for the cross-talk photons. 

6.2 Dual Isotope Reconstruction Method 

We have developed a method using accelerated MC based OS-EM technique to 

reconstruct dual-isotope projection images, accounting for the spillover from one 

energy to another. 

In a dual isotope acquisition, two sets of projection images corresponding to the 

two isotope's photopeak windows are : 

(6.1) 

The subscripts x and y denote that the projections are based upon the photopeak 

energy windows of the two isotopes. Ax and Ay are the projection matrices in the 

two corresponding photopeak energy windows, f denotes the radiotracer distribution 
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for each isotope while p represents the projection for each isotope. 

From Eq. 6.1 , it is seen that the photons emitted from one photopeak window 

can not only be detected in its own photopeak window, but also in the photopeak 

window of the other isotope. These cross-talk photons reduce the quality of the 

projection images. Based upon Eq. 2.14, the updating function of dual-isotope 

reconstruction can be written as: 

f x,old 
x,n ew _ j A . . P x ,iJj - L A L i x,i] '\' A . (f '"'old+fy,old)

'1 X ,'l.J ~k X ,'1. k k k 

f y ,old (6.2) 
{ f y ,n ew _ j '\' A . . Py ,i 

j - I: A .. u i y ,iJ '\' A . (!y ,old+f'"'old) 
, y ,i1 ule y ,ile le le 

The flow chart of dual-isotope reconstruction method can be seen in Fig. 6.2. 

The reconstruction steps of dual-isotope reconstruction are: 

Model the projection imag 
of x and y within both 
photopeak window 

Compare the two simulate 
images with the measured 
images. 

Estimate x's and y's
~Uniform obje<t >t--~.--- distribution 

Uniform object y 

Reconstruct the difference 
between the measured image 

and simulated images for x 

and y, and update activity 

N 
. 

y 

Figure 6.2: The flow chart of dual isotope reconstruction. 

1) Start with two uniform objects denoting the reconstructed images of isotope 

x and isotope y. The initial activity of these two isotopes are both set as 1 MBq. 

2) In each sub-iteration of OS-EM, MP-CFD is used to simulate the projection 

images of isotope x and y within the two photopeak energy windows. Attenuation, 
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scatter, and collimator response appropriate for each nuclide are all included. A total 

of four groups of projection images are obtained. They are related to: i) photons 

emitted from isotope x and detected in energy window x, ii) photons emitted from 

isotope y and detected in energy window x, iii) photons emitted from isotope x 

and detected in energy window y, and iv) photons emitted from isotope y and 

detected in energy window y. The simulated projection images obtained in window 

x and window y are summed together, respectively. The simulated projections are 

compared with the actual projection images, and the difference ratio of these two 

projections are back-projected respectively. 

3) The total photon number of the two groups of simulated projection images are 

counted. The ratios of the simulated photon counts are compared with the actual 

photon counts. 

4) The two objects are updated by multiplying with the two ratio back-projected 

images, and their activities are updated by multiplying with the photon count ratios. 

5) The simulated projection images using MP-CFD is compared with the actual 

projections and the average error the each pixel value is taken. When the error is 

less than the constant threshold E or the maximum iteration number is reached, the 

iteration is stopped, otherwise, go back to step 2). 

6.3 Evaluation 

6.3.1 Energy Spectrum, Simulation Method and Reconstruction 

In the dual isotope reconstruction evaluation, two groups of radionuclides have 

been evaluated: i) 99mTc/ 201 Tl with the principle photopeak energies of 140 keV 

and 73 keV, and ii) 99mTc/ 123 I with the primary energies of 140 keV and 159 keV. 

The parameters of the simulation can be seen in Table 6.1. 

Fig. 6.1 shows the spectra of these two groups of radionuclides when a 100 MBq 

point source is placed in the center of a water cylinder with a diameter of 38 cm and 
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Table 6.1: The simulation parameters used in the dual-isotope simulation. Energy 
is the primary energy of the isotope. W inup and W intow are the upper and lower 
energy limits in the simulation, respectively. Rc:p represents the ratio of the number 
of crosstalk photons from one energy isotope to the other (e.g., Rrc:Tl represents 
the number of crosstalk photons from 99mTc in the 201 Tl energy window). 

Simulation 1 Simulation 2 
isotope WmTc 'l.UlT[ WmTc TI'.jI 

Energy (ke V) 140 73 140 159 
WinLower(keV) 126 68 126 151 
Winupper(keV) 154 84 147 175 
Rc:p 0:1 0.25:1 0.4:1 0.27:1 

height of 56 cm when acquired with Nal(Tl) scintillators ("-'9-113 FWHM@ 140 keV 

energy resolution). The overlap of the spectra is not only from primary photons, but 

also from scattered photons. In Fig. 6.l(a), simultaneous imaging of 99mTc/201Tl 

may result in the 99mTc photopeak data being contaminated by 201 Tl photons with 

energies of 135.3keV and 167.5keV [101]. However, this effect is very small due to 

the low emission rate of 135.3keV and 167.5keV photons from 201 Tl and relatively 

high amount of 99mrc compared to 201 Tl. On the contrary, 99mrc down-scatter 

photons, the fluorescence x-rays and scatters caused by photons interacting with the 

collimator greatly affect 201Tl data acquired over the 68-84 keV 201Tl acquisition 

window. Compared with Fig. 6.l(a), the proportion of cross-talk photons in the 

spectra for 99mTc and 123I is high, as seen in Fig. 6.l(b). The primary energies 

of 99mTc and 123I are very close, and hence, it is difficult to distinguish whether a 

photon event is emitted from 99mrc or from 123I using Nal. 

In the following simulation, the application of 99mTcj2°1Tl is performed first 

followed by 99mTc/123 I. Because of the different photon energies of 201 Tl and 99mrc, 

the attenuation maps for the two isotopes are different. The SPECT acquisition is 

performed using the MP-CFD code, simulating a LEHR collimator. The energy 

windows selected for 99mrc and 201 Tl are a) 126-154 keV and b) 68-84 keV. Very 

few 201 Tl photons are detected in window a), but the ratio of 99mTc photons to 

201 Tl photon in window b) is about 0.25:1. For 99mTc/123 I simulation, the selected 
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energy windows for 99mTc and 1231 are a) 126-147 keV and b)151-175 keV. The two 

energy windows are both asymmetric in order that the photopeak windows of 99mTc 

and 123I do not overlap. From Fig. 6.l(b) the ratio of spilled-down 123I photons to 

99mrc in the 99mrc window is about 0.4:1, and the spilled-up 99mTc : 123I in 123I 

energy window is about 0.27:1. 

In the following simulation, the object is set as 128 x 128 x 128 voxels with the 

voxel size= 0.442 cm. The projection images were obtained over 360° at 15 seconds 

per projection using MP-CFD simulation. In image acquisition, four different pro­

jection sets are generated by the simulated photons: i) emitted from isotope 1 and 

also detected in the primary energy window of isotope l; ii) emitted from isotope 2 

but detected in the primary energy window of isotope 1; iii) emitted from isotope 1 

but detected in the primary energy window of isotope 2; iv) emitted from isotope 

2 and also detected in the primary energy window of isotope 2. Each projection 

set contains 120 projection images of size 128 x 128 pixels. Thus, a total of 480 

projections are generated. The projection images of type ii) are summed with the 

appropriate projection of type i). The resultant images are used as the measured 

projections generated in the photopeak window of isotope 1, and the images of type 

iii) and iv) are added together to be the measured projections within the photopeak 

window of isotope 2. 

Eq. 6.2 is used to reconstruct the objects corresponding to the 3D distribution 

of isotope x and y. 120 projections for each isotope are divided into 30 subsets, with 

4 projections within each subset. 5 OS-EM iterations are used to reconstruct the 

resultant object. All the image degradation factors (GR, attenuation and scatter) 

are compensated except SP (because of the low energy of the emitted photons) by 

employing MP-CFD in the forward projection. To evaluate the result of photon 

cross-talk compensation, the conventional reconstruction method for single isotope 

imaging is performed on projection images of isotope x and y separately. Therefore, 

in the following discussion, the reconstruction result with crosstalk compensation 
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is generated by dual-isotope reconstruction, and the result without crosstalk com­

pensation is generated by single-isotope reconstruction. The estimated activities of 

these two reconstruction methods are recorded and compared to each other. 

6.3.2 The Simulation of 99mTc and 201Tl 

Sphere Simulation 

Simulation: The first simulation of 99mTc and 201 Tl uses three spheres in a 

cylinder filled with non-radioactive water, as seen in Fig. 6.3. The parameters of 

each individual region can be seen in the figure. In clinical practice, the activity 

of injected 99mTc would normally be higher than that of 201 Tl, therefore, in this 

simulation, a total of 300 MBq of 99myc and 100 MBq of 201 Tl were simulated in 

the three spheres. The activity concentration ratios for 99mTc and 201 Tl of these 

three spheres were 10:1, 5:2 and 2:1, respectively. The amounts of 99myc in these 

three spheres were 55.55, 116.29, and 128.17 MBq, with the 201 Tl amounts of 4.78, 

40.05, and 55.17 MBq. 120 projections were generated by MP-CFD for each isotope 

and energy window, and the corresponding projections were summed together to be 

the measured dual isotope projections. 

Result: Table 6.2 shows the reconstruction results for both single-isotope and 

dual-isotope reconstruction. The total activity estimation for dual isotope recon­

struction is accurate, however, the result of single isotope reconstruction is overes­

timated. The activity ratio of 99mTc to 201Tl is 3:1, and it can be seen in Table 6.1 

that the amount of spill-down 99mrc photons is about 253 of the number of 201 Tl 

photons collected in 201 Tl energy window. In general, the total overestimated activ­

ity of 201 Tl is around 643, which is close to 3 x 253 (activity ratio x the fraction 

of 99myc spill-down photons in the 201 Tl photopeak energy window). 

Examining the errors of the single-isotope reconstruction method, it can be seen 

that the crosstalk photons emitted from 99myc to 201 Tl projection images cause 

an overestimation of 201 Tl radioactivity for both the total phantom and regionally. 
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Figure 6.3: The simulated sphere object for 99mTc/201 Tl dual isotope imaging eval­
uation. The diameters of these three spheres are 6cm, 8cm, and lOcm respectively. 
The height and diameter of water cylinder are both 56cm. 

The estimated activities for these three independent spheres are all higher than the 

actual value. The errors of estimated 201 Tl activity within sphere 2 and sphere 3 are 

close to 60%, but the error of sphere 1 is much higher (200%). This overestimation 

is due to the cross-talk photons from 99mTc. Without compensation, the crosstalk 

photons from 99mrc, but detected in 201 Tl energy window, are recorded as being 

emitted from 201 Tl, yielding an overestimation of the amount of 201 Tl. More detail of 

this will be discussed in the 99mrc and 123I simulation. The error in 99mrc activity 

estimation is much less when using the single-isotope reconstruction method, further 

confirming that there is very little spill-over from 201 Tl to 99mTc energy window. 

In contrast to single-isotope reconstruction, the simultaneous dual-isotope re­

construction presents more accurate estimation results. This improvement can be 

observed in activity estimations for both the total phantom and the three indepen­

dent spheres. Dual-isotope crosstalk correction greatly improves the results of 201 Tl 

images, but only slightly changes the accuracy of 99mrc images, as a result of the 

minimal spill-over of 201 Tl to 99mTc. 

Fig. 6.4 shows the central slices of both 99mrc and 201 Tl reconstructed images us­
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Table 6.2: The radionuclide activity estimation with/without crosstalk compensa­

CHAPTER 6. DUAL ISOTOPE RECONSTRUCTION 

tion compared with the true activity value for sphere sources using 99mrc and 201 Tl. 
Source Dual-True activ- Single- Error(%) Error(%) 

ity (MBq) 
Region 

isotope isotope 
reconstruc­ reconstruc­
tion (MBq) tion (MBq) 

99mTc 55.01 0.96 
Sphere2 
Spherel 55.55 55.95 0.72 

116.29 115.42 0.75 114.75 1.32 
Sphere3 2.50 
Total 

128.17 125.54 2.05 124.96 
296.91 1.03 294.73 1.76300.00 

201rz Spherel 4.78 15.02 214.01 5.00 3.86 
Sphere2 40.05 63.49 58.53 40.20 0.38 
Sphere3 55.17 85.82 55.56 55.09 0.14 
Total 164.32 64.32 100.26 0.26100.00 

ing these two methods. The single-isotope reconstructed 99mTc images in Fig. 6.4(b) 

and dual-isotope reconstructed 99mrc image in Fig. 6.4(c) appear similar because of 

the negligible cross-talk fraction of 201Tl photon into 140 keV window. They both 

show high similarity to the true image. The 201 Tl image using the single isotope 

reconstruction in Fig. 6.4(e) shows blurring around the three spheres. An improve­

ment can be seen in the dual-isotope reconstructed images in Fig. 6.4(f) , which looks 

very similar to the true image in Fig. 6.4(d). 

[I] ITJ ITJ 
(ii.) (h) ( r.) 

ITJ [I] [I] 
(d) (e) (f) 

Figure 6.4: The central slices of the true object and reconstructed images. Top row: 
99mTc images, and bottom row: 201 Tl images. The left images are the true object 
images. The middle column is for single-isotope reconstruction images and right 
column is for dual-isotope images. 
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Myocardial Defect Phantom Simulation 

Simulation: The second simulation is based upon a myocardial defect phantom 

which is generated analytically. In the detection of coronary artery disease, dual­

isotope myocardial SPECT with simultaneous acquisition of 201 Tl and 99mTc may 

be used to assess myocardial perfusion and metabolism. 201 Tl is used to depict my­

ocardial perfusion defect , while 99mTc may be labeled with a glucose-like substance 

to depict glucose metabolism. A heart phantom with two blockage regions has been 

generated analytically, as shown in Fig. 6.5. The annulus in Fig. 6.5(a) represents 

a short axis view of the phantom, and Fig. 6.5(b) is a long axis view, which looks 

like a hollow cylinder with a half hollow sphere. The inner and outer diameters of 

the sphere are 6.5 cm and 13 cm, respectively, and the height of the cylinder is 11 

cm. Two facing defects are simulated, with one of 45° , and the other one of go0 
• 

The lengths of these two defect regions are both 5.5 cm. The phantom was then 

placed inside a 28-cm-high and 28-cm-diameter cylinder filled with non-radioactive 

water. The concentration ratios of 45° defect and go0 defect to healthy region for 

99mrc were 0.5:1 and 0.25:1 , and the ratios for 201 Tl are the same. Note the size 

of go0 defect was twice of the 45° defect, which indicates the total activity amount 

of the go0 defect is equal to that of 45° defect. Similar to the previous simulation, 

a total of 300 MBq 99mrc and 100 MBq 201 Tl was simulated in the phantom. The 

amount of 99mrc for healthy tissue, go0 defect , 45° defect were 282.13 MBq, 8.g4 

MBq, and 8.g4 MBq, repectively, while the amounts of 201 Tl were of g4 MBq, 2.g8 

MBq, and 2.g8 MBq, respectively. A LEHR collimator is used in the simulation. 

Again 120 projection images were modeled by MP-CFD including all the degrada­

tion factors with the exception of septal penetration. The simultaneous dual isotope 

measured projections are acquired by combining the photopeak projections and the 

corresponding cross-talk projections. 

Reconstruction: The same as the previous sphere simulation, single-isotope 

and dual-isotope reconstruction are performed to compare the effect of cross-talk 
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Figure 6.5: The real cardiac defect configuration for both 99mTc and 201 Tl, as they 
have the same concentration. (a) shows the short axis view and (b) is the longitude 
view. 

photons. The compensation of image degradation factors are all included. 

Result: The results using dual isotope and single isotope reconstruction tech­

niques are listed in Table 6.3. 99mTc images are still only slightly affected by 201 Tl 

spill-over photons, but the influence is significant in single isotope reconstructions of 

201 Tl images. The activities estimated by the dual-isotope compensated reconstruc­

tion greatly reduces the errors, which are about 10%. Note the absolute errors are 

small. Therefore, it appears that simultaneous dual-isotope reconstruction is better 

able to accurately estimate the radioactivity compared to single-isotope reconstruc­

tion. 

The representative short-axis and long-axis images of reconstructed 99mrc and 

201 Tl uptakes are shown in Fig. 6.6 and Fig. 6.7. The healthy and infarcted areas of 

single-isotope or dual-isotope 99mTc imaging are highly similar to the true images. 

However, very obvious blurring is seen on the single-isotope reconstructed 201 Tl 

images, with the estimated activity at a level 100% higher than the true activity. 

Without cross-talk correction, the gray level of the 45° defect appears similar to the 

goo defect , although the concentration of the 45° defect should be twice that of the 

go defect. The compensation of 99mTc spill-down photons effectively removes the 

blurring and differentiates the severity level of these two defects. However, it can 

0 
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Table 6.3: The radionuclide activity estimation with/without crosstalk compensa­
tion compared with the true activity value using heart phantom models when 99mTc 
and 201 Tz are used for scanning. 

Source Region True activ­
ity (MBq) 

Single-
isotope 
reconstruc­
tion (MBq) 

Error(%) Dual-
isotope 
recon­
struction 
(MBq) 

Error(%) 

99mTc defect 45° 8.g4 7_g7 10.78 8.05 g_g7 

defect go0 8.g4 8.00 10.54 8.21 8.16 
normal region 282.13 253.21 10.25 254.76 g_70 
phantom total 300.00 300.03 0.01 2gg_18 0.28 

99mTz defect 45° 2.g8 5_g3 132.63 3.00 0.6g 
defect go0 2.g8 5.60 87.81 2.64 11.38 
normal region g4.05 138.gg 47.80 8g.20 5.15 
phantom total 100.00 205.68 105.68 101.43 1.43 

be seen that there is still some artifact in the background using dual-isotope recon­

struction. This may be because of insufficient number of iterations or inaccurate 

attenuation, scatter, collimator response compensation. 

The previous analysis shows that simultaneous dual-isotope reconstruction of 

simultaneous 99mTc and 201 Tl imaging is able to separate 99mTc and 201 Tl images 

with excellent resolution when these two isotopes circulate within the same regions. 

6.3.3 The Simulation of 99mTc and 123 I 

The following simulations are based upon 99mTc and 123I, but the region of 

uptake of these two isotopes are independent. That is, an active area contains 

either 99mTc or 123I , but cannot have both. The measured projections are acquired 

in the same way of the simulation of 99mTc and 201 Tl. The reconstruction method 

is also the same except 10 rather than 5 iterations are performed on the projection 

images. 

Sphere Simulation 

Simulation: The first model of 99mTc and 123I uses a three-sphere phantom 
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(a) (b) 

(c) (d) 

Figure 6.6: The short and long axis views of 99mTc reconstructed images. Left 
column gives the result of single-isotope reconstruction result , and right column 
shows the dual-isotope reconstruction results. The result of single-isotope and dual­
isotope reconstruction results show very high similarity. There are some dots in (b) , 
which maybe because of limit number of iterations. Therefore, the iteration number 
for the following simulation is increased to 10. 

(a) (b) 

(c) (d) 

Figure 6.7: The short and long axis views of 201 Tl reconstructed images. Left column 
gives the result of single-isotope reconstruction result, and right column shows the 
dual-isotope reconstruction results. The result of dual-isotope reconstruction shows 
less artifact than single-isotope reconstruction result. 
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similar but not the same as previous one. A 56 cm height and 56 cm diameter 

cylinder filled with nonradioactive water was used as the attenuation medium. The 

diameter of these three spheres were 6 cm, 8 cm, and 10 cm respectively. The 

centers of these three spheres are all located along the central slice of the cylinder, 

but they were placed apart from each other, as seen in Fig. 6.8. Therefore, there 

was no overlap between these three spheres. Sphere 1 and sphere 3 were filled with 

99mTc, but sphere 2 was filled with 123I . The total amount of 99mTc and 123 I were 

both 100 MBq. The amount of activity in each sphere was shown in Table 6.4. 

The projection acquisition method and reconstruction methods were the same as 

previous simulation. 

', ' , 
' ' I ' 

'---- ----­.. 

• 
:;" .- ­-­ ... ..; 
\ . J ,, -' ._ 

, ' 

Figure 6.8: The simulated sphere object for 99mTc/123 I dual isotope imaging eval­
uation. The diameters of these three spheres are 6cm, 8cm, and lOcm respectively. 
The height and diameter of water cylinder are both 56cm. 

Result: The estimated activity values of the three spheres are presented in 

Table 6.4 for both 99mT c and 123I even though some of them do not contain ra­

dioisotope. The total overestimated activity is about 43% for 99mTc and 28% for 

123I , which is close to the fractions ( 40% and 27%) corresponding to the amount 

of cross-talk photons in the detected photopeak energy window. 

It is apparent that the activity estimation for 99mTc-containing spheres 1 and 

3, and 123 I in sphere 2 is accurate regardless of whether cross-talk compensation 
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Table 6.4: The radionuclide activity estimation for sphere source with/ without 
crosstalk compensation compared with the true activity value using 99mTc and 123 I. 

CHAPTER 6. DUAL ISOTOPE RECONSTRUCTION 

Source Region True activ­
ity (MBq) 

Single-
isotope 
reconstruc­
tion (MBq) 

Error(%) Dual-
isotope 
reconstruc­
tion (MBq) 

Error(%) 

99mTc Spherel 24.23 25.03 3.33 24.97 3.08 
Sphere2 0 41.64 - 0 -

Sphere3 75.77 76.73 1.26 76.03 0.34 
Total 100.00 143.65 43.65 101.32 1.32 

123I Spherel 0 7.36 - 0 -

Sphere2 100.00 99.00 1.00 98.21 1.79 
Sphere3 0.00 22.25 - 0.00 -

Total 100.00 128.86 28.86 98.53 1.47 

is included or not. This indicates that the cross-talk photons in one region do 

not appear to significantly contaminate the estimation of other regions. However, 

123 Ithe estimated activities of 99mTc in sphere 2 and in sphere 1 and 3 using 

single-isotope reconstruction are very high. The overestimated 99mTc activity for 

sphere 2 is about 41 MBq, which is close to 403 (the cross-talk fraction of 123 I 

in 99mTc photopeak window) of 100 MBq (the activity of 123I within sphere 2) , 

and the overestimated 123I activities in sphere 1 and sphere 3 (7.36 MBq and 22.25 

MBq) are also close to the corresponding 99mTc activity (24.23 MBq and 75.55 MBq) 

times the fraction of 99mTc cross-talk photons within 123 I photopeak window (273 ). 

Combined with the accurate activity estimation of 99mTc in sphere 1 and sphere 3, 

123I activity in sphere 2 using single-isotope reconstruction, it can be seen that 

the spill-over photons only affect the activity estimation in the regions that contain 

their radionuclide source. The overestimated activity of a certain region depends 

on the fraction of cross-talk photons in this region. This is not very obvious in the 

99mTc and 201 Tl simulation because the two radionuclides are distributed in the 

same regions. In the 99mrc and 201 Tl , it is not easy to see the relationship between 

the overestimated activity and the fraction of cross-talk photons. However, the same 

conclusion can be obtained with detail calculation. 
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It is apparent that the compensation of dual-isotope cross-talk photons yields 

more accurate results, as most of the activities are correctly estimated in the three 

spheres. Moreover, most of the activities are estimated in the three spheres, and 

little is contained within the background for both single-isotope and dual-isotope 

reconstruction result. This also indicates the accuracy of the attenuation, scatter 

and collimator response compensation. 

Fig. 6.9 shows the anterior views of the reconstruction results compared with 

the true activity images. The second sphere can be seen in Fig. 6.9(b ), which is 

the single-isotope method reconstructed 99mTc images. As expected, the overesti­

mation in sphere 2 is readily removed using the dual-isotope method, as shown in 

Fig. 6.9(c), and very similar to the real image, as shown in Fig. 6.9(a). The same as 

99mrc results, the single-isotope reconstruction resultant images of 123 I also contain 

overestimated activities within sphere 1 and sphere 3 in single-isotope reconstructed 

images, whereas dual-isotope crosstalk compensation is able to effectively correct the 

effect of cross-talk photons. 

E G G 
(a) (b) (c) 

D D c 
(d) (e) (f) 

Figure 6.9: The anterior views of the true sphere phantom using 99mTc and 123I. 
First row shows the images of 99mrc, and second row shows the images of 123I. The 
left column are the true activity images, middle are the single-isotope reconstruction 
images, and right are the dual-isotope reconstruction images. 

Digital Mouse Phantom Simulation 

Simulation: The second simulation uses the Digital Mouse Whole Body Phan­
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tom (MOBY). Fig. 6.10 shows the region used in the MOBY simulation. 10 MBq 

of 123I was simulated in the thyroid. In order to localize thyroid , 100 MBq 99mTc 

was simulated in the surrounding skeleton. LEHR collimator was used in this sim­

ulation. Again, the acquisition and reconstruction methods were the same as the 

previous study. 

Figure 6.10: Region of interest (ROI) in MOBY phantom simulation. ROI is denoted 
in the darker region. 

Result: The estimated results are shown in Table 6.5. For the estimation of 

99mTc activities in the bone and thyroid, the single-isotope reconstruction estimated 

99mTc activity in the whole mouse body is about 15% higher than the real value, 

with 4.7 MBq activity overestimated in the thyroid. This value is close to 40% of the 

amount of 123I (10 MBq), which further confirms that the amount of overestimated 

activity depends on the fraction of cross-talk photons. The error in 99mTc quanti­

tation in the bone is about 7%, which is close to the result for dual-isotope recon­
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struction. This indicates that the error of activity estimation for nonuniform object 

is due to attenuation and scatter compensation. The estimated result for 99mTc in 

the thyroid using the dual-isotope reconstruction method is 0, which agrees with the 

actual result. The total error of dual-isotope reconstruction is only 23 . Together 

with the error in the bone, it can be seen that there is some activity estimated in 

the background. 

The estimation of 123I activity is similar to 99mTc. The overestimated activity of 

123I using the single-isotope reconstruction method in the bone is 25 MBq, which is 

about 273 of the simulated 100 MBq 99mTc. The single-isotope reconstructed 123 I 

activity in the thyroid is also overestimated, as the error is over 303 of the true value. 

Although the overestimated activity due to cross-talk photons usually appears in the 

regions containing the source, the thyroid is still contaminated because it is close to 

the bone. The same as 99mTc activity estimation, the estimation using dual-isotope 

reconstruction is more accurate, and the overestimated activity in the background 

is much less because of the small volume and low amount of activity in the thyroid. 

Table 6.5: The radionuclide activity estimation for MOBY phantom with/without 
crosstalk compensation compared with the true activity value using 99mTc and 123I. 

Source Region True activ­
ity (MBq) 

Single-
isotope 
reconstruc­
tion (MBq) 

Error(%) Dual-
isotope 
reconstruc­
tion (MBq) 

Error(%) 

99mTc Bone 100.00 92.09 7.91 93.56 6.44 
Thyroid 0 4.68 - 0.00 -
Total 100.00 115.13 15.13 102.70 2.70 

123I Bone 0 25.74 - 0 -
Thyroid 10.00 13.27 32.67 9.62 3.76 
Total 10.00 41.53 315.31 9.97 0.32 

Fig. 6.11 shows the results with single isotope and dual isotope reconstruction. 

In the presence of cross-talk photons (single isotope reconstruction) , Fig. 6.ll(a) 

and Fig. 6.ll(c) exhibit the shapes of both skeleton and thyroid. It is not easy 
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to differentiate thyroid and skeleton. However, with dual-isotope compensation, 

Fig. 6.ll(b) and Fig. 6.ll(d) show better results than Fig. 6.ll(a) and Fig. 6.ll(c) . 

(a) (b) 

(c) (d) 

99Figure 6.11: The anterior views of the reconstructed mrc (first row) and 123 I 
(second row) images. Left collum are single-isotope reconstruction results , and right 
are dual-isotope reconstruction results. 

Myocardial Phantom Simulation 

Simulation: The final simulation again uses the heart phantom, as applied 

in 99mTc and 201 Tl evaluation previously. Different than the previous modeling, 

only the 90° defect was simulated. The healthy region was filled with 100 MBq 

of 99mTc labeled with Sestamibi to study the myocardial perfusion, as the defect 

region with 100 MBq of 123I labeled with fatty acids to study fatty acid metabolism. 

The extent of 123I defect was greater than that of 99mTc defects. Therefore, 99mrc 

123 Iimages were acquired to depict perfusion (ie. blood flow). images were used 

to present the metabolism of fatty acid. In the event of a perfusion defect (ie, 

poor blood flow) , it is important to determine the viability of the heart. A viable 

myocardium implies that the heart is still metabolizing fatty acids even though 

perfusion is impaired. Such tissue can be reperfused with surgery, while non-viable 
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myocardium (ie, not metabolically active) cannot be repaired. The acquisition and 

reconstruction methods were still the same as the above simulation. 

Result: Table 6.6 has listed the reconstruction results using the two reconstruc­

tion methods . Similar to the previous simulation, the overestimated activity using 

single-isotope reconstruction is related to the fraction of the cross-talk photons in 

the corresponding energy window, and dual-isotope reconstruction has the ability 

to accurately estimate the activity distribution. 

Table 6.6: The radionuclide activity estimation for heart phantom with/without 
crosstalk compensation compared with the true activity value using 99mTc and 123 I . 

Source Region True activ­
ity (MBq) 

Single-
isotope 
compensa­
tion (MBq) 

Error(%) Dual-
isotope 
compensa­
tion (MBq) 

Error(%) 

WmTc Normal 
Tissue 

100.00 96.16 3.84 100.12 0.12 

Defect 0 38.63 - 0.00 -

Total 100.00 139.25 39.25 100.12 0.12 
ITJI Normal 

Tissue 
0 25.45 - 1.52 -

Defect 100.00 93.83 6.17 95.20 4.80 
Total 100.00 122.78 22.78 99.99 0.01 

Fig. 6.12 and Fig. 6.13 demonstrate the short-axis and long-axis view of the 

heart phantom simulation. The incorrectly estimated activity in the defect region 

of 99mTc images may be interpreted as healthy or low level blockage, and the incor­

rectly estimated activity in the healthy region of 123I images may be interpreted as 

infarction over all the heart . 

6.4 Conclusion 

Cross-talk photons might result in very severe problems such as overestimated 

activity and wrong determination of the infarcted region. The conventional single-

isotope reconstruction method is unable to correct the cross-talk contamination, 
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(a) (b) 

(c) (d) 

Figure 6.12: The short axis views of 99mTc (first row) and 123 i (second row) images. 
The images without cross-talk compensation (left column) demonstrate very obvious 
overestimated activity in wrong regions. Dual-isotope compensation results (right 
column) show similar profiles to the true images. 

thereby resulting in an overestimated activity with the amount close to the product 

of the cross-talk photon fraction and the true activity of the other isotope. In this 

chapter, we have introduced the dual isotope compensation method using OS-EM 

reconstruction. Simultaneous imaging with 99mTc and 201 Tl , and 99mTc and 123I 

are simulated for different cases of dual isotope imaging. It has been shown that dual 

isotope compensation results in very accurate results, and the overestimated activity 

using single-isotope reconstruction depends on the fraction of crosstalk photons. 



165 CHAPTER 6. DUAL ISOTOPE RECONSTRUCTION 

-


(a) (b) 
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(c) (d) 

Figure 6.13: The long axis views of 99mTc (first row) and 123 i (second row) images. 
Left column are single-isotope reconstructed images, and right column are dual­
isotope reconstructed images. 



Chapter 7 

Conclusion and Future Work 

This chapter briefly reviews the previous work and discusses possible future work 

using accelerated Monte Carlo based quantitative reconstruction. 

7.1 General Comments 

In this work, the accelerated Monte Carlo code has been incorporated into a 

maximum likelihood expectation maximization (ML-EM) iterative reconstruction to 

accurately recover the radionuclide activity distribution within the patient. In order 

to increase the speed of reconstruction, ordered-subset expectation maximization 

(OS-EM) method is used instead of ML-EM reconstruction. 

The primary advantage of Monte Carlo is that it is very accurate in simulating 

the photon transport at the expense of exceedingly long computation time. Three 

variance reduction techniques have been developed to accelerate Monte Carlo simu­

lation. Convolution-based forced detection (CFD) forces the photons to travel along 

the axis perpendicular to the detector by convolving the photon history weight with 

spatial resolution models. Multiple projection sampling (MP-CFD) technique is 

based upon CFD method, but projects the photons to multiple detectors simul­

taneously instead of one single detector. The septal penetration models are also 
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included in CFD using ray tracing generated models. The accuracy and speed of 

these methods have been evaluated. Accelerated MC simulation is applied in the 

reconstruction to accurately compensate for image degradation factors such as pho­

ton attenuation, scatter and collimator response. The other advantage of MC is it 

is able to estimate the activity related to the actual projection images. 

In the reconstruction simulation, the total amount of radioactivity is estimated 

in each sub-iteration of OS-EM reconstruction based upon MC simulation. Sev­

eral phantoms have been utilized to evaluate the compensation effect of different 

degradation factors. 

In order to study two biophysical characteristics for certain organs, dual-isotope 

imaging has been introduced. Simultaneous dual-isotope imaging can avoid mis­

registration due to patient movement. However, simultaneous imaging results in 

crosstalk photons from one isotope to the other. The conventional reconstruction 

method is not able to remove the effect of cross-talk photons. One dual-isotope 

reconstruction method has developed and the accuracy has been evaluated. 

7.2 Future Work 

The future work can be divided into four categories: i) the evaluation of current 

work, ii)faster Monte Carlo simulation, iii) more accurate photon modeling, iv) 

SPECT image reconstruction. 

7.2.1 The Evaluation of Current Work 

In our previous work, most of the evaluation work is based upon simple ex­

perimental data or digital phantom simulation. In the experiments, only uniform 

attenuation maps were utilized. In the future work, some experiments using non­

uniform attenuation maps should be performed to evaluate the accuracy of both 

variance reduction techniques and reconstruction. 
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7.2.2 Monte Carlo Acceleration 

The current reconstruction code still takes a few hours to complete 5 OS-EM 

iterations. This is still too slow for clinical use. Therefore, more variance reduction 

techniques are expected to be developed. One example is multiple photons to be 

simulated simultaneously instead of one single photon for each photon simulation. 

This can be achieved by parallel processing or through advanced hardware imple­

mentations such as graphic processors. De Vries, et. al, has implemented Monte 

Carlo simulation with an array processor [102]. The future work can be perform­

ing our variance reduction techniques on the multiple processor based upon their 

method. 

7.2.3 Photon Event Modeling 

The reconstruction results for the current method is relatively accurate, how­

ever, some photon interactions such as Rayleigh scattering or photon scatter in the 

collimator is neglected. It has been mentioned in Chapter 2 that when photon en­

ergy is higher than 200 keV, the neglect will result in about a 73 error. Therefore, 

more accurate modeling is required for Rayleigh scattering. There are several other 

references referred to collimator penetration and scattering [103- 106], collimator 

response including collimator scatter should be modeled . 

7.2.4 SPECT Image Reconstruction 

In radiotherapy applications in Nuclear Medicine, it is very important to calcu­

late the absorbed doses to the organs in the body. These can be determined from the 

cumulative radioactivity in each organ. The cummulative activity A c, is calculated 

by integrating the activity over time for any particular source organ: 

Ac = j A(t)dt (7.1) 
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where, A(t) is the function of activity. 

The absorbed dose to a target organ, Dt, is calculated from: 

Dt = L Ac(s)S(t, s)dt (7.2) 
s 

where Dt is the absorbed dose of the target organ, Ac(s) is the activity of the source 

organ, S(t, s) is the mean absorbed dose factor of the source organ to target organ. 

In the current study, the radioactivity distribution is assumed to remain constant 

during the scanning. That is, the biological washout time of the radiopharmaceutical 

is much longer than its physical half life T1. In the simplest case, the time activity 
2 

curve (TAC) of the radionuclide can be written as an exponential decrease over time: 

(7.3) 

where .A is the biological washout constant (min-1). Fig. 7.l(a) shows the time 

activity curve including only radionuclide physical decay. It is assumed that the 

biological half-life T1 of the radiopharmaceutical is much longer than the physical 
2 

half-life of the radionuclide. Therefore, the scan time for the object corresponding 

to each circle can be neglected because of the long biological decay time. The 

quantitative activity estimated in the static reconstruction is related to the circles 

on the curves. It is easy to derive the value of Ao and A using the quantitative 

activity, A(t) , for a particular time. 

However, the physiological characteristics of organs such as perfusion, metabolism, 

or washout cause a change in radionuclide distribution. In reality, the biological half-

life T1 of the radiopharmaceutical may match the physical half-life of the radionu­
2 

elide, which makes the combined activity curve look like Fig. 7.l(b). The activity 

curve is not an exponential curve any longer. Moreover, it takes a period of time 

to uptake the radiopharmaceutical due to the functions of different organs, as the 

activity curve shown in the solid line in Fig. 7.l(c). However, when the dynamic in­
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Figure 7.1: Three types of time activity curves: physical radioactivity decay (a), 
physical + biological decay for the activity of the radiopharmaceutical (b) , the 
activity curve in ( c) shows the activity of radiopharmaceutical under physical and 
biological decay after organ uptake. The circles denote the activities detected at the 
corresponding scan times. Solid curve denotes the real activity curve and dash line 
is the estimated activity curve. 

formation of the radiopharmaceutical is lacking, static reconstruction technique may 

result in the inconsistent activities (circles) based upon the scan time. These values 

may underestimate initial high dose. Therefore, dynamic imaging is important as it 

fills in missing information during rapid changes in radiotracer distribution. 

Dynamic studies of varying radioactivity are required to evaluate the effect of 

different radionuclides. The objective of dynamic SPECT imaging is to investigate 

the dynamic behavior of organs and determine the changes in biodistribution in or­

der to calculate cumulative organ doses. Dynamic imaging can be applied in a wide 

variety of clinical circumstances, such as using 99mTc-labeled teboroxime to mea­
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sure the perfusion in myocardial tissue, 123I-labeled iodophenylpentadecanoic acid 

(1 23 IPPA) to measure the fatty acid metabolism [107], and 131 I-labeled hippuran 

in dynamic renal function study [108] [109]. 

Future work will focus on determining the total cumulative organ dose using the 

accurate quantitative reconstruction method proposed in this work. This approach 

will be applied to multi-isotope radionuclide therapy. 
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Appendix A 

Geometric Response 

Compensation and Gibbs Ring 

Artifact 

A.1 Introduction 

Geometric response (GR) is the primary factor influencing detector spatial res­

olution. It is impossible to perform MC simulations without a collimator, therefore, 

geometric response is always included once MC is performed. In this thesis , analyt­

ical projection is used in geometric response compensation. 

As a spatially variant function denoted in Eq. 4.5 and Eq. 4.6 , geometric response 

is proportional to the collimator hole size, source-detector distance, and inversely 

proportional to collimator length. The amount of response (as measured by FWHM) 

is shown in Eq. 4.6. 

Among the three types of collimators (low energy, medium energy and high 

energy collimators), high energy collimators have largest geometric response for the 

same source-detector distance because of its largest collimator hole size. In order to 

evaluate the effect of geometric response compensation, a simulation was performed 
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using 131 I and HEGP collimator. Detector intrinsic resolution has been added to 

all the simulations by default, and is invariant for a given photon energy for each 

system. 

A.2 Compensation Method 

In the geometric response compensation, analytical forward projection and back­

projection as shown in Fig. 5.1 are utilized. In the forward projection, several 

rays are emitted from one voxel to the projection images with the cross-section of 

these rays for a certain source-detector distance related to the corresponding spatial 

resolution. The value of the voxel is convolved with the model of spatial resolution 

and recorded on the projection images. In the back-projection, the rays are also 

traced from the projection bins to the reconstructed object. The value on each 

projection bin is convolved with different models of spatial resolution for differing 

detector-object distanced and recorded on the object. 

In the OS-EM reconstruction, forward and back-projections are repeated until 

the end of the iteration. The values on the projection images are based upon the 

voxel value in the object but not the activity of the object. Therefore, it is impossible 

to estimate the activity of the object using this analytical method and only the 

relative activity distribution can be observed. 

A.3 Evaluation 

Simulation: A 21 cm diameter and 38 cm high uniform cylinder filled with 131 I 

is used in the evaluation when HEGP is employed. The cylinder phantom is set as 

a 128 x 128 x 128 matrix size with the voxel size= 0.442 cm. The voxel value of the 

cylinder is set as 1. No attenuation map is used in order to minimize the influence 

of attenuation and scatter. 120-128 x 128 projections are simulated by analytical 

forward projection as the projection lines following the pattern of spatial resolution 
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functions in Eq. 4.5 for different source-detector distances. 

Reconstruction: OS-EM reconstruction is used to recover the activity distri­

bution. The 120 projections are divided into 30 subsets with 4 angles/subset. Two 

reconstructions, with and without GR compensation, are performed. In the GR 

compensation reconstruction, the correction is performed as in Fig. 5.1 using several 

divergence/convergence rays in both forward and back projection steps. A number 

of lines are emitted from a point either in forward projection or back-projection. 

The cross-sections of these lines are 2D Gaussian models representing the source­

detector resolution. In the no compensation reconstruction, the projection lines in 

Fig. 5.1 are parallel to each other and are perpendicular to the collimator. 

Result: Fig. A.1 depicts central slices of the reconstructed images together with 

the central line profiles of these slices. As shown in Fig. A.l(b) and Fig. A.l(c) , the 

resultant images of these two methods look similar except for the obvious ringing 

artifact in the GR compensated result. The estimated average voxel values are 

both close to the true value. It can be seen in Fig. A.l(d) that the edge of the 

compensated result is more obvious than the uncompensated result, but ripples in 

the compensated result are also more significant. This ripple is called Gibbs ring 

artifact, which is caused by spatial resolution compensation when the sharpness of 

an edge is recovered. 

This Gibbs ring artifact is due to geometric response compensation. As men­

tioned in Chapter 3, the geometric response can be written by a 2D Gaussian func­

tion. Therefore, when a collimator is used, the photon weight is convolved with 

a Gaussian function (Fig. A.2(a)) , which is related to the truncated low spatial 

frequency region (grey area) in Fig. A.2(b). That is, the sampling only takes the 

effective data information in the low spatial frequency portion of the image and 

the high frequency information is not sampled during the projection. This missed 

information results in truncation in spatial frequency-space and Gibbs ring artifact 

in spatial domain. This is similar to truncation artifact in MRI images. In order 
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Figure A.1: The real phantom (a) compares with the geometric response compen­
sation result (b) and the uncompensated result ( c). The images shown here are 
corresponding to the center slices of the reconstructed objects. ( d) gives the plots 
of the center line in (a) , (b) and (c). The geometric response compensation causes 
Gibbs ring artifact. 
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L 

A 

(a) (b) 

Figure A.2: The spatial sampling of the detectors around the object (a). The 
frequency description of this sample due to 2D Fourier Theorem. 

to reduce Gibbs ring artifact, the object information on all the frequency domain 

should be sampled, which means the Gaussian function in the spatial domain should 

be narrow, ie., 8 function. It requires the collimator hole to be very small, but this 

is impossible in reality. 

A.4 Factors Affecting Gibbs Ring Artifact 

Gibbs ring artifact is a severe problem in SPECT image reconstruction. Which 

factors will affect Gibbs ring artifact in geometric response compensation? Different 

sampling frequencies and collimators have been used to investigate the factors that 

infi uence Gibbs ring artifact. Two 2D circle in the sizes of 64 x 64 and a 512 x 512 with 

pixel sizes of 0.884 cm and 0.1105 cm are studied using either HEGP collimator/ 131 I 

or LEHR collimator/99mTc . The diameter of the circle is 38 cm. The same as 

previous simulations, the phantom was placed in air. 120 projections are taken by 

the analytical forward projector over 360°. OS-EM is utilized to reconstruct the 

images with GR compensation. 30 subsets are taken with 4 angles/subset. A total 

of 5 iterations are performed. 

Fig. A.3 shows the central lines of reconstructed results for four cases: a) 0.884 

cm/pixel and HEGP collimator, b) 0.884 cm/pixel and LEHR collimator, c) 0.1105 
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cm/pixel and HEGP collimator, d) 0.1105 cm/pixel and LEHR collimator. The 

acquisition method and reconstruction method are the same as the previous study. 
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Figure A.3: Gibbs ring artifact on the geometric response compensation results. 
The subscripts in the legend denotes the matrix size of the object. (a) shows the 
center line profiles of 64 x 64 object using HEGP and LEHR collimators, and (b) 
shows the results of 512 x 512 objects using the two collimators. (c) compares the 
artifact of the different pixel size when LEHR collimator is used. The center profiles 
of 64 x 64 and 512 x 512 reconstructed image are plotted. (d) also evaluate the effect 
of different pixel size but using HEGP collimator. 

Fig. A.3(a) and Fig. A.3(b) compares the compensation results using different 

collimators for the same pixel size. It can be seen that the Gibbs ring artifact is 

more apparent using a HEGP collimator than LEHR collimator for the same pixel 

size, confirming our presumption regarding spatial frequency sampling. 

Fig. A.3(c) and Fig. A.3(d) compares the compensation results of different pixel 

sizes using the same collimator. The central profile of the reconstructed images in an 

array of 512 x 512 is sampled every 8 pixels to match the line profile of 64 x 64 object. 

Reconstructed results for different pixel sizes using HEGP collimator are similar, as 
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ring artifacts being very apparent, however, the reconstructed results using LEHR 

collimator in Fig. A.3( c) are affected by pixel size. When the pixel size is small, 

its artifact is insignificant. On the contrary, the artifact is very obvious when pixel 

size is large. This is because of Nyquist theorem, the sampling frequency should be 

at least twice of the object 's maximum frequency. When LEHR collimator is uti­

lized, the geometric response is small, and the corresponding frequency is high. This 

high frequency requires high sampling frequency (twice of the geometric frequency). 

Therefore, when the object 's sampling frequency is low (0.884cm/pixel), an arti­

fact can be seen in the reconstructed image. In the two plots of Fig. A.3(c) and 

Fig. A.3( d) , the artifacts are all significant except that the simulation of 512 x 512 

object using LEHR collimator with pixel size of 0.1105cm shows little Gibbs ring 

artifact. The artifact at the edge of 512 x 512 reconstructed object using LEHR 

collimator simulation is about the size of 1 voxel. 

Therefore, it can be said that: 

1) High sampling frequency of the object is required, especially when high reso­

lution collimator is used. 

2) Gibbs ring artifact is not influenced by the sampling frequency, but is affected 

by the resolution of collimator. 



Appendix B 

Matlab Codes In This Thesis 


B.1 Collimator Generation 

fun ction [ collim_odd , collim_even]= co l lim (pixels , pixe l size, 
sidelength , septhick) 

% [ collim_odd, collim_evenj = collim (pixels, pixelsize, 
side length , septhick); 

%[ collim_odd , collim_evenj = collim (256, 0.1, 0. 8 , 0. 8); 
% This code is to generate a hexagonal collimator with size 

of pixels . The pix el size 
% is equal to pixelsize , sidelength is the length of the 

hexagon side. septhick is 
% the thickness of septa 

if ( narg in <4) 
e rro r ( ' P l ease ~input ~enough~parameter ' ); 

end 

i f (mod ( p ix e 1 s , 2 ) = 0) 
mtxsize pixe l s+l; 

e lse 
mtxsize pixels; 

end 

co ll im _odd = z e ros ( mtxsize , mtxsize) ; 
co l lim_even = zeros ( mtxsize - 1, mtxsize - 1); 

matr ix_length = mtxsize * pixelsize; 
halflength = matrix _l ength /2; 

% The height and length of a hexagon 

step_x = side l ength * 3 + septhick / sqr t (3) *4; 
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step_y = step_x*sqrt(3)/3 ; 

halfstep_x step_x /2; 
halfstep_y step_y /2; 

% find the center of each hexagon 
x_start 0 
y_start = 0 ; 

bool = 1 ; 

count = 1; 

x_l (count) = x_start; 

x_curr = x_start ; 

x_2(count) = x_l(count) + halfstep_x; 

x_2(count+l) = x_l(count) - halfstep_x ; 


% start with the center of the co llimator , define the 
location of all the hexagon 

% when a pixel is within a hexagon, the va lu e is set as 1, 
otherwise , it is 0. 

while( bool) 
count = count + 1 ; 


x_curr = x_curr + step_x ; 

x_l(count) = x_curr ; 

x_2(count+l) = x_l(count) + halfstep_x ; 


count = count+l; 

x_l(count) = -x_curr; 

x_2(count+l) = x_l(count) - halfstep_x ; 

if ( x_curr <ha lfl ength -st ep _x *2 


bool 1 ; 

else 


bool O·
) 
end 

end 
num__x = count; 

bool = 1; 

count = 1; 

y_l(count) = y_start; 

y_curr = y_start; 

y_2(count) = y_l(count) + halfstep_y; 

y_2(count+l) = y_l(count) - halfstep_y; 
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while ( bool) 
count = count + 1 ; 

y_curr = y_curr + step _y; 
y_l(count) = y_curr; 
y_2(count +1) = y_l(count) + halfstep_y; 

count = count+l; 

y_l(count) = - y_curr; 

y_2(count +1) =y_l(count) - halfstep_y; 

if ( y _curr < halflength -step _y *2 


bool 1 ; 
else 

boo l O· , 
end 

end 
num_y = count; 

hexlength = floor (sidelength/pixelsize*2.5); 
if ( h exlength>pixe l s) 

hexlength = pixels; 
end 
if (mod( h exlength , 2) = 0) 

hexlength = hexlength + 1; 
end 
h a lfh ex l eng = ( hexlength -1) / 2; 

hex = h exagon ( hexlength, pixelsize , sidelength); 

data_l = zeros ( mtxsize , mtxsize) ; 

data_2 = zeros ( mtxsize , mtxsize) ; 

cenX (mtxsize+ l )/2; 

cenY = (mtxsize+ l )/2; 


for 	 i = 1: num__x 
for 	 j 1: num_y 

x = floor ( x _l ( i ) / p i x e 1s i z e ) +cenX ; 
y = floor ( y _l ( j ) / p i x e 1s i z e ) +cenY ; 
if (-h a lfh exleng+y > 0 & halfhexleng+y<mtxsiz e & ­

halfhexleng+x > 0 & halfhexleng+x<m txsize) 
data_l (-halfhex l eng+y: halfhexleng+y, ­

halfhexleng+x: halfhexleng+x) = data_l (­
halfhexleng+y: halfhexleng+y , -h alfhexleng+x: 
halfhexleng+x)+hex ; 

end 

x = 	 floor ( x _2 ( i ) / p i x e 1s i z e ) +cenX ; 
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y = floor(y_2(j)/pixelsize)+cenY; 
if(-halfhexleng+y > 0 & halfhexleng+y<mtxsize & ­

halfhexleng+x > 0 & halfhexleng+x<mtxsize) 
data_2 (-halfhexleng+y: halfhexleng+y, ­

halfhexleng+x: halfhexleng+x) = data_2 (­
halfhexleng+y: halfhexleng+y, -halfhexleng+x: 
halfhexleng+x)+hex; 

end 
end 

end 

collim_odd = data_l+data_2; 
%colormap (flip u d (gray (256))) 
colormap (gray ( 2 5 6) ) 

imagesc ( collim_odd); axis square; 




184 A PPENDIX B. MATLAB CODES IN T HIS THESIS 

B.2 Septal Thickness Calculation 

function data = raysept (sour_cen, ang l e_info, co l l i_ info , 
store _info , filename) 

%data = 

%rays ep t ( ( s our_x , sour_ y j , (angle , angleN j , (coll i _side_ [en g , 
colli_sep_thickj ,(s tore_radius, store_radius_N, 
bool_filenam e, booLn ew file},f i lename) 

% data = rays ept 
( f o. 1 , o. 1J,!3 o, 1 o o o J, ! o. 161,o.o2 J, ! o. 4 4 2* 1 2 s /sqrt (2J 
,1000, 1,1}, 'temp. dat '); 

%This code is to genetrate a pathlength lookup tabl e 

angle = ang l e _info ( 1 ); 

angle _N = angle_info (2); 

colli_side _leng = colli_info ( 1); 

co ll i_sep_thick = co ll i_info (2); 

store_rad i us = store_info ( 1 ) ; 

store_rad i us_N = store_info (2); 

booLfi l ename = store_info (3); 

booLnewfi l e = store_info (4); 


if C booLfi l ename) 
filename = sp r intf ( 'ray _angle%d_angleN%d_radius3 

d_radiusNo/cd' , angle,angle_N , floor (store_radius) , 
store_radius_N) ; 

end 

if ( booLnewfi l e) 
fi d = fop e n (filename , 'w') ; 
fclo s e ( fid); 

end 

angle_step angle / angle_N; 

store_step store_radius/store_radius_N ; 


% to de f ine the height and length of a hexagon 

step_y colli_side_leng * sqrt (3) + colli_sep _t hi ck ; 

step _x step_y*sqrt (3); 


height colli_side_leng * sqrt (3)/2; 

http:161,o.o2
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halfstep_x step_x/2; 
halfstep_y step_y /2; 

tracing_step = store_step; 
tracing_N = store_radius_N; 

% cen_N is the number of the hexagons around the center 
hexagon 

cen_N = 19; 
for 	 i = 1: 1: angle_N 

angle_cur = ( i -1)* angle_step /180*pi; 
cen_x = O; 
cen_y = O; 
coun Lindex = 0; 
for m = -2:2 

for 	n = -4:4 
sum_index = abs(m) + abs(n); 
if ( sum_index = 2 [ sum_index 4 [ sum_index 

= 0) 
coun Lindex = coun Lind ex +1; 
cen_x_curr ( counLindex) cen_x +ID* 

halfstep_x; 
cen_y _curr ( counLindex) cen_y + n* 

halfstep_y; 
end 

end 
end 

xaxis sour _cen ( 1) cen_x; 

yaxis sour _cen ( 2) cen_y; 


% to determine whether a pixel is inside or outside the 
Ji rs t hexagon 

booLin = (yaxis>-height) & (yaxis<height) & ((yaxis ­
sqrt(3)*xaxis -height*2)<0) & ((yaxis -sqrt(3)*xaxis 
+height *2) >0) ... 

& ((yaxis +sqrt(3)*xaxis -height*2)<0) & (( 
yaxis +sqrt (3) *Xaxis +height *2) >0); 

booLout = -booLin; 

if(booLin) 

coun Lin = 1; 

counLout =0 ; 

x_in ( coun Lin , 1) O·, 

y_in(counLin , 1) O·, 
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else 
coun Lin = 1 ; 
% the lo ca t ion of th e last hexagon that a ray has 

been tra ced to. 
x_in ( coun Lin , 1) sour _cen ( 1) ; 

x_in ( coun Lin , 2) sour _c e n ( 1) ; 

y_in(counLin , 1) sour_cen ( 2) ; 

y_in(counLin , 2) sour _c e n (2); 

counLout = 1 ; 

x_out ( counLout , 1) sour _cen ( 1) ; 

y_out(counLout , 1) sour _cen (2); 


counLout = 1; 
end 

slope = tan( angle_cur); 


% check the rest pixels 
radius_leng = [O: tracing_step: store_radius] '; 

x = radius_leng*cos(angle_cur) + sour_cen(l); 

y = radius_leng*sin(angle_cur) + sour_cen(2); 

data= zeros(tracing_N ,1); 

sep_temp = 0 ; 

for j = 2: tracing_N +1 


bool = O; 
for 	 k = l:cen_N 


xaxis = x(j)-cen_x_curr(k) ; 

yaxis = y(j)-cen_y_curr(k); 


% whether a pixel is within these 19 
h ex agons 

booLcen (k) = (yaxis>-height) & (yaxis<height) & 
((yaxis -sqrt(3)*xaxis -height*2)<0) & (( 

yaxis -sqrt (3) *Xaxis +height *2) >0) ... 
& ((yaxis +sqrt(3)*xaxis -height*2)<0) & (( 

yaxis +sqrt (3) *Xaxis +height *2) >0); 
bool = bool I boo Lce n (k); 

end 

if(booLin & bool) 
% rays move in the hol e 

d ata ( j) = sep_temp ; 
continue; 

elseif(booLin & Cbool)) 
% if a pix e l is moved from a hole to septa , 

the 19 hexagons should be defin ed 
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booLin = O; 

data ( j) = sep_temp; 

x_in(counLin,2) = x(j-1); 

y_in(counLin,2) = y(j-1); 

counLout = counLout+l; 

x_out(counLout,1) x(j) ; 

y _out ( counLout , 1) = y ( j ) ; 


coun Lindex = 0 ; 

for m = -2:2 


for n = -4:4 
sum_index = abs (m) + abs ( n) ; 
if ( sum_index = 2 I sum_index 4 I 

sum_index = 0) 
coun Lindex = counLindex +1; 
cen_x_curr(counLindex) cen_x +ID* 

halfstep_x; 
cen_y _curr ( counLindex) cen_y + n* 

halfstep_y ; 
end 

end 
end 

elseif((-booLin) & Cbool)) 
% rays move in the septa 

data(j) =sqrt( (x(j)-x_in(counLin,2))A2 + (y(j 
)-y _in ( counLin , 2) ) A 2 ) + sep_temp ; 

continue ; 
elseif((-booLin) & (bool)) 

% rays move from septa to a hole, the 
central hole and side holes should be 
redefined. 

boo Lin = 1; 

x_out(counLout , 2) x(j-1); 

y_out(counLout ,2) y(j-1); 


coun Lin = coun Lin +1; 

x_in(counLin , 1) = x(j); 

y _in(counLin , 1) = y(j); 

sep_temp = data (j -1) ; 

data ( j) = sep_temp ; 

for k = l:cen_N 


if(booLcen(k)) 
cen_x = cen_x_curr(k); 
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end 
cen_y = cen _y_c urr ( k ); 

end 
end 

end 
if ( booLin) 

x _in ( coun Lin , 2) 
y _in ( counLin , 2) 

else 

end 

x_out ( counLout ,2) 
y _out( co unLout , 2) 

x ( j ) ; 
y ( j ) ; 

x ( j ) ; 
y ( j ) ; 

%p lot{data};hold on;drawnow; 

% 
% 

if (max( data (:) ) > 1000) 
error ( ' terr i b 1e ! ') ; 

end 
data2 = data(2:tracing_N+l ,1); 

plot{data};hold on ; 
drawnow; 

fid = fopen ( fil ename, 'a'); 
fwrite ( fid , data2 , 'sing l e '); 
fclose ( fid); 
clear x_in; 
clear y _in ; 
clear x_out; 
clear y _out ; 
clear data2; 

end 
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B.3 Septal Penetration Modeling 

function projdata = seppene(proj_info , colli_info ,s our_info , 
filename, store_coef, booLthick) 

%projd ata = 
%s e pp en e ( [ p ix e ls , p ix e l s i z e j , [ c o l l i _s i d e _ l e n , c o l l i _l e n g , 

colli_sep_thick ,miu, colli_roLanglej ,[sou_dis ,max_anglej, 
filename , [ angle_N, angle_N_step , ray_pixeLN, 
ray_pixeLN_step, ray_totaLleng j, booLthick) 

%projdata_all = seppene(f128 , 0.442],[0.4/sqrt(3) 

' 6. 6 ' 0. 18 '3 .12' 1 5 j '! zz '3 0 j' ' 

ray_ angle36 O_ angleN1 0000_ radius8 O_radiusN20000 


',[10000,10,20000,10 , 80],1}; 

pixels = proj_info (1); 

pixelsize = proj_info (2); 

colli_side_leng = colli_info (1,1); 

colli_leng = colli_info (2); 

colli_sep_thick = colli_info (3); 

mi u = c o 11 i _i n fo (4) ; 

colli_roLangle = colli_info (5)/180*pi; 

sour_dis = sour_info (1 ,1); 

max_angle = sour _info (2); 


angle_N = store_coef (1); 

angle_N _step = store_coef (2); 

ray_pixeLN = store_coef (3); 

ray _pixeLN _step = store_coef (4); 

ray_totaLleng = store_coef (5); 


i f (mod ( p ix e 1s , 2 ) = 0) 
mtxsize pixels+l ; 

else 
m txsize pixels; 

end 
cen_x (mtxsize+l)/2; 
cen_y (mtxsize+l)/2; 

matrix_length = mtxsize * pixelsize ; 
proj data = zeros ( m txsize , m txsize) ; 
projdata_count = zeros(mtxsize, mtxsize) ; 
halflength = matrix_length /2; 

step_x colli_side_leng * 3 + colli_sep_thick/sqrt (3) *4; 
step_y step_x * sqrt(3)/3; 
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h alfstep_x = step_x / 2; 
h a lfste p_ y = step_y / 2 ; 
h a lfpi xe lsiz e = pixelsize / 2 ; 

%( x , y , num_x , num_ y j = c o l l i h e x c e n t e r (step _x , step _y , 
matrix_length}; 

r ay _ang l e _step 2* pi / angle _N ; 

ray_pixeLstep ray_totaLleng/ray_pixeLN ; 


sour_fronLdis sour_d is; 

sour_back_dis sour_dis+collLleng; 

data_ray_sept = zeros(ray_ p ixe LN , 1) ; 

ang le_theta _N = 12 ; 

fid = fopen (fi lename, ' r '); 


% read 2D septal thickness of the ray projections. 
for 	 i = 1: angle_N _step: ang le _N 

fseek(fid , (i-1)*4*ray_pixeLN , -1 ); 
data_ray_sept = fread ( fid ,ray _pi xe LN ,'s ingl e'); 
theta = r ay _angle _step * ( i -1); 
a n g l e_t h eta = ang leconver t(theta, colli_roLangle); 

% calculate angle theta 
for j = 	 1: ray_pixeLN_step: r ay_pixe l_N 


dis_back = ray_pixeLstep*j; 

dis_front = dis_back*sour_fronLdis/ 


sour_back_dis; 
point_front = floor (d i s_front/ r ay _pix e Lst ep); 
proj ang l e = atan (dis_back/so ur_ba c k_di s); 

if ( point_front = 0 ) 
thick= data_ray_sept(j) ; 

else 
thick = data_ray_sept (j) data_ray _sept ( 

poinLfront) ; 
end 

% 	 if (thick -=0 fj b 0 0 [_thick 1} % collimator 
response 

% continue; 
% end 

if (t hi c k = 0 & booLthick==2) % septal 
penetration 

cont inu e; 
end 

% 	 k_thick(j) =thick; 
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dis3D = thick/sin ( projangle) ; 
% recover the 3D septal thickness that a ray travel through 

for 	m = 1: angle_theta_N ; 
x = dis_fronhcos(angle_theta(m)); 
y = dis_front *Sin ( angle_theta (m)); 
poi n L x _pro j = floor ( x / p ix e 1s i z e ) + cen _x ; 
poinLy_proj = floor(y/pixelsize) + cen_y; 
if ( poinLx_proj >0 & poinLx_proj <=mtxsize & 

po in Ly _proj >0 & po in Ly _proj <=mtxsize ) 
proj data (po in Ly _proj , po in Lx _proj) 

exp(-miu* dis3D )+ proj data ( 
poinLy_proj , poinLx_proj); 

projdata_count ( poinLy _proj , poinLx_proj 
) = projdata_count(point_y_proj, 
poinLx_proj) +1; 

end 

end 

end 


end 

fclose ( fid); 

clear data_ray_sept 

projdata = projdata ./ ( projdata_count+eps); 
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B.4 Monte Carlo based Forward Projection 

function outSino = forward_stat ic_MC (obj, attFile , isotope ,smc 
, ppct , forwProjN , SA , nn, amount , projTime, boo l ) 

global totalA projN startA heads pixels slice ps 

souFi le strcat (smc, ' . smi '); 
den Fi1e st r c at ( smc , ' . dmi ' ) ; 
smcFi le strcat (smc, '. smc '); 
MC_resFile ' m c_res'; 

MC_resRead = strcat (MC_resF ile , ' . dat '); 


attData = r eadimages ( attFi le , '1 ', 'uint32 ' , 0, [ pixels , pixels , 

slice ]); 

writeimages ( att Data, denFile , ' 1 ', 'u int32 '); 
clear attData; 

outSino = zeros (s lice , pixe l s ,forwProjN*heads); 

% rotate angle step 
angleP = totalA/forwProjN; 
ang leH = totalA / heads; 
if (bool) 

index = find (obj (:) >0); 

data = obj ( ind ex); 

min_data = min ( data) ; 

max_data = max( data) ; 

obj= (obj-min_data)/(max_data-min_data)*50 ; 


end 

writeimages (obj, souF il e, ' 1 ', ' uint32 '); 
clear obj 

% run Monte Carlo to get projection image 
for 	 i 1: forw Proj N 

for 	 j = 1: heads 
angle= angleP*(i- 1) + (j- l )*angleH +SA; 
run= sprintf ( '!/home/shannon/sim0901/3s/3s-3s-3s/px 

:3 f / nn: 3 d /4 1: 3 d/29 :1/25:3 f' , isotope, ppct , smcF ile, 
MC_r esFile , ps , nn, angle , 1) ; 

eval (run); 
temp = r eadimages (MC_resRead, ' 1 ','s in gle' , 0 , [pixe ls , 

slice]) ; 
outSino (:,:, i+(j -l)*forwProjN) = temp'* projTime * 

amount; 
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end 
end 
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B.5 Back-projection 

function obj = backproj _static ( inSino, cummFile ,SA,GR) 

global tota lA projN startA heads pixels slice ps 

N = size ( inSin o , 3) ; 
backProjN = N/heads; 
proj _step = projN /backProjN ; 

angleP = totalA / projN; 
ang le_ backP = totalA /backProjN ; 
angleH = totalA /heads; 

pixels_num = pixels* pixels* slice ; 
index = (SA-startA) / angleP; 
p_index = pixels_num* heads* index* 4 ; 

obj 	= zeros (pixels , pixels , slice); 

for 	 i 1 : backProj N 
for 	 j = 1 : heads 

angle= angle_back P *(i- 1) + a n gleH *(j- 1) +SA ; 
p =p_index+pixels_num*heads* proj _step*( i -1 )*4+ 

pixels_num*(j-1)*4; 
att= readimages(cummFile, ' 1 ','s in g le' ,p, [pixe ls, 

pixels , slice ]) ; 
% att = exp(- att*ps); 

data = zeros (p ixels , pixels , slice ); 
rotData = zeros (pixe l s , pixels , slice ); 
% trace rays back to the object, following the 

pattern of geomtric response 
form = 1: pixels 

temp_conv = conv2 ( inS ino (: , : , i +(j -1 ) * backProjN) , 
GR(: , : ,m)) ; 

[col , row] = size ( temp_conv) ; 
cenx = floor (co l /2) ; 
ceny = floor (row/2); 
i f (mod ( slice , 2 ) = 0) 

temp = temp_conv ( cenx-slice /2+ 1: cenx+slice 
/2 ,ceny-pix e l s /2+ 1:ceny+pixe ls /2); 

else 
temp = temp_conv ( cenx - ( slice -1) /2+ 1: cenx+( 
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slice + 1) /2, ceny-p ix e 1s/2+ 1: ceny+p i xe l s / 2) 

end 
data (: ,m , :) permute(temp , [2 ,3 , 1]); 
data (: ,m, : ) data(: ,m , :) .*att (: ,m,:); 

end 
fork = l:slice 

rotData(: ,: , k ) rot ate2D (data (: , : , k) , angle ); 
end 
obj = obj + rotData ; 

end 
end 
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B.6 Single-isotope Reconstruction 

function [obj ,amount,amounLend ] = osem_MC(iniLobj, 
iniLamount, i sotope, simind_type, inSino , attFile , cummFile, 
smc,GR,group_osem , nn,projTime , iters) 

global totalA projN startA heads pixels slice ps 


subset projN / gro up_osem; 

ang leP tot a lA / projN ; 

angleH totalA / h eads; 

pixels_num = pixels* pixels* slice ; 


ROI = cylinder3 D ( [ pixels , slice ] , [ 1 , slice ] , pixels /2 -2); 

obj = iniLobj; 

clear iniLobj 

amount = ini Lamoun t; 


sino = inSin o; 


temp= zeros (s lice , pixels ,group_osem*heads) + 1 ; 


bk = zeros (pixe ls , pixels , slice , subset); 

%ca l culate the denominator term in the O~EM updating 

f unction 
for i = 1 : subset; 

SA = ang leP * ( i -l)+startA ; 
bk (: , : , : , i ) = b ac kproj _static (temp, cummFile ,SA ,GR); 

end 

wr i teimages (bk,' sing l e_bk . dat ', ' 1 ','sing l e'); 


file_bk = sprintf ( '%s _bk.dat ' , isotope); 

bool = O; 

for i = 1 : iters 


for 	 j = l:subset 
p = pixels*pixels*slice*4*(j-1); 
bk = readimages ( fil e_bk , ' 1 ', 's ingle ' , p , [p ixels , 

pixe l s , slice ]) ; 

SA = angleP *(j - l )+startA; 

ppct = simi nd_type; 

%f orward projection 
fobj = forward_static_MC(obj ,attFile , i sotope ,smc, 

ppct , group_osem , SA , nn, amount , projTime , bool) ; 
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if ( bool==O) 
bool = 1 ; 

end 
fa c t o r _e s t = sum (sum (sum ( sin o ( : , : , j : subset : end) ) ) ) / 

sum(sum(sum( fo bj))) ; 

%up date a c ti v i t y 

amount= amount*factor_est; 

fobj = fobj*factor_est; 


%take ratios of projection image 
ratio = ( ( sin o ( : , : , j : subset : end) ) ) . / ( fob j +eps) ; 
ratio (find(fobj (:) < 0.1))=0 ; 

%backproject the ratio 
temp_backproj = backproj_static (ratio ,cummFile ,SA,GR 

) ; 

%update the object 
obj = ( temp_backproj) . / ( bk+eps). *obj . *ROI; 

save t emp_obj obj amount 

amount_end ( i , j) = amount; 


end 
end 
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B.7 Dual-isotope Reconstruction 

function [ objectl, activityl , object2, activity2] 
OSEM_MC_duaLisotope (object 1 , activity 1 , proj 1 , object 2 , 
activity2 , proj2, isotopel , isotope2 , attFilel , attFile2 , 
cummFilel, cummFile2 ,GR, i ters , spe); 

global pixels slice ps projN group totalA startA heads 
projTime ROI gr_len fileload 

inSinol proj 1 ; 

inSino2 proj 2; 


angles totalA /group; 

angleH totalA /heads; 

angleP totalA / projN ; 


subset projN / group; 

pixels_num = pixels* pixels* slice; 


%c al cul ate the den omin at or term for both is o top es 
roi_img = ROI ; 
BP _unitSino_denoFile = strcat ( fileload , ' 

temp_BP _unitSino_deno. <lat'); 
BP _unitouLdenoFile = strcat ( fileload , 'temp_BP _unitouLdeno. 

<lat'); 
temp= zeros(slice ,pixels ,group*heads) + 1; 
writeimages (temp, BP _unitSin o _d enoFile, '1', 'single'); 
bkl = zeros (pixels , pixels , slice , subset); 
for i = 1: subset; 

SA = angleP * ( i -l)+startA; 
bkl(: , : ,: , i) = backproj_static(temp,cummFilel ,SA,GR); 

end 
writeimages(bkl, 'duaLbkl_heart_tc_il23 .<lat', 'l ' , 'single'); 
clear bkl 

bk2 zeros (pixels , pixels , slice , subset); 
for i = 1: subset; 

SA = angleP * ( i -l)+startA; 
bk2 (: , : , : , i) = backproj _static (temp , cummFile2 ,SA ,GR); 

end 
writeimages (bk2 , 'duaLbk2_hearLtc_il23. <lat ' ,' 1 ' , 'single ' ) ; 
clear bk2 

FP _ouLstaticFile strcat ( fileload , ' temp_FP _ouLstatic . <lat ' 
) ; 
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ratio_staticFile = strcat ( fileload , ' temp_ratio_static. dat '); 
BP _ouLstaticFile = strcat ( fileload , 'temp _BP _ouLstatic. dat ' 

) ; 
f i 1e1 sprintf ( '3s_bk. dat ', isotopel); 
f i 1e2 sprintf ( '3s_bk. dat', isotope2); 

for 1 : iters 
for 	 j = l :s ub set 

nn = 1 ; 
if ( i= l&&j ==1) 

booLdata O·
' 

else 
booLdata 1·

' end 

SA = angleP *(j -l)+startA; 


p = pixels*pixels*slice*4*(j-l); 
bkl = readimages (fi l e 1 , ' 1 ','sing le' ,p, [pixe l s , pixels 

, slice ]); 
bk2 = readimages ( file2 , '1 ','sing le' ,p, [pixe ls, pixels 

, slice ]); 

if(strcmp ( isotope l , ' tc99m ')) 
smc = sprintf ( '3so/crl', 'tc99m_', pix e l s); 

elseif(strcmp(isotope l , ' tl201 ')) 
smc = sprintf ( '3so/crl', 't l201_ ' , pix e l s); 

elseif (strcmp (isotopel, ' i123 ')) 
smc = sprintf ( '3so/crl', ' i123_ ', pixels); 

end 
ppct = s pr intf ( ' s i mind_cfd _%d _o/crl ' , s p e ( 1 ) , s p e ( 2) ) ; 

%foward project the four image sets 
fobj_Lpp = forward_static_MC ( ob j ect l , attF il e l , 

is o top e l ,smc,ppct ,group ,SA,nn, act ivit y l ,projTime, 
booLdata) ; 

ppct = sprintf ( 'simind_cfd _%d_o/crl', spe (3), spe (4)); 
fobj_Lct = forward_stat ic_MC( obj ect l , attF il e l , 

isoto p el ,smc , ppct ,group ,SA,nn, act i vity l ,projTime, 
booLdata) ; 

if ( strcmp ( isotope2 , 'tc99m ')) 
smc = sprintf ( '3so/crl', 'tc99m_', pixels); 

elseif (strcmp( isotope2 , 't l201 ')) 
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smc = s pr in tf ( '3so/cti ' , ' t 12 0 1 _ ' , pix e 1 s ) ; 

elseif(strcmp(isotope2 , ' i123 ')) 


smc = sprint f ( '3so/cti ' , ' i 1 2 3 _ ' , pix e 1 s ) ; 

end 


pp ct = s pr intf ( ' s i mind_cfd _%d _o/cti ' , s p e ( 3) , s p e ( 4) ) ; 

fobj_2_pp = forward_static_MC(object2, attFile2, 
isotope2 , smc, ppct , group , SA , nn , acti vi ty2 , projTime, 
booLdata); 

ppct = s pr intf ( ' s i mind_cfd _%d _o/cti ' , s p e ( 1 ) , s p e ( 2) ) ; 
fobj_2_ct = forward_static_MC(object2 , attFile2 , 

isotope2 ,smc,ppct , group ,SA,nn , activity2 , projTime, 
booLdata); 

%c ombine the appropriate images together 
fobj_l fobj_Lpp+fobj_2_ct; 

fobj_2 = fobj_Lct +fobj _2_pp; 


%take ratio 
if(max(fobj_l (:) )>100) 

r at i o _1 = ( in Sino 1 ( : , : , j : subset : end) + 1) . / ( fob j _l 
+eps+l) ; 

elseif(max(fobj_l (:) )>10) 
r at i o _1 = ( in Sino 1 ( : , : , j : subset : end) + 0. 1 ) . / ( 

fo bj _l+eps +0.1) ; 
else 

r at i o _1 = ( in S in o 1 ( : , : , j : subset : end) + 0 . 0 1 ) . / ( 
fob j _l +eps + 0. 01) ; 

end 

%update the activity 
act_ Lest = sum(sum (sum ( in Sino 1 ( : , : , j : subset : end) ) ) ) 

/sum(fobj_l (:)); 
Ll = sum(fobj_Lpp (:) )/( sum(fobj_Lpp (:))+sum( 

fobj_2_ct (:) )) ; 
activity l = activityl*acLLest ; 

writeimages ( ratio_l , ratio_staticFile ' l ' ' single ' )·
' ' ' 

%back-project the ratio 
temp_BP backproj _static ( ratio_l , cummFilel ,SA,GR); 

objectl objectl/sum(objectl (:) )*activityl ; 
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object 1 = temp_BP. / ( bkl+bk2+eps) . *object 1 * 2 ; 
obj ect 1 ( find ( obj ect 1 ( : ) ==NaN) ) = 0 ; 

if(max(fobj_2 (:)) >100) 
rat i o _ 2 = ( in Sino 2 ( : , : , j : subset : end ) + 1) . / ( fob j _ 2 

+eps+l); 
elseif(max(fobj_2 ( : ) )>10) 

ratio_ 2 = ( in Sino 2 ( : , : , j : subset :end) + 0. 1) . / ( 
fo bj _2+eps+O. l) ; 

else 
r at i o _2 = ( in S in o 2 ( : , : , j : subset : end ) + 0 . 0 1 ) . / ( 

fob j _2+eps+0.01) ; 
end 

a c t _ 2 _est = sum (sum (sum ( in Sin o 2 ( : , : , j : subset : end) ) ) ) 
/sum(fobj_2 (:)); 

L2 = sum(fobj_2_pp ( :) )/( sum(fobj_Lct (:))+sum( 
fobj_2_pp (:))); 

activity2 = activity2*acL2_est ; 
writeimages ( ratio_2 , ratio_staticFile , '1', ' single' ) ; 

temp_BP = backproj _st a tic ( ratio_2 , cummFile2 ,SA ,GR) ; 

object2 = object2 / sum(object2 (:) ) *ac tivity2 ; 
object2 = temp_BP ./ (bkl+bk2+eps) .*object2*2 ; 
obj ect 2 ( find ( obj ect 2 ( : ) ==NaN) ) = 0 ; 

save res_dual objectl activityl object2 activity2 

end 
end 

http:2+eps+0.01
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